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Abstract

This thesis aims at a description of the equilibrium dynamics of quantum spin glass systems. To
this end a generic fermionic SU(2), spin 1/2 spin glass model with infinite-range interactions
is defined in the first part. The model is treated in the framework of imaginary-time Grassmann
field theory along with the replica formalism. A dynamical two-step decoupling procedure,
which retains the full time dependence of the (replica-symmetric) saddle point, is presented. As
a main result, a set of highly coupled self-consistency equations for the spin-spin correlations
can be formulated.

Beyond the so-called spin-static approximation two complementary systematic approxima-
tion schemes are developed in order to render the occurring integration problem feasible. One
of these methods restricts the quantum-spin dynamics to a manageable number of bosonic Mat-
subara frequencies. A sequence of improved approximants to some quantity can be obtained by
gradually extending the set of employed discrete frequencies. Extrapolation of such a sequence
yields an estimate of the full dynamical solution. The other method is based on a perturbative
expansion of the self-consistency equations in terms of the dynamical correlations.

In the second part these techniques are applied to the isotropic Heisenberg spin glass both on
the Fock space (HSGF) and, exploiting the Popov-Fedotov trick, on the spin space (HSGS). The
critical temperatures of the paramagnet to spin glass phase transitions are determined accurately.
Compared to the spin-static results, the dynamics causes slight increases ofTc by about 3% and
2%, respectively. For the HSGS the specific heatC(T ) is investigated in the paramagnetic phase
and, by way of a perturbative method, below but close toTc. The exactC(T )-curve is shown to
exhibit a pronounced non-analyticity atTc and, contradictory to recent reports by other authors,
there is no indication of maximum aboveTc.

In the last part of this thesis the spin glass model is augmented with a nearest-neighbor
hopping term on an infinite-dimensional cubic lattice. An extended self-consistency structure
can be derived by combining the decoupling procedure with the dynamical CPA method. For the
itinerant Ising spin glass numerous solutions within the spin-static approximation are presented
both at finite and zero temperature. Systematic dynamical corrections to the spin-static phase
diagram in the plane of temperature and hopping strength are calculated, and the location of the
quantum critical point is determined.
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Zusammenfassung

Die vorliegende Arbeit beschäftigt sich mit der Gleichgewichtsdynamik in Quanten-Spinglas-
systemen. Dazu wird im ersten Teil ein allgemeines fermionisches SU(2), Spin 1/2
Spinglasmodell mit langreichweitiger Wechselwirkung definiert. Das Modell wird im Rah-
men der Grassmann-Feldtheorie und mithilfe des Replikatricks behandelt. Es wird ein dynami-
sches zweistufiges Entkopplungsverfahren vorgestellt, welches die volle Zeitabhängigkeit des
(replika-symmetrischen) Sattelpunktes berücksichtigt. Als ein Hauptergebnis kann ein Satz von
gekoppelten Selbstkonsistenzgleichungen für die Spin-Spin-Korrelationen formuliert werden.

Über die spin-statische N̈aherung hinaus werden zwei komplementäre systematische Ap-
proximationsverfahren entwickelt, die das auftretende Integrationsproblem beherrschbar ma-
chen. Eine dieser Methoden beschränkt die Quantenspindynamik auf eine handhabbare Anzahl
bosonischer Matsubara Frequenzen. Unter schrittweiser Hinzunahme weiterer diskreter Fre-
quenzen ergibt sich eine Sequenz verfeinerter Näherungen einer beliebigen Größe. Durch Ex-
trapolation kann die voll dynamische Lösung bestimmt werden. Die andere Methode fußt auf
einer Sẗorungsentwicklung der Selbskonsistenzgleichungen in den dynamischen Korrelationen.

Im zweiten Teil werden diese Techniken angewandt auf das isotrope Heisenberg-Spinglas
sowohl auf dem Fockraum (HSGF), als auch, unter Verwendung des Popov-Fedotov-Tricks, auf
dem Spinraum (HSGS). Die kritischen Temperaturen der Spinglas-Phasenüberg̈ange werden
genau ermittelt. Verglichen mit den spin-statischen Ergebnissen führt die Dynamik zu leichten
Erhöhungen vonTc um jeweils 3% bzw. 2%. F̈ur das HSGS wird die spezifische Ẅarme in
der paramagnetischen Phase und dicht unterhalbTc untersucht. Es wird gezeigt, daß die exakte
C(T )-Kurve eine Nicht-Analytiziẗat anTc aufweist. Dagegen finden sich keine Anzeichen eines
Maximums oberhalb vonTc, was im Widerspruch zu Beobachtungen anderer Autoren steht.

Im letzten Teil dieser Arbeit wird das Spinglasmodell um einen Hüpfterm auf einem unend-
lich-dimensionalen kubischen Gitter ergänzt. Durch Kombination des Entkopplungsverfahrens
und der dynamischen CPA-Methode kann eine erweiterte Selbskonsistenzstruktur gewonnen
werden. F̈ur das itinerante Ising-Spinglas werden innerhalb der spin-statischen Näherung zahl-
reiche L̈osungen bei endlichen Temperaturen als auch beiT = 0 pr̈asentiert. Es werden syste-
matische dynamische Korrekturen zum spin-statischen Phasendiagram in der Ebene von Tem-
peratur und Ḧupfsẗarke berechnet, woraus der quantenkritische Punkt bestimmt wird.
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Introduction

During the last three decades, the theory of spin glasses has been attracting much attention.
This may have two reasons. The first is its clear relevance to science. Several classes of disor-
dered magnetic materials which manifestly exhibit spin glass behavior have been discovered by
now, and numerous experiments elucidated the intriguing physical properties of these systems
[31, 5, 13]. Furthermore, an adequate description of the spin glass state required new and un-
usual concepts in statistical mechanics. Applicable to a wide range of complex systems, these
concepts have spread over many other fields of research, for instance optimization theory [29],
information processing [33], or the theory of neural networks [20], to mention only a few of the
most prominent examples.

A second reason for the sustaining interest in spin glass systems certainly is the big chal-
lenge they have been and continue to be offering to us. The phenomenon of non-trivial ergod-
icity breaking encountered in the spin glass state entails very intricate theories already at the
mean field level. This point can be illustrated by the case of the fully connected Ising spin
glass, the famous Sherrington-Kirkpatrick model. Despite it certainly is the most comprehen-
sively studied and best understood genuine spin glass model, a closed exact solution in the low
temperature phase could not be found yet and is still subject of intense research.

Quantum spin glass models provide yet another difficulty which arises from their inher-
ent quantum-spin dynamics. The mean field approach to translationally invariant models of
ferromagnets or antiferromagnets leads to self-consistency equations for suitably defined mag-
netizations, i.e. static quantities. In contrast, in the presence of disorder the corresponding
self-consistency structure involves time (resp. frequency) dependent local spin-spin correla-
tions. The resulting coupling of infinitely many dynamical degrees of freedom obstructs simple
mean field solutions for quantum spin glass models even in their paramagnetic phases. This
technical difficulty initially motivated the work presented in this thesis.

In the first chapter, a mean field theory for quantum spin glasses shall be formulated. Sub-
sequently, the resulting dynamical self-consistency problem shall be tackled both analytically
and numerically within especially developed systematic approximation schemes. Chapter 2 is
concerned with Heisenberg spin glass variants, and the last part is dedicated to an itinerant
fermionic Ising spin glass.

3



1
The dynamical self-consistency problem

The aim of this chapter is to establish a technical framework for the description of the equi-
librium dynamics in infinite-range spin 1/2 quantum spin glass systems. To this end a generic
Hamiltonian for the magnetic part of fermionic spin glass systems allowing for arbitrary global
anisotropy shall be considered. It includes various physically interesting special cases, some of
which will be studied in the course of this work. As the Fock space is effectively reduced to
the spin space by the Popov-Fedotov chemical potential [39], the general fermionic formulation
readily accounts for genuine spin models, too.

The model is treated within imaginary-time Grassmann-field theory along with the replica
formalism to handle the disorder. By means of an exact two-step decoupling procedure, which
retains the full dynamics of the problem, the effective action can be reduced to that of non-
interacting fermions in a self-induced dynamical potential. The applied method is a quantum
version of the basic decoupling scheme originally introduced in the context of the classical Ising
spin glass [47, 26]. In particular, the method is the dynamical generalization of the spin-static
formalism for fermionic spin glass models developed in Ref. [35].

Using a replica-symmetric Ansatz, the general self-consistency problem for the spin glass
order parameter and the dynamical replica-diagonal spin-spin correlations shall be formulated.
The resulting set of highly coupled self-consistency equations constitutes a central issue of this
thesis. Therefore, a rather detailed derivation will be given.

1.1 Model definition

The magnetic part of fermionic spin glass systems can be described quite generally by the basic
grand-canonical Hamiltonian

K̂ SG =
1
2

∑
i6=j

Ŝi Jij Ŝj − h
∑

i

Ŝi − µ
∑

i

n̂i (1.1)

with a global external magnetic fieldh pointing in arbitrary direction and a chemical potential
µ. The indicesi andj label the sites of the system. In terms of the usual fermionic construc-

4



1.2 THE POPOV-FEDOTOV-TRICK 5

tion operatorsa†
iσ andaiσ, which create and destroy, respectively, a particle at sitei with spin

projectionσ = {↑,↓}, the number operators read

n̂i =
∑
σ

a†
iσaiσ. (1.2)

Using the Pauli matricesσν with ν = {x,y,z}, the spatial components of the spin 1/2 operators
are given by

Ŝν
i =

∑
σσ′

a†
iσσ

ν
σσ′aiσ′ , (1.3)

where the conventional pre-factor~/2 has been dropped for convenience. In this work the
spin-pair interaction matrices are restricted to diagonal shape,

Jij =

 Jx
ij 0 0
0 Jy

ij 0
0 0 Jz

ij

 , (1.4)

i.e. there are no direct interactions between different spin components. The coupling constants
Jν

ij = Jν
ji are defined to be uncorrelated real random numbers drawn from the symmetric Gaus-

sian distribution

Pν(Jν
ij) =

1√
2πĴν

exp

(
−1

2

(
Jν

ij

Ĵν

)2
)
. (1.5)

The assumption of infinitely ranged interactions is expressed by the fact that the disorder dis-
tribution (1.5) is independent of the distance between two interacting spins at sitesi andj. For
such a model to be sensible it is essential to adapt the disorder variances to the size of the system
according to

Ĵν =
1√
N
Jν , (1.6)

whereN is the total number of spins and theJν are fixed model parameters. It will turn out that
the scaling (1.6) ensures the free energy to be an extensive thermodynamic quantity.

Each spatial direction is governed by an individual parameterJν . Thus, the present model
allows for arbitrary global anisotropy. In particular, the choiceJν = 0 entirely removes all
couplings of spin components inν-direction from the Hamiltonian (1.1). In this sense the
general model includes the Ising and XY cases.

1.2 The Popov-Fedotov-Trick

There exists a strikingly simple fermionic representation of spin 1/2 systems. A spin Hamilto-
nian Ĥ S, defined on the spin space, can be mapped onto a corresponding HamiltonianĤ F on
the Fock space by expressing the spin operators in terms of the fermionic construction opera-
tors according to eq. (1.3). A problem arises from the different dimensionalities of the vector
spaces the two Hamiltonians act on. There are two possible orientations for each individual
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spin, which amounts to a total of 2N states available to a system ofN spins. The Fock space
of the corresponding fermionic system, however, is generated by 4N many-particle states each
of which is built up from four basic local states. Associated with theith site there are the two
magnetic (physical) states

|↑〉i = a†
i↑ |0〉i and |↓〉i = a†

i↓ |0〉i (1.7)

and, contrary to the spin space, the two non-magnetic (non-physical) states

|0〉i and |↑↓〉i = a†
i↑a

†
i↓ |0〉i . (1.8)

It was first shown by Popov and Fedotov in 1988 that this problem can be resolved easily by
introducing the imaginary and temperature dependent chemical potential [39]

µPF =−iπ
2
T. (1.9)

Following the original proof of this statement one may write

Ĥ F = Ĥ F,κ + Ĥ F, κ̄, (1.10)

whereĤ F,κ contains all contributions of the spin operators at some arbitrarily chosen siteκ,
andĤ F, κ̄ is the entire remaining part. Hence, the particle number operator can be written

N̂ =
∑

i

n̂i = N̂κ̄ + n̂κ. (1.11)

The trace operation decomposes in a similar fashion:

Tr = Trκ̄ Trκ = Trκ̄ (Trκ,m + Trκ,nm) . (1.12)

Here the labels “m” and “nm” denote partial traces over the magnetic and non-magnetic local
states (1.7, 1.8), respectively. With these definitions the grand-canonical fermionic partition
function can be manipulated into

ZF = Tr e
−β

“
Ĥ F−µPFN̂

”
= Tr e−βĤ F eµPFN̂

= Trκ̄ Trκ,m e−βĤ F eµPFN̂ + Trκ̄ e−βĤ F, κ̄ eµPFN̂κ̄ Trκ,nm eβµPFn̂κ . (1.13)

In the second and third line the facts[
Ŝν

i , n̂j

]
− = 0 and Ŝν

i |0〉i = Ŝν
i |↑↓〉i = 0 (1.14)

have been used, respectively. Since

Trκ,nm eβµPFn̂κ = κ〈0|e
−iπn̂κ/2 |0〉κ + κ〈↑↓|e

−iπn̂κ/2 |↑↓〉κ = 1−1 = 0, (1.15)

the second term on the right hand side of eq. (1.13) vanishes. In the magnetic local states (1.7)
siteκ is occupied by exactly one particle and hence

ZF =−i Trκ̄ Trκ,m e−βĤ F eµN̂κ̄ . (1.16)
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The same procedure can be repeated now for all remaining sites ¯κ. Thus, the contributions
of the non-magnetic states to the partition function cancel each other while the action of the
magnetic states introduces a factor−i for each site. Altogether, this reasoning leads to

ZF = (−i)N Trm e−βĤ F = (−i)N Tr e−βĤ S = (−i)NZS. (1.17)

Up to a unimportant constant factor, the partition function of the spin system is indeed equal to
the grand-canonical partition function of the corresponding fermionic system with the chemical
potentialµPF defined by eq. (1.9). All physical properties of the spin system can be derived from
the partition function (including appropriate generating fields as required) and can therefore be
calculated within this fermionic representation.

The Popov-Fedotov trick makes the whole apparatus for fermionic many-particle systems
readily applicable to spin models, and particularly it provides a standard diagram technique. The
chemical potential (1.9) merely causes a shift of the fermionic Matsubara frequencies. Thus,
spin 1/2 systems are characterized by the “semionic” Matsubara frequencies

sn =
(

2n+
1
2

)
πT. (1.18)

The method has been generalized to arbitrary spin quantum numbers [52].
For the time being, the chemical potential in the generic model (1.1) remains unspecified.

Later in this work it will be fixed appropriately to study specific physically relevant model
variants.

1.3 The dynamical spin glass decoupling scheme

Within the formalism of continuous imaginary-time Grassmann field theory [32] the grand-
canonical partition function of a single instance of the system (1.1) with a particular configu-
ration of the random interactionsJij (1.4) is expressed in terms of a functional integral over
anti-commuting fieldsψ:

Z (Jij) =
∫

Dψ exp
(
−A0(ψ) − AJ (ψ,Jij)

)
. (1.19)

The two action parts are given by

A0(ψ) =
∑

i

∫ β

0
dτ Ψ̄τ

i

(
(∂τ −µ)12 − hσ

)
Ψτ

i , (1.20)

AJ (ψ,Jij) =
1
2

∑
i6=j

∑
ν

Jν
ij

∫ β

0
dτ S τ

νi S τ
νj , (1.21)

whereΨ =
(
ψ↑,ψ↓

)T
is a Grassmann spinor,

Sν = Ψ̄σνΨ (1.22)

denotes the Grassmann representation of a spin variable, andσ = (σx,σy,σz)
T is the vector

composed of the three Pauli matrices.
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1.3.1 Disorder average

As the model is assumed to have quenched disorder one needs to average physical quantities
rather than the partition function1. An important example is the free energy which is related to
the partition function (1.19) of an individual sample by

F (Jij) =−T lnZ (Jij) . (1.23)

The disorder average of physical quantities can be accomplished by means of the famous replica
trick. In the probably most prominent case of the free energy it relies on the identity

lnx= lim
n→0

xn−1
n

. (1.24)

Using this representation of the logarithm in eq. (1.23) one obtains (henceforth, the symbol[ ]dis
denotes the disorder average)

[
F (Jij)

]
dis =−T lim

n→0

[
Z (Jij)

n ]
dis− 1

n
. (1.25)

The quantity

Z (Jij)
n =

n∏
a=1

Z (Jij) =
∫

Dψ exp

(
−

n∑
a=1

(
A0(ψa) + AJ (ψa,Jij)

))
(1.26)

can be interpreted as the partition function of a super-system comprisingn exact copies (repli-
cas) of the original system. These replicas are well separated and there is no direct interaction
between them. However, the replicas are not independent of each other because the disorder
configuration is the very same for all replicas.

The disorder average of eq. (1.26) amounts to an integration over the coupling constantsJν
ij

weighted with their Gaussian probability distribution (1.5). Recalling the Hubbard-Stratonovich
integral identity

exp

(
x2

4a2

)
=

a√
π

∫ ∞

−∞
dξ exp

(
−a2ξ2 ± ξx

)
(1.27)

one easily finds

[
exp
(
−AJ,n

)]
dis =

∏
i<j

∏
ν

∫ ∞

−∞
dJν

ij P
(
Jν

ij

) exp

(
−

n∑
a=1

AJ (ψa,Jij)

)

= exp

 1
4N

∑
ν

J2
ν

∑
i6=j

∑
ab

∫ β

0

∫ β

0
dτ dτ ′S τ

νiaS τ
νjaS τ ′

νibS τ ′
νjb

 (1.28)

with an obvious definition ofAJ,n. Here the scaling (1.6) has been taken into account already.

1A detailed discussion of quenched vs. annealed averages can be found in Ref. [13].
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1.3.2 First decoupling step and effective action

In order to facilitate the functional integration over the Grassmann fields the effective four-
spin, or eight-fermion interaction in eq. (1.31) has to be manipulated into a bi-linear form of
the Grassmann fields. This requires a two-step decoupling procedure [35, 3] which shall be
discussed in the following.

First, the site sum of the four-spin products in eq. (1.31) can be rewritten as

∑
i6=j

S τ
νiaS τ

νjaS τ ′
νibS τ ′

νjb =

(∑
i

S τ
νiaS τ ′

νib

)2

−
∑

i

(
S τ

νiaS τ ′
νib

)2
. (1.29)

The second contribution is of orderO (N) smaller than the first one, and is therefore it is neg-
ligible in the limit of a infinitely large system. Now the leading contribution can be decoupled
by means of site-global, time and replica dependent Hubbard-Stratonovich fields according to
eq. (1.27). This operation yields[

exp
(
−AJ,n

)]
dis = const.

∫
DQ exp

(
−AJ,eff (ψ,Q)

)
(1.30)

with the effective action

AJ,eff (ψ,Q) =
∑

ν

J 2
ν

∑
ab

∫ β

0

∫ β

0
dτ dτ ′

(
1
4
N
(
Qττ ′

νab

)2
− 1

2

∑
i

S τ
νiaQ

ττ ′
νab S τ ′

νib

)
. (1.31)

Comparison of the actions (1.21, 1.31), both being of fourth order in the Grassmann fields,
reveals the progress accomplished so far. The disorder average and the subsequent first de-
coupling step result in an effective single-site problem. As a drawback, the method generates
inter-replica couplings.

1.3.3 The dynamical saddle point

The further evaluation of eq. (1.30) relies on the elimination of the spin glass fieldsQττ ′
νab by

means of a saddle point integration which becomes exact in the limitN→∞. A common way to
proceed would be the assumption of a replica-symmetric and spin-static (i.e.ττ ′-independent)
saddle point [35, 34]. The main issue of this thesis is, however, the role played by the quantum
dynamics, and hence the full time dependence shall be retained.

General saddle point equations can be derived by imposing the stationarity condition to
the replicated and disorder averaged partition function. Using the symbol〈〉th for the thermal
(quantum-statistical) average, the saddle point values of the spin glass fields can be formally
expressed in terms of the corresponding averaged spin products at some arbitrarily chosen lattice
site, sayi= s:

Qττ ′
νa6=b

∣∣∣
s.p.

=
[〈

S τ
νsaS τ ′

νsb

〉a6=b

th

]
dis

=
[〈

S0
νsa

〉
th

〈
S0

νsb

〉
th

]
dis
, (1.32 a)

Qττ ′
νaa

∣∣∣
s.p.

=
[〈

S τ
νsaS τ ′

νsa

〉
th

]
dis

=
[〈

S |τ−τ ′|
νsa S0

νsa

〉
th

]
dis
. (1.32 b)



1.3 THE DYNAMICAL SPIN GLASS DECOUPLING SCHEME 10

Clearly, the inter-replica correlations (1.32 a) are independent of time because the replicas are
decoupled before the disorder average or, in other words, the fermions can not propagate be-
tween distinct replications of the system. All quantum-dynamical behavior of the model orig-
inates from the replica-diagonal spin-spin correlations. Since the Grassmann representations
of the spin operators in (1.32 b) commute, the dynamical saddle point depends on the absolute
difference of the two time arguments only.

The work presented here is based on the choice of a replica-symmetric saddle point possess-
ing the appropriate time dependence according to eqs. (1.32):

Qττ ′
νa6=b

∣∣∣
s.p.

=: qν , (1.33 a)

Qττ ′
νaa

∣∣∣
s.p.

=: q̃ |τ−τ ′|
ν . (1.33 b)

In the following, the theory shall be developed in the discrete frequency space. The Fourier

transformations of the saddle point functions ˜q
|τ−τ ′|
ν and of the Grassmann fields are used in the

form

Ψτ = T
∞∑

l=∞

Ψl exp(−izlτ) , (1.34)

q̃
|τ−τ ′|
ν =

∞∑
m=−∞

q̃m
ν exp

(
− iωm

(
τ − τ ′

))
, (1.35)

wherezl andωm denote the usual fermionic and bosonic Matsubara frequencies, respectively.
The real Fourier coefficients ˜qm

ν = q̃ ν (ωm) are the central quantities in the further formulation
of the theory. These parameters obey the symmetry relation

q̃m
ν = q̃−m

ν , (1.36)

and they are intimately related to the local dynamical spin susceptibility:

χm
ν = χν (ωm) = β (q̃m

ν − qν δm,0) . (1.37)

Substituting the Fourier decompositions of the time-dependent quantities (1.34, 1.35) into
eq. (1.31) and performing the time integrations one arrives at the effective saddle point action
(the vector notation of the arguments shall symbolize dependence on all parametersqν and ˜qm

ν )

AJ,sp(ψ,q, q̃) = −nNS (q, q̃) −

1
2β2

∑
iν

J 2
ν

qν∑
a6=b

/Sm=0
νia /Sm=0

νib +
∞∑

m=−∞
q̃m
ν

n∑
a=1

/Sm
νia /S−m

νia

 , (1.38)

where the special notation

/Sm
νia =

∞∑
l=−∞

Ψ̄l+m
ia σνΨl

ia (1.39)
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and the abbreviation

S (q, q̃) =
β2

4

∑
ν

J 2
ν

(
q 2
ν −

∞∑
m=−∞

(q̃m
ν )2

)
(1.40)

have been introduced. Irrelevant terms of orderO
(
n2
)
, which do not contribute in the replica

limit, have been ignored.
A general property of the model variant on the spin space can be established by considering

the replica-diagonal spin-spin correlation (1.32 b) at equal timesτ = τ ′. From the property of
the Pauli matricesσ2

ν = 12 and the fact that for the spin model the trace is effectively restricted
to magnetic states (see Sec. 1.2) directly follows ˜q τ=τ ′

ν = 1. By the Fourier transformation
(1.35) one obtains the important sum rule

∞∑
m=−∞

q̃m
ν = 1 (1.41)

for all model variants on the spin space.

1.3.4 Second decoupling step: Non-interacting fermions

In order to decouple the static part, i.e. them = 0 part of the saddle point action (1.38) the
inter-replica interactions may be rewritten as

∑
a6=b

/Sm=0
νia /Sm=0

νib =

(
n∑

a=1

/Sm=0
νia

)2

−
n∑

a=1

(
/Sm=0
νia

)2
. (1.42)

The first term on the right hand side of eq. (1.42) is decoupled by a replica-global Hubbard-
Stratonovich fieldzνi, whereas the second term is treated together with the ˜q0

ν -contribution to
the action (1.38) using a replica-local fieldyνia,0.

The decoupling of the dynamical (i.e.m 6= 0) interactions is facilitated by the algebraic
identity

/Sm
νia /S−m

νia =
1
4

(
/Sm
νia + /S−m

νia

)2 +
1
4

(
i /Sm

νia − i /S−m
νia

)2
. (1.43)

For the two squares on the right hand side of eq. (1.43) the two individual replica-local decou-
pling fieldsy+

νia,m andy−νia,m are used, where the superscripts correspond to the respective signs
inside the brackets. Making explicit use of the symmetry relation (1.36) the second decoupling
step altogether leads to

exp
(
−AJ,sp

)
= exp

(
nNS (q, q̃)

)∫ G

z

∫ G

y
×

exp

(
1
β

∑
iaν

Jν

((√
qν zνi +

√
q̃0
ν − qν yνia,0

)
/Sm=0
νia + (1.44)

∑
m>0

√
q̃m
ν

2

(
y+
νia,m

(
/Sm
νia + /S−m

νia

)
+ iy−νia,m

(
/Sm
νia − /S−m

νia

))))
.
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A comment on the employed shorthand notation for the Gaussian integrations is due. The
basic Gaussian integral operator is defined by∫ G

x
f(x) =

1√
2π

∫ ∞

−∞
dx exp

(
−x

2

2

)
f(x). (1.45)

Multiple Gaussian integrations over allz-type (replica-global) andy-type (replica-local) fields,
which occur in the expression to be integrated, shall be denoted by the vector symbolsz andy,
respectively. In eq. (1.44), for instance, the explicit meaning of these abbreviations is∫ G

z
=
∏
iν

∫ G

zνi

, (1.46 a)

∫ G

y
=
∏
iaν

∫ G

yνia,0

∏
m>0

∫ G

y+
νia,m

∫ G

y−νia,m

. (1.46 b)

By means of the two-step dynamical decoupling procedure described above the effective
spin glass interaction in eq. (1.28) has been reduced to a bi-linear form of the Grassmann fields
in eq. (1.44). In order to perform the Grassmann path integral it is convenient to slightly reor-
ganize the action by introducing the real effective static magnetic fields

Hm=0
νia = hν + Jν

(
√
qν zνi +

√
q̃0
ν − qν yνia,0

)
(1.47)

and the complex effective dynamical magnetic fields

Hm6=0
νia =

 Jν

√
1
2q̃

m
ν

(
y+
νia,m + iy−νia,m

)
, m > 0,(

H−m
νia

)∗
, m < 0.

(1.48)

Using the definition

vm
ia =

∑
ν

σνH
m
νia (1.49)

the disorder averaged partition function of then-fold replicated system finally acquires the
compact form

[Zn]dis =
∫ G

z

∫ G

y

∫
Dψ exp(−Aeff) , (1.50)

where the complete effective action reads

Aeff =−nNS (q, q̃) − 1
β

∑
ia

∑
ll′

Ψ̄l
ia

(
(izl +µ)12δll′ + vl−l′

ia

)
Ψl′

ia. (1.51)

According to eq. (1.51) the original problem has been mapped onto an ensemble of non-
interacting fermions which are subject to a complex replica and spin dependent effective random
potentialVia. In the (tensor) product space of the space spanned by the fermionic Matsubara
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frequencies and the two-dimensional spin space, the effective potential is a matrix of block-
Toeplitz structure:

Via =



... . .
.

v0
ia v−1

ia v−2
ia v−3

ia

v1
ia v0

ia v−1
ia v−2

ia

v2
ia v1

ia v0
ia v−1

ia

v3
ia v2

ia v1
ia v0

ia

. .
. . . .


. (1.52)

From the definitions (1.48, 1.49) it follows the relationv−m
ia = (vm

ia)
† and hence the hermiticity

of the dynamical effective potential,Via = V†
ia.

Due to the site-global decoupling (1.30), made possible by the assumed infinite-range inter-
actions, there are no couplings between different sites any more. Indeed, the partition function
(1.50) can be expressed as a product of identical site-local contributions, and therefore it repre-
sents a single-site problem. Henceforth, the site indexi will be dropped (until now it has been
kept anticipating the treatment of the itinerant spin glass model in Chap. 3).

1.3.5 The free energy

The replicas in eq. (1.51) are joined only by the replica-global fieldszν . In respect to the
Grassmann integration they are independent of each other, and thus their contributions factorize.
According to a algebraic standard identity the result of the Grassmann integration in eq. (1.50)
is exactly the determinant of the matrix generating the bi-linear form of the Grassmann fields in
the exponent [32]. For each replica this matrix is given by (up to a trivial factor 1/β )

Γ−1
a = G−1

0 + Va, (1.53)

where(
G−1

0

)
ll′

= (izl +µ) δll′ 12 (1.54)

is the inverse of the Green’s function of the non-magnetic system (i.e.Jν ≡ 0 andhν ≡ 0). The
Green’s functionΓ defined by eq. (1.53) inherits the non-diagonality in frequency space from
the potential (1.52) and can thus be viewed as an auxiliary object only. It can be interpreted as
an full propagator of the effective ensemble of non-interacting fermions subjected to a particular
configuration of the magnetic fields (1.47, 1.48). Meaningful physical results, however, always
involve properly weighted averages over these effective fields.

For the determinant mentioned above to be finite and sensible a suitable regularization is
necessary. This need is an inherent feature of the continuous-time formalism employed here. In
the present context, regularization means that the partition function is evaluated relatively to an
(preferably exactly solvable) reference system. The simplest choice is the system described by
the trivial Hamilton operator

H reg = 0, (1.55)
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the partition function

Zreg = Tr e−βH reg = 4N , (1.56)

and the corresponding free Green’s function(
G−1

reg

)
ll′

= izl δll′ 12. (1.57)

Finally, the result of the Grassmann integration for any replicaa can be written as

W (q, q̃,z,ya) = det
(
Γ−1

a /G−1
reg

)
. (1.58)

Using the definition

Φ(q, q̃,z) =
∫ G

ya

W (q, q̃,z,ya) (1.59)

the partition function takes the form

[Zn]dis = Zreg exp
(
nNS (q, q̃)

)∫ G

z
Φ(q, q̃,z)nN . (1.60)

In this expression the replicas do not appear explicitly any more. After analytical continuation
of the integern to non-integer values the replica limitn→ 0 can be taken according to eq.
(1.25). This yields the disorder averaged free energy per site

βf (q, q̃) = 2ln2− S (q, q̃) −
∫ G

z
ln Φ(q, q̃,z) . (1.61)

Unfortunately, the determinant eq. (1.58) and hence the functionalΦ (1.59) can be eval-
uated analytically only within the spin-static approximation (see Sec. 2.1.1.1). For a general
dynamical treatment one has to retain the matrix structure of the theory.

1.4 The dynamical self-consistency equations

In this section the general dynamical self-consistency equations shall be derived in two different
ways. Within the first method the free energy (1.61) is extremized with respect to the saddle
point valuesqν and ˜qm

ν . As an alternative to this standard method the spin-spin correlations
(1.32) are constructed explicitly making use of Wick’s theorem.

1.4.1 Extremization of the free energy

For the (formal) integration over the spin glass fields it has been assumed in Sec. 1.3.3 that
there exists a saddle point (1.33) in theQττ ′

νab-dependence of the effective action (1.31). After
Grassmann integration and replica limit, the saddle point can now be determined requiring sta-
tionarity of the free energy (1.61). This leads to conditional equations which involve derivatives
of the functionalΦ (1.59) with respect to the parametersqν and ˜qm

ν . It appears convenient to
express these equations in terms of derivatives of the weight functionW (1.58) with respect
to the effective magnetic fields (1.47, 1.48) in a first step. As the replica limit has been taken
already to obtain the expression for the free energy, the replica indices are superfluous and will
be dropped in this section.
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1.4.1.1 Equation forq̃0
ν

To start with the simplest case of the static replica-diagonal spin-spin correlations, from eqs.
(1.61, 1.40) follows

∂

∂q̃0
ν
βf

!= 0 ⇒ q̃0
ν =

2
β2J 2

ν

∫ G

z

1
Φ

∂

∂q̃0
ν

Φ. (1.62)

Since the parameters ˜q0
ν appear in the static magnetic fieldsH0

ν only one can write

∂

∂q̃0
ν

Φ =
∫ G

y

Jν

2
√
q̃0
ν − qν

yν,0︸ ︷︷ ︸
∂H0

ν/∂q̃
0
ν

∂

∂H0
ν
W. (1.63)

Integration by parts, i.e. using the identity∫ G

x
xg(x) =

∫ G

x

∂

∂x
g(x), (1.64)

yields

∂

∂q̃0
ν

Φ =
∫ G

y

Jν

2
√
q̃0
ν − qν

∂

∂yν,0

∂

∂H0
ν
W

=
∫ G

y

Jν

2
√
q̃0
ν − qν

Jν

√
q̃0
ν − qν︸ ︷︷ ︸

∂H0
ν/∂yν,0

∂

∂H0
ν

∂

∂H0
ν
W. (1.65)

The second step is correct becauseW depends onyν,0 viaH0
ν only. For the moment one finds

the intermediate result

q̃0
ν =

1
β2

∫ G

z

1
Φ

∫ G

y

∂

∂H0
ν

∂

∂H0
ν
W. (1.66)

1.4.1.2 Equation forqν

In the case of the spin glass order parameters the stationarity condition leads to

∂

∂qν
βf

!= 0 ⇒ qν =− 2
β2J 2

ν

∫ G

z

1
Φ

∂

∂qν
Φ. (1.67)

Again, the componentsqν appear in the static magnetic fieldsH0
ν only. Thus, the calculation is

similar to that in the previous section:∫ G

z

1
Φ

∂

∂qν
Φ =

∫ G

z

1
Φ

∫ G

y

Jν

2

(
1
√
qν
zν −

1√
q̃0
ν − qν

yν,0

)
︸ ︷︷ ︸

∂H0
ν/∂qν

∂

∂H0
ν
W

= −β
2J 2

ν

2
q̃0
ν +

∫ G

z

Jν

2
√
qν

∂

∂zν

1
Φ

∫ G

y

∂

∂H0
ν
W
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=
∫ G

z

Jν

2
√
qν

−1
Φ2

(
∂

∂zν
Φ
)∫ G

y

∂

∂H0
ν
W

= −
∫ G

z

Jν

2
√
qν

Jν
√
qν︸ ︷︷ ︸

∂H0
ν/∂qν

1
Φ2

(∫ G

y

∂

∂H0
ν
W

)2

. (1.68)

One obtains

qν =
1
β2

∫ G

z

1
Φ2

(∫ G

y

∂

∂H0
ν
W

)2

. (1.69)

1.4.1.3 Equation forq̃m6=0
ν

Due to the symmetry relation (1.36), ˜qm
ν and ˜q−m

ν may be understood as a single independent
parameter of the free energy. Hence, the stationarity condition is

∂

∂q̃m
ν
βf

!= 0 ⇒ q̃m
ν =

1
β2J 2

ν

∫ G

z

1
Φ

∂

∂q̃m
ν

Φ. (1.70)

Without loss of generalitym> 0 is assumed in this section. Each of the parameters ˜qm
ν appears

in the two dynamical magnetic fieldsHm
ν andH−m

ν defined in eq. (1.48):

∂

∂q̃m
ν

Φ =
∫ G

y

(
Jν

2
3
2
√
q̃m
ν

(
y+
ν,m + iy−ν,m

)
︸ ︷︷ ︸

∂Hm
ν /∂q̃

m
ν

∂

∂Hm
ν

+
Jν

2
3
2
√
q̃m
ν

(
y+
ν,m− iy−ν,m

)
︸ ︷︷ ︸

∂H−m
ν /∂q̃m

ν

∂

∂H−m
ν

)
W

=
Jν

2
3
2
√
q̃m
ν

∫ G

y

(
∂

∂y+
ν,m

(
∂

∂Hm
ν

+
∂

∂H−m
ν

)
+ i

∂

∂y−ν,m

(
∂

∂Hm
ν
− ∂

∂H−m
ν

))
W

=
Jν

2
3
2
√
q̃m
ν

∫ G

y

(
Jν

√
q̃m
ν

2︸ ︷︷ ︸
∂H±m

ν /∂y+
ν,m

(
∂2

∂Hm
ν

2 +
∂2

∂H−m
ν

2 + 2
∂

∂Hm
ν

∂

∂H−m
ν

)
+

i iJν

√
q̃m
ν

2︸ ︷︷ ︸
±∂H±m

ν /∂y−ν,m

(
∂2

∂Hm
ν

2 +
∂2

∂H−m
ν

2 − 2
∂

∂Hm
ν

∂

∂H−m
ν

))
W.(1.71)

In the last line all but the mixed derivative terms cancel. This yields

q̃m
ν =

1
β2

∫ G

z

1
Φ

∫ G

y

∂

∂Hm
ν

∂

∂H−m
ν

W (1.72)

which is consistent with expression (1.66) for the zero frequency components.
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1.4.1.4 Final formulation of the self-consistency equations

In order to complete the derivation of the self-consistency equations the required derivatives of
the determinantW with respect to the effective magnetic fields have to be evaluated. This can
be achieved by means of the matrix identity

detM = exp Tr lnM . (1.73)

Application of this identity toW , eq. (1.58), yields

∂

∂Hm
ν
W =W

∂

∂Hm
ν

Tr ln
(
Γ−1/G−1

reg

)
=W

∂

∂Hm
ν

Tr ln(1+G0V) . (1.74)

In the second step it has been used thatG0 as well asGreg are independent ofHm
ν . The further

treatment of eq. (1.74) relies on the expansion of the ln in terms of matrix powers ofG0V
according to the series expansion

ln(1+M) =
∞∑

k=1

(−1)k+1

k
Mk. (1.75)

Exploiting the cyclic invariance of the trace operation one finds

∂

∂Hm
ν
W = W Tr

∞∑
k=1

k∑
i=1

(−1)k+1

k
(G0V)i−1

(
G0

∂

∂Hm
ν

V
)

(G0V)k−i

= W Tr
∞∑

k=0

(−1)k
(

∂

∂Hm
ν

V︸ ︷︷ ︸
=: Λm

ν

)
(G0V)k G0

= W TrΛm
ν Γ. (1.76)

The constant auxiliary matrixΛm
ν introduced in the second line selects the proper directional

and frequency contributions. Due to the construction of the effective potential matrixV defined
by eqs. (1.52, 1.49) the only non-vanishing entries ofΛm

ν areσν-blocks along themth sub-
diagonal:

(Λm
ν )ll′ = σν δl+m,l , Λm

ν =



0 · · · 0
... 0

σν 0
...

... σν 0
0 · · · σν · · · 0


, Λ−m

ν = Λm
ν

†. (1.77)

Combining eqs. (1.69, 1.76) one arrives at the self-consistency equation for the replica-symmetric
spin glass order parameters

qν =
1
β2

∫ G

z

1
Φ2

(∫ G

y
W TrΛ0

ν Γ

)2

. (1.78)
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A general calculation of multiple effective field derivatives ofW will be presented in App.
A.2. At second order the general expression reads

∂

∂Hm′
ν ′

∂

∂Hm
ν
W =W

(
TrΛm

ν Γ
)(

TrΛm′
ν ′ Γ

)
− W TrΛm

ν ΓΛm′
ν ′ Γ. (1.79)

This result can be substituted into eq. (1.72) which yields the self-consistency equation for the
dynamical spin-spin correlations

q̃m
ν =

1
β2

∫ G

z

1
Φ

∫ G

y
W
((

TrΛm
ν Γ
)(

TrΛ−m
ν Γ

)
− TrΛm

ν ΓΛ−m
ν Γ

)
. (1.80)

Note that this equation includes the zero frequency components (1.66) as a special case.

1.4.2 Explicit construction of the spin-spin correlations

In addition to the variational procedure of the previous section an alternative method to derive
the self-consistency equations (1.78, 1.80) shall be presented, which turns out to be particularly
useful in the context of the itinerant spin glass model discussed in Chap. 3. Here the spin-spin
correlations (1.32) are expressed in terms of the frequency-dependent Grassmann fields and
evaluated by applying Wick’s theorem.

Recalling the Grassmann representation of the spin operators (1.22) and the Fourier trans-
formation (1.34) of the Grassmann fields, one can express the Fourier components of the spin
products in the saddle point condition (1.32) by

1
β2

∫ β

0

∫ β

0
dτ dτ ′ S τ

νaS τ ′
νa exp

(
iτωm + iτ ′ωm′

)
=

1
β4

∑
ll′

Ψ̄l
aσνΨl+m

a Ψ̄l′
b σνΨl′+m′

b . (1.81)

In the following the field-theoretic representation of the auxiliary Green’s function (1.53)
will be employed. An individual matrix element is defined by

(Γa)
ll′

σσ′ =
1
β

〈
ψl

aσψ̄
l′
aσ′

〉
Aeff

=
1
β

∫
Dψ ψl

aσψ̄
l′
aσ′ exp

(
−Aeff,a

)∫
Dψ exp

(
−Aeff,a

) , (1.82)

where the effective action is given by eq. (1.51) (superfluous site indices have been dropped),
andAeff,a denotes the contributions from replicaa only.

1.4.2.1 Equation forqν

In order to derive the self-consistency equation for the time-independent spin glass order pa-
rametersqν one considers the static case of the spin product (1.81), i.e.m=m′ = 0, for distinct
replicas. The dynamical components must average to zero fora = b. Within the dynamical
decoupling formalism presented here, the sequence of quantum-statistical average and disorder
average, as indicated schematically in eq. (1.32 a), assumes the explicit form

qν =
1
β4 lim

n→0

∫ G

z

∫ G

y

∑
ll′

∑
σ1···σ4

(σν)σ1σ2
(σν)σ3σ4

×∫
Dψ ψl

aσ2
ψ̄l

aσ1
ψl′

bσ4
ψ̄l′

bσ3
exp(−Aeff)

∣∣∣∣
a6=b

. (1.83)
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Note that the usual denominator[Zn]dis becomes trivial in the replica limit and has thus been
dropped. Since the actionAeff (1.51) is diagonal in replica space, the Grassmann path integral
in eq. (1.83) factorizes. The contributions from the special replicasa andb are basically given
by the Green’s function (1.82), where the denominator gives rise to a weight factor (1.58).
Using the auxiliary matrix (1.77), the frequency- and spin sums in (1.83) can be brought into
the compact formulation

∞∑
l=−∞

∑
σσ′

(σν)σσ′ (Γa)
ll
σ′σ =

∞∑
l=−∞

∑
σ

(
σν (Γa)ll

)
σσ

= TrΛ0
νΓa =: A0

a,ν . (1.84)

Each of the remaining replicasc 6= {a,b} contributes a weight factorWc. Then-fold regu-
larization, which has to be added formally according to eq. (1.58), reduces to unity in the replica
limit. A suitable arrangement of the replica-local (y-type) integrations leads together with eq.
(1.59) to

qν =
1
β2 lim

n→0

∫ G

z

(∫ G

ya

WaA
0
a,ν

)(∫ G

yb

WbA
0
b,ν

) ∏
c6={a,b}

∫ G

yc

Wc

∣∣∣∣∣∣
a6=b

=
1
β2

∫ G

z

(∫ G

y
WA0

ν

)2

lim
n→0

Φn−2︸ ︷︷ ︸
Φ−2

. (1.85)

In the second line the replica indices do not appear explicitly any more and thus the limitn→ 0
can be taken which correctly reproduces the earlier result eq. (1.78).

1.4.2.2 Equation forq̃m
ν

In the case of the replica-diagonal correlations (1.32 b) their special time dependence has to
be taken into account. As a consequence of this symmetry only the Fourier components (1.81)
with m=−m′ can survive the average procedure. The dynamical saddle point components can
thus be expressed by

q̃m
ν =

1
β4 lim

n→0

∫ G

z

∫ G

y

∑
ll′

∑
σ1···σ4

(σν)σ1σ2
(σν)σ3σ4

×∫
Dψ ψl+m

aσ2
ψ̄l

aσ1
ψl′−m

aσ4
ψ̄l′

aσ3
exp(−Aeff) . (1.86)

The four Grassmann fields in eq. (1.86) all carry the same replica index. When Wick’s theorem
is applied, there are hence two different ways to contract the fields, as indicated, contrary to the
situation met in expression (1.83). In the case of the upper contraction the frequency- and spin
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sums yield∑
ll′

∑
σ1···σ4

(σν)σ1σ2
(σν)σ3σ4

(Γa)
l+m,l
σ2σ1

(Γa)
l′−m,l′

σ4σ3

=

( ∞∑
l=−∞

∑
σ1

(
σν (Γa)l+m,l

)
σ1σ1

)( ∞∑
l=−∞

∑
σ3

(
σν (Γa)l′−m,l′

)
σ3σ3

)
=
(
TrΛ−m

ν Γa

)
(TrΛm

ν Γa) =: Am
a,νA

−m
a,ν , (1.87)

while the lower contraction leads to∑
ll′

∑
σ1···σ4

(σν)σ1σ2
(σν)σ3σ4

(Γa)
l+m,l′

σ2σ3
(Γa)

l′−m,l
σ4σ1

=
∑
ll′

∑
σ1σ3

(
σν (Γa)l+m,l′

)
σ1σ3

(
σν (Γa)l′−m,l

)
σ3σ1

=
∞∑

l=−∞

∑
σ1

(
Λ−m

ν ΓaΛ
m
ν Γa

)ll
σ1σ1

= TrΛm
ν ΓaΛ

−m
ν Γa =:Bm

a,ν . (1.88)

The latter contribution comes with a negative sign according to the Feynman rule for closed
loops. Repeating the arguments of Sec. 1.4.2.1 one finally arrives at

q̃m
ν =

1
β2 lim

n→0

∫ G

z

(∫ G

ya

Wa

(
Am

a,νA
−m
a,ν − Bm

a,ν

))∏
b 6=a

∫ G

yb

Wb

=
1
β2

∫ G

z

(∫ G

y
W
(
Am

ν A
−m
ν − Bm

ν

))
lim
n→0

Φn−1︸ ︷︷ ︸
Φ−1

. (1.89)

In the replica limit this result exactly coincides with eq. (1.80).

1.4.3 Conclusion and summary of the dynamical self-consistency problem

In the first chapter of this thesis a quite general SU(2), spin 1/2 fermionic spin glass model with
infinite-range interactions and arbitrary global anisotropy has been defined by eqs. (1.1–1.6).
The model has been treated with standard techniques for disordered many-particle systems. A
replica-symmetric, but rigorous quantum-dynamical decoupling procedure has led to an single-
site problem of non-interacting particles which are subject to an effective frequency dependent
potential. Finally, a set of highly coupled self-consistency equations has been derived which
constitutes the centerpiece of this thesis, and most of the material presented in the following
chapters is based on it. Therefore, this self-consistency structure, including all auxiliary quan-
tities, shall be summarized in this section to provide a quick overview for future reference.

Within the present formulation of the theory, the self-induced potentialV is a Toeplitz matrix
in the space of the fermionic Matsubara frequencies,

(V)ll′ = vl−l′ , (1.90)
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where the entriesvm themselves are 2×2 matrices in spin space and read

vm =
∑

ν

σνH
m
ν . (1.91)

The effective magnetic fields are constructed from the external field, the saddle point parameters
qν and ˜qm

ν which have been introduced in eqs. (1.33, 1.35), and the corresponding realz- and
y-type decoupling fields according to

Hm=0
ν = hν + Jν

(
√
qν zν +

√
q̃0
ν − qν yν,0

)
(1.92)

and

Hm6=0
ν =

 Jν

√
1
2q̃

m
ν

(
y+
ν,m + iy−ν,m

)
, m > 0,

(H−m
ν )∗ , m < 0.

(1.93)

One straight-forwardly defines the auxiliary Green’s function matrix

Γ−1 = G−1
0 + V (1.94)

which describes the propagation of the effectively non-interacting particles in the space of spin
projection and fermionic frequency. Here(

G−1
0

)
ll′

= (izl +µ) δll′ 12 (1.95)

is the diagonal Green’s function matrix of the free system.
The evaluation of any physical quantity generally involves Gaussian integrations over all de-

coupling fields that occur in eqs. (1.92, 1.93). In this final formulation the previously introduced
integral operators aquire the explicit meaning∫ G

z
=
∏
ν

∫ G

zν

, (1.95 a)

∫ G

y
=
∏
ν

∫ G

yν,0

∏
m>0

∫ G

y+
ν,m

∫ G

y−ν,m

, (1.95 b)

where the basic Gaussian integral has been defined by eq. (1.45). For a particular configuration
of these integration variables the determinant

W (q, q̃,z,y) = det
(
Γ−1/G−1

reg

)
(1.96)

is found to play the role of a weight factor. A suitable choice for the regularization required for
concrete numerical calculations is(

G−1
reg

)
ll′

= izl δll′ 12. (1.97)

Integrating out ally-type variables one yields

Φ(q, q̃,z) =
∫ G

y
W (q, q̃,z,y) (1.98)
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Figure 1.1: Construction of the integrand in the self-consistency equation (1.99 b)for the pa-
rameters q̃m

ν . Left: The action of the auxiliary matrix Λm
ν (1.77) is to move down the elements

of the matrix Γ (1.94) by m blocks. Thus, the first contribution to the integrand is a product of
the sums over the mth sub- and super-diagonals of the matrix Γ. Right: The second part is the
trace of the matrix product of two factors Γ, which are shifted against each other aboutm blocks
along the diagonal. This term contributes for m 6= 0 even in the spin-static approximation (see
Sec. 2.1.2)

which can be viewed as a functional of ˜qm
ν = q̃ν (ωm).

This set of equations is completed by the self-consistency equations for the spin glass order
parametersqν and the frequency dependent replica-diagonal spin-spin correlations ˜qm

ν . Two
different ways of derivation, extremization of the free energy (Sec. 1.4.1) and explicit construc-
tion of the spin-spin correlations (1.4.2), have been presented. Both methods consistently yield
the compact expressions

qν =
1
β2

∫ G

z

1
Φ2

(∫ G

y
W TrΛ0

ν Γ

)2

, (1.99 a)

q̃m
ν =

1
β2

∫ G

z

1
Φ

∫ G

y
W
((

TrΛm
ν Γ
)(

TrΛ−m
ν Γ

)
− TrΛm

ν ΓΛ−m
ν Γ

)
, (1.99 b)

where the auxiliary matrixΛm
ν has been defined in eq. (1.77). Due to the static nature of the

spin glass order parameters merely a sum over the frequency-diagonal elements ofΓ appears in
eq.(1.99 a). The construction of the integrand in eq.(1.99 b), however, involves the frequency
off-diagonal elements, too, as illustrated in Fig. 1.1.

The self-consistency structure defined by eqs. (1.90 – 1.99) applies to many different models
of physical interest, on the Fock space as well as on the spin space. These can be specified by
an appropriate choice of the model parametersJν andhν in eqs. (1.92, 1.93) and the chemical
potentialµ in eq. (1.95).

Any attempt to solve this self-consistency structure faces the fundamental problem of the
infinitely many quantities ˜qm

ν each of which effectuates corresponding Gaussian integrations via
eqs. (1.92, 1.93). In order to determine the dynamical behavior of quantum spin glass systems
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this integration problem has to be tamed. Suitable approximation schemes are required and
shall be developed and applied in the following chapters.

Studying specific models in the following chapters, the focus shall be mainly on the respec-
tive paramagnetic phases including phase boundaries, where the replica-symmetric approach
(1.33 a) is believed to be correct. In order to investigate the low temperature spin glass phase it
will be necessary to extend the self-consistency structure to allow for Parisi replica symmetry
breaking (RSB). This can be done straight-forwardly. However, the numerical treatment of RSB
problems provides a substantial challenge, already for spin-static models [38], and even much
more so in combination with quantum dynamics.

Another open problem left for future work is to perform the zero temperature limit of the
presented self-consistency equations. With lowering the temperature the Matsubara frequencies
move together, and a sensible frequency-continuous formulation of the matrix structure atT = 0
has to be found. A zero temperature theory would be particularly desirable in the context of
model variants which undergo zero temperature phase transitions, such as the Ising spin glass at
a critical transverse field, or the isotropic Heisenberg spin glass on the Fock space at a critical
real chemical potential (see Sec. 2.1.3.2). In the respective (quantum) paramagnetic phases RSB
would be of no relevance.



2
The Heisenberg spin glass

Soon after Sherrington and Kirkpatrick developed their classical mean-field theory for the Ising
spin glass model [47, 26], also the infinite-range Heisenberg spin glass (HSG) model, being
the natural quantum generalization of the SK-model, began to attract increased attention. The
quantum-dynamical self-consistency problem was first formulated by Bray and Moore in 1980
[6], who predicted the existence of a low-temperature spin glass phase for all spin quantum
numbersS. The corresponding generalized TAP-equations were derived by Sommers [48, 49].
Effects of external fields and anisotropy were also investigated [18, 27]. However, in most
of these works explicit calculations relied on the so-called spin-static approximation, which
completely neglects quantum-dynamical correlations.

Later, theorists have been looking at the quantum-dynamical problem posed by the infinite-
range HSG from different angles. Grempel and Rozenberg, for instance, employed a Quantum
Monte Carlo method to solve the effective single site problem numerically for the caseS = 1/2.
They examined the paramagnetic phase and confirmed its instability towards spin glass order at
a finite transition temperature [19]. Arrachea and Rozenberg considered fully connected finite
clusters ofS = 1/2 spins and applied a numerical technique combining exact diagonalization
and direct disorder averages. Thus theoretical difficulties due to both the replica as well as the
imaginary-time formalism could be avoided on the expense of strong finite size effects. In a
different analytical approach Sachdev et. al. extended the symmetry group of the spin operators
and investigated the SU(N)-generalization of the model [46]. The instrumental limitN → ∞
permits exact solutions in the paramagnetic as well as in the glassy phase, and a rich phase
diagram in theT −S plane could be constructed [15, 16].

Despite of almost twenty five years of research on the infinite-range HSG model our current
understanding of this system is far from being complete. Among the many unresolved problems,
two shall be primarily dealt with in this chapter. The first is the question pertaining to the
exact location of the paramagnet to spin glass phase transition. A precise determination of the
critical temperature is not only of theoretical interest, but it would provide an important practical
benchmark for numerical treatments in the future. The second main issue addressed is the shape
of the specific heat curve at and aboveTc. Experiments with real HSG materials exhibit a broad
maximum of the specific heat aboveTc [5, 31]. It will be shown that the present model does not

24
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account for this feature, which is in contradiction to what has been claimed recently by other
authors [1].

In the first section of this chapter the general self-consistency structure summarized in Sec.
1.4.3 shall be re-formulated within the spin-static approximation. The solutions of this simpli-
fied set of equations define a frame of reference for the dynamical calculations presented in the
subsequent sections. In order to capture the effects of the quantum-spin dynamics inherent to the
system two different new approximation schemes are developed, both of which systematically
improve the spin-static results. The basic concept of the so-called dynamical approximation
scheme, introduced in Sec. 2.2.1, is to treat the quantum-dynamical correlations on a restricted
set of discrete bosonic Matsubara frequencies. The complementary approximation technique of
Sec. 2.3 is based on a diagrammatic expansion of the self-consistency equations in powers of
the dynamical correlations themselves.

2.1 The spin-static approximation

In the realm of quantum spin glasses the spin-static approximation is widely used. The term
expresses the idea to disregard the imaginary-time dependence of the saddle point 1.32. Provid-
ing a simple but very instructive special case of the self-consistency structure defined by eqs.
(1.92 – 1.99 b), the spin-static approximation is a good starting point for the quantum-dynamical
calculations in the following sections.

2.1.1 Spin-static self-consistency equations

Within the dynamical formalism of Chap. 1 the spin-static approximation can be introduced
most naturally via the effective potential (1.90) employing the decomposition

V = Vstat+ Vdyn. (2.1)

Here the first term denotes the part diagonal in (fermionic) frequency space,

(Vstat)ll′ = v0δll′ , (2.2)

which is composed of the static magnetic fields (1.92), whereasVdyn comprises all off-diagonal
blocks made up by the complex dynamical fields (1.93). Now the spin-static approximation
consists in neglecting the dynamical contributions to the effective potential, i.e. one presumes
V ' Vstat.

The matrixVstat is block-diagonal and so is the static auxiliary Green’s function

Γ−1
stat= G−1

0 + Vstat, (Γstat)ll′ = γl δll′ , (2.3)

where the blocks along the diagonal are given by

γ−1
l = (izl +µ)12 + v0, γl =

(izl +µ)12 + v0

(izl +µ)2 − H 2
0

. (2.4)
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2.1.1.1 The spin-static weight function

Due to this simple structure of the matrixΓstat the weight functionW as well as the integrands
of the self-consistency equations (1.99) can be evaluated analytically. Indeed, the determinant
(1.96) factorizes into 2×2 determinants for each fermionic Matsubara frequency:

Wstat = det
(
Γ−1

stat/G
−1
reg

)
=

∞∏
l=−∞

det

(
1
izl

γ−1
l

)

=
∏
σ=±

exp
∞∑

l=−∞

ln
izl +xσ

izl
, (2.5)

where the abbreviation

x± = µ ± H0 (2.6)

has been used.H0 is the absolute value of the static magnetic field vector,

H0 =
√∑

ν

(H0
ν)2

. (2.7)

Recalling the symmetry relationz−l−1 = −zl, the negative frequency terms can be removed
from the sum in eq. (2.5). Care has to be taken, however, because this frequency sum does not
converge absolutely since

ln
izl +xσ

izl
=
xσ

izl
+ O

(
z−2
l

)
. (2.8)

This problematic contribution may be separated from the rest, and thus one obtains

Wstat=
∏
σ=±

exp

( ∞∑
l=0

ln
z 2
l +x2

σ

z 2
l︸ ︷︷ ︸

ln cosh
(1

2βxσ

)
+

∞∑
l=−∞

µ

izl

)
. (2.9)

The first sum in eq. (2.9) can be evaluated elementary by virtue of the residue theorem. The
second sum requires the use of a convergence factor which leads to the standard result [12]

lim
η→0

∞∑
l=−∞

exp(izlη)
izl

=
β

2
. (2.10)

Altogether one arrives at the spin-static weight function

Wstat=
1
2

exp(βµ) C (µ,H0) (2.11)

with the characteristic function

C (µ,H0) = cosh(βµ) + cosh(βH0) . (2.12)

Note that inserting this result into eq. (1.60) and taking the limitJν → 0 the partition function
of the non-interacting system is reproduced exactly1.

1The second series in eq. (2.9) is ambiguous and can be evaluated to zero by suitable rearrangement. Then the
correct result (2.11) can be obtained using a more complicated and particularlyµ-dependent regularization [35].
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2.1.1.2 The general anisotropic case

One way to proceed would be to extremize the spin-static free energy obtained by substituting
the expression (2.11) into eqs. (1.98, 1.61). Nevertheless, here the spin-static self-consistency
equations shall be viewed as a special case of the general equations (1.99). Taking this route,
the two expressions

Am
ν = TrΛm

ν Γstat (2.14 a)

Bm
ν = TrΛm

ν ΓstatΛ
−m
ν Γstat (2.14 b)

have to be computed explicitly. At zero (bosonic) frequency, i.e. form= 0, these terms evaluate
to

A0
ν =

∞∑
l=−∞

Trσ σνγl

= −2H0
ν

∞∑
l=−∞

1

(izl +µ)2−H 2
0

= β
H0

ν

H0

sinh
(
βH0

)
C
(
µ,H0

) (2.15)

and

B0
ν =

∞∑
l=−∞

Trσ σνγlσνγl

= 2
∞∑

l=−∞

1

(izl +µ)2−H 2
0

+ 4
(
H0

ν

)2 ∞∑
l=−∞

1(
(izl +µ)2−H 2

0

)2
=

β2

βH0

((
H0

ν

)2
H 2

0

− 1

)
sinh

(
βH0

)
C
(
µ,H0

) − β2

(
H0

ν

)2
H 2

0

1+cosh(βµ)cosh
(
βH0

)
C
(
µ,H0

)2 . (2.16)

Here the symbol Trσ denotes the trace over the two spin states. The occurring Matsubara sums
can be performed easily either usingMathematicaR or by means of the general formula for this
type of sums which will be derived in Sec. A.1. In terms of the expressions (2.11, 2.15, 2.16)
and defining

Φstat=
∫ G

y0

Wstat, (2.17)

the spin-static self-consistency equations read

qν =
1
β2

∫ G

z

1

Φ2
stat

(∫ G

y0

WstatA
0
ν

)2

, (2.19 a)

q̃0
ν =

1
β2

∫ G

z

1
Φstat

∫ G

y0

Wstat

((
A0

ν

)2 − B0
ν

)
. (2.19 b)

Compared to the general dynamical counterparts (1.99) the spin-static approximation brings
about tremendous simplifications. On one hand the Gaussian integrations extend over the six
static decoupling fieldszν andyν,0 only (as indicated by the notationy0). On the other hand the
matrix structure of the integrands has disbanded.
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2.1.1.3 The isotropic special case

The matter further simplifies if global isotropy is given. This means first that the disorder
distribution (1.5) does not depend on the spatial directionν, and second that there is no external
magnetic field applied, i.e.

Jν = J and hν = 0. (2.20)

From these assumptions immediately follows that the spin-spin correlations eqs. 1.32 are inde-
pendent of direction, too, as expressed by

qν = q and ˜qm
ν = q̃m. (2.21)

Due to this global symmetry the Gaussiany0-integrations can be carried out analytically, and
thez-integrations can be reduced to a single radial integration. A lengthly but straightforward
calculation yields [35]

q =
1

3c2

∫ G

r

 b2cosh(cr) + c2r2−b2

cr sinh(cr)

cosh(cr) + b2

cr sinh(cr) + cosh(βµ)exp
(
− b2

2

)
2

, (2.23 a)

q̃0 =
1
3

∫ G

r
r2 cosh(cr) + 2+b2

cr sinh(cr)

cosh(cr) + b2

cr sinh(cr) + cosh(βµ)exp
(
− b2

2

) , (2.23 b)

where the abbreviations

b= βJ
√
q̃0− q and c= βJ

√
q (2.24)

have been used. Solutions of eqs. (2.23) are presented in Sec. 2.1.3.

2.1.2 Calculation of dynamical quantities

The general dynamical approach to the quantum spin glass system presented in Chap. 1 facili-
tates an estimation of dynamical quantities even within the spin-static approximation. Although
the dynamical part of the effective potential (2.1) is neglected it appears natural to calculate
the dynamical saddle point components from eq. (1.99 b) using the spin-static weight function
Wstat (2.11) and the auxiliary Green’s functionΓstat (2.3). Here the trace terms eqs. (2.14) have
to be evaluated form 6= 0.

As illustrated in Fig. 1.1,Am6=0
ν vanishes due to the block diagonal structure ofΓstat. The

other term, however, yields a finite contribution for anym. For the sake of simplicity this
discussion shall be restricted to the isotropic case. One finds

Bm =
1
3

∑
ν

Bm
ν

=
∞∑

l=−∞

2(izl +µ)(izl+m +µ) − 2
3H

2
0(

(izl +µ)2−H 2
0

)(
(izl+m +µ)2−H 2

0

)
= − 2

3
β2

C
(
µ,H0

) βH0 sinh
(
βH0

)
β2H 2

0 +π2m2
, (2.25)
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Figure 2.1: Some basic results for the isotropic Heisenberg spin glass on the spin space (HSGS)
within spin-static and replica-symmetric approximation. Right: spin-glass order parameter q
and static replica-diagonal spin-spin correlation q̃0. Left: zero frequency part of the local sus-
ceptibility χ0 according to eq. (1.37).

and comparison with the zero frequency component (2.19 b) leads to

q̃m =
1
3

exp(−βµ)
∫ G

z

1
Φstat

∫ G

y0

(
βH0 sinh

(
βH0

)
β2H 2

0 +π2m2
+
δm,0

2
cosh(βH0)

)
. (2.26)

Recalling relation (1.37), this spin-static estimate immediately reveals the correct asymptotic
behavior of the local dynamical susceptibility

χm ∝
1
ω2

m
, ωm � J. (2.27)

The explicit form for the parameters ˜qm also permits the analytic continuation of the local
susceptibility to the real frequency axis. Apart from the zero frequency term, the replacement
iωm→ω+iη in eq. (2.26) yields for the imaginary part describing absorption the low frequency
characteristics

Imχ(ω)∼ ω3, ω→ 0. (2.28)

However, this cubic behavior seems to be an artefact of the spin-static approximation since other
dynamical treatments provide evidence that Imχ(ω)∼ ω asω→ 0 [19, 16].

2.1.3 Selected results for the isotropic Heisenberg spin glass

2.1.3.1 The model on the spin space

In order to investigate the isotropic Heisenberg spin glass on the spin space (HSGS) the chemical
potential has to be fixed to the Popov-Fedotov potential (1.9). Consequently, the spin-static self-
consistency equations eqs. (2.23) further simplify owing to the identity cosh(βµPF) = 0. The
resulting numerical solutions are presented in Fig. 2.1. In the paramagnetic phase, whereq = 0,
eq. (2.23 b) reduces to a simple quadratic equation wich has the explicit solution

q̃0 =
−3+β2J2 +

√
9+30β2J2 +β4J4

6β2J2 . (2.29)
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Figure 2.2: Phase diagram of the isotropic Heisenberg spin glass on the Fock space (HSGF)
within spin-static and replica-symmetric approximation. At the tri-critical point {µ= 1.0321J ,
T = 0.2678J} the critical behavior changes from second order (solid line) to first order (dashed
line). Beyond the replica-symmetric theory the first order line is subject to small corrections
due to replica symmetry breaking. Inset: vicinity of the tri-critical point. Along the dotted line,
which terminates at the point {µ = 1.0355J,T = 0.2746J}, q̃0 changes discontinuously in the
paramagnetic phase. The Ising spin glass on the Fock space possesses a very similar phase
diagram [11].

The second order paramagnet to spin glass phase transition occurs at the critical temperature
Tc = 1/

√
3J . Dynamical corrections to this spin-static result will be discussed in Sec. 2.2.3.2.

Comparison with the critical temperature for the corresponding classical model,Tc = J [5],
already reveals the significance of quantum effects in this system.

To conclude with, an interesting feature of the spin-static approximation shall be mentioned.
By way of the identity

∞∑
m=−∞

1

β2H 2
0 +π2m2

=
coth

(
βH0

)
βH0

(2.30)

one easily verifies that the parameters (2.26) exactly obey the sum rule (1.41) for the model
variant on the spin space.

2.1.3.2 The model on the Fock space

The isotropic Heisenberg spin glass on the Fock space (HSGF) is described by eqs. (2.23) with a
real chemical potentialµ. The influence of the non-magnetic states becomes apparent in the high
temperature limit, where ˜q0 → 1/2 contrary to the model on the spin space. Forµ = 0, which
corresponds to half filling, the critical temperature reaches its maximum valueTc = 0.49440J .
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Away from half filling the number of either empty or doubly occupied sites increases. In such
magnetically diluted systems the spin glass freezing occurs at lower temperatures. The resulting
phase diagram in theµ−T plane is presented in Fig. 2.2.

2.1.4 Some comments on other model variants

The simplest non-trivial special case of the generic model (1.1) certainly is the Ising spin glass as
specified by the model parametersJz = J andJx = Jy = hν = 0. In this case the spin operators
(1.3) for thez-components commute with the Hamilton operator (1.1), and consequently there
is no quantum dynamics to be taken into account (the Grassmann spinors in the free action
(1.20) nevertheless keep their auxiliary time dependence). Therefore, the spin-static approach
provides an exact solution for the Ising model, and all quantum-dynamical correlations ˜qm6=0

z

must vanish. From the factH0
z =H0 consistently follows that the quantitiesBm6=0

z all evaluate
to zero (note that in order to obtain the different result (2.25) isotropy was exploited which is
not given in the Ising case). Interestingly, the spin-spin correlations in the transversal directions
ν = {x,y} do not vanish and actually exhibit a dynamics caused by the (perpendicular) effective
magnetic field inz-direction. A calculation similar to the one in Sec. 2.1.2 yields

q̃m
ν =

1
2

exp(−βµ)
∫ G

z

1
Φstat

∫ G

y0

βH0 sinh
(
βH0

)
β2H 2

0 +π2m2
for ν 6= z. (2.31)

For the model on the spin space one easily verifies the parameters (2.31) to fulfill the sum rule
(1.41).

model
Tc/J

spin space,µ= µPF Fock space,µ= 0

Ising 1 0.67674

isotropicXY 0.75580 0.58066

isotropic Heisenberg 1/
√

3 = 0.57735 0.49440

Table 2.1: Critical temperatures for some spin glass models described by the general self-
consistency equations (2.19). For the Ising case the spin-static approximation is exact. Esti-
mates for Tc of the two Heisenberg model variants including dynamical corrections are given in
eqs. (2.42, 2.48), respectively.

Non-trivial quantum dynamics can be generated in the Ising model by applying a transverse
magnetic fieldhx = Γ. This system displays a quantum phase transition located atΓc ' 1.52J
[51, 9, 43]. From the spin-static calculation one obtainsΓc = 2J . This clear overestimate of the
critical field reveals the failure of the spin-static approximation at low temperatures. This issue
shall be further discussed in Sec. 3.3.3 in the context of an itinerant spin glass model.
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Figure 2.3: Within the dynamical approximation of order M the quantum dynamics of the sys-
tem is modeled by only the lowest few bosonic Matsubara frequencies ω|m|≤M . Consequently,
the effective potential matrix (1.90) assumes a band-diagonal block-structure (here M = 2).

2.2 The dynamical approximation

2.2.1 A new systematic approximation scheme

In order to study the role played by quantum-dynamical correlations the method of dynamical
approximations shall be introduced in this section. This method generalizes and systematically
improves the spin-static approximation discussed in Sec. 2.1 by successively taking into ac-
count the dynamical contributions to the effective potentialV (1.90). Thus, the quantum-spin
dynamics is approximately described in terms of a manageable number of the lowest and most
important bosonic Matsubara frequencies.

More precisely, all Fourier components ˜qm
ν of the time dependent saddle point 1.32 with

frequency indicesm= {0, · · · , M} are retained in the self-consistency structure (recall the sym-
metry relation (1.36)). All higher frequency components are set to zero in the construction of
the effective potential, i.e.

q̃m>M
ν ≡ 0. (2.32)

Thus,ωM = 2πMT plays the role of a cut-off frequency for the dynamical self-interaction.
Henceforth, this scheme will be referred to as the “dynamical approximation of orderM ”.
Technically, at orderM the effective potentialV is approximated by a band-diagonal block
matrix with a band width of 2M + 1 blocks (see Fig. 2.3). The simplest special caseM = 0
leads to the block-diagonal potential matrix (2.2), and the zeroth order dynamical approximation
exactly recovers the spin-static approximation.

As the main benefit of the dynamical approximation scheme all Gaussian integrations in eqs.
(1.98, 1.99) associated with frequenciesω|m|>M become trivial since the dynamical decoupling
fields y±ν,m>M do not appear in the integrands any more. This reduction of the full integra-
tion problem to a finite-dimensional one makes the numerical solution of the self-consistency
equations feasible as long as the orderM is sufficiently small. Then, the general strategy is to
calculate a quantity within several dynamical approximations of increasing orderM . Provided
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such a sequence of improved solutions reveals sufficient convergence properties the exact full
dynamical result can be inferred by extrapolation toM → ∞.

The dynamical approximation scheme is applicable and useful if the finite frequency com-
ponents ˜qm6=0

ν are small compared to ˜q0
ν and fall off rapidly with increasingm. This situation

is met at the relatively high temperatures in the paramagnetic phase of the HSGS (see Fig. 2.5).
This is not the case, however, at very low temperatures. The Matsubara frequencies continu-
ously move together as the temperature decreases, and any finite number of discrete frequencies
will eventually collapse into the origin of the frequency axis. Rather, a finite frequency range
must be taken into account at low temperatures, for instance to investigate the quantum phase
transition in the itinerant Ising spin glass studied in Chap. 3 (see Secs. 3.3.3 and A.5).

In the context of the Ising model in a transverse magnetic field a somewhat similar ap-
proximation method on the discretized imaginary time space was constructed earlier by several
authors [8, 17]. In these works the full dynamical quantities were also estimated from self-
consistent approximants based on a finite number of imaginary time slices. Compared to this
technique it is an advantage of the dynamical approximation scheme introduced here that it
takes into account all fermionic Matsubara frequencies, which corresponds to infinitely many
time slices at lowest order (M = 0) already.

2.2.2 Implementation notes and some technical details

The dynamical results presented in this chapter apply to the isotropic HSG , and they are valid
either in the paramagnetic phase, where the spin glass order parameterq vanishes, or below
but sufficiently close toTc, such that the self-consistency equations can be safely expanded in
of powersq. In both cases the replica-global Gaussian integrations (z-type) can be performed
analytically. Hence, the technical discussion in this section shall be restricted to the special case
of the isotropic system in the paramagnetic phase.

In order to actually find solutions within the dynamical approximation scheme the set of self-
consistency equations (1.90 – 1.99 b) can be recast into a form more suitable for the numerical
treatment by way of the substitutions

xν,0 = βJ
√
q̃0 yν,0 and x±ν,m = βJ

√
q̃m y±ν,m. (2.33)

Due to the assumed isotropy it is convenient to work in (hyper-)spherical coordinates. Then,
the three-dimensional integration over the static variablesxν,0 splits into a Gaussian radial part∫ G̃

x0

=
(
2πq̃0β

2J2)− 3
2

∫ ∞

0
dx0x

2
0 exp

(
−

x2
0

2β2J2q̃0

)
(2.34)

and an angular part∫
Ω0

=
∫ π

0

∫ 2π

0
dθ0dϕ0 sinθ0. (2.35)

The six-dimensional integrations associated with each Matsubara frequencyωm≥1 comprise
Gaussian radial parts∫ G̃

xm≥1
=
(
2πq̃mβ

2J2)−3
∫ ∞

0
dxmx

5
m exp

(
− x2

m

2β2J2q̃m

)
(2.36)
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and the five-dimensional angular integrations∫
Ωm≥1

=
∫ π

2

0

∫ π
2

0

∫ 2π

0

∫ 2π

0

∫ 2π

0
dθm dϕm dψx

mdψy
mdψz

m sin3θm cosθm sinϕm cosϕm. (2.37)

Within the dynamical approximation of orderM the functional eq. (1.98) takes the form

Φ(q̃0, · · · , q̃M ) =
M∏

m=0

∫ G̃

xm

∫
Ωm

W (x0, · · · ,xM ) . (2.38)

By way of the variable change (2.33) the ˜qm-dependence was transferred from the weight
functionW to the Gaussian factors of the integral operators (2.34, 2.36). Consequently, the
extremization of the free energy with respect to the parameters ˜qm can be performed much
easier than in Sec. 1.4.1. The resulting self-consistency equations for the isotropic model in the
paramagnetic phase read

q̃m =
1

3αβ4J4q̃ 2
m

1
Φ

M∏
m′=0

∫ G̃

x′m

∫
Ωm′

(
x2

m−3αβ2J2q̃m
)
W, α=

{
1, if m= 0,
2, if m≥ 1.

(2.39)

In this shape the self-consistency problem can be solved numerically much more efficiently
than using eq. (1.99 b). In particular, the determinantW in eq. (2.39) can be evaluated with
considerably less numerical effort than the whole integrand in eq. (1.99 b), which additionally
involves a time consuming matrix inversion. Note, however, that eq. (2.39) allows for the
calculation of the parameters ˜qm≤M only. Whenever sensible non-self-consistent estimations
for the parameters ˜qm>M are needed, e.g. in the context of the specific heat in Sec. 2.2.3.3, one
has to resort to the general formulation (1.99 b).

All integrands that occur in the self-consistency equations are constructed from the matrix
Γ−1 given by eq. (1.94). In the dynamical approximation schemeΓ−1 is band-diagonal and
extends infinitely in the fermionic frequency space. For practical calculations this matrix was
symmetrically truncated at fermionic frequencies±zlc, and hence the matrix size was 4(lc +
1)×4(lc +1). Contributions from the outer regions associated with frequencies|zl|> zlc were
taken into account perturbatively. The “cut-off index”lc was chosen sufficiently large such that
the final results did not depend on this auxiliary parameter. Most calculations discussed in this
chapter were performed withlc = 50−100.

Within the dynamical approximation of orders up to and includingM = 2 all integrations
occurring in eqs. (2.34 – 2.37) were performed virtually exactly using the highly efficient Gaus-
sian integration method [50]. Starting with orderM = 3, a Monte Carlo method was employed
for the less importantψ-type phase integrations in eq. (2.37) to account for the increasingly
high dimensionality of the integration problem.

The computer algorithm for the solution of the self-consistency problem was implemented
in MathematicaR, where the computationally costly matrix operations were executed by external
C-routines via theMathLink interface. Thus, the analytical abilities and structural advantages
of MathematicaR were combined with the much higher performance of compiled C-code in
numerical calculations.
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2.2.3 Dynamical results for the isotropic Heisenberg spin glass on the spin
space

Employing the technical apparatus described in Sec. 2.2.2 and setting the chemical potential
to the Popov-Fedotov potential (1.9), the self-consistency problem for the isotropic Heisenberg
spin glass on the spin space (HSGS) could be solved within the dynamical approximations up
to and including orderM = 4 [4].

An interesting feature of the dynamical approximation scheme is that for the HSGS the sum
rule (1.41) is exactly fulfilled at any orderM , where the parameters ˜qm>M are calculated in a
non-self-consistent way from eq. (1.99 b). In the spin-static caseM = 0 this fact was revealed
by exact evaluation of the sum in Sec. 2.1.3.1. ForM = {1,2} the sum rule has been verified to
hold true by means of high precision numerical calculations. In spite of this strong numerical
evidence no rigorous proof of eq. (1.41) for arbitrary (finite) ordersM yet exists.

2.2.3.1 Solutions in the paramagnetic phase

The first quantity to discuss is the zero frequency part of the local susceptibilityχ0, which is
related to ˜q0 by (see eq. (1.37))

χ0 = βq̃0. (2.40)

Numerical results obtained in the first three dynamical approximations are presented in Fig.
2.4. The quantum-dynamical corrections toχ0 relative to the spin-static approximation result,
which is given by eq. (2.29), are quantitatively remarkably small (note the small vertical scale
in fig. 2.4). This fact was already pointed out in Ref. [19].

At sufficiently high temperatures (T > J), quick convergence of this sequence of approxi-
mants is observed. This means that the quantum dynamics of the system is captured virtually
exactly by taking into account only the effects of correlations at very few Matsubara frequen-
cies. Naturally, as the temperature decreases the number of Matsubara frequencies required to
achieve some desired level of accuracy grows, and the spacings between the individual approx-
imants increase.

The curves in Fig. 2.4 exhibit characteristic maxima, the positions of which move to lower
temperatures for higherM . A close look at the sequence of these maxima leaves room for the
interesting speculation that in the limitM →∞ the position of the maximum coincides with the
critical temperature.

Figure 2.5 displays the largest and most relevant among the parameters ˜qm at several tem-
peratures forM ≤ 1. It can be see clearly that, at least in the paramagnetic phase, the dynamical
components ˜qm6=0 are considerably smaller than ˜q0 and vanish quickly which justifies the dy-
namical approximation scheme.

2.2.3.2 Determination of the critical temperature

There exists a strikingly simple criterion for the location of the equilibrium paramagnet to spin
glass phase transition, which shall be re-derived within the general formalism of Chap. 1 in
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Figure 2.4: Zero frequency local susceptibility χ0 = βq̃0 for the isotropic HSGS obtained within
the dynamical approximations of orders up to and including M = 3. Due to the smallness of the
quantum-dynamical corrections only deviations from the spin-static approximation result given
by eq. (2.29) are shown. The error bars indicate the statistical errors that arise from the Monte
Carlo integration method employed for M ≥ 3 (see Sec. 2.2.2). The dashed line represents
1−Jχstat

0 . According to eq. (2.41), the intersection points mark the respective approximation
to the critical temperature. To the right of the dashed line the shown paramagnetic solutions are
unstable against spin glass order.

0 1 2 3 4 5
0

0.1
0.2
0.3
0.4
0.5
0.6
0.7

0 1 2 3 4 5
0

0.1
0.2
0.3
0.4
0.5
0.6
0.7

0 1 2 3 4 5
0

0.1
0.2
0.3
0.4
0.5
0.6
0.7

PSfrag replacements

�� �

˜�
�

���
1 � ���

0 � 8 � ���
0 � 6 �

Figure 2.5: Fourier components of the replica-diagonal saddle point (1.33 b) for the isotropic
HSGS at three temperatures in the paramagnetic phase within the spin-static (dashed line) and
the first order dynamical approximation (full line). Higher orders would not be distinguishable
at the chosen scale and are therefore not shown. The parameters marked by the circles are taken
into account self-consistently while the others were calculated from eqs. (2.26, 1.99 b).
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Figure 2.6: Sequence of critical temperatures for the isotropic HSGS obtained within dynamical
approximations of orders M = {0, · · · ,4}. The open diamond and the dashed line represent the
spin-static and the extrapolated full quantum-dynamical result, respectively. Inset: Estimation
of the full dynamical critical temperature (open star) by extrapolation of the sequence of ap-
proximants to M = ∞ having regard to the presumed 1/M3-like convergence. The two thin
lines indicate the estimate for the statistical error.

App. A.4.1. In the present isotropic case this criterion for the critical temperature reads

Jχ0(Tc) = 1 (2.41)

which holds true within the dynamical approximation of any order. In particular, relation (2.41)
was used to determine the continous transition line in the spin-static phase diagram Fig. 2.2.

The solutions of eq. (2.41) forM = {0, · · · , 4} are presented in Fig. 2.6. From the struc-
ture of the self-consistency problem one expects aM−3-like convergence of this sequence of
Tc-approximants (this presumption will be justified in the context of the perturbative ˜qm6=0-
expansion in Sec. 2.3.2.1). Taking into account this asymptotic behavior, the data can be unam-
biguously extrapolated toM → ∞ (see Fig. 2.6). Thus, one obtains the full quatum-dynamical
critical temperature

Tc = (0.58912± 0.00015)J. (2.42)

This result means an increase relative to the spin-static resultTc,stat= 1/
√

3J by about 2%.
The value (2.42) can be compared to estimations ofTc obtained by other methods. Quantum
Monte Carlo simulations [19] yieldedTc ≈ 0.568J , while exact diagonalization of finite sys-
tems [1] led toTc ≈ 0.52J 2. However, these calculations were less accurate than the procedure

2The values forTc found in Refs. [19, 1] have to be scaled by a factor 4 due to a slightly different definition of
the spin operators (1.3)
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described here, and in both cases the deviation from (2.42) can be convincingly explained by
the respective statistical errors. To the authors knowledge, (2.42) is the most accurate result
presently known.

2.2.3.3 The specific heat

Starting from the free energy (1.61) and using standard thermodynamic relations, a useful ex-
pression for the internal energy per site shall be derived in App. A.3. For the isotropic case, and
exploiting the symmetry relation (1.36), eq. (A.24) can be cast into the form

U =
3
2
βJ2

(
q2 − q̃ 2

0 − 2
∞∑

m=1

q̃ 2
m

)
. (2.43)

The specific heat is given by

C(T ) =
dU
dT

(2.44)

and can be calculated by numerical evaluation of the temperature derivative. As discussed in
Sec. 2.2.1, within the dynamical approximation of orderM only the quantities ˜qm≤M are part of
the self-consistency problem. This opens two ways to define the approximate internal energy:
on one hand, the frequency sum in eq. (2.43) can be simply restricted tom ≤M , on the other
hand, contributions withm>M can be included and calculated non-self-consistently from eq.
(1.99 b), or, forM = 0, from eq. (2.26). At finite orderM there is quite a difference between
both definitions as illustrated below for the extreme caseM = 0. Although the latter method is
numerically more involved it will be adopted here since it provides better convergence of the
specific heat approximants as the orderM is increased.

Of particular interest is the behavior of the specific heat at the spin glass phase transition.
Therefore, one is in need of solutions to the self-consistency problem in the spin glass phase.
Unfortunately, a solution over the whole temperature range can be found easily only within the
spin-static (and replica-symmetric) approximation from eqs. (2.23) (see Fig. 2.1). ForM > 0,
however, the full integration problem is hardly feasible due to the additionalz-type integrations
that occur in the spin glass phase. Therefore, the calculations were restricted to temperatures
below but sufficiently close toTc where the self-consistency equations can well be approxi-
mated by expansions in powers ofTc−T which in turn allows to perform thez-integrations
analytically. A detailed derivation of the following equations will be given in App. A.4. By
expansion of eq. (1.99 a) one obtains for the spin glass order parameter the linear expression
(see App. A.4.1)

q = a (Tc−T ) , T . Tc (2.45)

with the slope

a=
1
J
− d

dT
q̃0

∣∣∣∣
T=Tc

. (2.46)
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Figure 2.7: Specific heat of the isotropic HSGS obtained from numerical differentiation of the
internal energy within the dynamical approximations of ordersM ≤ 2 (full lines). Contributions
to eq. (2.43) with m>M are taken into account non-self-consistently. The cusp of the curves
indicates the respective critical temperature Tc,M . In the spin glass phase the order parameter
q is taken into account perturbatively, and thus the solutions are correct close to Tc,M only (see
text). For comparison the “conventional” spin-static approximation, where the frequency sum
in eq. (2.43) is restricted to the m= 0 term, is also shown (dashed line).

Expansion of eq. (1.99 b) in powers ofq yields the simplified self-consistency equation (see
App. A.4.2)

q̃m = Fm|q=0 + cm q
2, T . Tc, (2.47)

whereFm symbolizes the right hand side of eq. (1.99 b). The constantscm are well defined
expansion coefficients that can be calculated numerically atT = Tc. Substituting the solutions
of eqs. (2.45, 2.47) into the formula for the internal energy, eq. (2.43), one ends up with curves
for the specific heat in the ordered phase that are correct at linear order ofTc−T .

Instead of expanding the self-consistency equation (1.99 a), relation (2.45) can be obtained
as well from an expansion of the free energy (1.61) in powers ofq up to orderO

(
q3
)
. It is

known that to this order the replica-symmetric solution is correct [13]. Effects of Parisi replica
symmetry breaking first occur when the free energy is considered to quartic order inq, and
therefore they will change the results forC(T ) only in higher than linear orders ofTc−T .

The resulting specific heat approximants forM = {0, · · · ,2} are shown in Fig. 2.7. Due to
the apparent quick convergence of this sequence of solutions one may safely draw qualitative
conclusions for the limitM → ∞. In the paramagnetic phase the full dynamicalC(T )-curve
most probably monotonically increases as the temperature is lowered, and atTc it exhibits a
pronounced cusp.
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Experiments with Heisenberg spin glass systems, such as CuMn with various Mn-concen-
trations [54, 7] and many more [5], have shown that in these real systems the magnetic part of the
specific heat exhibits a rather broad maximum well aboveTc but has virtually no fingerprints of
the spin glass phase transition. Recently, such a behavior of the specific heat has been reported
by other authors for the spin 1/2 infinite-range Heisenberg spin glass, too [1]. These results
were obtained by way of exact diagonalization of finite clusters together with explicit disorder
averages. However, due to the small cluster sizes (clusters of up to 12 spins could be dealt with)
the numerical data were afflicted with strong finite size effects and poor convergence properties.
Consequently, these results can not be trusted.

Contrary to the findings published in Ref. [1], in the results presented here there is no indi-
cation of a broad maximum in the full dynamicalC(T )-curve aboveTc. Merely the “conven-
tional” spin-static approximation, which neglects the quantum-spin dynamics altogether and
omits allm 6= 0 terms in the internal energy formula (2.43), generates such a (artificial) maxi-
mum. Interestingly, both features of the specific heat, the absence of a broad maximum above
Tc as well as the non-analytic behavior atTc, have been observed also in a SU(N)generalization
of the quantum Heisenberg spin glass in the limitN → ∞ and for larger spin quantum number
[15, 16].

2.2.4 Dynamical results for the isotropic Heisenberg spin glass on the
Fock space

This brief section temporarily departs from the HSGS. Some basic results for the isotropic
Heisenberg spin glass on the Fock space (HSGF) at half fermion filling (i.e. µ = 0) shall be
presented for comparison. Solutions of the self-consistency problem within the dynamical ap-
proximation scheme were obtained with about the same numerical effort as for the model variant
on the spin space.

The deviations of theχ0-approximants from the spin-static approximation are shown in Fig.
2.8. While the curves exhibit the same characteristic features as the ones for the HSGS in Fig.
2.4, the absolute magnitude of these quantum-dynamical corrections is about twice as big.

Figure 2.9 displays the critical temperatures as obtained from relation (2.41) within the
dynamical approximation scheme forM = {0, · · · ,4}. Extrapolation of this sequence toM = ∞
(see Sec. 2.2.3.2) yields the full dynamical value

Tc = (0.50852± 0.00013)J. (2.48)

Compared to the spin-static value (see Tab. 2.1.4) the quantum-dynamical corrections again
cause a slight increase ofTc by about 3%.

2.3 The perturbative q̃m 6=0-expansion

In order to consolidate the achievements of the dynamical approximation scheme discussed in
the preceeding sections, and particularly to support the results for the isotropic HSGS in Sec.
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Figure 2.8: Zero frequency local susceptibility for the isotropic HSGF obtained within the
dynamical approximations of orders up to and including M = 3. Again, only deviations from
the spin-static approximation result are shown. Compare to Fig. 2.4.
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Figure 2.9: Sequence of critical temperatures for the isotropic HSGF obtained within dynam-
ical approximations of orders M = {0, · · · ,4}. Inset: Estimation of the full dynamical Tc by
extrapolation of the sequence. Compare to Fig. 2.6.
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Figure 2.10: Diagrams contributing to the first (top) and second (bottom row) dynamical order
of the perturbative expansion of the functional Φ defined by eqs. (1.98, 2.49) in powers of
the dynamical saddle point components q̃m6=0

ν (in the text referred to as the q̃m6=0-expansion).
Straight lines represent 2× 2-blocks of the frequency-diagonal spin-static propagator matrix
Γstat (2.3), and wavy lines symbolize contractions of the dynamical effective magnetic fields
Hm6=0

ν (1.93) according to (2.50).

2.2.3, a completely different approximation technique was developed and applied to the self-
consistency problem posed in Sec. 1.4.3. The basic idea of this method is to perturbatively
expand the functionalΦ (1.98) in powers of the dynamical saddle point components ˜qm6=0

ν . The
associated dynamical decoupling fieldsy±ν,m can then be integrated out analytically. Here, the
spin-static theory of Sec. 2.1 again serves as a non-trivial starting point. Such an expansion is
certainly justified at high temperatures where ˜qm6=0

ν � q̃0
ν . 1.

Substituting the ˜qm6=0-expansion ofΦ into eq. (1.61) one yields an approximate expression
for the free energy which can be subjected to a stationarity condition similar to the procedure in
Sec. 1.4.1. The resulting simplified self-consistency equations for the saddle point parameters
qν and ˜qm

ν involve integrations over the static decoupling fields only and are therefore easily
solved numerically.

2.3.1 Diagrammatic expansion ofΦ

As a direct consequence of the decomposition (2.1) of the effective potential (1.90), the weight
function (1.96) may be cast into the form

W =WstatexpTr ln
(
1 + ΓstatVdyn

)
, (2.49)

where the spin-static quantitiesΓstat andWstat have been defined by eqs. (2.3, 2.11), respec-
tively. In the high temperature limit, the dynamical saddle point components vanish like ˜qm6=0

ν ∼
1/T 2 (this asymptotic behavior can be read off already from eq. (2.26) for the spin-static and
isotropic special case), whereas the zero frequency components reach unity, ˜q0

ν → 1. Hence, at
least at high temperatures it is justified to expand the logarithm in eq. (2.49) in powers of the
matrixVdyn.

Such an expansion generates powers of the dynamical effective magnetic fields (1.93), and
thus it permits the Gaussian integrations over the dynamical decoupling fieldsy±ν,m6=0 in eq.
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(1.98) to be performed exactly. With the help of a suitably defined generating functional one
easily verifies the useful identity∫ G

y
(Hm

ν )k
(
H−m

ν ′
)k′ = J 2k

ν (q̃m
ν )k k! δkk′δνν ′ . (2.50)

This contraction relation on one hand, and the trace operation in eq. (2.49) on the other, suggest
to organize the expansion of the functionalΦ in terms of closed diagrams. At the second
dynamical order this yields the representation

Φ = Φstat + Φ1 + Φ2 + O
(
q̃m6=0
ν q̃m′ 6=0

ν ′ q̃m′′ 6=0
ν ′′

)
, (2.51)

whereΦstat is given by eqs. (2.17, 2.11). All diagrams contributing toΦ1 andΦ2 are shown
in Fig. 2.10. They can be evaluated straightforwardly exploiting formula (A.9) to perform the
occurring Matsubara sums.

2.3.2 Results for the isotropic Heisenberg spin glass on the spin space

As a concrete example the case of the isotropic HSGS shall be made explicit in this section.
As the ˜qm6=0-expansion is expected to be useful at high temperatures the discussion will be
restricted to the paramagnetic phase (i.e.q ≡ 0). In the evaluation of the diagrams in Fig. 2.10
the Popov-Fedotov chemical potential (1.9) is employed again, and exploiting some symmetries
the dynamical contributions to eq. (2.51) can be cast into the form (the constantb has been
defined in (2.24))

Φ1 = β2J2
∞∑

m=1

q̃m

∫ G

r
r2 brsinh(br)
b2r2 +π2m2 (2.52)

and

Φ2 = β4J4
∞∑

m=1

∑
m′≥m

q̃mq̃m′

∫ G

r
r2 ×(

w
(
br,(πm)2

)
δm,m′ + v

(
br,(πm)2 ,

(
πm′)2)) (2.53)

with the functions

w (x,s) =
sechx

(x2 +s)2

(
− 3sx4−s2x2 +2s3

(x2 +s)(x3 +4sx)
sinh(2x) +

x2−s+4
8

cosh(2x) +
11x2−3s−4

8

)
(2.54)

and

v (x,s, t) =
sinhx

(x2 +s)(x2 + t)

(
x2

coshx sinhx
+ tanhx+

2sx
x2 +s

+
2tx
x2 + t

−
x
(
5x2 +s+ t

)
(s+ t)

(x2 +s+ t)2−4st

)
. (2.55)

Expressions (2.52 – 2.55) correctly reproduce the high temperature expansions of all considered
quantities up to and including orderO

(
β4
)
.
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2.3.2.1 Asymptotics of the dynamical approximation scheme at large ordersM

In the context of the dynamical approximation scheme discussed in Sec. 2.2, particularly for
the extrapolation to the full dynamical result of some quantity, it is important to know how this
quantity varies with the orderM for M → ∞. This asymptotic behavior is governed by the
convergence properties of the basic functionalΦ which can be extracted by applying the idea
of the dynamical approximation scheme to the analytical expansion (2.51). First the simplest
contributionΦ1 shall be considered. One writes

Φ1 = Φ1,M + Φ̃1,M , (2.56)

where forΦ1,M the sum in eq. (2.52) is restricted tom = {1, ..,M}, andΦ̃1,M contains the
remaining high-frequency terms with indicesm >M . The asymptoticM -dependence of the
latter part, which is neglected within the dynamical approximation of orderM , can be readily
evaluated. Since ˜qm ∼m−2 for largem (see, for instance, eq. (2.26)) one has the asymptotic
sum

Φ̃1,M ∼
∞∑

m=M+1

1
m4 ∼M−3, M � 1. (2.57)

The second order contributionΦ2 (2.53) can be treated similarly. Here the neglected high-
frequency part̃Φ2,M comprises all sum terms withm′ >M . The functions (2.54, 2.55) vanish
like w ∼ 1/s andv ∼ 1/t. Thus, all sum terms fall off asymptotically like(m′)−4 or faster, and
henceΦ̃2,M ∼M−3 for largeM . The same arguments also apply to all higher order contri-
butionsΦ̃k,M . Therefore, the full high-frequency part of the functionalΦ, which is formally
given by thek-resummation of all contributions̃Φk,M , should also vanish likeM−3. Conse-
quently, any quantity that is derived fromΦ, e.g. the critical temperature (see Figs. 2.6 and 2.9),
converges accordingly.

2.3.2.2 The static susceptibility

Simplified self-consistency equations in the paramagnetic phase were derived by combining
eqs. (1.61) and (2.51 – 2.55) and requiring stationarity of the free energy with respect to varia-
tions of the parameters ˜qm. These equations were solved iteratively at the first two non-trivial
orders of the ˜qm6=0-expansion. The respective zero frequency parts of the local susceptibility are
presented in Fig. 2.11. At temperaturesT > J the previous results of the dynamical approxima-
tion are reproduced very accurately (see Fig. 2.4). From this fact one can infer that the two series
of approximants obtained from both approximation schemes, the dynamical approximation on
one hand and the ˜qm6=0-expansion on the other, are well converged in this temperature region.
Going to lower temperatures, however, the perturbative solutions apparently underestimate the
full dynamical curve, and higher orders of the ˜qm6=0-expansion become more important.

The criterion (2.41) yields the approximate critical temperaturesTc = 0.58557J and
Tc = 0.58673J in ordersO

(
q̃m6=0

)
andO

(
q̃m6=0 q̃m′ 6=0

)
, respectively. Due to the small num-

ber of available orders one can not reliably extrapolate these data to a full dynamical esti-
mate. Nevertheless, these numbers are in good quantitative agreement with theTc-value (2.42).
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Figure 2.11: Zero frequency part of the local susceptibility χ0 = βq̃0 for the isotropic HSGS

calculated within the first two non-trivial orders of the q̃m6=0-expansion (see text) and within the
third order dynamical approximation for comparison (plot symbols). Only deviations from the
spin-static approximation result (2.29) are shown. Compare to Fig. 2.4.

In particular, the interesting observation that the quantum-dynamical correlations increase the
critical temperature compared to the spin-static approximation is strongly supported by the
perturbative ˜qm6=0-expansion.

2.3.2.3 The specific heat

The specific heat obtained from the ˜qm6=0-expansion is presented in Fig. 2.12. Again, forT & J

the approximants of ordersO
(
q̃m6=0

)
andO

(
q̃m6=0 q̃m′ 6=0

)
differ only slightly from each other,

and they are in good quantitative agreement with the results of Sec. 2.2.3.3. At lower tempera-
tures the curves clearly separate which indicates poor convergence of the sequence of solutions
at the highest order considered here. Consequently, it is not possible to estimate the exact
C(T )-curve from these data. Nevertheless, the data allow for qualitative conclusions. The max-
imum obtained in the “conventional” spin-static approximation (see Fig. 2.7) representing the
zeroth order of the ˜qm6=0-expansion is already very weak at orderO

(
q̃m6=0

)
, and it is not present

any more at orderO
(
q̃m6=0 q̃m′ 6=0

)
. Hence, consistently with the findings of Sec. 2.2.3.3, no

maximum can be expected in the full dynamicalC(T )-curve aboveTc.

2.3.2.4 Fulfillment of the sum rule (1.41)

From the numerical data presented in Figs. 2.11 and 2.12 it is not obvious that the two se-
quences of approximations, the dynamical approximation with increasingM on one hand and
the increasing orders of the ˜qm6=0-expansion on the other hand, will finally converge to the same
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Figure 2.12: Specific heat of the isotropic HSGS according to eqs. (2.44, 2.43) calculated within
the first two non-trivial orders of the q̃m6=0-expansion. The zeroth order of this sequence of
approximants is the “conventional” spin-static solution which is displayed in Fig. 2.7. For com-
parison the result within the second order dynamical approximation (see Fig. 2.7) is indicated
(dashed line). The curves are shown in the paramagnetic phase only.
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Figure 2.13: Fulfillment of the exact sum rule (1.41) for the HSGS at the two lowest dynamical
orders of the q̃m6=0-expansion providing a check of the quality of these approximations. The
curves are shown down to Tc. Note that the higher order O

(
q̃m6=0 q̃m′ 6=0

)
clearly does better for

all temperatures.
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full dynamical solution as required for the whole theory to be consistent and meaningful. In
particular, the convergence properties of the latter perturbative series are not known. To pre-
vent from miss-interpretations, it is illuminating to check how accurately the sum rule (1.41) is
obeyed by the ˜qm6=0-expansion at the two lowest dynamical orders. The results are shown in
Fig. 2.13.

At high temperatures, down toT & J , the sum rule is fulfilled almost exactly at order
O
(
q̃m6=0 q̃m′ 6=0

)
which reflects the good quality of the approximation. However, a substantial

violation of the sum rule is observed forT < J , providing clear evidence that in this temperature
regime the sequence of solutions obtained from the ˜qm6=0-expansion is not well converged yet at
the second dynamical order. As discussed in Sec. 2.3.2.2, the quantitiesχ0 andTc nevertheless
give strong support to the results of the dynamical approximation scheme. The specific heat,
however, directly depends on the dynamical parameters ˜qm and is therefore more sensible to the
failure of the approximation to fulfill the sum rule. Hence, forT < J theC(T )-curves in Fig.
2.12 must be interpreted with care.

2.4 Summary and conclusion

In the present chapter the SU(2), spin 1/2 Heisenberg spin glass has been studied with the
main focus being on the model variant on the spin space. Beyond the spin-static approximation
two different systematic approximation schemes have been developed in order to solve the
dynamical self-consistency problem posed in Chap. 1.

The dynamical approximation of orderM , on one hand, describes the quantum-spin dy-
namics with a limited number of bosonic Matsubara frequencies, but the corresponding saddle
point components ˜qm≤M

ν are dealt with exactly (Sec. 2.2). The perturbative ˜qm6=0-expansion,
on the other hand, takes into account all frequencies but only a few powers of the parameters
q̃m6=0 (Sec. 2.3). In this sense the two approximation schemes are complementary to each other.

For the HSGS both approaches yield a consistent picture for the zero frequency local spin
susceptibilityχ0 in the paramagnetic phase (see Figs. 2.4 and 2.11). By extrapolation of the
results from the dynamical approximation scheme toM → ∞ (see Fig. 2.6) the full dynamical
critical temperature has been estimated toTc = (0.58912± 0.00015)J which is about 2% higher
than the value in the spin-static approximation. For the model on the Fock space (Sec. 2.2.4) an
increase of 3% is observed.

Results for the specific heatC(T ) of the HSGS have been presented in Figs. 2.7 and 2.12.
In the framework of the dynamical approximation scheme the calculations could be extended
to the spin glass phase perturbatively. The observation of a broad maximum in theC(T )-curve
aboveTc, which has been reported recently by other authors [1], can not be confirmed. Instead,
a pronounced non-analyticity ofC(T ) at Tc is found. The numerical method used in Ref. [1]
apparently is not capable to resolve this feature, presumably due to the principal lack of sharp
phase transitions in the finite size systems considered there.

The methods discussed in this chapter proved useful to qualitatively and quantitatively de-
scribe the high temperature phases of quantum spin glasses. There are many open issues that
can thus be addressed in the future, e.g. the behavior in a magnetic field, questions concerning
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anisotropy, or real-frequency response functions which can possibly be constructed by analyti-
cal continuation of the numerical data. For the HSGF dynamical corrections to the spin-static
phase diagram shown in Fig. 2.2 can be studied.

While the work presented here has been mainly concerned with the paramagnetic phase, it
will be of high interest in the future, however, to extend the calculations to the spin glass phase
and eventually toT = 0. As a first step it seems promising to apply the techniques developed
for the Ising spin glass to analytically perform the zero-temperature limit of the self-consistency
equations (2.19) (which have to be suitable generalized to allow for replica symmetry breaking).
Beyond the spin-static approximation it will be a crucial question whether or not suitable new
approximation schemes can be constructed which are applicable to the quantum-dynamical self-
consistency problem at low temperatures.



3
The itinerant fermionic spin glass

When fermionic lattice models are investigated it appears natural to allow for mobile carriers
and transport mechanisms. Therefore, the formalism developed in Chap. 1 shall be extended
suitably to apply to itinerant spin glass systems.

In earlier work a metallic infinite-range Ising spin glass model was studied. Within the spin-
static approximation a systematic low temperature expansion was constructed and the quantum
phase transition was located [34]. Later, a more general quantum-dynamical Ginzburg-Landau
theory [45] was applied to study the critical behavior. It was found that on the mean field level
the effect of the dynamical spin-spin correlations changed the critical exponents obtained within
the spin-static approximation (see App. A.5).

In order to account for itinerant models, the self-consistency structure summarized in Sec.
1.4.3 shall be combined with a suitable adapted coherent potential approximation (CPA) tech-
nique. Originally this powerful non-perturbative method was developed to describe non-inter-
acting disordered electron systems [10], and in this context the CPA can be shown to become
exact in the limit of infinite spatial dimensions (d→∞) [53]. Later, the CPA formalism was gen-
eralized to deal with interacting electron systems [21, 22] leading to highly non-trivial couplings
of the quantum degrees of freedom. Finally, the CPA method can also be applied to dynami-
cal disorder. Like in the present work, this situation for instance results from the dynamical
decoupling of interaction terms [23, 24]. Recently, this dynamical CPA has been shown to be
intimately related to the dynamical mean field theory (DMFT) [25].

After a brief introduction of the method for the general spin glass interaction (1.1), the focus
shall be on the itinerant Ising system. To provide an overview of the systems’ behavior the spin-
static approximation will be discussed both at finite and zero temperature. In the last part the
dynamical approximation scheme, which has been introduced in Sec. 2.2.1, will be applied. A
sequence of dynamical approximants of the paramagnet to spin glass phase boundary in the
plane of temperature and hopping strength will be presented, from which the location of the full
dynamical quantum critical point can be estimated.

49



3.1 MODEL DEFINITION 50

3.1 Model definition

In the present work a particularly simple metallic spin glass model shall be considered, which
employs only on single sort of particles to provide for both local magnetic moments and mobile
carriers. To this end the spin glass Hamiltonian (1.1) is augmented with a hopping term,

K̂ = K̂ SG + t̂
∑
〈ij〉

∑
σ

a†
iσajσ, (3.1)

where the sum index〈ij〉 denotes summation over nearest-neighbor lattice sites. In distinction
to previous work [35, 34, 42] there is no randomness in the kinetic term. In order to facilitate
an exact treatment of the model the hopping is assumed to take place on a underlying simple
cubic lattice in the limit of infinite spatial dimensionsd→ ∞. Here the scaling of the hopping
parameter according to

t̂=
1√
d
t, (3.2)

similar to the scaling of the magnetic interaction eq. (1.6), is essential to obtain physically
meaningful results [55, 28].

The kinetic term in the Hamiltonian (3.1) does not interfere with the dynamical spin glass
decoupling formalism as developed in Sec. 1.3. Hence the replicated and disorder averaged
partition function of the itinerant model is given by eq. (1.50). The effective action (1.51) is
merely modified by the hopping term and reads

Aeff = −nNS (q, q̃) −
1
β

∑
ija

∑
ll′

Ψ̄l
ia

(
(izl +µ)12δll′ δij + vl−l′

ia δij − t̂12δll′ δ〈ij〉

)
Ψl′

ja, (3.3)

where the effective dynamical potential is defined by eq. (1.49), and the symbolδ〈ij〉 denotes
the connectivity matrix of the assumed hopping model, i.e. its matrix elements are unity for
nearest neighbor sites{i, j} and zero else.

It will be the task of the following section to properly incorporate the hopping and to for-
mulate the generalized self-consistency problem.

3.2 The dynamical CPA approach

The effective action (3.3) describes an ensemble of non-interacting fermions moving in a com-
plex replica- and spin-dependent effective random medium. Such a system immediately calls
for the well known Coherent Potential Approximation (CPA). In the present case, the frequency
dependence of the random medium requires a dynamical version of the CPA [23, 24, 25]. Fol-
lowing the prescription of this method the random medium is replaced exactly by a yet unknown
self-energyΣ. For the present model this self-energy is frequency-diagonal,

(Σ)ll′ = Σl δll′ , (3.4)
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where the diagonal elementsΣl are in general 2×2 matrices in spin space. The full disorder
averaged Green’s function is then given by(

G−1)ll′
ij

=
((

(izl +µ)12 − Σl

)
δij − t̂12δ〈ij〉

)
δll′ . (3.5)

In the chosen limit of infinite dimensions spatial fluctuations are suppressed, and the prob-
lem simplifies to a single site problem which justifies the assumption of a site-diagonal (or
k-independent) self-energy [53, 14].

The effective action (3.3) is not diagonal in the frequency indices thus allowing for virtual
absorption and emission of dynamical field quantaHia

m≥1. However, the full fermion Green’s
function of the original interacting problem (3.1) with any particular realization of the quenched
disorder is certainly energy conserving and so is the full disorder averaged Green’s function
(3.5). Hence its off-diagonal elements in frequency space must vanish due to the average over
the effective random medium which was explicitly checked numerically in the context of the
itinerant Ising model. This fact justifies the Ansatz (3.4) of a frequency-diagonal self-energy.

Nearest-neighbor hopping of non-interacting particles on a hyper-cubic lattice in the limit
of infinite spatial dimensions is described by the function (recall the scaling (3.2))

T0(z, t) =
√
π

2t
exp

(
− z2

4t2

)(
−isign

(
Im
z

t

)
+ erfi

z

2t

)
. (3.6)

Among others, one instructive way to derive this function is to expand the local Green’s function
in powers of the hopping parametert̂ and to re-sum the arising series using Borel’s method [2].
Evaluation of eq. (3.6) slightly above the real energy axis, i.e. atz = ε+ i0+, yields the well-
known Gaussian density of states [55, 30].

The averaged Green‘s functionG can readily be expressed by

(G)ij = T δij + O
(

1√
d

)
, (3.7)

whereT is a site independent block-diagonal matrix in frequency and spin space given by

(T)ll′ = T0
(
(izl +µ)12 − Σl, t

)
δll′ . (3.8)

The remaining task is to determine the self-energyΣl. To this endΣl is removed and the
original random medium is re-introduced at one special lattice site, sayi = s. The resulting
effective action can be cast into the form

A CPA
eff =−nNS (q, q̃) − 1

β

∑
ija

∑
ll′

Ψ̄l
ia

((
G−1)ll′

ij
+
(
Σl δll′ + vl−l′

sa

)
δisδjs

)
Ψl′

ja. (3.9)

For the formulation of the self-consistency equations it is useful to define as an auxiliary quan-
tity the un-averaged local propagator at the special lattice sites and on replicaa in the presence
of the local effective potential,

(Γa
t )σσ′

ll′ =
1
β

〈
ψl

saσ ψ̄
l′
saσ′

〉
A CPA

eff

. (3.10)
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In the limit d→ ∞ one obtains from eqs. (3.7, 3.9) (dropping the site indexs)

(Γa
t )−1 = T−1 + Σ + Va (3.11)

with the effective potential matrixVa defined in eq. (1.52). Comparison with eq. (1.53) reveals
that the only difference caused by the hopping term is the replacementG0 → T−1 + Σ. The
subscriptt shall remind of this modification for the itinerant model. Since

T0(z, t→ 0)→ 1/z, (3.12)

eq. (1.53) is exactly reproduced in the non-itinerant limit.
Within the CPA method the self-energyΣ is determined by the demand that the local part

of the full disorder averaged homogeneous Green’s function,T, coincides with the explicit
properly weighted average of the local propagatorΓa over the dynamical random medium. The
elements of the latter are evaluated in a way similar to the calculations in Sec. 1.4.2. One finds

(T)σσ′

ll′
!= lim

n→0

1
[Zn]dis

∫ G

z

∫ G

y

∫
Dψ ψl

saσ ψ̄
l′
saσ′ exp

(
−A CPA

eff

)
= lim

n→0

1
[Zn]dis

∫ G

z

∫ G

y
(Γa

t )σσ′

ll′

∫
Dψ exp

(
−A CPA

eff

)
= lim

n→0
cn
∫ G

z

∫ G

ya

W a
t (Γa

t )σσ′

ll′

∏
a′ 6=a

∫ G

ya′
W a′

t ,

where the weight functionWt is given by eq. (1.96). The unimportant constantcn in the third
line comprises[Zn]dis as well as all contributions from lattice sitesi 6= s. Taking the replica
limit, one obtains the conditional CPA equation for the self-energy

T !=
∫ G

z

1
Φt

∫ G

y
Wt Γt. (3.13)

The quantum-dynamical nature of the model causes non-trivial couplings of the fermionic
Matsubara frequencies. AlthoughT is frequency-diagonal and the off-diagonal elements on the
right hand side of eq. (3.13) vanish exactly by integration, the self-energy can not be determined
for one frequency at a time but only for all frequencies at once.

By explicit construction of the spin-spin correlations (1.32) at the special lattice sites the
saddle point equations (1.99) can be derived analogous to the calculation for the non-itinerant
model in Sec. 1.4.2. The resulting two-fold self-consistency structure for the spin glass order
parametersqν and the dynamical saddle point components ˜qm

ν on one hand and the dynamical
self-energyΣl on the other hand, is illustrated in Fig. 3.1.

3.3 The itinerant fermionic Ising spin glass

The CPA method formulated in Sec. 3.2 shall now be applied to the itinerant fermionic Ising spin
glass (ISGF ) at half filling and in zero external magnetic field, as described by the Hamiltonian

K̂ =
1
2

∑
i6=j

JijŜ
z
i Ŝ

z
j + t̂

∑
〈ij〉

∑
σ

a†
iσajσ, (3.14)
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Figure 3.1: Structure of the two-fold self-consistency problem for the itinerant spin glass model
(inspired by Ref. [22]). In (a) the effective dynamical random medium (1.52) is shown which
depends on the spin glass order parameters qν and the dynamical saddle point components q̃m

ν .
In (b) the random medium is replaced by the homogeneous dynamical self-energy Σl (3.4). Part
(c) illustrates the determination of Σl by means of the CPA construction at the special lattice
site i = s. The angular brackets in (c) indicate the weighted average over the random medium
that occurs in the CPA equation (3.13). From the self-consistency equations (1.99) with the
local propagator matrix Γt (3.10), the physical quantities qν and q̃m

ν are constructed, which in
turn generate the self-induced random medium in (a).

where the one-component spin operators are defined by (see eq. (1.3))

Ŝz
i = a†

i↑ai↑ − a†
i↓ai↓. (3.15)

Equation (3.14) represents the simplest interesting special case of the generic Hamiltonian (3.1)
and corresponds to the general model with the model parametersJz = J andJx = Jy = hν =
µ = 0. Consequently, spin glass order can occur inz-direction only. The transversal replica-
diagonal spin-spin correlations ˜qm

ν 6=z are finite (see Sec. 2.1.4), but they do not influence the
correlations inz-direction, and thus they are irrelevant in the present context. Therefore the
direction index can be drooped in this section, i.e.qz = q and ˜qm

z = q̃m.
The restrictions of the model (3.14) implicate a simplified structure of the CPA self-energy.

Since there is no external field considered the self-energy is independent of the spin projection,
and one can write

Σl = σl12. (3.16)

In addition, the quantitiesσl are purely imaginary at half filling (µ= 0) and obey the symmetry
relation

σl =−σ−l−1. (3.17)
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3.3.1 General solution strategies

In order to explore the quantum-dynamical behavior of the present itinerant spin glass model the
dynamical approximation scheme, which has been introduced in the context of the Heisenberg
spin glass in Sec. 2.2.1, was applied to the two-fold self-consistency problem sketched in Fig.
3.1. In essence, within the dynamical approximation of orderM the effective potential (1.90)
is constructed from the dynamical saddle point components ˜qm with frequency indicesm =
{0, · · · ,M} only. Contributions associated with higher bosonic Matsubara frequenciesω|m|>M

are neglected (see Fig. 2.3).
Within this dynamical approximation scheme the quantum-spin dynamics is treated on en-

ergy scales ranging fromω0 = 0 toωM = 2πTM . To estimate the quality of this approximation
one may compare the energy scales that are neglected to the hopping strengtht being the model
parameter that generates the dynamics. Thus one is led to

t� ωM+1 ≡ 2πT (M +1) (3.18)

as a simple criterion for validity of theM th order dynamical approximation. Hence, although
it is neither a high temperature expansion nor an expansion in smallt, the method works well
especially for smallt/T . In those regions in parameter space the approximation already at
manageable low ordersM excellently captures the effects of the quantum-spin dynamics.

Another difficulty arises from the infinite extension of the matricesV (1.90),T (3.8), andΓt

(3.10) in the space of the fermionic Matsubara frequencies. Naturally, a numerical analysis re-
quires these matrices to be constructed in a limited frequency range, sayz−lc−1 to zlc. However,
there are also important contributions from higher frequencies±zl>lc that can not be neglected.
They were rather treated perturbatively in order to permit a minimum choice for the “cut-off
index” lc. Particularly in the vicinity of the quantum critical point, i.e. at very low temperatures
where the energetic spacings between the Matsubara frequencies are small, it was essential to
take these high-frequency contributions into account as accurately as possible1.

To this end systematic asymptotic expansions of the self-consistency equations in terms of
1/zl were performed up to some feasible orderO

(
(1/zl)K

)
, using the high-frequency asymp-

totics of the self-energy

σl −→
|l|→∞

K∑
k=1

ak

(izl)
2k−1 + O

(
z
−(2K+1)
l

)
(3.19)

which can be derived from the CPA equation (3.13). Here the expansion coefficientsak are
easy to calculate averages of polynomials of the effective magnetic fields (1.92, 1.93). The
Matsubara summations which occur in the evaluation of the self-consistency equations can
always be split up into a low-frequency main part and a high-frequency part separated by the
cut-off indexlc. While the matrix-structured main part has to be treated numerically, the high-
frequency contributions can be formulated in terms of asymptotic series expansions of docile
structure that permits analytical summation.

1This point has been less important in Sec. 2.2 because there only solutions around or aboveTc have been
presented.
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Figure 3.2: Schematic of the iterative procedure employed to solve the two-fold self-consistency
problem (see Fig. 3.1) for the itinerant ISGF defined by (3.14). The basic algorithm was imple-
mented in the MathematicaR language, while all computationally expensive matrix operations
were passed to external C routines making use of the MathLinkinterface.

The restriction of the fermionic frequency space by the numerical method introduces some
error. The cut-off indexlc has to be chosen such that this error falls below some given thresh-
old of insignificance. In practical calculations different methods were used to determinelc. A
simple way is to make trial variations of the matrix sizes at each iteration cycle and to adjust
(increase or decrease)lc according to the corresponding variations of all relevant intermediate
quantities. A more direct method is to evaluate the contributions of the first neglected asymp-
totic order, i.e.O

(
(1/zl)K+1

)
, as a function oflc and to apply some suitable smallness crite-

rion. The latter method turned out to be un-practical forM > 0 because of the complexity of
the occurring analytical expressions for the asymptotic Matsubara sums.

The final criterion for the choice oflc is always that the physical quantities must be indepen-
dent of this auxiliary parameter at some desired level of precision. The properlc and thereupon
the computational expenses for solving the self-consistency problem strongly depend on the
temperature as well as on the orderK up to which the asymptotic series expansions of the
equations can be driven. Parts of the low temperature data discussed below were obtained with
cut-off indices up tolc ≈ 400.

All solutions of the self-consistency equations presented in this article were obtained by
means of the principal iterative algorithm sketched in Fig. 3.2. This procedure proved to be
insensitive to the initial values and also showed quite satisfying convergence properties in all
regions of the parameter space explored so far.
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3.3.2 Spin-static approximation

This section is devoted to a discussion of the dynamical self-consistency equations within the
spin-static approximation being the first and simplest instance of the dynamical approximation
scheme. The spin-static solution is not only very instructive but it also provides a reference for
quantum-dynamical corrections.

The spin-static approximation has already been discussed at length in the context of the
Heisenberg spin glass in Sec. 2.1. It consists in neglecting the time dependence of the saddle
point (1.33 b) or, equivalently, in taking all Fourier components ˜qm with m > 0 to be zero in
the construction of the dynamical potential (1.90). This restriction to the static component ˜q0
brings about tremendous simplifications of the self-consistency problem.

3.3.2.1 Results at finite temperature

Because the dynamical effective fields (1.93) vanish, the Gaussian integrations over the fields
y±ν,m which are part of the integral operator (1.95 b) can be performed trivially. In the present
Ising case one is left with only two Gaussian integrations over the static fieldsyz,0 = y0 and
zz = z. In addition, within this approximation the occurring matrices become diagonal and thus
the matrix structure of the self-consistency problem disappears. The determinant in eq. (1.96)
reduces to an easily manageable Matsubara product, and hence the spin-static weight function
can be evaluated to

W stat
t =

1
2

(
1+cosh(βH0)

)
exp
(
βR (H0)

)
. (3.20)

Here the exponent function in the last factor is given by

R (η) =
2
β

∞∑
l=0

ln
|ul|2 +η2

z 2
l +η2

(3.21)

with H0 = J
(√

q z +
√
q̃0− q y0

)
, andul is defined by

ul =
1

T0(izl−σl, t)
+ σl. (3.22)

In the present itinerant model the effect of the hopping becomes noticeable in the difference
betweenul andizl and hence in the deviation of the functionR

(
H0

)
from zero. Note that with

property (3.12) in the non-itinerant limit eq. (2.11) is reproduced exactly (recall thatµ = 0).
Since there is no explicit expression for the self-energyσl (and henceul), the l-product in eq.
(3.20) can not be performed analytically but has to be evaluated numerically.

Due to the diagonality of the effective potentialV the matrix inversion in eq. (3.11) effec-
tively turns into simple scalar inversion. Consequently, within the spin-static approximation
the dynamical CPA equation (3.13) decouples into a set of scalar equations for each Matsubara
frequency,

T0(izl−σl, t)
!=
∫ G

z

1
Φstat

t

∫ G

y0

W stat
t

1
ul +H0

, (3.23)
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which can be solved independently one at a time.
The trace terms (2.14), evaluated for theν = z direction and at zero frequencym = 0, are

given by

At (η) = 4
∞∑

l=0

η

|ul|2 +η2
, (3.24 a)

Bt (η) =
d
dη
At (η) = 4

∞∑
l=0

−|ul|2 +η2(
|ul|2 +η2

)2 . (3.24 b)

Again, the Matsubara sums can not be done analytically unlike the corresponding sums in eqs.
(2.15, 2.16) for the non-itinerant case. Finally, the spin-static special case of the self-consistency
equations (1.99) can be written in terms of the functionalsAt andBt:

q =
1
β2

∫ G

z

(
1

Φstat
t

∫ G

y0

W stat
t At (H0)

)2

, (3.25 a)

q̃0 =
1
β2

∫ G

z

1
Φstat

t

∫ G

y0

W stat
t

(
At (H0)

2 − Bt (H0)
)
. (3.25 b)

Numerical solutions of the spin-static self-consistency problem given by eqs. (3.25, 3.24,
3.23) were obtained for a broad range of hopping parameterst, having regard to what was
discussed in Sec. 3.3.1. The results are presented in Fig. 3.3. In the non-itinerant limit (t = 0)
the paramagnet to spin glass transition occurs atTc = J/(1+exp(−1/(2Tc/J)))' 0.6767J . A
finite hopping hampers the local freezing of the spins and thus lowers the critical temperature.
The phase transition remains continuous down to zero temperature. AsT → ∞ all available
many particle states become equally populated, and consequently ˜q0 → 1/2 since two of the
four local states are magnetic.

3.3.2.2 The limit of zero temperature

In the context of the non-itinerant ISGF it was noted that the zero temperature limit brings along
substantial simplifications of the self-consistency equations [37]. This is true for the itinerant
case, too, and in the following the generalization to the model (3.14) shall be discussed briefly.

It is obvious from Fig. 3.3 that the spin-static solutions feature the low temperature behavior
(q̃0−q)∼ T . In order to perform the zero-temperature limit it is therefore advisable to eliminate
q̃0 and to formulate the self-consistency problem in terms ofq and the static part of the local
susceptibilityχ0 = β(q̃0− q) (see eq. (1.37)) which remains finite asT → 0.

In the zero-temperature limit the discrete fermionic Matsubara frequencieszl merge into a
continuous variable, sayζ, and the Matsubara sums have to be replaced by frequency integra-
tions according to

T
∞∑

l=0

f(zl) −→
T →0

1
2π

∫ ∞

0
dζ f(ζ). (3.26)
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Figure 3.3: Numerical results for the itinerant ISGF defined by (3.14) within the replica-
symmetric and spin-static approximation for hopping parameters t = {0, · · · ,1.1J} in steps of
0.1J . All energies are measured in units of the average magnetic coupling J . The upper plot
shows the spin glass order parameter q (full lines) and the zero frequency component of the
replica-diagonal spin-spin correlation q̃0 (dashed lines). Both lines merge at T = 0. The q̃0-
curves approach 1/2 as T → ∞. A continuous spin glass to paramagnet phase transition occurs
for all t < 1.406J (see Sec. 3.3.2.2). The lower plot shows the corresponding local static sus-
ceptibility χ0 = β(q̃0− q) which remains finite as T → 0 and always reaches unity at the phase
transition.
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In particular, the sums (3.24) turn into

Āt (η) =
2
π

∫ ∞

0
dζ

η

|u(ζ)|2 +η2
, (3.27 a)

B̄t (η) =
d
dη
Āt (η) =

2
π

∫ ∞

0
dζ

−|u(ζ)|2 +η2(
|u(ζ)|2 +η2

)2 . (3.27 b)

Hereu(ζ) denotes the continuous version of the definition (3.22).

Saddle point integration of y0. In order to demonstrate the procedure the quantityΦstat
t (z)

shall be evaluated explicitly for low temperature. To this end one may write

Φstat
t (z) =

∫ G

y0

W stat
t (H0)

=
∫ G

y0

exp
(
β
(
R+H0

))
4︸ ︷︷ ︸

Φstat
t,a

+
∫ G

y0

exp
(
β
(
R−H0

))
4︸ ︷︷ ︸

Φstat
t,b

+
∫ G

y0

exp(βR)
2︸ ︷︷ ︸

Φstat
t,c

, (3.28)

whereR
(
H̄0
)

has been defined in eq. (3.21). These three contributions arise from the expo-
nential representation of the cosh and the remaining constant part in eq. (3.20). Employing the
variable transformation

y0 −→ x=
1√
βJ

y0, H0 −→ H̄0 = J
(√

q z +
√
Jχ0x

)
(3.29)

the first term can be expressed by

Φstat
t,a(z) =

√
β

J
16π exp

(
βJ

(
√
q z+

Jχ0

2

))∫ ∞

−∞
dx exp

(
−βJ g(x,z)

)
, (3.30)

where the dimensionless exponent function is given by

g(x,z) =
1
2

(
x−

√
Jχ0

)2 − 1
J
R
(
H̄0
)
. (3.31)

Further progress is based on the observation thatR
(
H̄0
)

remains finite asT → 0. This allows
the x-integration in eq. (3.30) to be performed by means of the saddle point method which
yields

Φstat
t,a(z) =

√
1

16∂2
xg
(
xsp(z), z

) exp

(
βJ

(
√
q z +

Jχ0

2
− g

(
xsp(z), z

)))
. (3.32)

Herexsp(z) denotes thez-dependent saddle point, i.e. the minimum ofg(x,z) at fixedz, that
has to be determined numerically. Note that the saddle point integration becomes exact in the
zero-temperature limit. The second contribution to eq. (3.28) is related to the first by symmetry,

Φstat
t,b(z) = Φstat

t,a(−z), (3.33)



3.3 THE ITINERANT FERMIONIC ISING SPIN GLASS 60

while Φstat
t,c can be shown to be exponentially small compared to the other terms and can there-

fore be neglected safely (away from half filling, i.e. forµ 6= 0, this is not true any more).
The othery0-integrations that occur in eqs. (3.23, 3.25) can be done in the same fashion as

demonstrated above for the simplest case. Without further going into detail, this saddle point
method results in the simplified self-consistency problem posed below.

Self-consistency equations. The effective magnetic field is given by

H̄0,sp(z) = J
(√

q z +
√
Jχ0xsp(z)

)
, (3.34)

wherexsp is subject to the saddle point condition

xsp(z)
!=
√
Jχ0 Āt

(
H̄0,sp(z)

)
, (3.35)

andĀt has been defined in eq. (3.27 a). The CPA-equation which determines the continuous
self-energyσ(ζ) aquires the form

T0(iζ−σl(ζ), t) =
∫ G

z

−u(ζ)

|u(ζ)|2 + H̄0,sp(z)2
. (3.36)

Finally, the self-consistency equations for the spin glass order parameter and the static local
susceptibility evaluate to

q = q̃0 =
∫ G

z
Āt

(
H̄0,sp(|z|)

)2
, (3.38 a)

χ0 =

√
2

πqJ2 Āt

(
H̄0,sp(0+)

)
+
∫ G

z

B̄t

(
H̄0,sp(|z|)

)
1−J2χ0B̄t

(
H̄0,sp(|z|)

) , (3.38 b)

respectively.

Results at zero temperature. Numerical solutions of the set of self-consistency equations
(3.35 – 3.38) are presented in Fig. 3.4. In the non-itinerant limit (t= 0) the well known results
q = 1, Jχ0 =

√
2/π are reproduced correctly. A finite hopping delocalizes the particles and

reduces the local spin-spin correlations. Thus, with increasing hopping strengtht the spin glass
order parameterq decreases monotonically. Within the spin-static approximation the spin glass
to paramagnet quantum phase transition occurs at the critical hopping strength

tc,stat=
2γ
π
J ' 1.406J. (3.39)

The constantγ is given by

γ =
∫ ∞

0
dξ exp

(
2ξ2)Γ

(
1
2
, ξ2
)2

, (3.40)

whereΓ denotes the incomplete Gamma function defined by

Γ(a,ξ) =
∫ ∞

ξ
ds sa−1e−s. (3.41)
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Figure 3.4: Zero-temperature results for the itinerant ISGF within the replica-symmetric and
spin-static approximation. The spin glass order is depressed Left: An increasing hopping
strength t continuously depletes the spin glass order and eventually drives a zero tempera-
ture spin glass to paramagnet phase transition at tc,stat' 1.406J (see eq. (3.39)). Right: The
static part of the local susceptibility (full line) reaches the value 1/J at tc,stat and in the dis-
ordered phase it vanishes asymptotically like χ0 ∼ 1/t (see eq. (3.42). For comparison the
non-interacting limit J → 0 (dashed line) is also shown.

The critical value (3.39) very well agrees with the corresponding result obtained in [34] for a
similar model with a semi-elliptic (instead of a Gaussian) free density of states. The static local
susceptibility reaches the value 1/J at tc,stat. In the zero-temperature disordered phase, i.e. for
t > tc,stat, one finds

χ0 =
πt−

√
π2t2−4γ2J2

2γJ2 , t > tc,stat. (3.42)

Its deviation from the corresponding quantity in the non-magnetic limit,χ0|J=0 = γ/(πt) (see
Fig. 3.4), signalizes the vicinity of the spin glass phase.

3.3.3 Dynamical solutions

While exact in the non-itinerant limit, the spin-static approximation discussed in Sec. 3.3.2
turns out to provide a very good description of the model (3.14) for weak hopping according to
the rough criterion (3.18). In the opposite limitt� J the kinetic term dominates the behavior
of the system and the quantum-spin dynamics looses importance, too, as can be seen from
Fig. 3.4. For intermediate hopping, however, the spin-static approximation becomes inaccurate
and particularly fails in the vicinity of the quantum critical point (QCP). In the present section
systematically improved dynamical solutions of the self-consistency problem shall be discussed.

3.3.3.1 The phase diagram in theT–t plane

By means of the iterative scheme of Fig. 3.2 and the general condition for the phase transition,
eq. (2.41), the phase diagram in the plane of temperatureT and hopping strengthtwas evaluated
within the dynamical approximation of orders up to and includingM = 3. Since at criticality
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Figure 3.5: The critical line of the second order spin glass (SG) to paramagnet (PM) phase
transition in the itinerant ISGF within the spin-static approximation (dashed line, see Sec. 3.3.2)
and within the dynamical approximations (full lines) of first (Tc,1, uppermost) to third (Tc,3,
undermost) order M as discussed in Sec. 3.3.1. The dotted line indicates the expected course of
the full dynamical phase boundary in the limitM→∞; the light-dotted part displays the leading
critical behavior (3.43) with exponent φ= 2/3. The presumed location of the QCP, tc ' 1.30J ,
will be estimated in Sec. 3.3.3.2.

there is no issue of replica symmetry breaking the choice of the replica-symmetric saddle point
(1.33 a) is justified in these calculations. In solving the conditional equation (2.41) it is sufficient
to fix the spin glass order parameter toq = 0 thus rendering thez-integrations in the CPA
equation (3.13) and in the self-consistency equation (1.99 b) trivial.

The sequence of dynamical approximants to the critical lineTc(t) is shown in Fig. 3.5. With
increasing hopping strengtht and decreasing temperature the growing influence of the discrete
dynamic saddle point components ˜qm>0 is getting more and more apparent. It can be seen
clearly from Figs. 3.5 and 3.6 that with increasing orderM of the dynamical approximation
two successive solutions start to separate at largert. One observes a rapid convergence of this
sequence of solutions except for the region where the QCP is expected. AsTc → 0 all curves
collapse into the static critical point attc,stat given by eq. (3.39).

It is important to note that the self-consistent inclusion of any finite number of the ˜qm can
not affect neither the position of the QCP nor the critical exponents. In order to capture the
quantum-dynamical character of the problem it is rather necessary to take into account the pa-
rameters ˜qm over a finite range of Matsubara frequenciesωm aroundω0 = 0 (see App. A.5).
In the disordered phase the parameters ˜qm vanish linearly with temperature, i.e. the dynamical
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susceptibilityχm = q̃m/T has a finite zero-temperature limit. Consequently, the effective po-
tential matrix (1.90) is proportional to

√
T , and hence the leading quadratic term in a formal

expansion of the un-averaged local propagatorΓt (3.11) in powers ofV also falls off linearly
with temperature (odd terms generally vanish by the Gaussiany-integrations in all equationsΓt

appears in). However, matrix powers ofV involve internal frequency summations. Thus, the
linear temperature decrease of the parameters ˜qm is exactly compensated by their increasing
number within a fixed frequency range. As a consequence, the location of the zero temperature
critical point is shifted towards smaller hopping strength compared to the result obtained within
the spin-static approximation.

Close to zero temperature the critical line behaves like

Tc ∼ (tc− t)φ, t < tc, (3.43)

where the critical exponent changes fromφ= 1 in the spin-static approximation toφ= 2/3 [45]
due to the quantum-spin dynamics (see App. A.5). Figure 3.5 gives an impression of how this
non-analytical behavior emerges from the sequence of the (analytical) approximate solutions in
the limitM → ∞.

3.3.3.2 Location of the quantum critical point

In order to estimate the location of the QCP one may consider the differences between the
Tc-curves within two successive dynamical approximations, defined by

∆M =
1
J

(
Tc,M−1−Tc,M

)
. (3.44)

As can be seen in Fig. 3.6, the functions∆M (t) exhibit pronounced maxima. While the positions
of these maxima vary only very little, they become lower in height but sharper with increasing
orderM . The critical linesTc,M are monotonically decreasing functions oft. Hence, the
distance betweenTc,M and the full dynamical critical line, defined by

∆̃M =
1
J

(
Tc,M −Tc,∞

)
, (3.45)

possesses a non-analytical maximum exactly attc for anyM . Since

∆̃M =
∞∑

M ′=M+1

∆M ′ , (3.46)

this non-analyticity must coincide with the position of the maxima of the∆M asM → ∞. This
simply means that the sequence of the critical linesTc,M converges slowest in the very proxim-
ity of the QCP. Based on this scenario the critical hopping strength can be estimated by plotting
the maxima’s positions vs. their heights (see Fig. 3.6) and extrapolation of these points to zero
height. This simple procedure yields the final result

tc ' 1.30J. (3.47)
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Figure 3.6: Differences between the critical lines within two successive orders of the dynamical
approximation, ∆1 (uppermost) to ∆3 (undermost), as defined in eq. (3.44). As explained in the
text, the location of the dynamical QCP is expected to coincide with the maxima positions in
the limit M →∞. Inset: plot of the positions vs. heights of the maxima. The error in the M = 3
data is due to numerical problems at low temperatures.

3.3.4 Summary and conclusion

In the last part of this thesis the technical framework of Chap. 1 has been generalized to account
for itinerant spin glass models. By means of a dynamical CPA method an effective single-
site problem could be constructed, and the corresponding extended two-fold self-consistency
structure has been formulated (see Fig. 3.1).

As the simplest example the ISGF with nearest-neighbor hopping ind→ ∞ at half fermion
filling has been studied. Beyond the spin-static approximation, the dynamical approximation
scheme, introduced in Sec. 2.2, has led to an estimation of the second order SG to PM phase
boundary in theT–t plane including the location of the QCP. The obtained sequence of im-
proved dynamical solutions nicely illustrates the emergence of quantum critical behavior (see
Figs. 3.5 and 3.6).

This work has concentrated on the spin sector of the model and left out the properties in the
charge sector, such as the fermionic density of states. In the future it will be of high interest
to investigate the effect of the hopping on the band structure of the system, particularly on the
spin glass gap at zero temperature [36]. In this context an extension of the solutions to non-zero
chemical potentialµ [41] is also desirable.



A
Appendix

A.1 Derivation of a general formula for a class of
Matsubara frequency sums

In Chap. 2 there occur several Matsubara sums of expressions of rational form, e.g. in eqs.
(2.16, 2.25). This physically important type of sums can easily be evaluated by virtue of a
general formula which shall be derived in this appendix.

Consider the polynomial

P (z) =
n∏

i=1

(z− ci)mi , (A.1)

where themi are positive integers and the complex zerosci are non-integers and pairwise dif-
ferent, i.e.ci 6= cj for i 6= j. One further requiresP (z) to be of degree two at least. With these
assumptions the series

S =
∞∑

l=−∞

1
P (l)

(A.2)

is well defined and converges.S can be represented by

S =
∞∑

l=−∞

Res
z = l

r (z)
P (z)

. (A.3)

In this expressionr (z) is an arbitrary function which is analytic for all non-integer arguments
and has the property

Res
z = l

r (z) = 1 for integerl. (A.4)

Possible choices are

r (z) =
{

−2πi
1−exp(2πiz)

,−π tan
(
π (z+1/2)

)
,π cot(πz) ,etc.

}
. (A.5)

65



A.2 DERIVATIVES OF THE WEIGHT FUNCTIONW 66

The functionr (z)/P (z) hasn additional poles at the zerosci. According to the residue theorem
the sum of all residua in the whole complex plane is exactly zero. As polynomials of degree
one have been excluded there is no residue at infinity. Consequently,S is given by

S =−
n∑

i=1

Res
z = ci

r (z)
P (z)

. (A.6)

By means of the well known relation

Res
z = z0

g(z)
(z− z0)

p =
1

(p−1)!
dp−1

dz p−1g(z)
∣∣∣∣
z=z0

, (A.7)

and employing the auxiliary polynomial

P̄i (z) =
n∏

j=1
i 6=j

(z− cj)mj = (z− ci)mi P (z) , (A.8)

one finally finds the formula

S =−
n∑

i=1

1
(mi−1)!

dmi−1

dzmi−1

r (z)
P̄i (z)

∣∣∣∣
z=ci

. (A.9)

A.2 Derivatives of the weight functionW

The aim of this appendix is to establish formulae which are useful for the evaluation of arbitrary
multiple derivatives of the weight function (1.96) with respect to the effective magnetic fields
(1.92, 1.93). The basic idea has been sketched already in Sec. 1.4.1.4.

To condense the notation, the magnetic fields shall be given a collective index for frequency
and direction, i.e.

Hmr
νr

−→Hr. (A.10)

According to eqs. (1.96, 1.94, 1.73) the weight function can be written as

W = det
(

G−1
0 /G−1

reg

)
exp(Θ) , (A.11)

where the exponent is given by

Θ = Tr ln(1+G0V) . (A.12)

A sequence of magnetic field derivatives applied toW can be expressed in a first step by deriva-
tives ofΘ only. It takes a little combinatorics to arrive at the expression

∂

∂H1
· · · ∂

∂Hk
W = det

(
G−1

0 /G−1
reg

) ∂

∂H1
· · · ∂

∂Hk
exp(Θ)

= W

partitions∑
{1, ···,k}

subsets∏
{···,{s1, ···,sr}, ···}

(
∂

∂Hs1

· · · ∂

∂Hsr

Θ
)
. (A.13)
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Given a set of indices the sum in eq. (A.13) extends over all set partitions representing the ways
to group these distinct elements into subsets1. For each partition the product runs over all of
these subsets, where a sequence of field derivatives is applied toΘ according to the indices in
the respective subset.

The remaining task is to evaluate the multiple field derivatives ofΘ. A single derivative
yields (compare to eq. (1.76))

∂

∂Hr
Θ = TrΛrΓ. (A.14)

In a similar fashion one calculates a single field derivative of the matrixΓ:

∂

∂Hr
Γ =

∞∑
n=0

(−1)n
∂

∂Hr
(G0V)n G0

=
∞∑

n=1

n−1∑
k=0

(−1)n (G0V)k
(

G0
∂

∂Hr
V︸ ︷︷ ︸

Λr

)
(G0V)n−1−k G0

=
∞∑

n=1

∞∑
k=0

∞∑
m=0

δm,n−k−1(−1)n (G0V)k G0Λr (G0V)n−1−k G0

=
∞∑

k=0

∞∑
m=0

(−1)k+m+1(G0V)k G0Λr (G0V)m G0

= −(1+G0V)−1G0Λr (1+G0V)−1G0

= −ΓΛrΓ. (A.15)

This result immediately leads to

∂

∂Hr

k∏
i=1

(ΛsiΓ) =−
k∑

i=1

i−1∏
j=1

(
ΛsjΓ

)ΛsiΓΛrΓ

 k∏
j=i+1

(
ΛsjΓ

) , (A.16)

where the products on the right hand side are understood to be one ifj > i− 1. Relation
(A.16) expresses the fact that, according to the product rule of differentiation, the derivative
with respect toHr has to be applied to each of the factorsΛsiΓ strictly keeping their order. By
repeated use of eq. (A.16) one finally constructs the compact formula

∂

∂H1
· · · ∂

∂Hk
Θ = (−1)k+1

non−cyclic
permutations∑
{1, ···,k}

Tr
k∏

i=1

(ΛpiΓ) . (A.17)

Here the sum extends over all non-cyclic permutations of the set of indices, i.e. cyclic permuta-
tions contribute only once. The product arranges the matrix factors according to the respective
permutationp.

Equation (A.17) is used in combination with eq. (A.13). It can be shown that ak-fold field
derivative of the weight functionW generates exactlyk! terms.

1The correspondingMathematicaR function is SetPartitions[].
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A.3 Derivation of an expression for the internal energy

In Secs. 2.2.3.3 and 2.3.2.3 the specific heat of a Heisenberg spin glass model was investigated
by numerically evaluating the temperature derivative of the internal energy. In this appendix a
useful expression for the latter shall be derived.

According to the basics of statistical physics [40] the internal energy per siteU is related to
the free energy by

U =
d

dβ
(βf) . (A.18)

In the present context the total rather than the partialβ-derivative is appropriate. This is because
the saddle point valuesqν and ˜qm

ν appearing in the expression for the free energy are not fixed
model parameters, but they are functions of the temperature themselves. Thus, starting from eq.
(1.61) one finds

U =− d
dβ

S − d
dβ

∫ G

z
lnΦ, (A.19)

where the quadratic formS has been defined in eq. (1.40). The first term in eq. (A.19) is readily
evaluated to

d
dβ

S (β,q, q̃) =
2
β
S +

β2

2

∑
ν

J 2
ν

(
qν

d
dβ

qν −
∞∑

m=−∞
q̃m
ν

d
dβ

q̃m
ν

)
. (A.20)

For the sake of simplicity the discussion shall be restricted to the case where there is neither
an external magnetic field nor a finite real chemical potential applied. With these assumptions
the inverse temperature enters the functionalΦ (eq. (1.98)) through the combinationsβHm

ν only
or, if the factorβ is pulled under the square roots in eqs. (1.92, 1.93), through

ην := β2qν and η̃m
ν := β2q̃m

ν . (A.21)

Exploiting this fact the totalβ-derivative ofΦ can be expressed in terms of derivatives with
respect to the saddle point parametersqν and ˜qm

ν . Having regard to the symmetry relation eq.
(1.36) one finds

d
dβ

Φ =
∑

ν

dην

dβ
∂

∂ην
Φ︸ ︷︷ ︸

β−2∂Φ/∂qν

+
∑

ν

∑
m≥0

dη̃m
ν

dβ
∂

∂η̃m
ν

Φ︸ ︷︷ ︸
β−2∂Φ/∂q̃m

ν

. (A.22)

Now the second contribution in eq. (A.19) can be evaluated making use of the saddle point
conditions (1.62, 1.67, 1.70):

d
dβ

∫ G

z
lnΦ =

∫ G

z

1
Φ

d
dβ

Φ

=
∑

ν

((
2
β

+
d

dβ
qν

) −1
2β

2J 2
ν qν︷ ︸︸ ︷∫ G

z

1
Φ

∂

∂qν
Φ +
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+
∑
m≥0

(
2
β

+
d

dβ
q̃m
ν

)
(
1− 1

2δm,0
)
β2J 2

ν q̃
m
ν︷ ︸︸ ︷∫ G

z

1
Φ

∂

∂q̃m
ν

Φ

)

= −4
β
S − β2

2

∑
ν

J 2
ν

(
qν

d
dβ

qν −
∞∑

m=−∞
q̃m
ν

d
dβ

q̃m
ν

)
. (A.23)

Comparison of eqs. (A.20, A.23) reveals that all remaining terms involvingβ-derivatives cancel
each other. Thus, one is left with the simple relationU = 2S/β or

U =
1
2
β
∑

ν

J 2
ν

(
q 2
ν −

∞∑
m=−∞

(q̃m
ν )2

)
. (A.24)

As mentioned before, this simple formula is valid for the HSGS and for the HSGF at half filling,
both without an external magnetic field.

A.4 Expansions of the self-consistency equations in powers
of small qν

The purpose of this appendix is to derive the condition (2.41) for the critical temperature and to
justify the expansions (2.45, 2.47) which led to the specific heat curves in the spin glass phase
shown in Fig. 2.7. To this end systematic expansions of the general self-consistency equations
(1.99) in powers of small spin glass order parametersqν shall be presented briefly.

In order to improve readability the short hand notation

Φ̄m1, ···,mk
ν1, ···,νk

:=
∫ G

y

∂

∂Hm1
ν1

· · · ∂

∂Hmk
νk

W (A.25)

shall be employed throughout this appendix.

A.4.1 Theqν-equation and critical temperatures

Using the definition (A.25) the self-consistency equation (1.69) can be written as

qν =
1
β2

∫ G

z

(
Φ̄0

ν

)2
Φ2 =:

1
β2Rν . (A.26)

In the general anisotropic case there exist individual critical points for each spatial direction.
Immediately belowT ν

c the order parameterqν is very small, while theqµ 6=ν in the other two
directions could be exactly zero still or finite already. One is interested in the series expansion
of eq. (A.26) in powers of the corresponding small parameterqν only:

β2qν =
∂

∂qν
Rν

∣∣∣∣
qν=0

qν +
∂2

∂qν2Rν

∣∣∣∣
qν=0

q 2
ν + O

(
q3
ν

)
. (A.27)
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The first order term can be manipulated into

∂

∂qν
Rν = J 2

ν

∫ G

z

(
− 2

Φ3

(
Φ̄0

ν

)2 ∂

∂qν
Φ +

2
Φ2Φ̄0

ν
∂

∂qν
Φ̄0

ν

)

= J 2
ν

∫ G

z

3

(
Φ̄0

ν

)2Φ̄0,0
ν,ν

Φ3 − 4

(
Φ̄0

ν

)4
Φ3 +

(
Φ̄0,0

ν,ν

)2

Φ2

 . (A.28)

In the second line theqν-derivatives have been expressed in terms of derivatives with respect
to the respective static magnetic field by taking the same steps as in Sec. 1.4.1.2 (yν,0- and
zν-integration by parts).

Next the quantitȳΦ0
ν must be considered a little closer. For the physically interesting choices

for the chemical potential, i.e.µ = µPF (eq. (1.9)) and Imµ = 0 the weight functionW obeys
the symmetry relation

W (−V) =W (V)∗ (A.29)

which follows from its definition (1.96). As a direct consequence of eq. (A.29) one may easily
verify the statement

Φ̄0
ν

∣∣
qν=0 = 0 (A.30)

which can be generalized to any odd number of identical direction indices. Using this result in
eq. (A.28) leads to

∂

∂qν
Rν

∣∣∣∣
qν=0

= J 2
ν

∫ G

z

(
Φ̄0,0

ν,ν

)2

Φ2︸ ︷︷ ︸
β2q̃0

ν

∣∣∣∣
qν=0

. (A.31)

Having regard to the saddle point condition for ˜q0
ν in the shape of eq. (1.66) the integral on the

right hand side can be identified withβ2q̃0
ν . The same arguments also apply to the second order

term in eq. (A.27). A tedious but straightforward calculation finally yields the expansion

qν = β2J 2
ν

(
q̃0
ν

∣∣
qν=0

)2
qν − 2β4J 4

ν

(
q̃0
ν

∣∣
qν=0

)3
q 2
ν + O

(
q3
ν

)
. (A.32)

By comparison of theO (qν) terms one immediately reads off the simple condition

Jν q̃
0
ν (T ν

c ) = T ν
c (A.33)

for the equilibrium critical point inν-direction. The solution of eq. (A.32) reveals that the spin
glass order parameter emerges linearly with decreasing temperature belowT ν

c according to

qν = aν (T ν
c −T ) , T . T ν

c , (A.34)

where the coefficient is given by

aν =
1
Jν

− d
dT

q̃0
ν

∣∣∣∣
T=T ν

c

. (A.35)
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A.4.2 The q̃m
ν -equation

In terms of the abbreviation (A.25) the self-consistency equation (1.72) which includes the static
special case eq. (1.66) reads

q̃m
ν =

1
β2

∫ G

z

Φ̄m,−m
ν,ν

Φ
=:

1
β2 F

m
ν . (A.36)

In the expansion of the right hand sideFm
ν all directions have to be taken into account. Making

use of eq. (A.30) one obtains at second order

β2q̃m
ν = Fm

ν |q=0 + (A.37)

1
2

∑
µ

J 4
µ

∫ G

z


(

Φ̄0,0
µ,µ

)2
Φ̄m,−m

ν,ν

Φ3 − Φ̄0,0
µ,µ Φ̄0,0,m,−m

µ,µ,ν,ν

Φ2


∣∣∣∣∣∣∣
q=0

q2
µ + O

(
q3) .

Here the Gaussianz-integration is trivial since the integrand of the second term has no
z-dependence any more.

Exploiting the saddle point condition (1.72) and assuming the isotropic special case, for
which this expansion has been applied in Sec. 2.2.3.3, eq. (A.37) simplifies to

q̃m = Fm|q=0 +
1
2
β4J4q̃0 (3q̃0q̃m − dm)|q=0︸ ︷︷ ︸

cm

q2 + O
(
q3) , (A.38)

where the coefficientsdm are given by

dm =
1

3β4

∑
µν

Φ̄0,0,m,−m
µ,µ,ν,ν

Φ

∣∣∣∣∣
q=0

. (A.39)

These coefficients can be calculated numerically, for instance with the help of the formulas
derived in Sec. A.2.

A.5 Computation of the critical exponent (3.43)

In Sec. 3.3.3.1 the phase diagram of the itinerant Ising spin glass (3.1) has been presented (Fig.
3.5). In this appendix the critical exponent of the phase boundary, as defined by eq. (3.43), shall
be calculated.

Starting point is an expansion of the self-consistency equation (1.99 b) in powers of the
effective potential matrix (1.90) in the paramagnetic phase (this expansion is similar to the
q̃m6=0-expansion of Sec. 2.3, but in the present context the separation of static and dynamical
components would be senseless). The Gaussian integrations over ally-fields can be performed
according to eq. (2.50), and the internal summations due to the occurring matrix multiplications
compensate the linear temperature decrease of the dynamical saddle point components ˜qm. A
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tedious but straightforward calculation yields the following self-consistency equation for the
dynamical susceptibilityχm = βq̃m:

χm = Pm

(
1+χ2

m

)
− (1−Pmχm)T

∞∑
m′=−∞

Qm,m′χm′

1−Pm′χm′
+ O

(
χ3) . (A.40)

Using the abbreviationXl = 1/ul (see eq. (3.22)) the coefficients read

Pm = P (ωm) = −2T
∞∑

l=−∞

XlXl+m, (A.42 a)

Qm,m′ =Q(ωm,ωm′) = T
∞∑

l=−∞

XlXl+mXl+m′ (2Xl + Xl+m+m′) , (A.42 b)

and the self-energy is given explicitly by

σl =
1
2
X 2

l T
∞∑

m=−∞

χmXl+m

1−Pmχm
. (A.43)

The set of equations (A.40 – A.43) can be solved easily in the limit of zero temperature, and
one determines the critical hopping strengthtc = 1.372J , which lies well between the spin-static
result (3.39) and the expected full dynamical value (3.47).

Important now is the behavior of the coefficient functions(A.42) at low temperature and
low frequencies. A closer study reveals the leading terms

Pm = P0 + a |ωm| + bT 2 + · · · . (A.44)

The linear frequency dependence ofPm is characteristic for metallic spin glasses [44]. Having
regard to eq. (A.44), the solution of the quadratic equation (A.40) for low frequencies can be
written as

χm = χm
nc −

√
|ωm| + r (t,T ). (A.45)

Hereχm
nc denotes the uninteresting non-critical part andr (t,T ) comprises the remaining con-

tributions to eq. (A.40) including them′-sum. The condition for criticality is

r (t,T ) != 0, (A.46)

and the shape of the critical line can be obtained by expandingr (t,T ) in both the hopping
parametert and temperature around the quantum critical point. Here the hopping function (3.6)
varies linearly witht, and consequently so doesr (t,T ). The temperature dependence is a much
more delicate question. It turns out that the leading contribution arises from the frequency sum.
Back-substitution of the solution into eq. (A.40) yields at lowest order the essential terms

r (t,T ) = α1 + α2t + α3S (T ) + · · · , (A.47)

where theαi are constants and

S (T ) = T
∞∑

m=−∞

√
|ωm|f (ωm) . (A.48)
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An auxiliary soft cut-off functionf (ω) has been introduced to guarantee convergence in explicit
calculations. Taking the difference of expression (A.47) at finite and zero temperature together
with the criterion (A.46) define

tc(T ) − tc(0)∼ S (T ) − S (0) (A.49)

as the condition for the phase boundary.
The remaining task is to evaluate the frequency sums. For the cut-off function one may

choose, for instance,

f (ω) =
in

(ω+ i)n
, n≥ 2. (A.50)

Sincef (ω) has no poles for Imω ≥ 0 the first sum can be transformed into a contour integral
enclosing the upper half plane by standard techniques. Further manipulation leads to

S (T ) =
1
π

∫ ∞

0
dω
√
ω

(
−(1+ i)√

2

f (−iω)
exp(βω)−1

+
(1− i)√

2

f (iω)
exp(−βω)−1

)
. (A.51)

The second sum atT = 0 is understood as an integration analogous to the prescription (3.26).
For the difference one finds

S (T )−S (0) =
−1√
2π

∫ ∞

0
dω

√
ω

exp(βω)−1

(
(1+ i)f (−iω) + (1− i)f (−iω)

)
= − 1√

2π
ζ

(
3
2

)
T 3/2 + O

(
T 5/2

)
, (A.52)

whereζ (x) is the Riemannζ-function. Substitution into eq. (A.49) finally yields the result
φ= 2/3 in (3.43).
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