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## 1 Introduction

The goal of research is not only to gain insights into fundamental natural phenomena, but also to utilize the acquired knowledge for manipulating those phenomena and for creating new technologies which enables further scientific advances. The studies of light by Albert Einstein and other scientists laid the foundation for the development of the laser. The steady evolution of lasers nowadays makes it possible to generate pulsed light fields with a temporal duration of only a few femtoseconds ( $10^{-15} \mathrm{~s}$ ) [4-10] which has turned out to be a key technology in numerous research fields and commercial applications. Even more fascinating is the fact that such ultrashort laser pulses can also be manipulated to generate tailored light fields.

The devices used to produce arbitrary optical waveforms are called pulse shapers. Pulse shaping in the femtosecond regime was first reported by Weiner et al. [11] using a static mask. However, due to the use of fixed masks, the applicability of such a device was very limited. From a technological point of view, the breakthrough for pulse shaping was the development of programmable spatial light modulators [12-14], which allow the flexible generation of arbitrary modulated pulses with a single device. Today, the control of ultrashort laser pulses in the frequency or the time domain is a well-established technique in many research areas such as spectroscopy and microscopy [15-22] or quantum control [23-33]. Apart from that, pulse shaping is also used for commercial applications such as telecommunication [34-36] or material processing [37].

In our group, the active control of femtosecond laser pulses is utilized to study and to control ultrafast photochemical reactions, energy transfer in molecular systems, and optical near-fields in nanostructures. In all these fields, light-matter interactions which have a strong vectorial character occur. Therefore, it is desired to control all parameters of the vector-field of ultrashort laser pulses: phase, amplitude, and polarization. However, while major advances on pulse shaping techniques have been achieved in the last three decades, most pulse shapers are only capable of generating linearly polarized pulses, shaped in phase and amplitude [38-41]. Polarization control is feasible with some of these conventional pulse shapers, but limited regarding the accessible polarization states and this method lacks simultaneous amplitude control [42]. Despite these restrictions, the benefits of polarization shaping have been demonstrated in numerous studies, especially in the field of quantum control [43-52]. However, only by unrestricted polarization control the complete potential of quantum control can be exploited. Moreover, this technique is required to compensate arbitrary polarization distortions which can occur in optical fibers used in many commercial applications such as telecommunication, material processing, and endoscopy. Besides unrestricted polarization control, also the simultaneous control of polarization and amplitude is desired as this enables the generation of polarization-shaped multipulse sequences which are of high interest for some state-of-the-art experimental methods used in femtochemistry, nano-optics, and
plasmonics.
One of these methods is two-dimensional spectroscopy [53-61]. This technique is basically an extension of pump-probe spectroscopy [62-65] and allows the examination of couplings and population transfer in atoms [66-70], molecular systems [71-81], as well as solid state samples [82-85]. Two-dimensional spectroscopy is particularly powerful in order to understand the process of energy transfer, for example, in light-harvesting complexes, which may have future applications in organic solar cells. For this spectroscopic approach, the generation of multiple identical phase-stable pulse copies and the precise control over the temporal delay between these subpulses is crucial. This is a critical issue when conventional optics are used [2, 86-89], whereas a pulse shaper delivers phase stable pulse copies inherently, thus making it an ideal tool for multidimensional methods [66, 90-92]. Nevertheless, when conventional pulse shapers are used, these subpulses are all linearly polarized with the same orientation angle and therefore do not account for the vectorial character of light-matter interactions. Hence, the independent control of the polarization states for each subpulse within the multipulse sequence is desired, but not feasible with a conventional pulse shaper. Polarization-sensitive two-dimensional spectroscopy can for example be used to enhance or suppress certain signal contributions in a two-dimensional spectrum [82, 93-97], remove scattering contributions [98], measure the angles between transition dipole moments [99-101], and to extract chiral-sensitive signals [102-105]. In general, the precise and unrestricted generation of polarizationshaped laser pulses is also of high interest for chiral femtochemistry and control as theoretically proposed [106-108].

More recently, the principles of pulse-shaper assisted two-dimensional spectroscopy have been combined with photoemission electron microscopy (PEEM) [109] to simultaneously achieve a high temporal and high spatial resolution below the diffraction limit. This technique, called two-dimensional nanoscopy [110], is suited to perform experiments in the field of nano-optics [111-113] and plasmonics [114-118]. Similar to conventional two-dimensional spectroscopy, the control over the individual polarization states within the multipulse sequence is desired since in general the response of nanostructures and the generation of optical near-fields strongly depend on the polarization state of the used laser pulses. Using polarization-shaped pulses, the realization of near-field spectroscopy [119-122] was proposed and coherent control of optical near-fields were theoretically [123-128] and experimentally demonstrated [47, 49-51, 129, 130]. By combining the concepts of two-dimensional nanoscopy and coherent control, energy transport, e.g., in molecular aggregates, could be directly mapped spatiotemporally [131].

Due to the numerous potential applications of polarization shaping and the increased interest in unrestricted polarization control, pulse shaping devices capable of overcoming the restrictions of conventional polarization shapers have been developed lately. The first approaches allowed unrestricted polarization control [132] or amplitude and limited polarization control [133], but also different approaches for complete vector-field control over the pulse's phase, amplitude, and polarization were reported [134-136]. Some of the first promising applications of these devices included the control over the ionization of NaK [137], vibrational excitation control [138], 2D mid-IR spectroscopy [139], the improvement of the structural contrast in nonlinear microscopy [140], and the generation of polarization-shaped pulses guided through a fiber [141, 142].

However, all reported setups have different advantages and disadvantages and the optimal design has not been found, yet. The goal of this work is the development of a vector-field shaper which is able to generate polarization-shaped multipulse sequences with high fidelity and phase stability in order to perform time-consuming multidimensional measurements.

The outline of this thesis is as follows. In Chapter 2, the mathematical description of ultrashort laser pulses in the frequency and time domain, the polarization state, the spatial beam profile, as well as the Jones matrix formalism is introduced. Furthermore, the required experimental techniques such as knife-edge scan, dual-channel Fouriertransform spectral interferometry, and frequency-resolved optical gating are summarized. The principle of frequency-based pulse shaping, the conventional pulse shaper, and setups published in the literature providing extended or full vector-field control are described and compared in Chapter 3. The analyses of Chapter 3 represent the foundation for the design of the vector-field shaper constructed in this work, which is presented in Chapter 4. The calculation of the optimal parameters for the $4 f$ setup, the used optics, and results of ray-tracing simulations are discussed to examine the optical properties of the setup. Chapter 4 concludes with an overview over the complete layout of the presented vector-field shaper and possible improvements. The required software implementation is treated in Chapter 5. Various parameterizations for the complete vector-field control are discussed and two software programs are introduced to operate the vector-field shaper and to use these parameterizations in an experiment. In Chapter 6 , the used laser system, the pulse characterization setups, and the first experimental results obtained with the developed pulse shaper are presented. These include the measured frequency distribution, the pulse compression, the phase stability of the setup, the verification of the implemented phase reduction and stabilization routine, and the characterization of various polarization-shaped multipulse sequences to prove the capabilities of the presented setup. This thesis concludes with a short summary and outlook in Chapter 7.

## 2 Theoretical and experimental background

In the first chapter of this thesis, a short overview over the theoretical and experimental concepts used in this work is given. Most of this chapter summarizes common knowledge and is therefore based on the descriptions found in textbooks [143-146], theses of (former) group members [3, 147, 148], and the literature given in the respective section.

To manipulate and characterize ultrashort laser pulses, a solid understanding of their mathematical definition is necessary. First, the time- and frequency-dependent linear (Section 2.1) and vectorial (Section 2.2) properties of ultrashort laser pulses are introduced. Their spatial properties are covered in Section 2.3. The influence of optical elements on the spectral and temporal properties of a laser pulse can be calculated using the Jones matrix formalism (Section 2.4). In the last section (Section 2.5) of this chapter, three experimental techniques are described to characterize some properties of ultrashort laser pulses. First, the knife-edge scan is introduced, a technique to measure the spatial profile of a laser pulse (Section 2.5.1). To characterize the spectral properties, dual-channel Fourier-transform spectral interferometry (Section 2.5.2) and frequencyresolved optical gating (Section 2.5.3) can be utilized. The combination of these two techniques is called POLLIWOG (polarized light interference versus wavelength of only a glint) [149] and employed in this work to characterize the polarization-shaped laser pulses created with the developed setup.

### 2.1 Ultrashort laser pulses in time and frequency domain

Ultrashort laser pulses are wave packets of light and generated by a superposition of monochromatic electromagnetic waves. For describing laser pulses, it is in most cases sufficient to consider only their electric field $\vec{E}(x, y, z, t)$ as a function of the spatial coordinates $x, y$, and $z$ as well as the time $t$. It can be calculated by solving the inhomogeneous electromagnetic wave equation, which is derived from Maxwell's equations [143].

Following Ref. [143] and [146] the electric field of a laser pulse at a certain point in space can be described by

$$
\begin{equation*}
E(t)=2 A(t) \cos \left[\phi_{0}+\omega_{0} t+\varphi(t)\right]=2 A(t) \cos [\Phi(t)] . \tag{2.1}
\end{equation*}
$$

Here, $2 A(t)$ is the temporal amplitude, also called envelope function, and $\Phi(t)$ the temporal phase. It consists of the absolute phase $\phi_{0}$, also known as carrier-envelope phase (CEP), the term $\omega_{0} t$ giving rise to a harmonic oscillation with the carrier or center frequency $\omega_{0}$, and a time-dependent phase $\varphi(t)$. The influence of the carrier-envelope
phase on the laser pulse can be neglected as long as the slowly varying envelope approximation (SVEA) can be applied [143]. The SVEA is the assumption that the envelope varies only slowly during one oscillation period of the electric field. This holds for all laser pulses discussed in this thesis and only breaks down for very short laser pulses.
In Eq. (2.1) and following equations, the vectorial character of the electric field is neglected, but will be introduced in Section 2.2. $E(t)$ describes the laser pulses in timedomain, even though an equivalent description in the frequency domain $E(\omega)$ is also possible. Both are linked via Fourier transform

$$
\begin{gather*}
E(\omega)=\mathcal{F}\{E(t)\}=\frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{+\infty} E(t) \mathrm{e}^{-\mathrm{i} \omega t} \mathrm{~d} t  \tag{2.2}\\
E(t)=\mathcal{F}^{-1}\{E(\omega)\}=\frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{+\infty} E(\omega) \mathrm{e}^{\mathrm{i} \omega t} \mathrm{~d} \omega . \tag{2.3}
\end{gather*}
$$

The complex valued spectrum $E(\omega)$ contains positive and negative frequency components, however, since $E(t)$ is real valued $E(\omega)=E^{*}(-\omega)$ holds and it is sufficient and more intuitive to only use the positive frequency components $E^{+}(\omega)$ for the description of the laser pulse [143]

$$
E^{+}(\omega)=\left\{\begin{array}{lll}
E(\omega) & \forall & \omega \geq 0  \tag{2.4}\\
0 & \forall & \omega<0
\end{array}\right.
$$

By inverse Fourier transformation of $E^{+}(\omega)$ a complex valued electric field in time domain is derived

$$
\begin{equation*}
E^{+}(t)=\frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{+\infty} E^{+}(\omega) \mathrm{e}^{\mathrm{i} \omega t} \mathrm{~d} x \tag{2.5}
\end{equation*}
$$

Both complex valued quantities, in time and frequency domain, can be composed of an amplitude $A$ and a phase function $\phi$ as follows:

$$
\begin{gather*}
E^{+}(t)=A(t) \mathrm{e}^{\mathrm{i} \phi(t)}=A(t) \mathrm{e}^{\mathrm{i}\left[\varphi(t)+\omega_{0} t\right]},  \tag{2.6}\\
E^{+}(\omega)=A(\omega) \mathrm{e}^{-\mathrm{i} \phi(\omega)} . \tag{2.7}
\end{gather*}
$$

The time-dependent parameter $\varphi(t)=\phi(t)-\omega_{0} t$ is here called temporal phase modulation ${ }^{1}$.
The spectral (or temporal) amplitude cannot directly be measured. However, the spectral intensity can easily be obtained by using a spectrometer. Under the assumption of the SVEA, the relationship between the temporal/spectral intensity and the amplitude is given by

$$
\begin{equation*}
I(t)=2 \epsilon_{0} c n A(t)^{2} \propto A(t)^{2}, \tag{2.8}
\end{equation*}
$$

[^0]\[

$$
\begin{equation*}
I(\omega)=2 \epsilon_{0} c n A(\omega)^{2} \propto A(\omega)^{2} . \tag{2.9}
\end{equation*}
$$

\]

In most cases only the temporal/spectral profile of the envelope and not the absolute values are of interest, hence, the prefactors in Eq. (2.8) and Eq. (2.9) are often neglected. Based on the intensity, the pulse duration $\Delta \tau_{p}$ and the spectral bandwidth $\Delta \omega_{p}$ can commonly be defined by the full-width at half-maximum (FWHM):

$$
\begin{align*}
\Delta \tau_{p} & =\operatorname{FWHM}\{I(t)\}  \tag{2.10}\\
\Delta \omega_{p} & =\operatorname{FWHM}\{I(\omega)\} \tag{2.11}
\end{align*}
$$

These definitions are, however, only meaningful for pulses with simple envelope functions, e.g., a Gaussian shaped envelope. Both values depend on each other since the properties in time and frequency domain are linked via Fourier transform. The so-called timebandwidth product is given by

$$
\begin{equation*}
\Delta \omega_{p} \Delta \tau_{p} \geq 2 \pi c_{b} \tag{2.12}
\end{equation*}
$$

where the value $c_{b}$ depends on the actual pulse profile, i.e., the shape of the envelope function, and is in the order of 1 . The equality holds if the pulse has only a constant (or linear) spectral phase $\phi(\omega)$. In this case, the pulse is called bandwidth-limited.

The relation between time and frequency domain is exploited in most pulse shaping devices. By changing the spectral phase or amplitude of the pulse, the pulse will be changed in time domain, as well. This is illustrated in Fig. 2.1. For basic pulse shaping it is useful to express the temporal and spectral phase as a Taylor series

$$
\begin{gather*}
\phi(t)=\sum_{j=0}^{\infty} \frac{a_{j}}{j!} t^{j},  \tag{2.13}\\
\phi(\omega)=\sum_{j=0}^{\infty} \frac{b_{j}}{j!}\left(\omega-\omega_{0}\right)^{j} \tag{2.14}
\end{gather*}
$$

with the Taylor coefficients

$$
\begin{equation*}
a_{j}=\left.\frac{\partial^{j} \phi(t)}{\partial t^{j}}\right|_{t=0} \tag{2.15}
\end{equation*}
$$

and

$$
\begin{equation*}
b_{j}=\left.\frac{\partial^{j} \phi(\omega)}{\partial \omega^{j}}\right|_{\omega=\omega_{0}} \tag{2.16}
\end{equation*}
$$

Figure 2.1(a) shows a bandwidth-limited pulse with a flat spectral and temporal phase of zero. While the absolute phase can be neglected for a longer single pulse due to the SVEA, the relative zero-order phase between multiple pulses, frequencies, and polarization components (see Section 2.2) is of high relevance. In Fig. 2.1(b) a phase jump of $\pi$ between the frequency below and above the center frequency is introduced. The temporal zero-order phase directly reflects this as $a_{0}=-b_{0}$ holds. The phase jump of $\pi$ at $\omega_{0}$ causes a dip in $E(t)$. By applying a linear spectral phase ( $b_{1}=400 \mathrm{fs}$ in this example) the pulse will be shifted in time [Fig. 2.1(c)] without affecting the pulse shape and thus the pulse duration. This is not the case for higher-order phases. A second-order spectral phase will cause a second-order temporal phase and a temporal broadening of


Figure 2.1| Effect of the phase and amplitude modulation in the frequency domain on the pulse in the time domain. The intensity is plotted as light gray shaded area and the phase as dark gray line. (a) Bandwidth limited pulse with a flat spectral and temporal phase. (b) A phase jump of $\pi$ at the center frequency causes a temporal dip at $t=0 \mathrm{fs}$. (c) A linear spectral phase $\left(b_{1}=400 \mathrm{fs}\right)$ delays the pulse in time domain. It is still bandwidth-limited. (d) Pulse broadening due to a second-order spectral phase $\left(b_{2}=2.5 \times 10^{4} \mathrm{fs}^{2}\right)$, which causes a linear chirp. (e) A third-order spectral phase ( $b_{3}=1 \times 10^{6} \mathrm{fs}^{3}$ ) induces temporal subpulses. (f) By applying a sinusoidal spectral phase a multipulse sequence is generated. (g) A triangular spectral phase creates a double pulse composed of pulses containing different frequency components. (h) To produce a double pulse sequence with exact pulse copies, amplitude and phase modulation is required. Modified from Ref. [3] © (2014) Dr. Stefan Rützel.
the laser pulse as the frequency components of the pulse will be delayed with respect to each other [Fig. 2.1(d)]. This effect is called chirp. In this context it is useful to define the instantaneous frequency

$$
\begin{equation*}
\omega(t)=\frac{\mathrm{d} \phi(t)}{\mathrm{d} t}=\omega_{0}+\frac{\mathrm{d} \varphi(t)}{\mathrm{d} t}=\omega_{0}+a_{2} t+\cdots \tag{2.17}
\end{equation*}
$$

If $a_{2} \neq 0$ and $a_{j}=0$ for $j \geq 3$, the instantaneous frequency will change linearly with time and thus a second-order temporal phase causes linear chirp. The effect of a thirdorder spectral phase is depicted in Fig. 2.1(e). It results in temporal subpulses with a phase difference of $\pi$ between consecutive pulses. To generate a more suitable multipulse sequence, a sinusoidal spectral phase can be employed [150] [Fig. 2.1(f)], nevertheless, the control of the pulse sequence is very limited. The time difference between the pulses is given by the frequency of the sinusoidal spectral phase and its amplitude affects the temporal intensity of all pulses. The phase difference between consecutive pulses is also fixed. A double pulse sequence without additional subpulses can be created by using a triangle spectral phase centered around $\omega_{0}[150]$ [Fig. 2.1(g)]. This will shift the frequency below and above $\omega_{0}$ to different times hence creating a "colored" double pulse since the two pulses contain different frequency components. In general, the generation of multipulse sequences by phase-only shaping is restricted. The creation of identical pulse copies is for example not possible. To generate such pulse copies, the spectral amplitude must be modulated [Fig. 2.1(h)]. The spectral modulation frequency determines the temporal delay between both pulses and the actual position in time is specified by the spectral phase. The spectral phase can additionally be manipulated to modify each pulse copy and more complex pulse sequences can be generated by combining phase and amplitude shaping.

### 2.2 Polarization description and representation

The electric field of a laser pulse is not a scalar but a vector and can be constructed by the superposition of two orthogonal polarization components [144] in time

$$
\begin{equation*}
\vec{E}^{+}(t)=\binom{E_{1}^{+}(t)}{E_{2}^{+}(t)}=\binom{A_{1}(t) \mathrm{e}^{\mathrm{i} \phi_{1}(t)}}{A_{2}(t) \mathrm{e}^{\mathrm{i} \phi_{2}(t)}}=\binom{A_{1}(t) \mathrm{e}^{\mathrm{i}\left[\varphi_{1}(t)+\omega_{0} t\right]}}{A_{2}(t) \mathrm{e}^{\mathrm{i}\left[\varphi_{2}(t)+\omega_{0} t\right]}} \tag{2.18}
\end{equation*}
$$

or analogously in frequency domain

$$
\begin{equation*}
\vec{E}^{+}(\omega)=\binom{E_{1}^{+}(\omega)}{E_{2}^{+}(\omega)}=\binom{A_{1}(\omega) \mathrm{e}^{-\mathrm{i} \phi_{1}(\omega)}}{A_{2}(\omega) \mathrm{e}^{-\mathrm{i} \phi_{2}(\omega)}} . \tag{2.19}
\end{equation*}
$$

The actual polarization state in time domain depends on the amplitude ratio $A_{1}(t) / A_{2}(t)$ and the phase difference $\varphi_{2}(t)-\varphi_{1}(t)$, but for its visual description it is more intuitive to use the elliptical pulse parameters introduced in Ref. [151] and [152]. Equations (2.20)-(2.34) are described in the following in time domain, but the explicit dependency on the time $t$ will be omitted for the sake of simplicity. An analogous definition of these parameters in frequency domain is also possible.

Figure 2.2 | Elliptical pulse parameters. The polarization state of a light $\vec{E}$ can be described as an ellipse. It is defined by its orientation $\theta$ and the ellipticity $\epsilon$. The axes $E_{1}$ and $E_{2}$ describe the "laboratory" coordinate system and $\widetilde{E}_{1}$ and $\widetilde{E}_{2}$ the coordinate system of the ellipse. $A_{1 / 2}$ and $\widetilde{A}_{1 / 2}$ are the amplitudes in their respective coordinate system. The auxiliary angle $\chi$ is used for calculating $\theta$ and $\epsilon$ based on the parameters given in the "laboratory" coordinate system. Modified from Ref. [3] © (2014) Dr. Stefan Rützel.


In general, the electric field is elliptically polarized thus the tip of the electric field vector rotates and its absolute value changes with time forming an ellipse within one oscillation period, assuming that the SVEA holds [152, 153]. Such a polarization ellipse is shown in Fig. 2.2. The electric field in the "laboratory" frame is described in the coordinate system spanned by $E_{1}$ and $E_{2}$. The axes $\widetilde{E}_{1}$ and $\widetilde{E}_{2}$ represent the coordination system of the polarization ellipse. This ellipse is described by its orientation $\theta$ and its ellipticity $\epsilon$. The orientation $\theta$ is defined by the angle of the semi-major axis $\widetilde{A}_{1}$ along the $\widetilde{E}_{1}$ direction with respect to the $E_{1}$ axis of the "laboratory" frame. The ellipticity $\epsilon$ characterizes the shape of the ellipse which is given by the ratio of the semi-minor axis $\widetilde{A}_{2}$ and the semi-major axis $\widetilde{A}_{1}$. It can be calculated by

$$
\begin{equation*}
\tan \epsilon=\frac{\widetilde{A}_{2}}{\widetilde{A}_{1}} \tag{2.20}
\end{equation*}
$$

However, $\widetilde{A}_{1 / 2}$ are not directly given. In order to calculate $\theta$ and $\epsilon$ based on the "laboratory" frame amplitudes $A_{1}$ and $A_{2}$, the auxiliary angle

$$
\begin{equation*}
\chi=\arctan \frac{A_{2}}{A_{1}} \quad \in\left[0, \frac{\pi}{2}\right] \tag{2.21}
\end{equation*}
$$

is introduced. In combination with the phase difference

$$
\begin{equation*}
\delta=\varphi_{2}-\varphi_{1} \quad \in[-\pi, \pi] \tag{2.22}
\end{equation*}
$$

between the two polarization components, the orientation can be calculated via

$$
\theta=\left\{\begin{array}{lll}
\tilde{\theta} & \in\left[-\frac{\pi}{4}, \frac{\pi}{4}\right] & \forall \chi \leq \frac{\pi}{4}  \tag{2.23}\\
\tilde{\theta}+\frac{\pi}{2} & \in\left[\frac{\pi}{4}, \frac{\pi}{2}\right] & \forall \chi>\frac{\pi}{4} \wedge \tilde{\theta}<0 \\
\tilde{\theta}-\frac{\pi}{2} & \in\left[-\frac{\pi}{2},-\frac{\pi}{4}\right] & \forall \chi>\frac{\pi}{4} \wedge \tilde{\theta} \geq 0
\end{array}\right.
$$

with

$$
\begin{equation*}
\tilde{\theta}=\frac{1}{2} \arctan [\tan (2 \chi) \cos \delta] \quad \in\left[-\frac{\pi}{4}, \frac{\pi}{4}\right] \tag{2.24}
\end{equation*}
$$

and the ellipticity by

$$
\begin{equation*}
\epsilon=\frac{1}{2} \arcsin [\sin (2 \chi) \sin \delta] \quad \in\left[-\frac{\pi}{4}, \frac{\pi}{4}\right] . \tag{2.25}
\end{equation*}
$$

The orientation $\theta$ is defined in the range $[-\pi / 2, \pi / 2]$, thus in the first and fourth quadrant of the "laboratory" coordinate system, and the ellipticity in the range $[-\pi / 4, \pi / 4]$. The rotation direction of the electric field vector is encoded in the ellipticity. The field is left-handed polarized if $\epsilon>0$ and right-handed polarized if $\epsilon<0$. The handedness is defined for the view along the negative propagation direction. Since $\theta$ and $\epsilon$ depend only on the relative amplitudes and the relative phases, two additional parameters are necessary to completely describe the electric field, namely the total intensity $I_{\text {tot }}$ and the "total phase" $\varphi_{\text {tot }}$. The total intensity of the electric field is given by

$$
\begin{equation*}
I_{\mathrm{tot}}=A_{1}^{2}+A_{2}^{2}=\tilde{A}_{1}^{2}+\tilde{A}_{2}^{2} \tag{2.26}
\end{equation*}
$$

and describes the "size" of the polarization ellipse. The "total phase" can be defined as

$$
\begin{equation*}
\varphi_{\mathrm{tot}}=\varphi_{1}+\operatorname{sign}\{\theta \epsilon\} \arccos \left[\sqrt{\frac{I_{\mathrm{tot}}}{A_{1}^{2}}} \cos \theta \cos \epsilon\right], \tag{2.27}
\end{equation*}
$$

where the reference point for the phase is set at the perihelion of the ellipse. The elliptical pulse parameter "total phase" $\varphi_{\text {tot }}$ should not be confused with the "cumulative phase" $\Phi(t)$ in Eq. (2.1). It does not contain the carrier-envelope phase or the rapid harmonic oscillation $\omega_{0} t$. This definition was suggested in Ref. [42], but for a detailed explanation the reader is referred to Ref. [151].

These elliptical pulse parameters cannot only be used for the representation of a laser pulse, but also as parameterization for the generation of target polarization states with a pulse shaper. Since the pulse shaper modulates $A_{1}, A_{2}, \varphi_{1}$, and $\varphi_{2}$, it is required to calculate these parameters based on $I_{\text {tot }}, \varphi_{\mathrm{tot}}, \theta$, and $\epsilon$. Following Ref. [154] the inversion of Eq. (2.23)-(2.27) is given by

$$
\begin{gather*}
A_{1}=\sqrt{I_{\mathrm{tot}}} \cos \xi  \tag{2.28}\\
A_{2}=\sqrt{I_{\mathrm{tot}}} \sin \xi  \tag{2.29}\\
\varphi_{1}=\varphi_{\mathrm{tot}}-\operatorname{sign}\{\theta \epsilon\} \arccos \left[\sqrt{\frac{I_{\mathrm{tot}}}{A_{1}^{2}}} \cos \theta \cos \epsilon\right],  \tag{2.30}\\
\varphi_{2}=\varphi_{1}+\Delta \tag{2.31}
\end{gather*}
$$

The auxiliary parameters $\xi$ and $\Delta$ are

$$
\begin{equation*}
\xi=\frac{1}{2} \arccos [\cos (2 \theta) \cos (2 \epsilon)] \tag{2.32}
\end{equation*}
$$

and

$$
\Delta=\left\{\begin{array}{lll}
+\arccos (+\sqrt{1-c}) & \forall & \epsilon \geq 0 \wedge \theta \geq 0  \tag{2.33}\\
+\arccos (-\sqrt{1-c}) & \forall & \epsilon \geq 0 \wedge \theta<0 \\
-\arccos (-\sqrt{1-c}) & \forall & \epsilon<0 \wedge \theta<0 \\
-\arccos (+\sqrt{1-c}) & \forall & \epsilon<0 \wedge \theta \geq 0
\end{array}\right.
$$



Figure 2.3 | Polarization representation using the Poincaré sphere and the Poincaré plane. (a) Linear polarization states are located at the equator of the Poincaré sphere. The upper hemisphere of the sphere represents left-handed and the lower hemisphere right-handed elliptical polarization states. The poles describe circularly polarized light. The coordinates of the sphere are given by $2 \theta$ and $2 \epsilon$ with $\theta$ being the orientation and $\epsilon$ the ellipticity of the polarization ellipse. (b) The Poincaré plane is obtained by projecting the Poincaré sphere onto a two-dimensional plane spanned by the orientation $\theta$ and the ellipticity $\epsilon$. The solid ellipses represent left-handed and dashed ellipses right-handed polarization states. Modified from Ref. [3] © (2014) Dr. Stefan Rützel.
with

$$
\begin{equation*}
c=\frac{\sin ^{2}(2 \epsilon)}{1-\cos ^{2}(2 \theta) \cos ^{2}(2 \epsilon)} . \tag{2.34}
\end{equation*}
$$

The Poincaré sphere [Fig. 2.3(a)] is an established visualization of polarized light and can be used to intuitively describe the change in polarization by optical elements [155, 156]. However, more complex laser pulses can easier be represented in the so-called Poincaré plane [Fig. 2.3(b)]. It is given by the projection of the surface of the Poincaré sphere onto a plane spanned by the orientation $\theta$ and the ellipticity $\epsilon[152]$. The upper half of the Poincaré plane represents left-handed polarization states (solid) and the lower half the right-handed states (dashed). Left- and right-handed circular polarized light are represented by exactly two points in the Poincaré sphere - the poles. However, in the Poincaré plane these two polarization states correspond to vertical lines at $\epsilon= \pm \pi / 4$, since the orientation $\theta$ is irrelevant for circular polarized light, as both polarization components have the same amplitude. It should be noted that also the orientations $\theta= \pm \pi / 2$ correspond to the same polarization states.

### 2.3 Gaussian beam profile

In the previous sections, the spatial properties of laser beams were neglected and timedependent plane waves were used to describe the electric field of a laser pulse at a certain point in space. However, the intensity of the beam profile of laser pulses is neither constant nor infinitely broad. For the laser pulses treated in this thesis, the transverse


Figure 2.4 Gaussian beam properties. (a) Gaussian distribution of the spatial intensity of a laser beam along the cylinder coordinate $\rho$. The beam radius $w(z)$ is defined by the point at which the amplitude of the electric field drops to $1 / e$ (dotted line). (b) Dependence of beam radius (gray shaded area) on the $z$ coordinate, which corresponds to the propagation direction. $w_{0}$ is the beam waist radius at $z=0, z_{0}$ the Rayleigh length, and $\Theta_{\text {div }}$ the divergence angle. $b$ is called confocal parameter and $R(z)$ describes the wavefront (black solid lines) radius. Modified from Ref. [3] © (2014) Dr. Stefan Rützel.
beam profile $u(x, y, z)$ and the time-dependent electric field $\vec{E}^{+}(t)$ propagating along the $z$ direction [143] can be separated

$$
\begin{equation*}
\vec{E}(x, y, z, t) \propto u(x, y, z) \vec{E}^{+}(t) \tag{2.35}
\end{equation*}
$$

Most laser resonators emit beams in the fundamental transverse electromagnetic mode $\left(\mathrm{TEM}_{00}\right)$ which possesses a Gaussian shape. The amplitude of this mode can mathematically be described in cylindrical coordinates ( $\rho, z$ ), following Ref. [145], by

$$
\begin{equation*}
u(\rho, z)=u_{0} \frac{w_{0}}{w(z)} \mathrm{e}^{-\left[\frac{\rho}{w(z)}\right]^{2}} \mathrm{e}^{\mathrm{i} \frac{k \rho^{2}}{2 P(z)}} \mathrm{e}^{\mathrm{i}[k z-\eta(z)]} . \tag{2.36}
\end{equation*}
$$

The real-valued first part of this equation describes the amplitude of the beam profile, i.e., the transverse field distribution. The second part (the first complex-valued exponential factor) determines the spherical curvature of the wavefront (surface of constant phase) and the third complex-valued part refers to the phase evolution in $z$ direction. $k$ is the wavenumber $k=2 \pi / \lambda$. The parameters of the Gaussian beam are depicted in Fig. 2.4. The beam is completely characterized by the values $w_{0}$ and $z_{0} . w_{0}$ is the smallest beam radius $w(z)$ - the beam waist radius - located at $z=0$ and $z_{0}$ is the Rayleigh length. The beam radius $w(z)$ is defined as the distance $\rho$ from the $z$ axis where the field amplitude drops to $1 / e$ of the maximum field amplitude $u_{0}$. The beam radius can be calculated by

$$
\begin{equation*}
w(z)=w_{0} \sqrt{1+\left(\frac{z}{z_{0}}\right)^{2}} . \tag{2.37}
\end{equation*}
$$

The Rayleigh length $z_{0}$ is linked to the beam waist radius $w_{0}$ via

$$
\begin{equation*}
z_{0}=\frac{w_{0}^{2} \pi n}{\lambda} \tag{2.38}
\end{equation*}
$$

with $n$ being the refractive index of the corresponding media. The Rayleigh length is the distance in $z$ direction after which the beam radius has increased by the factor of $\sqrt{2}$ in regard to the beam waist radius $w_{0}$ (Fig. 2.4). It can be seen from Eq. (2.38) that a stronger focused beam (smaller $w_{0}$ ) has a shorter Rayleigh length than a weakly focused beam (larger $w_{0}$ ). The confocal parameter $b=2 z_{0}$, also called Rayleigh zone, is twice the Rayleigh length. For $z \ll z_{0}$ (near field) the laser pulse propagates almost as plane wave and the wavefront varies only slightly. Inside the Rayleigh zone, a laser beam is therefore often referred to as collimated beam. The radius of the wavefront can be calculated with

$$
\begin{equation*}
R(z)=z\left[1+\left(\frac{z_{0}}{z}\right)^{2}\right] \tag{2.39}
\end{equation*}
$$

In the near field $\left(z \ll z_{0}\right) R(z) \rightarrow \infty$ holds for $z \rightarrow 0$ and in the far field $\left(z \gg z_{0}\right)$ $R(z) \approx z$ holds. The divergence angle $\Theta_{\text {div }}$ is defined by

$$
\begin{equation*}
\Theta_{\text {div }}=\frac{w_{0}}{z_{0}} \tag{2.40}
\end{equation*}
$$

which in the far field can be approximated by $\Theta_{\text {div }}=w(z) / z$ for $z \rightarrow \infty$. The last function $\eta(z)$ in Eq. (2.36) is the Gouy phase

$$
\begin{equation*}
\eta(z)=\arctan \frac{z}{z_{0}} \tag{2.41}
\end{equation*}
$$

It describes an additional phase shift acquired along the propagation through the focus. The total Gouy phase is $\pi$ if the far fields before and after the focus are compared.

Two effects concerning the beam profile are of particular interest for the work presented in this thesis. The first is the focus size, i.e. the beam waist radius, behind a lens with the focal length $f$. According to Ref. [145] the beam waist radius after the lens $w_{0}^{\text {out }}$ can be approximated by

$$
\begin{equation*}
w_{0}^{\text {out }} \approx \frac{\lambda f}{\pi w_{0}^{\text {in }}} \tag{2.42}
\end{equation*}
$$

if the incident Gaussian beam $\left(w_{0}^{\text {in }}\right)$ is collimated, i.e., $z_{0}^{\text {in }} \gg f$.
The second effect is the transmitted intensity through an aperture. The intensity of the Gaussian beam profile is proportional to the squared absolute value of the field amplitude [145]

$$
\begin{equation*}
I(\rho, z) \propto|E(\rho, z)|^{2}=u_{0}\left(\frac{w_{0}}{w(z)}\right)^{2} \mathrm{e}^{-2\left(\frac{\rho^{2}}{w^{2}(z)}\right)} \tag{2.43}
\end{equation*}
$$

in cylindrical coordinates or

$$
\begin{equation*}
I(x, y, z) \propto|E(x, y, z)|^{2}=u_{0}\left(\frac{w_{0}}{w(z)}\right)^{2} \mathrm{e}^{-2\left(\frac{x^{2}+y^{2}}{w^{2}(z)}\right)} \tag{2.44}
\end{equation*}
$$

Table 2.1 | Transmission of a Gaussian beam through a round aperture and a slit. The aperture size $a$ for the round aperture is defined as its radius and for the slit as the half width of the slit. The slit is assumed to limit the two-dimensional Gaussian beam profile only in one dimension. Along the receptive other dimension the whole intensity is transmitted. Therefore, transmission values for the slit exceed the values for the round aperture.

| Aperture | $\mathbf{I}(\boldsymbol{a}) / \boldsymbol{I}(\mathbf{0})$ <br> size $\boldsymbol{a}$ |  | Transmission [\%] |  |
| :---: | :---: | :---: | :---: | :---: |
|  |  | Circle | Slit |  |
| $\sqrt{0.5} w_{0}$ | $1 / e$ | 63.212 | 84.270 |  |
| $\sqrt{1} w_{0}$ | $1 / e^{2}$ | 86.467 | 95.450 |  |
| $\sqrt{2} w_{0}$ | $1 / e^{4}$ | 98.168 | 99.532 |  |
| $\sqrt{3} w_{0}$ | $1 / e^{6}$ | 99.752 | 99.947 |  |
| $\sqrt{4} w_{0}$ | $1 / e^{8}$ | 99.967 | 99.994 |  |
| $\sqrt{5} w_{0}$ | $1 / e^{10}$ | 99.996 | 99.999 |  |

in Cartesian coordinates. In the following discussion a collimated beam is considered. The beam radius is assumed to be constant $w(z)=w_{0}$ and thus the intensity of the beam profile does not depend on the $z$ coordinate. The peak amplitude $u_{0}$ is supposed to be $u_{0}=2 /\left(\pi w_{0}^{2}\right)$, so that the total intensity of the two-dimensional Gaussian beam profile is normalized

$$
\begin{equation*}
\int_{0}^{2 \pi} \int_{0}^{\infty} I(\rho) r \mathrm{~d} \rho \mathrm{~d} \varphi=\int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} I(x, y) \mathrm{d} x \mathrm{~d} y=1 . \tag{2.45}
\end{equation*}
$$

The transmission through a round or rectangular aperture can be calculated by integrating Eq. (2.43) or Eq. (2.44) in between the borders given by the dimensions of the aperture. The transmission values after a round aperture and a one-dimensional slit are listed in Tab. 2.1. If the entire intensity of the beam should be transmitted through the aperture (i.e. $T>99.9 \%$ ), the aperture size should be at least twice the beam radius. For a smaller aperture size the beam is clipped. This must also be considered when choosing the proper size of optical elements such as mirrors or lenses.

### 2.4 Jones matrix formalism

The Jones matrix formalism is a method to calculate the linear influence of optical elements on the laser pulse [157-160]. The electric field $E^{\text {out }}(\omega)$ after an optical element can be calculated by multiplying the complex-valued two-by-two Jones matrix $\boldsymbol{J}(\omega)$

$$
\boldsymbol{J}(\omega)=\left(\begin{array}{ll}
J_{11}(\omega) & J_{12}(\omega)  \tag{2.46}\\
J_{21}(\omega) & J_{22}(\omega)
\end{array}\right)
$$

with the incoming electric field $E^{\text {in }}(\omega)$

$$
\binom{E_{1}^{\text {out }}(\omega)}{E_{2}^{\text {out }}(\omega)}=\left(\begin{array}{ll}
J_{11}(\omega) & J_{12}(\omega)  \tag{2.47}\\
J_{21}(\omega) & J_{22}(\omega)
\end{array}\right)\binom{E_{1}^{\text {in }}(\omega)}{E_{2}^{\text {in }}(\omega)} .
$$

Table 2.2| Examples for ideal Jones matrices.

| Element | Jones matrix |
| :--- | :---: |
| Ideal Mirror | $\left(\begin{array}{cc}1 & 0 \\ 0 & -1\end{array}\right)$ |
| Linear polarizer <br> in direction 1 | $\left(\begin{array}{ll}1 & 0 \\ 0 & 0\end{array}\right)$ |
| Linear polarizer <br> in direction 2 | $\left(\begin{array}{ll}0 & 0 \\ 0 & 1\end{array}\right)$ |
| $\lambda / 2$ plate <br> fast axis at angle $\alpha$ | $\left(\begin{array}{cc}\cos (2 \alpha) & \sin (2 \alpha) \\ \sin (2 \alpha) & -\cos (2 \alpha)\end{array}\right)$ |
| Arbitrary phase retarder <br> fast axis at $0^{\circ}$ or $90^{\circ}$ | $\left(\begin{array}{cc}\mathrm{e}^{-\mathrm{i} \varphi_{1}} & 0 \\ 0 & \mathrm{e}^{-\mathrm{i} \varphi_{2}}\end{array}\right)$ |

The complex-valued vectors of the incoming and outgoing light are also called Jones vectors and they are defined analogously to Eq. (2.19). The electric field in time domain can be calculated by the inverse Fourier transformation. The Jones matrix $\boldsymbol{J}(\omega)$ cannot only illustrate the influence of a single optical element, but also the influence of $n$ consecutive elements. In general, the total Jones matrix $\boldsymbol{J}(\omega)$ is given by the multiplication of the Jones matrices of the individual elements

$$
\begin{equation*}
\boldsymbol{J}(\omega)=\boldsymbol{J}_{n}(\omega) \boldsymbol{J}_{n-1}(\omega) \cdots \boldsymbol{J}_{2}(\omega) \boldsymbol{J}_{1}(\omega) \tag{2.48}
\end{equation*}
$$

This multiplication is not commutative, consequently the order of the elements has to be taken into account. The first element of the setup is located on the right-hand side, and the last element on the left-hand side of Eq. (2.48). Examples for Jones matrices of different (ideal) optical elements are given in Tab. 2.2. Most of these matrices are given for a certain orientation of the optical element with respect to the electric field. The Jones matrix for an arbitrary orientation $\alpha$ can be calculated by

$$
\begin{equation*}
\boldsymbol{J}^{\alpha}(\omega)=\boldsymbol{R}(\alpha) \boldsymbol{J}(\omega) \boldsymbol{R}^{-1}(\alpha)=\boldsymbol{R}(\alpha) \boldsymbol{J}(\omega) \boldsymbol{R}(-\alpha) \tag{2.49}
\end{equation*}
$$

with

$$
\boldsymbol{R}(\alpha)=\left(\begin{array}{cc}
\cos (\alpha) & -\sin (\alpha)  \tag{2.50}\\
\sin (\alpha) & \cos (\alpha)
\end{array}\right)
$$

being the two-dimensional rotation matrix. The Jones Matrix for a linear polarizer orientated under $45^{\circ}$ with respect to direction 1 of the light field is for example

$$
\begin{align*}
\boldsymbol{P}_{\text {lin. }}^{45^{\circ}} & =\boldsymbol{R}\left(45^{\circ}\right) \boldsymbol{P}_{\text {lin. }}^{0^{\circ}} \boldsymbol{R}\left(-45^{\circ}\right) \\
& =\left(\begin{array}{cc}
\sqrt{0.5} & -\sqrt{0.5} \\
\sqrt{0.5} & \sqrt{0.5}
\end{array}\right)\left(\begin{array}{ll}
1 & 0 \\
0 & 0
\end{array}\right)\left(\begin{array}{cc}
\sqrt{0.5} & \sqrt{0.5} \\
-\sqrt{0.5} & \sqrt{0.5}
\end{array}\right) \\
& =\left(\begin{array}{ll}
0.5 & 0.5 \\
0.5 & 0.5
\end{array}\right) . \tag{2.51}
\end{align*}
$$

The electric output field after this polarizer depends on the polarization of the input field:

$$
\begin{gather*}
\binom{0.5}{0.5}=\boldsymbol{P}_{\text {lin. }}^{45^{\circ}}\binom{1}{0},  \tag{2.52}\\
\binom{\frac{1}{\sqrt{0.5}}}{\frac{1}{\sqrt{0.5}}}=\boldsymbol{P}_{\text {lin. }}^{45^{\circ}}\binom{\frac{1}{\sqrt{0.5}}}{\frac{1}{\sqrt{0.5}}},  \tag{2.53}\\
\binom{0}{0}=\boldsymbol{P}_{\text {lin. }}^{45^{\circ}}\binom{\frac{1}{\sqrt{0.5}}}{-\frac{1}{\sqrt{0.5}}} . \tag{2.54}
\end{gather*}
$$

Normalized Jones vectors are used for these simple examples. All three input electric fields are linearly polarized but differ in their orientations. If the input orientation is $\theta=0^{\circ}$, half of the intensity is transmitted with an output polarization parallel to the polarizer [Eq. (2.52)]. If the input orientation is $\theta=45^{\circ}$ and therefore parallel to the polarizer, the entire intensity is transmitted [Eq. (2.53)] and for $\theta=-45^{\circ}$ the intensity is completely blocked [Eq. (2.54)]. These basic examples demonstrate the benefits of the Jones formalism. In Chapter 3, it is used to calculate the electric output field for different pulse shapers.

### 2.5 Pulse characterization

The previous sections covered the mathematical description of different properties of ultrashort laser pulses. In this section, various experimental methods are discussed to measure some of these properties.

### 2.5.1 Knife-edge scan

In order to build the setup presented in this thesis it is crucial to characterize and adapt the beam profile of an ultrashort laser pulse. The knife-edge scan is a technique to measure the beam radius [161]. The principle of this method is that a sharp edge, e.g., a razor blade is moved stepwise, perpendicular to the propagation direction through the beam profile thus blocking it partly in one dimension (Fig. 2.5). The intensity of the


Figure 2.5 | Principle of the knife-edge scan. (a) To measure the beam radius a razor blade is gradually moved perpendicular ( $x$ direction) to the propagation direction ( $z$ direction) across the beam profile. The intensity of the remaining beam depends on the $x$ position of the edge of the razor blade and is recorded with a photodiode. (b) Photodiode signal [Eq. (2.57)] for a Gaussian beam profile with a beam radius of 2 mm . The black cross marks the signal yield at the position of the razor blade shown in (a).
beam behind the razor blade is recorded with a photodiode for each step. The signal is given by

$$
\begin{equation*}
P\left(x^{\prime}\right)=\int_{-\infty}^{x^{\prime}} \int_{-\infty}^{+\infty} I(x, y) \mathrm{d} x \mathrm{~d} y \tag{2.55}
\end{equation*}
$$

where $x^{\prime}$ is the position of the razor blade and $I(x, y)$ the intensity of the beam at the $z$ position of the razor blade [see Eq. (2.44)]. Following Ref. [162], for Gaussian beams in the $\mathrm{TEM}_{00}$ (see Section 2.3) Eq. (2.55) can also be written as

$$
\begin{equation*}
P(x)=\frac{1}{2} P_{\text {tot }}\left[1+\operatorname{erf}\left(\frac{\sqrt{2} x}{w_{z}}\right)\right] \tag{2.56}
\end{equation*}
$$

with

$$
\begin{equation*}
P_{\mathrm{tot}}=\frac{\pi}{2} w_{z}^{2} u_{0}\left(\frac{w_{0}}{w_{z}}\right)^{2} \tag{2.57}
\end{equation*}
$$

being the total intensity of the unblocked beam and

$$
\begin{equation*}
\operatorname{erf}(h)=\frac{2}{\sqrt{\pi}} \int_{0}^{h} \mathrm{e}^{-g^{2}} \mathrm{~d} g \tag{2.58}
\end{equation*}
$$

the Error function. The beam radius $w_{z}$ at the $z$ position of the razor blade can be determined by fitting Eq. (2.56) to the measured data. Still, fitting of Eq. (2.56) is not trivial due to the Error function, thus also different alternative methods were developed to extract the beam radius $w_{z}$ from the measured data. For more details the reader is referred to Refs. [163-166].

The evaluation of the knife-edge scan assumes an ideal Gaussian beam profile and is not suitable to reconstruct the shape of arbitrary beam profiles. However, for simple Gaussian-like beam profiles, it is sufficient to take a knife edge scan along the $x$ and another along the $y$ direction to approximate the two-dimensional beam profile. To


Figure 2.6 | Dual-channel FTSI setup. The reference and the unknown pulse propagate in the two arms of a Mach-Zehnder interferometer. The unknown pulse can be temporally delayed with respect to the reference pulse and manipulated, in this example, with a pulse shaper. To characterize the complete vector field of the shaped pulse, the spectral interference of the reference and the unknown pulse is recorded with a spectrometer for two orthogonal polarization components and for a fixed delay.
determine the divergence of the beam, knife-edge scans at different positions along the propagation direction of the beam can be taken into account.

### 2.5.2 Dual-channel Fourier-transform spectral interferometry

The spectral intensity and hence the amplitude [see Eq. (2.9)] of an ultrashort laser pulse can straightly be measured with a spectrometer. However, the spectral phase which is required to characterize the laser pulse completely and to calculate the pulse in time domain cannot be directly obtained. To determine the phase of polarization-shaped laser pulses, dual-channel Fourier-transform spectral interferometry (FTSI) [149, 151] is employed in this thesis.

FTSI is a cross-referencing technique where a well-characterized pulse - the reference pulse - is used to extract the phase information of an unknown laser pulse [167-169]. This method features a high sensitivity and reliability as only the measurement of a linear signal - the spectral interference (SI) of the two pulses - is required. The experimental setup for dual-channel FTSI is shown in Fig. 2.6. The incident pulse is split by a beam splitter of a Mach-Zehnder interferometer into two pulses. One pulse is used as reference pulse $\vec{E}_{\mathrm{r}}^{+}$and the other $\vec{E}_{\mathrm{u}}^{+}$is used to perform the experiment, in this case a modulation of the pulse with a pulse shaper. The phase and the amplitude of the pulse after the pulse shaper are unknown. Both pulses are recombined by a second beam splitter into a single beam line. The delay $\tau$ between the reference and the unknown pulse is fix and can be adjusted using a delay stage. To characterize the complete vector field of the shaped laser pulse, the interference of the reference and the unknown pulse is measured for two orthogonal polarization components using a polarizing beam splitter cube. This approach is called dual-channel FTSI.

The extraction of the phase of the unknown pulse using FTSI is discussed for a single polarization component in the following. The detected interference signal $I_{\mathrm{SI}}$ of the
reference pulse $E_{\mathrm{r}}^{+}(\omega)$ and the unknown pulse $E_{\mathrm{u}}^{+}(\omega)$ delayed by the time $\tau$ is given by

$$
\begin{align*}
I_{\mathrm{SI}}(\omega) & =\left|E_{\mathrm{r}}^{+}(\omega)+E_{\mathrm{u}}^{+}(\omega) \mathrm{e}^{-\mathrm{i} \omega \tau}\right|^{2} \\
& =\left|E_{\mathrm{r}}^{+}(\omega)\right|^{2}+\left|E_{\mathrm{u}}^{+}(\omega)\right|^{2}+S(\omega) \\
& =I_{\mathrm{r}}(\omega)+I_{\mathrm{u}}(\omega)+S(\omega) \tag{2.59}
\end{align*}
$$

with $S(\omega)$ being the interference term

$$
\begin{align*}
S(\omega) & =\left[E_{\mathrm{r}}^{+}(\omega)\right]^{*} E_{\mathrm{u}}^{+}(\omega) \mathrm{e}^{-\mathrm{i} \omega \tau}+E_{\mathrm{r}}^{+}(\omega)\left[E_{\mathrm{u}}^{+}(\omega)\right]^{*} \mathrm{e}^{\mathrm{i} \omega \tau} \\
& =2 \sqrt{I_{\mathrm{r}}(\omega) I_{\mathrm{u}}(\omega)} \cos \left[\phi_{\mathrm{r}}(\omega)-\phi_{\mathrm{u}}(\omega)-\omega \tau\right] . \tag{2.60}
\end{align*}
$$

This interference term can be extracted from the measured signal $I_{\mathrm{SI}}(\omega)$ by measuring the spectra $I_{\mathrm{r}}(\omega)$ and $I_{\mathrm{u}}(\omega)$ separately and subtracting them from $I_{\mathrm{SI}}(\omega)$. To derive the unknown phase $\phi_{\mathrm{u}}(\omega)$ from Eq. (2.60), the arccosine function could be applied. However, this is prone to phase errors if the value of the cosine function approaches unity [167]. To avoid this, Fourier filtering can be utilized. The interference term $S(t)$ in time domain is given by

$$
\begin{align*}
S(t) & =\frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{+\infty} S(\omega) \mathrm{e}^{\mathrm{i} \omega t} \mathrm{~d} \omega \\
& =\widetilde{S}(t-\tau)+\widetilde{S}^{*}(-t-\tau) \tag{2.61}
\end{align*}
$$

with

$$
\begin{equation*}
\widetilde{S}(t)=\frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{+\infty}\left[E_{\mathrm{r}}^{+}(\omega)\right]^{*} E_{\mathrm{u}}^{+}(\omega) \mathrm{e}^{\mathrm{i} \omega t} \mathrm{~d} \omega \tag{2.62}
\end{equation*}
$$

$\widetilde{S}(\omega)$ is a real-valued quantity thus $\widetilde{S}(t)=\widetilde{S}^{*}(-t)$ holds and all information is contained in either $\widetilde{S}(t-\tau)$ or $\widetilde{S}^{*}(-t-\tau)$. By using an appropriated filter function, e.g., a rectangular function, the desired part of $S(t)$ can be extracted. It should be noted that $\tau$ must be large enough so that the signals $\widetilde{S}(t-\tau)$ and $\widetilde{S}^{*}(-t-\tau)$ are temporally separated, but do not exceed the resolution of the spectrometer. By Fourier transform of $\widetilde{S}(t-\tau)$, the cosine function in Eq. (2.60) can be transferred into a complex exponential function

$$
\begin{align*}
S^{+}(\omega) & =\frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{+\infty} \widetilde{S}(t-\tau) \mathrm{e}^{-\mathrm{i} \omega t} \mathrm{~d} t \\
& =\left[E_{\mathrm{r}}^{+}(\omega)\right]^{*} E_{\mathrm{u}}^{+}(\omega) \mathrm{e}^{-\mathrm{i} \omega \tau} \\
& =\sqrt{I_{\mathrm{r}}(\omega) I_{\mathrm{u}}(\omega)} \mathrm{e}^{\mathrm{i}\left[\phi_{\mathrm{r}}(\omega)-\phi_{\mathrm{u}}(\omega)-\omega \tau\right]} \tag{2.63}
\end{align*}
$$

The phase $\phi_{\mathrm{u}}(\omega)$ can then be calculated via

$$
\begin{equation*}
\phi_{\mathrm{u}}(\omega)=\phi_{\mathrm{r}}(\omega)-\arg \left\{S^{+}(\omega)\right\}-\omega \tau \tag{2.64}
\end{equation*}
$$

If the temporal delay $\tau$ is unknown, it can be determined by a linear fit of $\phi_{\mathrm{u}}(\omega)+\omega \tau$.
Employing dual-channel FTSI, the signal recording and evaluation is done for two orthogonal polarization components. The complete vector field is given by the superposition of both evaluations

$$
\begin{align*}
\vec{E}^{+}(\omega) & =\binom{\sqrt{I_{\mathrm{u}, 1}(\omega)} \mathrm{e}^{-\mathrm{i} \phi_{\mathrm{u}, 1}(\omega)}}{\sqrt{I_{\mathrm{u}, 2}(\omega)} \mathrm{e}^{-\mathrm{i} \phi_{\mathrm{u}, 2}(\omega)}} \\
& =\binom{\sqrt{I_{\mathrm{u}, 1}(\omega)} \mathrm{e}^{-\mathrm{i}\left[\phi_{\mathrm{r}, 1}(\omega)-\arg \left\{S_{1}^{+}(\omega)\right\}-\omega \tau_{1}\right]}}{\sqrt{I_{\mathrm{u}, 2}(\omega)} \mathrm{e}^{-\mathrm{i}\left[\phi_{\mathrm{r}, 2}(\omega)-\arg \left\{S_{2}^{+}(\omega)\right\}-\omega \tau_{2}\right]}} . \tag{2.65}
\end{align*}
$$

To determine the polarization state, the phase difference $\Delta \phi_{\mathbf{u}}(\omega)=\phi_{\mathbf{u}, 2}(\omega)-\phi_{\mathrm{u}, 1}(\omega)$ must be correctly characterized. Hence, the delay between the reference and the unknown pulse must be exactly the same for both measurements $\tau_{2}=\tau_{1}=\tau$ to determine the proper relative phase. To avoid errors in $\Delta \phi_{\mathrm{u}}(\omega)$ due to phase stability issues of the Mach-Zehnder interferometer, i.e. $\tau_{2} \neq \tau_{1}$, the measurements of the interference signal for both polarization components should be performed simultaneously.

It must be emphasized that the interference signal $S^{+}(\omega)$ only depends on the relative phase $\phi_{\mathrm{r}}(\omega)-\phi_{\mathrm{u}}(\omega)$ between the reference and the unknown pulse and is not sensitive to identical phase modifications applied to both pulses. The consequence of this is illustrated using the following gedanken experiment: After the recombination of the unknown pulse $\left[I_{\mathrm{u}}(\omega), \phi_{\mathrm{u}}(\omega)\right]$ and the reference pulse $\left[I_{\mathrm{r}}(\omega), \phi_{\mathrm{r}}(\omega)\right]$, both propagate through a glass block which does not alter the amplitude but only introduce an additional phase $\varphi_{0}(\omega)$. The electric fields after the glass block for the reference $\widetilde{E}_{\mathrm{r}}^{+}(\omega)$ and the unknown pulse $\widetilde{E}_{\mathrm{u}}^{+}(\omega)$ are given by

$$
\begin{equation*}
\widetilde{E}_{\mathrm{r}}^{+}(\omega)=\sqrt{I_{\mathrm{r}}(\omega)} \mathrm{e}^{-\mathrm{i} \tilde{\phi}_{\mathrm{r}}(\omega)}=\sqrt{I_{\mathrm{r}}(\omega)} \mathrm{e}^{-\mathrm{i}\left[\phi_{\mathrm{r}}(\omega)+\varphi_{0}(\omega)\right]} \tag{2.66}
\end{equation*}
$$

and

$$
\begin{equation*}
\widetilde{E}_{\mathrm{u}}^{+}(\omega)=\sqrt{I_{\mathrm{u}}(\omega)} \mathrm{e}^{-\mathrm{i} \tilde{\phi}_{\mathrm{u}}(\omega)}=\sqrt{I_{\mathrm{u}}(\omega)} \mathrm{e}^{-\mathrm{i}\left[\phi_{\mathrm{u}}(\omega)+\varphi_{0}(\omega)\right]} \tag{2.67}
\end{equation*}
$$

where $\widetilde{\phi}_{\mathrm{u}}(\omega)$ is unknown phase and $\widetilde{\phi}_{\mathrm{r}}(\omega)$ the reference phase after the glass block. The interference signal $S^{+}(\omega)$ of these electric fields is

$$
\begin{align*}
S^{+}(\omega) & =\sqrt{I_{\mathrm{r}}(\omega) I_{\mathrm{u}}(\omega)} \mathrm{e}^{\mathrm{i}\left[\tilde{\phi}_{\mathrm{r}}(\omega)-\widetilde{\phi}_{\mathrm{u}}(\omega)-\omega \tau\right]} \\
& =\sqrt{I_{\mathrm{r}}(\omega) I_{\mathrm{u}}(\omega)} \mathrm{e}^{\mathrm{i}\left\{\left[\phi_{\mathrm{r}}(\omega)+\varphi_{\mathrm{o}}(\omega)\right]-\left[\phi_{\mathrm{u}}(\omega)+\varphi_{\mathrm{o}}(\omega)\right]-\omega \tau\right\}} \\
& =\sqrt{I_{\mathrm{r}}(\omega) I_{\mathrm{u}}(\omega)} \mathrm{e}^{\mathrm{i}\left[\phi_{\mathrm{r}}(\omega)-\phi_{\mathrm{u}}(\omega)-\omega \tau\right]} \tag{2.68}
\end{align*}
$$

and the phase term $\varphi_{o}(\omega)$ is cancelled out, because it appears in the phase of the reference and the phase of the unknown pulse. This means that even if the spectral interference is measured behind additional optical elements placed in the recombined beam path the unknown pulse is characterized in front of these elements since only $\phi_{\mathrm{u}}(\omega)$ and not $\widetilde{\phi}_{\mathrm{u}}(\omega)$ can be retrieved if $\phi_{\mathrm{r}}(\omega)$ is known. To obtain $\widetilde{\phi}_{\mathrm{u}}(\omega)$, the reference phase $\widetilde{\phi}_{\mathrm{r}}(\omega)$ must be known [see first line of Eq. (2.68)]. It is therefore important to characterize the reference pulse at the same location at which the unknown pulse should be characterized, for example at the sample position.

Figure 2.7 | FROG setup. Two pulse copies of an unknown pulse are created with a beam splitter. One copy is delayed $(\tau)$ with respect to the other copy. The two pulses are focused into a BBO crystal. When both pulses overlap temporally and spatially, an SHG signal is emitted along the optical axis which is filtered with an aperture and recorded with the spectrometer. By scanning
 $\tau$, a FROG trace is recorded.

### 2.5.3 Frequency-resolved optical gating

To characterize a linearly polarized pulse, e.g., the reference pulse used for the FTSI characterization, frequency-resolved optical gating (FROG) [170-172] can be employed. There are different variants of FROG. The technique used in this work is called SHG FROG [173]. SHG is the abbreviation for second-harmonic generation [174]. FROG is a self-referencing technique, thus in contrast to FTSI no well-known reference pulse is needed, but requires the measurement of a non-linear signal. The unknown pulse is split into two pulse copies which propagate parallel to each other before they are focused non-collinearly with a lens in a non-linear crystal, e.g., a Beta Barium Borat (BBO) crystal (Fig. 2.7). The SHG FROG signal is measured by scanning the delay $\tau$ between the two pulses and recording the frequency resolved SHG signal. The generation of the frequency doubled signal requires phase matching

$$
\begin{equation*}
\vec{k}_{\mathrm{SHG}}=\vec{k}_{1}+\vec{k}_{2} . \tag{2.69}
\end{equation*}
$$

Due to this conservation of momentum, the SHG signal is emitted along the angle bisector of the two pulses, when the two pulses overlap temporally and spatially, and can straightforwardly be separated using an aperture. For more details about SHG the reader is referred to Ref. [175] and [176]. In general, also a collinear FROG geometry can be employed [177-180].
The signal of the SHG FROG measurement, also called FROG trace is given by

$$
\begin{equation*}
I_{\mathrm{FROG}}^{\mathrm{SHG}}(\omega, \tau) \propto\left|\int_{-\infty}^{+\infty} E^{+}(t) E^{+}(t-\tau) \mathrm{e}^{-\mathrm{i} \omega t}\right|^{2} \tag{2.70}
\end{equation*}
$$

The electric field $E^{+}(t)$ can be obtained from the FROG trace without any significant ambiguity by using an iterative algorithm [181-183]. The remaining ambiguities are the absolute phase of the laser pulse, the arrival time of the pulse, and in the case of SHG FROG the direction of time as

$$
\begin{equation*}
I_{\mathrm{FROG}}^{\mathrm{SHG}}(\omega, \tau)=I_{\mathrm{FROG}}^{\mathrm{SHG}}(\omega,-\tau) \tag{2.71}
\end{equation*}
$$

holds [170]. Therefore, the sign of the spectral phase cannot be determined with a single SHG FROG measurement. This ambiguity can be removed by applying the FROG phase to the pulse via a pulse shaper, record a second FROG trace, and verifying if the pulse duration is increased or decreased compared to the first measurement.

The FROG technique is particularly suitable to characterize linearly polarized laser pulses. In principle, an arbitrarily polarized pulse could be characterized by recording a FROG trace for the two orthogonal polarization components. However, due to the ambiguities concerning the absolute phase and the pulse arrival time, the actual polarization state cannot be reconstructed by these two SHG FROG measurements. Only by recording additional FROG traces for different linear projections of the two orthogonal polarization states the polarization state can be retrieved [184]. This method is termed TURTLE (tomographic ultrafast retrieval of transverse light E-fields), but not used in this work.

## 3 Vector-field control

Over the last decades many techniques were developed to manipulate the electric field of ultrashort laser pulses. Shaping an ultrashort signal on the femtosecond time scale directly in time domain is technically highly challenging. Therefore, most established techniques manipulate the pulse in frequency domain [12-14, 185] and utilize the fact that the electric field in time domain is linked to the electric field in frequency domain via Fourier transform [143]. Only recently developed devices, such as the acousto-optic programmable dispersive filter (AOPDF), also known as Dazzler ${ }^{1}$, allow direct pulse shaping in the time domain [40, 186, 187].

The pulse shaper (PS) presented in this thesis is based on frequency-domain shaping. For this purpose, different programmable spatial light modulators (SLMs), such as deformable mirrors, micro-mirror arrays, acousto-optic modulators (AOM), and liquidcrystal spatial light modulators (LC SLMs) can be used [13, 14]. Due to their versatility, AOMs and LC SLMs are most often utilized. A comparison of these two can be found in Ref. [13] and [185].

In this thesis, an LC SLM is employed. Its functional principle is discussed in the first section of this chapter (Section 3.1). The well-established pulse shaper setup using a dual-layer LC SLM, its shaping capabilities, and applications are presented in Section 3.2. This setup is the basis for all attempts to expand the control over the electric field, as presented and analyzed in Section 3.3 and Section 3.4. These analyses do not simply describe what is stated in the corresponding publications, but discuss and compare them in a broader context of pulse shaping. The chapter concludes with a summary of the presented pulse shapers (Section 3.5).

### 3.1 Principles of LC SLM pulse shaping

### 3.1.1 Frequency-domain shaping

For frequency domain pulse shaping it is first necessary to transfer the pulse from the time into the frequency domain. For this purpose, a so called $4 f$ setup is employed (Fig. 3.1). This setup consists of two gratings and two lenses. The spacing between the grating and the lens matches the focal length $f$ for both grating-lens pairs. The two lenses are separated by $2 f$. This arrangement is also known as zero-dispersion compressor [188, 189]. The incoming laser beam hits the first grating and is spectrally dispersed. The first lens after the grating collimates the single frequency components and focuses them in the Fourier plane. The second lens collimates each frequency component and directs them onto a second grating, where they will be recombined to a single pulse.

[^1]

Figure 3.1 | Schematic of a $4 f$ setup. The incident laser pulse is angular dispersed by a grating. The first lens collimates the single frequency components and focuses them into the Fourier plane. The second lens and the grating recombine the separated frequency components to a single pulse. In an ideal $4 f$ setup, the optical path length is not frequency dependent, thus such a setup is also called zero-dispersion compressor.

By placing a spatial light modulator into the Fourier plane, an independent modulation of each frequency is possible. The frequency resolution and the shaping capabilities are restricted by the used SLM.

An LC SLM consists of a fixed number of liquid-crystal (LC) pixels, which can be independently controlled. In most cases, these pixels are arranged in a one-dimensional array, but also LC SLMs with a two-dimensional array are available. To distinguish between these, the latter will be labeled as 2D LC SLM. An LC pixel is formed by two indium tin oxide electrodes on two parallel glass substrates [Fig. 3.2(a)]. Between these substrates nematic LC molecules are located, which are aligned parallel to the glass substrate [Fig. 3.2(b)]. The pixels are separated by a certain gap (typically in the order of $3 \%$ of the pixel width). In these gap areas the LC molecules cannot be manipulated. The functional principle of such a pixel is the same as in video displays: manipulating the properties of the passing light by an external voltage.

An LC pixel can be viewed as an adjustable uniaxial birefringent crystal. The optical axis of the pixel is given by the alignment of the LC molecules (Fig. 3.2). The polarization component of the incident light perpendicular to the optical axis is influenced by the ordinary refractive index $n_{\mathrm{o}}$ and the parallel polarization component by the extraordinary refractive index $n_{\mathrm{e}}$. The optical axis of the LC pixels, or more precisely the projection of optical axis onto the plane of the electrodes, is also referred to as the modulation axis of the LC SLM. The optical anisotropy $\Delta n(\omega)=n_{\mathrm{e}}(\omega)-n_{\mathrm{o}}(\omega)$ for an LC pixel is indeed not fixed for a given frequency $\omega$ but can be influenced by an external voltage $U$

$$
\begin{equation*}
\Delta n(\omega, U)=\widetilde{n}_{\mathrm{e}}(\omega, U)-n_{\mathrm{o}}(\omega) \tag{3.1}
\end{equation*}
$$

The voltage dependency of the extraordinary refractive index $\widetilde{n}_{\mathrm{e}}(\omega, U)$ is the result of the tilting of the molecules, thus of the optical axis, in an external electric field as shown in Fig. 3.2(c). The voltage dependency can be expressed by

$$
\begin{equation*}
\frac{1}{\widetilde{n}_{\mathrm{e}}(\omega, U)}=\frac{\cos ^{2} \theta(U)}{n_{\mathrm{o}}^{2}(\omega)}+\frac{\sin ^{2} \theta(U)}{n_{\mathrm{e}}^{2}(\omega)} \tag{3.2}
\end{equation*}
$$

but for practical use it is determined experimentally in the so called pulse shaper cali-
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Figure 3.2 $\mid$ Schematic of an LC SLM. (a) The sketched LC SLM consists of an array of 5 LC pixels. Each pixel is defined by the indium tin oxide (ITO) electrodes on two parallel glass substrates containing LC molecules. The projection of the optical axis of these LC molecules onto the plane of the electrodes is called modulation axis of the LC SLM. The orientation angle $\alpha$ of the modulation axis is defined in the $x-y$ plane. (b,c) Side view of a single LC pixel. The LC molecules between the glass substrates are aligned parallel to the substrate, if no voltage is applied [(b)]. The optical axis (dashed line) is parallel to these molecules. For a voltage greater than zero, the LC molecules and thus the optical axis is tilted in the $y-z$ plane and the angle $\theta$ gets smaller [(c)].
bration $[13,38]$ by measuring the phase retardation

$$
\begin{equation*}
\Delta \varphi(\omega, U)=\frac{\omega d_{\mathrm{LC}}}{c} \Delta n(\omega, U) \tag{3.3}
\end{equation*}
$$

where $d_{\mathrm{LC}}$ is the thickness of the LC pixel and $c$ the speed of light.
It is also worth noting that the optical anisotropy of an LC pixel is indeed not only voltage but also temperature dependent: $\Delta n(\omega, U, T)$. There are different mathematical models to describe this temperature dependency [190, 191]. In general, $\Delta n(\omega, U, T)$ decreases with rising temperature [190]. The technical documentation of the LC SLM used in this thesis states a $0.6 \%$ decrease of the optical anisotropy for a temperature increment of $1^{\circ} \mathrm{C}$ [192]. This has to be kept in mind under a practical point of view, resulting in the importance to calibrate and operate the LC SLM under constant temperature.

The effect of an LC pixel onto the electric light field passing that pixel can be described using the Jones matrix formalism

$$
\begin{equation*}
\vec{E}_{\mathrm{out}}(\omega)=\boldsymbol{M}_{\mathrm{LC}} \vec{E}_{\mathrm{in}}(\omega) \tag{3.4}
\end{equation*}
$$

where $\boldsymbol{M}_{\mathrm{LC}}$ is the Jones matrix of the LC pixel. The modulation axis of the LC pixel sketched in Fig. 3.2 is orientated under $90^{\circ}$ with respect to the $x$ axis, thus introducing a voltage-dependent phase retardation for the $y$ component of the incident light. The orientation of the modulation axis is fixed for a given LC SLM, but can vary for different LC SLM models. The Jones matrix for an arbitrary LC pixel depends therefore not only on the applied phase retardation $\Delta \varphi$ but also on the orientation $\alpha$ of its modulation axis

$$
\boldsymbol{M}_{\mathrm{LC}}^{\alpha}(\Delta \varphi)=\boldsymbol{R}(\alpha)\left(\begin{array}{cc}
\mathrm{e}^{-\mathrm{i} \Delta \varphi} & 0  \tag{3.5}\\
0 & 1
\end{array}\right) \boldsymbol{R}(-\alpha)
$$

with $\boldsymbol{R}(\alpha)$ being the rotation matrix. The explicit dependency on $\omega$ and $U$ of the applied phase $\Delta \varphi$ is omitted for the sake of simplicity. Common orientations of the modulation axis are $0^{\circ}, \pm 45^{\circ}$, and $90^{\circ}$. The effect of the LC pixel on the light field depends on the angle between the polarization direction of the laser pulse and the orientation of the modulation axis. The incoming light field will be considered as linearly polarized parallel to the $x$ axis in the following. This polarization component will henceforth referred to as p component or p polarization, while the component along the $y$ axis will be called s component/polarization. For $\alpha=0^{\circ}$ the modulation axis is aligned parallel to the incoming p polarized light and only its phase can be manipulated. Its polarization state is not affected

$$
\begin{equation*}
\vec{E}_{\text {out }}(\omega)=\boldsymbol{M}_{\mathrm{LC}}^{0^{\circ}}(\Delta \varphi)\binom{E_{\text {in }}(\omega)}{0}=E_{\text {in }}(\omega) \mathrm{e}^{-\mathrm{i} \Delta \varphi}\binom{1}{0} \tag{3.6}
\end{equation*}
$$

However, for an orientation of $\alpha= \pm 45^{\circ}$ the LC pixel can shift amplitude of the electric field from one into the other polarization (similar to a wave plate), but there will also be an additional phase introduced [193]. This can be easily seen by calculating the electric field after the LC pixel

$$
\begin{align*}
\vec{E}_{\text {out }}(\omega) & =\boldsymbol{M}_{\mathrm{LC}}^{45^{\circ}}(\Delta \varphi)\binom{E_{\text {in }}(\omega)}{0}=\frac{1}{2} E_{\text {in }}(\omega)\binom{1+\mathrm{e}^{-\mathrm{i} \Delta \varphi}}{-1+\mathrm{e}^{-\mathrm{i} \Delta \varphi}} \\
& =E_{\text {in }}(\omega) \mathrm{e}^{-\mathrm{i} \frac{\Delta \varphi}{2}}\binom{\cos \left(\frac{\Delta \varphi}{2}\right)}{\mathrm{e}^{-\mathrm{i} \frac{\pi}{2}} \sin \left(\frac{\Delta \varphi}{2}\right)} . \tag{3.7}
\end{align*}
$$

The sine and cosine depend on the same parameter $\Delta \varphi / 2$, thus describe the amplitude shift between the two polarization components. However, this parameter is also present in the unwanted phase term $\mathrm{e}^{-\mathrm{i} \Delta \varphi / 2}$. Moreover, an additional relative phase of $\pi / 2$ between both polarization components is introduced.

The first reported LC SLM consisted of an array of 32 pixels in a single layer [194]. However, the undesired phases in Eq. (3.7) significantly limit the use of such a singlelayer LC SLM with regard of polarization (or amplitude) shaping which is for this reason mainly used for phase-only shaping [38, 194].

### 3.1.2 Temporal shaping window

Equations (3.5) and (3.7) describe the effect of the LC SLM in frequency domain. However, the generated electric field in time domain depends on the phase function applied across all LC SLM pixels and is not only restricted by the spectral transfer function but also influenced by the frequency distribution and spot size of each frequency component in the Fourier plane. One effect of particular interest in this thesis is the so called "shaping window". It is a consequence of the finite spot size in the Fourier plane and the pixelated nature of the LC SLM so that only stepwise defined phase functions can be applied. The shaping window restricts the maximum time delay which can be introduced using the pulse shaper and causes a reduction of the amplitude of the electric field


Figure 3.3 | Shaping window of a pixelated LC SLM pulse shaper. The shaping window depends on the spot size (Gaussian function, dashed line) and the frequency bandwidth passing each pixel (sinc function, dotted line). The multiplication (solid line) of these restricts the maximum amplitude in time domain. (a) For a spot size of $2 / 5$ of the pixel width, the Gaussian function influences mainly the sidebands of sinc function. (b) If the spot size gets larger, in this case $4 / 5$ of the pixel width, the exponential function gets narrower, thus limiting the shaping window.
with increasing time delay. Mathematically, the shaping window can be explained by Fourier transform of the spatial transfer function of the LC SLM. This spatial transfer function is given by the convolution of the beam profile with the pixelated spatial phase modulation. In general, the resulting electric field in time domain can only be calculated numerically, but with some simplifications Vaughan et al. [195] found

$$
\begin{equation*}
E_{\text {out }}(t) \propto \mathrm{e}^{-\left(\frac{\delta \Omega}{4} t\right)^{2}} \operatorname{sinc}\left(\frac{\Delta \Omega}{2} t\right) \tag{3.8}
\end{equation*}
$$

where $\delta \Omega=w_{0} \Delta \Omega / \Delta x$ is the frequency spot size of a single frequency component in the Fourier plane, with $w_{0}$ being the spatial spot size and $\Delta \Omega$ the frequency bandwidth at one single pixel - not of the whole laser spectrum. $\Delta x$ is the spatial pixel size. The sinc function is a result from the pixelation of the LC SLM and its width is indirectly proportional to the frequency bandwidth $\Delta \Omega$. The Gaussian function arises from the finite Gaussian spot size $\delta \Omega$ of each spectral component. The product in Eq. (3.8) defines the shaping window and is plotted in Fig. 3.3.

There are various other effects related to the analysis of $E_{\text {out }}(t)$, such as replica pulses and space-time coupling. Replica pulses arise also from the discrete sampling of the applied phase. This causes that the shaped pulse sequence is reproduced infinitely in time with a certain temporal distance given by $2 \pi / \Delta \Omega$. However, the amplitude of these replica pulses is significantly reduced by the shaping window which can be considered as a temporal envelope function. The maximum feasible time delay generated by a pixelated pulse shaper is limited to $\pm \pi / \Delta \Omega$, due to the replica pulse in the first maximum of the shaping window centered around $t=0$. The effect of space-time coupling describes the change in the transversal spatial coordinates of the shaped beams depending on the applied phase. If a pulse is for example shifted in time, its profile will also be slightly shifted in the transversal direction. For a more detailed description, the reader is referred


Figure 3.4 | Schematic of a conventional pulse shaper setup using a 2-layer SLM in a $4 f$ setup. The SLM is placed in the Fourier plane of the $4 f$ setup (see Fig. 3.1) to manipulate the dispersed frequency components. The modulation axes of the LC layers are orientated under $+45^{\circ}$ and $-45^{\circ}$ with respect to the $x$ axis. The distance between the two layers is exaggerated for better visibility. The incident light field is in this case linearly p polarized (parallel to the $x$ direction). Figure modified from Ref. [3] © (2014) Dr. Stefan Rützel.
to Refs. [193, 195-202].

### 3.2 Conventional dual-layer pulse shaper

The first attempt to gain more control over the electric field compared to a singlelayer LC SLM was to employ two consecutive single-layer LC SLMs [203]. Shortly afterwards LC SLMs with two LC layers (2-layer SLM) in one device were commercially available [39]. By adding the second layer another degree of freedom is gained, as it allows, for example, the compensation and manipulating of the unwanted phase $\Delta \varphi / 2$ introduced by a layer orientated under $\pm 45^{\circ}$ [see Eq. (3.7)]. For this purpose, the orientations of the two LC layers can differ by either $45^{\circ}\left(\alpha_{1}=0^{\circ} / 90^{\circ}, \alpha_{2}= \pm 45^{\circ}\right)$ or $90^{\circ}\left(\alpha_{1}= \pm 45^{\circ}, \alpha_{2}=\mp 45^{\circ}\right)$. The later arrangement is commonly used as it has less restrictions in the polarization and propagation direction of the incident light and eliminates multiple-diffraction effects [193]. Pulse shapers employing a 2-layer SLM are widely available nowadays and are taken as a benchmark for the more advanced setups presented in Section 3.3 and 3.4.

### 3.2.1 Shaping capabilities

Figure 3.4 shows the schematic of a dual-layer LC SLM as it is used in conventional pulse shaper setups, where the SLM is placed in the Fourier plane of a $4 f$ setup. Following the Jones matrix formalism the transfer matrix of the 2-layer SLM can be calculated via

$$
\begin{equation*}
\boldsymbol{M}_{\mathrm{PS}}^{21 .}\left(\Delta \varphi_{1}, \Delta \varphi_{2}\right)=\boldsymbol{M}_{L C}^{-45^{\circ}}\left(\Delta \varphi_{2}\right) \boldsymbol{M}_{L C}^{45^{\circ}}\left(\Delta \varphi_{1}\right) \tag{3.9}
\end{equation*}
$$

For simplification, all optical elements are assumed to be ideal and their unwanted effects on the amplitude and phase are neglected in all following calculations. For a p polarized


Figure 3.5 | All producible polarization states using a conventional 2-layer phase/polarization shaper. The conventional 2-layer pulse shaper is only able to generate polarization states with the orientation $\theta=0, \pm \pi / 2 \mathrm{rad}$, the ellipticity $\epsilon$ can be controlled in the whole definition range (gray dots). The input pulse is linearly p polarized (black cross).
incoming electric field the resulting output field is given by

$$
\begin{align*}
\vec{E}_{\text {out }}(\omega) & =\boldsymbol{M}_{\mathrm{PS}}^{21 .}\left(\Delta \varphi_{1}, \Delta \varphi_{2}\right)\binom{E_{\text {in }}(\omega)}{0} \\
& =E_{\text {in }}(\omega) \mathrm{e}^{-\mathrm{i} \frac{\Delta \varphi_{1}+\Delta \varphi_{2}}{2}}\binom{\cos \left(\frac{\Delta \varphi_{1}-\Delta \varphi_{2}}{2}\right)}{\mathrm{e}^{-\mathrm{i} \frac{\pi}{2}} \sin \left(\frac{\Delta \varphi_{1}-\Delta \varphi_{2}}{2}\right)} . \tag{3.10}
\end{align*}
$$

The phase and the amplitude ratio between the p and s component is modulated by the sum and the difference of the applied phase retardations. By choosing proper combinations of $\Delta \varphi_{1}$ and $\Delta \varphi_{2}$, both parameters can be shaped independently. However, the relative phase between the two components $\Delta \phi(\omega)=\phi_{\mathrm{s}}(\omega)-\phi_{\mathrm{p}}(\omega)=\pi / 2$ is constant, thus restricting the possible polarization states. For example, the generation of light linearly polarized under $45^{\circ}$ is not possible using this setup, since this polarization state requires a phase difference of zero between both polarization components. The possible polarization states for a certain frequency or a bandwidth-limited pulse are plotted in Fig. 3.5. The plot shows that the orientation is restricted to $\theta=0, \pm \pi / 2 \mathrm{rad}$, but that the ellipticity $\epsilon$ can be varied in the full range of $[-\pi / 4, \pi / 4]$. It is worth mentioning that in a complex shaped pulse other polarization states can be reached using this setup $[42,151,152,204]$ by introducing a relative phase and/or time delay between different frequency components. However, this leads in return to limitations of the possible pulse shapes in time domain. Hence, for the further discussion of the polarization shaping capabilities of various setups, only the generation of bandwidth-limited pulses, which is equivalent to manipulating the polarization state of a single frequency component, is taken into account.

The total intensity $I_{\text {tot }}=I_{p}+I_{s}$ of the light field cannot be modulated, if the 2-layer pulse shaper is used as phase/polarization shaper. However, by adding a linear polarizer after the setup (see Fig. 3.4), the change in polarization can be transferred into a change in amplitude and thus in the total intensity

$$
\begin{align*}
\vec{E}_{\text {out }}(\omega) & =\left(\begin{array}{ll}
1 & 0 \\
0 & 0
\end{array}\right) \boldsymbol{M}_{\mathrm{PS}}^{2 \mathrm{~L}}\left(\Delta \varphi_{1}, \Delta \varphi_{2}\right)\binom{E_{\text {in }}(\omega)}{0} \\
& =E_{\text {in }}(\omega) \mathrm{e}^{-\mathrm{i} \frac{\Delta \varphi_{1}+\Delta \varphi_{2}}{2}} \cos \left(\frac{\Delta \varphi_{1}-\Delta \varphi_{2}}{2}\right)\binom{1}{0} . \tag{3.11}
\end{align*}
$$

This phase/amplitude shaper was introduced first [39] and later the possibilities in (limited) polarization control of the phase/polarization shaper were utilized [42].

### 3.2.2 Applications of phase, amplitude, and polarization shaping

One of the main applications of phase-only shaping is dispersion compensation [38, 194, 205]. This technique is not only used to compensate the dispersion introduced by optical elements [206] but also to optimize the output of chirped-pulse amplifiers (CPA) [207] by compensating the inherent higher-order dispersion [208-210]. It is also widely adopted in fiber-optic communication [34-36]. Phase shaping could, in general, also be achieved with fixed phase masks [11, 13], but this requires a well characterized and fixed optical system. LC SLM based pulse shapers provide flexible phase control and allow the phase compensation of unknown pulses by employing iterative learning algorithms [211-214] and by measuring a suitable feedback signal [206, 215, 216]. The concept of using an iterative algorithm to achieve a certain optimization goal can also be used to adoptively generate specific target pulse shapes [217] and especially for coherent control [27, 33, 218] as suggested by Judson and Rabitz [219]. The flexibility of LC SLM based phase shaping makes these setups highly suitable for adaptive quantum control of unknown quantum systems as numerous experiments demonstrate [ $25,28,29,220-227]$. Phase shaping is not limited to phase compensation or quantum control. It is also employed in spectroscopy and microscopy [16, 17, 20-22], as well as for temporal delay generation [38], quantum optics [228], and pulse characterization [229-231].

Phase shaping can be realized with a single- or dual-layer LC SLM, but the additional control over the amplitude or polarization provided by the second layer enabled new and improved experimental methods. One advantage of amplitude shaping is the generation of sophisticated multipulse sequences. A sequence with several identical pulse copies can, for example, not be realized by phase-only shaping (see Section 2.1, Fig. 2.1). However, such sequences are required for many established spectroscopy methods [15] such as twodimensional spectroscopy [53, 75]. 2-layer SLM assisted two-dimensional spectroscopy was, for example, demonstrated on atomic vapor [91], nanostructures [110], and merocyanine isomers [81]. Other nonlinear spectroscopy or microscopy methods [18, 232] and quantum control techniques [31, 233-237] benefit from the additional control over the spectral amplitude, as well. Further applications of the LC SLM based phase/amplitude shaping include band-pass filtering [238], pulse characterization [239], material processing [37] and molecular cooling [240].

The polarization shaping capabilities of 2-layer SLMs, instead of amplitude shaping, were also successfully employed in different experiments. The benefit of polarization shaping was demonstrated in quantum control of atoms [43], diatomic molecules [44, 45], free-electron wave packets [48, 52], and near-fields at nanostructures [47, 49-51]. Polarization shaping was also used in coherent anti-Stokes Raman spectroscopy [19] and it was theoretically shown that it can be utilized in near-field spectroscopy [119-122].

These given examples for phase/amplitude and phase/polarization shaping are only a small selection of published experiments. Both variants found numerous applications and the conventional 2-layer SLM pulse shaper is today a standard device in many femtosecond laser laboratories.


Figure 3.6 | Full polarization shaper using two LC SLMs. To substitute a 3-layer SLM, Polachek et al. [132] built an $8 f$ arrangement and used a 2-layer and a 1-layer SLM in each telescope. The orientation of the modulation axes are $+45^{\circ}$ and $-45^{\circ}$ for the first and $0^{\circ}$ for the second LC SLM. Figure following Ref. [132].

### 3.3 Improved vector-field control

The conventional 2-layer SLM pulse shaper enables control over two degrees of freedom: either phase and amplitude or phase and ellipticity ${ }^{2}$. However, for full vector field control, manipulating all four degrees of freedom - phase, amplitude, ellipticity, and orientation - is necessary. This section discusses two different approaches to extend the capabilities of the conventional 2-layer pulse shaper. Both are capable of shaping three of the four degrees of freedom and form the basis for the development of a full vector-field shaper (VFS).

### 3.3.1 Full polarization control

The first approach to control the ellipticity and the orientation was published by Polachek et al. [132] (Silberberg group). They added a third layer to manipulate the relative phase between the two polarization components. Since a 3-layer SLM was not available a 2-layer and a 1-layer SLM were used in an $8 f$ arrangement (Fig. 3.6). The modulation axes of these three layers are orientated under $+45^{\circ},-45^{\circ}$ and $0^{\circ}$. The Jones matrix ${ }^{3}$ of this 3-layer pulse shaper is

$$
\begin{equation*}
\boldsymbol{M}_{\mathrm{PS}}^{31 .}\left(\Delta \varphi_{1}, \Delta \varphi_{2}, \Delta \varphi_{3}\right)=\boldsymbol{M}_{\mathrm{LC}}^{0^{\circ}}\left(\Delta \varphi_{3}\right) \boldsymbol{M}_{\mathrm{LC}}^{-45^{\circ}}\left(\Delta \varphi_{2}\right) \boldsymbol{M}_{\mathrm{LC}}^{45^{\circ}}\left(\Delta \varphi_{1}\right) \tag{3.12}
\end{equation*}
$$

and the output electric field

$$
\begin{align*}
\vec{E}_{\text {out }}(\omega) & =\boldsymbol{M}_{\mathrm{PS}}^{31 .}\left(\Delta \varphi_{1}, \Delta \varphi_{2}, \Delta \varphi_{3}\right)\binom{E_{\text {in }}(\omega)}{0} \\
& =E_{\text {in }}(\omega) \mathrm{e}^{-\mathrm{i} \frac{\Delta \varphi_{1}+\Delta \varphi_{2}}{2}}\binom{\mathrm{e}^{-\mathrm{i} \Delta \varphi_{3}} \cos \left(\frac{\Delta \varphi_{1}-\Delta \varphi_{2}}{2}\right)}{\mathrm{e}^{-\mathrm{i} \frac{\pi}{2}} \sin \left(\frac{\Delta \varphi_{1}-\Delta \varphi_{2}}{2}\right)} . \tag{3.13}
\end{align*}
$$

The comparison of the electric field after the 2-layer polarization shaper [Eq. (3.10)]

[^2]

Figure 3.7 | Possible polarization states with a 3-layer pulse shaper as designed by Polachek et al. [132]. (a) With a 3 -layer SLM all possible polarization states (gray dots) can be generated from a linearly p polarized input pulse (black cross) at a given frequency. (b-c) Influence of phase applied to the third layer on the polarization generated by the first two layers. The black crosses mark three different potential polarization states generated by the first two layers $\left[\theta_{\mathrm{b}}=0 \mathrm{rad} \& \epsilon_{\mathrm{b}}=\pi / 8 \mathrm{rad}(\mathrm{b}), \theta_{\mathrm{c}}=\pi / 2 \mathrm{rad} \& \epsilon_{\mathrm{c}}=-\pi / 3 \mathrm{rad}(\mathrm{c})\right.$, $\left.\theta_{\mathrm{d}}=0 \mathrm{rad} \& \epsilon_{\mathrm{d}}=\pi / 4.2 \mathrm{rad}(\mathrm{d})\right]$. If the phase retardation of layer $3 \Delta \varphi_{3}$ is increased from 0 to $2 \pi$ (light to dark gray) polarization states can be generated, which are not accessible with a conventional 2-layer phase/polarization shaper (compare Fig. 3.5).
and this 3-layer setup [Eq. (3.13)] shows that the third layer allows controlling the phase difference $\Delta \phi(\omega)=\phi_{\mathrm{s}}(\omega)-\phi_{\mathrm{p}}(\omega)$ while the first two layers still control the phase and the amplitude ratio between the p and s component. With this setup, every point in the Poincaré plane can be reached for a single frequency component [Fig. 3.7(a)]. The influence of the third layer on three different polarization states generated by the first two layers is visualized in Fig. 3.7(b-d). In each subfigure, the black cross marks a potential polarization state generated by the first two layers. These polarization states are limited to $\theta=0, \pm \pi / 2 \mathrm{rad}$ (see Fig. 3.5). The final polarization state generated by the third layer depends on the applied phase. If the phase of the third layer is changed from 0 to $2 \pi$ (light to dark gray) polarization states which are located on a circle or rounded rectangle within the Poincaré plane can be reached. By choosing a proper combination of all three applied phases every point in the Poincaré plane is accessible. This is a significant improvement over the conventional 2-layer phase/polarization shaper, since three degrees of freedom are controllable: phase, orientation and ellipticity. However, the total intensity of each frequency component still cannot be manipulated and the generation of multipulse sequences is significantly limited.

Instead of using two separated LC SLMs to build a full polarization shaper, a single


Figure $3.8 \mid$ Full polarization shaper using a 2D LC SLM by Esumi et al. [241]. The two gratings, the lens, the mirror and the reflective 2D LC SLM form a folded $12 f$ setup. The pulse is manipulated within three vertically separated regions of the 2D LC SLM. The orientation of the light field is rotated using three $\lambda / 2$ plates before each interaction to "simulate" different modulation axes for each region of the 2D LC SLM. The fourth $\lambda / 2$ plate behind the second grating is optional and was not included in the setup of Esumi and coworkers [241]. It can be used to avoid a polarization rotation of the setup if no phases are applied. Including the fourth wave plate the "simulated" modulation axes correspond to $45^{\circ}$, $0^{\circ}$, and $90^{\circ}$. Figure following Ref. [241].

2D LC SLM can also be used, as demonstrated by Esumi and coworkers [241] (Kannari group). The schematic of such a setup is shown in Fig. 3.8. The electric field is manipulated by three consecutive interactions with different regions of the 2D LC SLM ( $768 \times 768$ pixels, $20 \times 20 \mathrm{~mm}$ ). Since the modulation axis of every LC pixel is orientated at $0^{\circ}$ the incident light field is rotated using $\lambda / 2$ plates before each interaction to "simulate" different modulation axes. The first wave plate turns the input polarization by $45^{\circ}$ so that interaction 1 can shift field amplitude from one into the other polarization component. The second wave plate reverses the polarization change of the first wave plate and the third rotates the polarization by $90^{\circ}$ so that in interaction 2 and 3 the phase of both polarizations can be individually manipulated. With the setup described in Ref. [241], the output electric field is rotated by $90^{\circ}$ with respect to the incident field even if no phases are applied to the 2D LC SLM. This could be compensated with a fourth wave plate. This additional wave plate is included in the following calculations in order to provide a more intuitive result and for better comparability with the other setups in this thesis ${ }^{4}$. The Jones matrix of this (modified) setup can be either calculated ${ }^{5}$ including

[^3]the wave plates or simply by using the substituted modulation axes
\[

$$
\begin{align*}
\boldsymbol{M}_{\mathrm{PS}}^{2 \mathrm{D}} & \left(\Delta \varphi_{1}, \Delta \varphi_{2}, \Delta \varphi_{3}\right) \\
& =\boldsymbol{W}_{\lambda / 2}^{45^{\circ}} \boldsymbol{M}_{\mathrm{LC}}^{0^{\circ}}\left(\Delta \varphi_{3}\right) \boldsymbol{W}_{\lambda / 2}^{45^{\circ}} \boldsymbol{M}_{\mathrm{LC}}^{0^{\circ}}\left(\Delta \varphi_{2}\right) \boldsymbol{W}_{\lambda / 2}^{22.5^{\circ}} \boldsymbol{M}_{\mathrm{LC}}^{0^{\circ}}\left(\Delta \varphi_{1}\right) \boldsymbol{W}_{\lambda / 2}^{22.5^{\circ}} \\
& =\boldsymbol{M}_{\mathrm{LC}}^{90^{\circ}}\left(\Delta \varphi_{3}\right) \boldsymbol{M}_{\mathrm{LC}}^{0^{\circ}}\left(\Delta \varphi_{2}\right) \boldsymbol{M}_{\mathrm{LC}}^{45^{\circ}}\left(\Delta \varphi_{1}\right) . \tag{3.14}
\end{align*}
$$
\]

The output field is given by

$$
\begin{align*}
\vec{E}_{\text {out }}(\omega) & =\boldsymbol{M}_{\mathrm{PS}}^{2 \mathrm{D}}\left(\Delta \varphi_{1}, \Delta \varphi_{2}, \Delta \varphi_{3}\right)\binom{E_{\text {in }}(\omega)}{0} \\
& =E_{\text {in }}(\omega) \mathrm{e}^{-\mathrm{i} \frac{\Delta \varphi_{1}}{2}}\binom{\mathrm{e}^{-\mathrm{i} \Delta \varphi_{2}} \cos \left(\frac{\Delta \varphi_{1}}{2}\right)}{\mathrm{e}^{-\mathrm{i} \frac{\pi}{2}} \mathrm{e}^{-\mathrm{i} \Delta \varphi_{3}} \sin \left(\frac{\Delta \varphi_{1}}{2}\right)} . \tag{3.15}
\end{align*}
$$

This 2D LC SLM setup is, as the previously described 3-layer setup, capable to generate all possible polarization states for a given spectral component (see Fig. 3.7). This setup has the advantage that only one device is needed and the authors state that, in principle, amplitude shaping could be implemented by using a fourth modulation line. This was, however, not demonstrated. For amplitude shaping, a polarizer after the first interaction or dependent on the resolution of the 2D LC SLM a vertical phase modulation [41, 242] could be used. One disadvantage of this setup compared with the setup of Polachek et al. [132] is that a true zero dispersion compressor cannot be realized due to the differences in the incidence angles between each interaction and thus the phase introduced by the setup has to be compensated using the pulse shaper [241].

The benefit of a full polarization shaper compared with the conventional 2-layer polarization shaper is that not only every possible polarization state can be generated, but also that any phase and polarization distortions introduced by optical elements can be corrected. Therefore, such a setup is of great interest for pulse compression as suggested in Ref. [132], but its application is not limited to this field. The group of Brasselet, for example, built a setup similar to the one of Polachek and coworkers [132] and demonstrated the enhancement of the structural contrast in nonlinear microscopy by unrestricted polarization shaping [140].

### 3.3.2 Amplitude and limited polarization control

Both previous presented setups permit unrestricted polarization control, but cannot manipulate the spectral amplitude, thus do not allow the unrestricted generation of multipulse sequences with different target polarization states. Therefore, Plewicki et al. [133] (Lindinger group) presented another approach to expand the capabilities of the conventional phase/polarization shaper. They used a single 2-layer SLM inside a normal $4 f$ setup and passed this arrangement twice [Fig. 3.9(a)]. On the first pass, one half of the LC pixels is used to generate a phase and amplitude modulation by using a linear polarizer before the SLM is passed a second time. On the second pass, the other half of the LC pixels operates in the phase/polarization shaper mode. The setup


Figure 3.9 | Serial 2-layer pulse shapers. (a) Original double-pass design Ref. [133] (Lindinger group). The setup provides phase, amplitude, and limited polarization control by passing a normal $4 f$ setup with a 2-layer SLM twice. On the first pass, the phase and polarization state is modulated using the upper half of the LC pixels. By using a polarizer after the first pass the polarization change is transferred into an amplitude modulation. The polarization state of this phase/amplitude modulated pulse can be changed using the lower half of the modulator in a second pass. By this, the ellipticity can manipulated, however, the control over the orientation is still limited to $\theta=0, \pm \pi / 2 \mathrm{rad}$. (b) Simplified design using two consecutive LC SLMs [141] (Lindinger group). The shaping principle is analogous to the original design [(a)]. Instead of passing the same LC SLM twice, two LC SLMs are used. Figure following Ref. [133] [(a)] and [141] [(b)].
is therefore only capable of producing the same polarization states as the conventional phase/polarization shaper, if a single frequency is considered (see Fig. 3.5), but allows controlling the total intensity in addition. This can easily be seen by the transfer function of this serial 2-layer setup and the resulting electric field ${ }^{6}$ for a p-polarized input pulse

$$
\begin{align*}
\boldsymbol{M}_{\mathrm{PS}}^{\text {serial 21. }}( & \left.\Delta \varphi_{1}^{1}, \Delta \varphi_{2}^{1}, \Delta \varphi_{2}^{2}, \Delta \varphi_{1}^{2}\right)= \\
& =\boldsymbol{M}_{\mathrm{LC}}^{-45^{\circ}}\left(\Delta \varphi_{1}^{2}\right) \boldsymbol{M}_{\mathrm{LC}}^{45^{\circ}}\left(\Delta \varphi_{2}^{2}\right)\left(\begin{array}{ll}
1 & 0 \\
0 & 0
\end{array}\right) \boldsymbol{M}_{\mathrm{LC}}^{-45^{\circ}}\left(\Delta \varphi_{2}^{1}\right) \boldsymbol{M}_{\mathrm{LC}}^{45^{\circ}}\left(\Delta \varphi_{1}^{1}\right), \tag{3.16}
\end{align*}
$$

[^4]\[

$$
\begin{align*}
\vec{E}_{\text {out }}(\omega) & =M_{\mathrm{PS}}^{\text {serial } 21 .}\left(\Delta \varphi_{1}^{1}, \Delta \varphi_{2}^{1}, \Delta \varphi_{2}^{2}, \Delta \varphi_{1}^{2}\right)\binom{E_{\text {in }}(\omega)}{0} \\
& =E_{\text {in }}(\omega) \mathrm{e}^{-\mathrm{i} \frac{\Delta \varphi_{1}^{1}+\Delta \varphi_{2}^{1}+\Delta \varphi_{1}^{2}+\Delta \varphi_{2}^{2}}{2}} \cos \left(\frac{\Delta \varphi_{1}^{1}-\Delta \varphi_{2}^{1}}{2}\right)\binom{\cos \left(\frac{\Delta \varphi_{2}^{2}-\Delta \varphi_{1}^{2}}{2}\right)}{\mathrm{e}^{-\mathrm{i} \frac{\pi}{2}} \sin \left(\frac{\Delta \varphi_{2}^{2}-\Delta \varphi_{1}^{2}}{2}\right)} . \tag{3.17}
\end{align*}
$$
\]

The subscript index $i$ of the applied phase retardation $\Delta \varphi_{i}^{j}$ is the number of the LC SLM layer and the superscript index $j$ is used to distinguish between the first and the second pass. For calculating $\boldsymbol{M}_{\mathrm{PS}}^{\text {serial 21. }}$, one has to consider that even if the absolute orientation of the first and second layer is fixed in real space, their relative orientation with respect to the propagating light field changes from $+45^{\circ}$ to $-45^{\circ}$ for the first layer and from $-45^{\circ}$ to $+45^{\circ}$ for the second layer on the second pass due to the reversal of the propagation direction. The phase jumps at the ideal mirrors do not have to be considered since the pulse is p polarized at these positions. Instead of passing the same LC SLM twice, a serial setup can also be realized by placing two consecutive 2-layer SLMs, with a polarizer in between, inside a normal $4 f$ setup [141] (Lindinger group). This basically adopts the idea of adding additional layers. The simplified serial setup is depicted in Fig. 3.17(b). The resulting electric field is equal to Eq. (3.17). Compared with the double pass setup, the simplified setup has the advantage that the LC SLM resolution is not halved, but the second LC SLM increases the costs of the setup significantly. It is also not possible to place both LC SLMs and the polarizer simultaneously in the Fourier plane which may have a negative effect on the shaped electric field [193].

The double pass setup was used by the Lindinger group to control the ionization of $\mathrm{NaK}[137,243]$. In contrast to only phase/amplitude shaping, the additional polarization control provided a $50 \%$ higher ionization efficiency [137]. They also demonstrated the generation of target pulse sequences after transmission through different optical fibers using the simplified serial setup [141, 244-246].

### 3.4 Full vector-field control

Even if these setups - the 3-layer polarization shaper and the serial 2-layer shaper are not capable of shaping all degrees of freedom of the vector field, they demonstrate successfully different approaches to gain more control over the electromagnetic output field and help to understand the principle of vector-field shaping. Based on these previous attempts to gain more control over the vector field, two different kinds of setups were developed to shape all four degrees of freedom. Both designs were first published by the group of Lindinger. Their first demonstrated setup is a modification of their serial 2-layer pulse shaper. Instead of passing the LC SLM twice, they included a 2-layer SLM in both arms of an interferometer and used the two halves of the LC SLM to shape two orthogonal linearly polarized beams in phase and amplitude and to recombine them to a single shaped pulse. There are different improved setups based on this principle. These interferometric setups are covered in the Section 3.4.1. The second design is based on the principle employed in the group of Silberberg to gain unlimited polarization control adding another LC layer. In this case, not only a third, but also a fourth layer is needed


Figure 3.10 | Interferometric VFS (Lindinger group [134]). The incident pulse is splitted by a $50: 50$ beam splitter in two separated beams. These beams hit the grating of a $4 f$ setup with two different angles of incidence and will therefore be spatially separated in the $4 f$ setup. One beam can be manipulated with the left and the other with the right half of the LC SLM. Both spectral distributions will be recombined by the second grating and emitted under different exit angles. The polarization of one of these beams will be rotated by $90^{\circ}$. The delay between the two pulses can be adjusted by a delay stage. Both beams will be recombined to a single beam with a polarizing beam splitter cube. Figure following Ref. [134].
and, as in their simplified serial setup, there has to be a polarizer between these four layers to realize amplitude control (Section 3.4.2). Both variants, the interferometric as well as the 4-layer approach, allow complete unrestricted vector-field control.

### 3.4.1 Interferometric vector-field shaping

The general idea of all interferometric vector-field shapers is to shape two orthogonal polarizations in phase and amplitude and to combine these electric fields to a single pulse. All realized setups can be divided into two classes: the non-common path and the common-path setups.

## Non-common-path setups

In a non-common path setup, different optics for both arms of the interferometer are used. However, some realizations employ the same modulator in both arms.

The first interferometric VFS was built by Plewicki et al. [134, 247] (Lindinger group, Fig. 3.10). A normal $50: 50$ beam splitter is used to generate two pulses with equal intensities. Both are directed onto the same grating of a normal $4 f$ setup under two different angles of incidence. The two spectral dispersed beams are therefore spatially separated in the $4 f$ setup and can be modulated with different pixel groups of the same 2-layer SLM. The polarization of one of the shaped pulses is rotated by $90^{\circ}$ using a $\lambda / 2$ plate and both beams are recombined using a polarizing beam splitter cube, to allow amplitude modulation of each beam. The optical path length between the two beams is adjusted with a delay stage. The transfer function for each beam is equivalent

Figure 3.11 | Maximum possible intensity for all polarization states generated by an interferometric VFS. In an interferometric setup both polarizations are independently shaped in amplitude and phase. An intensity shift from one into the other polarization component is not possible, thus a manipulation of the intensity ratio is associated with a reduction of the total intensity. The maximum available intensity for each polarization state is in the range of $50-100 \%$.

to Eq. (3.9). The electric output field is given by the superposition of both pulses

$$
\begin{align*}
\vec{E}_{\text {out }}(\omega) & =\vec{E}_{\text {out }}^{1}(\omega)+\vec{E}_{\text {out }}^{2}(\omega) \\
& =\left(\begin{array}{ll}
1 & 0 \\
0 & 0
\end{array}\right) \boldsymbol{M}_{\mathrm{PS}}^{21 .}\left(\Delta \varphi_{1}^{1}, \Delta \varphi_{2}^{1}\right)\binom{E_{\text {in }}^{1}(\omega)}{0} \\
& +\left(\begin{array}{ll}
0 & 0 \\
0 & 1
\end{array}\right) \boldsymbol{W}_{\lambda / 2}^{45^{\circ}} \boldsymbol{M}_{\mathrm{PS}}^{21 .}\left(\Delta \varphi_{1}^{2}, \Delta \varphi_{2}^{2}\right)\binom{E_{\text {in }}^{2}(\omega)}{0} \\
& =\binom{E_{\text {in }}^{1}(\omega) \mathrm{e}^{-\mathrm{i} \frac{\Delta \varphi_{1}^{1}+\Delta \varphi_{2}^{1}}{2}} \cos \left(\frac{\Delta \varphi_{1}^{1}-\Delta \varphi_{2}^{1}}{2}\right)}{E_{\text {in }}^{2}(\omega) \mathrm{e}^{-\mathrm{i} \frac{\Delta \varphi_{1}^{2}+\Delta \varphi_{2}^{2}}{2}} \cos \left(\frac{\Delta \varphi_{1}^{2}-\Delta \varphi_{2}^{2}}{2}\right)} \tag{3.18}
\end{align*}
$$

The superscript index is used for the interferometric setups to distinguish between the two shaped beams. From this equation it can be seen that the phase and amplitude of each polarization component can be independently controlled. Therefore, any intensity ratio and any relative phase between the p and s component can be generated, thus every point in the Poincaré plane can be reached [see Eq. (2.23) and Eq. (2.25) in Section 2.2]. However, there is a fundamental difference in this method of polarization shaping compared with the previous discussed 3-layer approach (Section 3.3.1). In the 3-layer approach, the amplitude is shifted from one into the other polarization component, maintaining the total intensity and changing only the amplitude ratio between the two components. This is not the case in this interferometric approach. The default amplitude ratio of both arms is $1: 1$. To adjust this ratio, the amplitude for one arm has to be reduced and cannot be shifted to the other polarization component. Therefore, the total intensity will also be reduced. For a circularly or linearly polarized pulse with an orientation of $\theta= \pm 45^{\circ}$, the amplitude does not have to be shaped and only the relative phase has to be adjusted. However, for a p or s linearly polarized pulse the whole amplitude of one arm has to be "blocked", thus lowering the total intensity to $50 \%$. The maximum possible intensity for all polarization states is plotted in Fig. 3.11. Beside this drawback there is another significant problem: the phase stability between the two arms of the interferometer. This is illustrated in the following example. A change of the


Figure 3.12 | Simulated polarization change for a temporal drift of 1.33 fs between the two orthogonal polarization components. In this pseudo 3D representation, the temporal polarization state is illustrated by cylinders with respective orientations and ellipticities. The amplitudes of the two polarization components are indicated by the shadows of the pulse. (a) A double pulse sequence without temporal drift is considered. The first pulse is elliptically and the second almost linearly polarized. (b-d) Pulse shape after a temporal drift of the s component of the pulse with respect to the p component. In all three cases the movement of the temporal envelope is barely noticeable, but the relative phase drift cause a clear change in the polarization state.
optical path difference between the two arms of $40 \mu \mathrm{~m}$ causes a temporal drift between the two polarizations of only 1.33 fs . The change in the envelope and thus the change in the temporal amplitude of a 100 fs pulse could be neglected, but not the resulting phase shift between the p and s component. The change of the polarization state due to this drift is depicted in Fig. 3.12. A difference of $\lambda / 2$ in the path length already introduces a phase shift of $\pi$ between the two polarization components and thus an inversion of the sign of $\epsilon$ and $\theta$ [see Eq. (2.23)-(2.25)]. This demonstrates, how crucial the phase stability between the two arms for polarization shaping is. The authors of Ref. [134] measured the intensity of the sum-frequency signal generated by the projection of both polarizations onto the optical axis of the nonlinear crystal to test the phase stability of the setup. They reported a fluctuation of the intensity of up to $\pm 17 \%$ over 14 minutes and suggested an active stabilization for longer measurements.

A similar setup using an acousto-optical modulator instead of an LC SLM was built
by Middleton et al. [139] (Zanni group) to generate polarization shaped pulses in the mid-IR. To stabilize their setup, they measured the relative phase drift between the two arms of the interferometer by observing the interference between the polarization components with a single channel detector. By applying the inverted relative phase to the AOM a long term stability of $\lambda / 10$ over 3 hours was achieved. With this method, only the phase drift and not the actual temporal drift of the envelope was measured, hence requiring that the temporal fluctuations are small compared to the pulse duration. They demonstrated the application of vector-field shaping for 2D IR spectroscopy [139] and for the control of the vibrational excitation of $\mathrm{Mn}(\mathrm{CO})_{5} \mathrm{Br}[138]$. An enhancement by polarization shaping of 150-230 \% compared with phase-only shaping was reported [138].
Compensating the actual temporal drift of the envelope and not only the phase drift was demonstrated by Sato and coworkers [248] (Misawa group). Their setup is equivalent to the setup of Plewicki et al. (see Fig. 3.18) and also employs a 2-layer SLM. It is stabilized using a piezoelectric actuator to adjust the path length of one of the interferometer arms in a control feedback loop. Two monochromatic beams, generated from a single laser diode, propagate parallel to the laser beam in both arms of the interferometer. The interference of these two monochromatic waves was used as feedback signal. Measurements of the relative phase drift showed a change of about 5.2 rad after one hour for the unstabilized setup. With active stabilization, a standard deviation of the relative phase of 40 mrad over an hour and 70 mrad over 90 seconds was achieved. This corresponds to a stability of $\lambda / 157$ ( 1 hour) and $\lambda / 90$ ( 90 seconds) at 800 nm . This highlights the importance of active stabilization for non-common path setups.

The highest stability of an active stabilized interferometric VFS was recently published by Tyagi et al. [249] (Kambhampati group). Instead of an LC SLM, two acousto-optic programmable dispersive filters (AOPDFs) were used in the arms of an interferometer. AOPDFs shape the pulse not in the frequency domain, but directly in the time domain, making the conventional $4 f$ setups obsolete and allowing compact and simple setups. The reduction of optical elements also diminishes stability issues. Employing an active stabilization, a very high phase stability of $\lambda / 314$ over one hour at 630 nm was achieved. The stabilization was realized by measuring the interference between the two arms and applying the inverted relative phase drift to the AOPDFs. The setup was used for two-color 2D spectroscopy.

The concept of using different devices in the two arms of the interferometer was before employed by Seidel et al. [250, 251] (Tan group). They used two separated LC SLMs in the arms of the interferometer and an optical parametric amplifier (OPA) [252] in one arm to shape an 800 nm and an NIR/VIS pulse in phase and amplitude. By mixing these pulses in two non-linear crystals, the generation of phase, amplitude, and polarization shaped laser pulses in the mid-IR/UV was demonstrated.

## Common-path setups

Actively stabilized non-common path setups are applicable for long-term measurements. However, this requires additional optics or mechanical elements and an active monitoring of the phase drift. By employing a common path setup, these stability issues can in principle be avoided and active stabilization should not be required. The first
(a)


(c)


Figure 3.13 | Interferometric common-path VFS (Feurer group [135]). (a) The Wollaston prism emits the two polarization components of the incident laser pulse under two different exit angles. A telescope maps these angles onto the grating of a folded $4 f$ setup. Both beams are spatially separated and can be shaped with different pixel groups of the 2-layer SLM. The folding mirror reverses the beam paths. The back-going beam can be separated from the incident beam by changing the beam height with the folding mirror. Both beams propagate over the same optics. Therefore, a common path setup is formed. (b) Wollaston prism as polarizing beam splitter. The incoming laser pulse is linearly polarized orientated under $45^{\circ}$ (see inset). The Wollaston prism splits the incoming laser beam into two beams with orthogonal polarizations. (c) Wollaston prism as polarizing beam recombiner. The polarization state of the back-going beam can be altered by the SLM, in this case to slightly elliptical. The undesired polarization components are emitted in different directions at the Wollaston prism and only the p component of beam 1 and the s component of beam 2 form the outgoing pulse, which is in this case also linearly polarized orientated under $45^{\circ}$, but with a smaller amplitude compared to the incident pulse. Figure following Ref. [135].
interferometric common-path VFS was built by Ninck et al. [135] (Feurer group). Their setup is shown in Fig. 3.13(a). The incident laser pulse is separated in two orthogonal linearly polarized pulses by a Wollaston prism ${ }^{7}$ [Fig. 3.13(b)]. Both are directed with two different angles of incident onto a grating using a telescope and shaped in a folded $4 f$ setup with different pixel groups of a 2-layer SLM. The beams are back reflected from the folding mirror behind the SLM and pass all elements of the setup a second time. The Wollaston prism serves as a polarizing beam combiner for the back-going beam, as depicted in Fig. 3.13(c). The Wollaston prism directs the undesired polarization component of the back-going beams in different directions, thus transferring the polarization modulation introduced by the SLM into an amplitude modulation similar to the linear polarizer used in a conventional phase/amplitude shaper. Only the desired components of both beams are recombined in the direction of the incident beam. By introducing a slight tilt in the beam height using the folding mirror, the outgoing and the incoming beam can be separated. Since both beams propagate over the same optics, but at different positions, a (near) common-path setup is formed. The transfer matrix of the

[^5]folded $4 f$ setup is slightly different from the one of the non-folded setup [see Eq. (3.9)]. One has to consider the phase jump of $\pi$ at the mirror and the change of the relative orientation of the LC molecules with respect to the light field because of the change in propagation direction. The transfer matrix for one beam is given by
\[

$$
\begin{align*}
& \boldsymbol{M}_{\mathrm{PS}}^{\text {folded } 21 .}\left(\Delta \varphi_{1}, \Delta \varphi_{2}\right)= \\
& \quad=\boldsymbol{M}_{\mathrm{LC}}^{-45^{\circ}}\left(\Delta \varphi_{1}\right) \boldsymbol{M}_{\mathrm{LC}}^{45^{\circ}}\left(\Delta \varphi_{2}\right)\left(\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right) \boldsymbol{M}_{\mathrm{LC}}^{-45^{\circ}}\left(\Delta \varphi_{2}\right) \boldsymbol{M}_{\mathrm{LC}}^{45^{\circ}}\left(\Delta \varphi_{1}\right) \tag{3.19}
\end{align*}
$$
\]

Comparing Eq. (3.9) and Eq. (3.19) shows that passing the LC SLM twice, doubles the introduced phase, but does not alter its function. Therefore, the resulting electric field is equivalent to Eq. (3.18)

$$
\begin{align*}
\vec{E}_{\text {out }}(\omega) & =\vec{E}_{\text {out }}^{1}(\omega)+\vec{E}_{\text {out }}^{2}(\omega) \\
& =\left(\begin{array}{ll}
1 & 0 \\
0 & 0
\end{array}\right) \boldsymbol{M}_{\mathrm{PS}}^{\text {folded } 2 \mathrm{l}}\left(\Delta \varphi_{1}^{1}, \Delta \varphi_{2}^{1}\right)\binom{E_{\text {in }}^{1}(\omega)}{0} \\
& +\left(\begin{array}{ll}
0 & 0 \\
0 & 1
\end{array}\right) \boldsymbol{M}_{\mathrm{PS}}^{\text {folded } 21 .}\left(\Delta \varphi_{1}^{2}, \Delta \varphi_{2}^{2}\right)\binom{0}{E_{\text {in }}^{2}(\omega)} \\
& =\binom{E_{\text {in }}^{1}(\omega) \mathrm{e}^{-\mathrm{i}\left(\Delta \varphi_{1}^{1}+\Delta \varphi_{2}^{1}\right)} \cos \left(\Delta \varphi_{1}^{1}-\Delta \varphi_{2}^{1}\right)}{\mathrm{e}^{-\mathrm{i} \pi} E_{\text {in }}^{2}(\omega) \mathrm{e}^{-\mathrm{i}\left(\Delta \varphi_{1}^{2}+\Delta \varphi_{2}^{2}\right)} \cos \left(\Delta \varphi_{1}^{2}-\Delta \varphi_{2}^{2}\right)} . \tag{3.20}
\end{align*}
$$

The difference of $\pi$ in the phase of the s component is due to the change in propagation direction compared to the setup in Fig. 3.10. The advantage of this folded geometry is not only that the introduceable phase is doubled, but also that less optics are needed and a more compact setup can be built. This interferometric common-path VFS was copied by Chen and coworkers to realize polarization line-by-line shaping [253].

Masihzadeh et al. [254] developed a similar setup for the short-wavelength IR regime. They also use a Wollaston prism for beam splitting and recombining and a telescope to employ a common-path geometry. However, their $4 f$ setup contains a prism instead of a grating and a high-resolution single-layer LC SLM with 12288 pixels is employed. Amplitude shaping is realized by applying a rapid phase oscillation [255]. Besides the use of these different optical elements, there is no significant difference in the functional principle of this setup compared to the design of Ninck et al. [135].
A different design for a common-path VFS was suggested by Kupka et al. [256] (Bartels group). Their setup was a proof of concept and only phase shaping of two orthogonal polarizations using a 1-layer SLM with 640 pixels was demonstrated. However, this is not a general limitation of the setup and by employing a 2-layer SLM or a highresolution single-layer LC SLM all four degrees of freedom could be shaped. Furthermore, it is based on the original design by Ninck and thus discussed in this section. To simplify the setup of Ninck, the Wollaston prism, the telescope, and the grating are replaced by a single birefringent prism (Fig. 3.14). The birefringent prism spatially


Figure 3.14 | Interferometric common-path VFS using a polarizing prism (Bartels group [256]). The incoming laser pulse gets spatially dispersed by a birefringent prism. Due to the difference in the ordinary and extraordinary refractive index of the birefringent prism, the incident laser pulse will be spatially separated in two perpendicular polarized frequency distributions, which can be independently shaped with different pixel groups of the LC SLM. The birefringent prism also acts as a linear polarizer for the back-going beams, transferring the polarization modulation introduced by the SLM into an amplitude modulation. Figure following Ref. [256].
separates the two polarization components of the incident pulse due to the different refractive indices for the ordinary and extraordinary polarization components. It acts also as a beam recombiner and polarizer, similar to the Wollaston prism, by directing the undesired polarization components of the two beams in other directions. Employing a 2-layer SLM, the outgoing electric field would be equal to Eq. (3.20). The authors state that the properties of the prism (e.g., the material, the prism geometry, the angle of the optical axis, and the angle of incidence) have to be carefully chosen [256], in order to support the wanted bandwidth without spatial overlap of the two polarizations. The used prism supports a spectral bandwidth of 100 nm . However, both polarizations cover only 110 and 130 pixels of the 640 -pixel LC SLM [256], thus exhibiting a different spectral bandwidth passing a single pixel and a low sampling of the applied phases. The differing spectral bandwidths have a critical consequence for the setup considering the shaping window. Given that the shaping windows are different for the two polarizations, the delay-dependent amplitude reduction will also be different. This results in a delaydependent change of the amplitude ratio between the p and s component and thus in a delay-dependent change of the polarization state. This effect must be compensated by introducing a delay-dependent amplitude modulation when, e.g., multipulse sequences are generated.
The stability of a common-path VFS should in general be superior to the stability of non-common-path setups, but was not reported for the presented setups. One drawback is that common-path setups suffer from a lack of flexibility and the implementation is not as straightforward as for non-common-path setups.

### 3.4.2 4-layer vector-field shaping

In contrast to the interferometric design, the multilayer approach shapes a single beam directly in all four degrees of freedom. Extending the principle employed by Polachek et al. [132] to gain control of any polarization state by adding a third layer, Plewicki and coworkers (Lindinger group) suggested to add a fourth layer and to sandwich a polarizer inside the LC SLM to shape a single laser beam directly in phase, amplitude


Figure 3.15 | "4-layer VFS" using three LC SLMs. To substitute a real 4-layer SLM, three consecutive LC SLMs are used. The first LC SLM in conjunction with polarizer allows control of the phase and amplitude. From the second and third LC SLM only one layer is used. The relative intensity between the p and s component can be controlled with the second LC SLM and the relative phase with the third LC SLM. The $\lambda / 2$ plates are employed to "change" the orientation of the modulation axes of the third LC SLM. The orientations of the used modulation axes for the whole arrangement are $+45^{\circ},-45^{\circ},+45^{\circ}$, and $0^{\circ}$. Figure following Ref. [136].
and polarization [133]. Weise and Lindinger demonstrated this idea by using three consecutive 2-layer SLMs in a single $4 f$ setup $[136,257]$ as depicted in Fig. 3.15. The first 2-layer SLM (layer $1 \& 2$ ) and the polarizer function as a normal phase/amplitude shaper. From the second LC SLM (layer $3 \& 4$ ) only one layer is used to shift amplitude from the p polarization component into the s component and to generate a certain amplitude ratio without changing the total intensity [see Eq. (3.7)]. The phase introduced by the third layer can be compensated by adjusting the phase of the first and second layer. The third LC SLM (layer $5 \& 6$ ) and both $\lambda / 2$ plates "simulate" an orientation of $0^{\circ}$ and $90^{\circ}$ of the modulation axes of layer 5 and 6 . By adjusting the phase of layer 5 or 6 (the respective other is unused), the relative phase between the p and s polarization of the laser pulse can be adjusted to reach every point in the Poincaré plane (see Fig. 3.7). This can also be seen from the Jones matrix and the resulting electric field for a p polarized input field

$$
\begin{gather*}
\boldsymbol{M}_{\mathrm{VFS}}^{41 .}\left(\Delta \varphi_{1}, \Delta \varphi_{2}, \Delta \varphi_{3}, \Delta \varphi_{4}\right)=\boldsymbol{W}_{\lambda / 2}\left(-22.5^{\circ}\right) \boldsymbol{M}_{\mathrm{LC}}^{-45^{\circ}}\left(\Delta \varphi_{4}\right) \boldsymbol{M}_{\mathrm{LC}}^{45^{\circ}}(0) \boldsymbol{W}_{\lambda / 2}\left(-22.5^{\circ}\right) \\
\\
\boldsymbol{M}_{\mathrm{LC}}^{-45^{\circ}}(0) \boldsymbol{M}_{\mathrm{LC}}^{45^{\circ}}\left(\Delta \varphi_{3}\right)\left(\begin{array}{cc}
1 & 0 \\
0 & 0
\end{array}\right) \boldsymbol{M}_{\mathrm{LC}}^{-45^{\circ}}\left(\Delta \varphi_{2}\right) \boldsymbol{M}_{\mathrm{LC}}^{45^{\circ}}\left(\Delta \varphi_{1}\right)  \tag{3.21}\\
= \\
\boldsymbol{M}_{\mathrm{LC}}^{0^{\circ}}\left(\Delta \varphi_{4}\right) \boldsymbol{M}_{\mathrm{LC}}^{45^{\circ}}\left(\Delta \varphi_{3}\right)\left(\begin{array}{ll}
1 & 0 \\
0 & 0
\end{array}\right) \boldsymbol{M}_{\mathrm{LC}}^{-45^{\circ}}\left(\Delta \varphi_{2}\right) \boldsymbol{M}_{\mathrm{LC}}^{45^{\circ}}\left(\Delta \varphi_{1}\right),
\end{gather*}
$$

$$
\begin{align*}
\vec{E}_{\text {out }}(\omega) & =\boldsymbol{M}_{\mathrm{VFS}}^{41 .}\left(\Delta \varphi_{1}, \Delta \varphi_{2}, \Delta \varphi_{3}, \Delta \varphi_{4}\right)\binom{E_{\mathrm{in}}(\omega)}{0} \\
& =E_{\mathrm{in}}(\omega) \mathrm{e}^{-\mathrm{i} \frac{\Delta \varphi_{1}+\Delta \varphi_{2}+\Delta \varphi_{3}}{2}} \cos \left(\frac{\Delta \varphi_{1}-\Delta \varphi_{2}}{2}\right)\binom{\mathrm{e}^{-\mathrm{i} \Delta \varphi_{4}} \cos \left(\frac{\Delta \varphi_{3}}{2}\right)}{\mathrm{e}^{-\mathrm{i} \frac{\pi}{2}} \sin \left(\frac{\Delta \varphi_{3}}{2}\right)} \tag{3.22}
\end{align*}
$$

Compared with the interferometric common-path setups, a 4-layer VFS cannot be designed using a folded $4 f$ geometry since the layer arrangement implies a certain propagation direction. Therefore, 4-layer VFS setups cannot be built as compact as folded interferometric setups, but they have the advantage that the total intensity is not influenced by the generated polarization state and that it is inherently phase stable. The realization of such a setup using a single 4-layer SLM is of high interest. A conventional non-folded 2-layer pulse shaper could be simply transformed into a VFS by replacing the SLM, but the required 4-layer SLM is commercially not available. Miao and coworker [258] reported the use of a custom-made four-layer LC SLM with the modulation axes oriented under $0^{\circ}, 45^{\circ}, 0^{\circ}$, and $90^{\circ}$ without a sandwiched polarizer. Therefore, this LC SLM is not suited to be used in a VFS, but shows that fabrication of such a device is in principle possible. However, it must be considered that the optical anisotropy $\Delta n(\omega, U, T)$ of the LC molecules is temperature dependent. Absorption of light by the polarizer could cause a temperature change of the LC molecules and this would result in phase distortions dependent on the applied amplitude modulation, thus it is questionable if a 4-layer SLM with a sandwiched polarizer can be used without undesired side effects. Besides the high costs, a 4-layer SLM substituted with multiple separated SLMs has the disadvantage that the whole arrangement cannot be fitted in the Fourier plane of the $4 f$ setup. This reduces the spectral resolution since the spot size of the single frequency components vary during the propagating through the three LC SLMs. However, the authors state that their modulator arrangement is 51 mm thick and that their shaping resolution is not significantly reduced. However, they do not discuss in detail how the spatial-temporal profile of the pulse is affected by the displacement from the Fourier plane. Wefers and Nelson discuss in Ref. [193] the effect on the space-time profile if a single-layer LC SLM is displaced from the Fourier plane. In this case, not only a transversal shift of the beam profile, but also a shift in the propagation direction occurs if the pulse is delayed in time. They describe also the effect for a dual-layer setup if the two LC layers are separated in space so that diffraction effects between both layers can arise. They state that it is in general not true that the modulation function of all layers can be simply calculated by the product of the transfer functions of each individual layer. Whether the modulation function is given or can at least be approximated by the product of the individual transfer functions depends on the orientation of the modulation axes and the actual alignment of the individual layers. Simulations showed that this is the case for two closely placed, perfectly aligned layers with orthogonal modulation axes. However, if these two layers are separated by 30 mm pronounced "temporal noise" (time-dependent amplitude smaller than $5 \%$ along the temporal axis) is generated. The actual magnitude of these effects for the presented or similar setups cannot be easily deduced, but should kept in mind, if building of such a vector-field shaper is considered.

Table 3.1 | Overview over the conventional and the extended pulse shaper setups.

|  | Setup | Degrees of freedom | $\boldsymbol{E}_{\text {out }}$ | Notes |
| :---: | :---: | :---: | :---: | :---: |
| Conventional PS |  |  |  |  |
| [39] | 2-layer SLM | Phase, amplitude | Eq. (3.11) | With polarizer |
| [42] | 2-layer SLM | Phase, ellipticity, limited orientation | Eq. (3.10) | Without polarizer |

Extended PS

| $[132]$ | 3-layer SLM | Phase, ellipticity, <br> orientation | Eq. (3.13) | $8 f$-setup with two <br> separated LC SLMs |
| :--- | :--- | :--- | :--- | :--- |
| $[241]$ | 2D LC SLM | Phase, ellipticity, <br> orientation | Eq. (3.15) | Three interactions <br> with single <br> 2D LC SLM |
| $[133]$ | Serial 2-layer <br> SLM | Phase, amplitude, <br> ellipticity, limited <br> orientation | Eq. (3.17) | Passing same 2-layer <br> PS twice; Polarizer <br> after first pass |
| $[141]$ | Simplified <br> serial 2-layer <br> SLM | Phase, amplitude, <br> ellipticity, limited <br> orientation | Eq. (3.17) | Two consecutive <br> LC SLMs in same <br> $4 f$ setup; Polarizer <br> between SLMs |

The Lindinger Group demonstrated the application of their substituted 4-layer VFS by generating arbitrary polarized laser pulses after transmission through a fiber [142]. This extended their previous experiments using the simplified serial 2-layer pulse shaper.

### 3.5 Summary

The design of our vector-field shaper, presented in the following chapter, is based on the considerations discussed in this chapter. First, the principles of frequency domain pulse shaping using a liquid-crystal spatial light modulator (LC SLM) were explained. In addition, the effects of the pixelation of the LC SLM and the finite beam size of each spectral component on the shaped pulse in time domain were discussed. Subsequent, the shaping capabilities of the common conventional dual-layer pulse shaper were derived and its applications were reviewed. With this setup, either the phase and amplitude or the phase and polarization can be controlled. Accessible orientations are, however, limited to $\theta=0, \pm \pi / 2 \mathrm{rad}$. Given these limitations, the shaping capabilities, advantages, and disadvantages of various advanced pulse shaper designs were discussed.

Two approaches were introduced being capable of controlling three out of the four possible degrees of freedom: phase, amplitude, orientation, and ellipticity. The first approach uses three LC layers for phase modulation and unrestricted polarization control. The second approach demonstrated phase, amplitude, and the same limited polarization control as the conventional polarization shaper. The conventional dual-layer and these extended pulse shapers are listed in Tab. 3.1. Based on these extended pulse shapers,
so-called vector-field shapers were developed. The existing setups, which are able to manipulate all four degrees of freedom independently were reviewed and compared in the last section of this chapter and are summarized in Tab. 3.2. Unrestricted vector-field shaping can be achieved by using four LC layers with a sandwiched polarizer to manipulate a single pulse directly or by shaping two orthogonal polarized pulses individually in amplitude and phase in the two arms of an interferometer and by recombining them interferometrically to a single shaped pulse.

The demonstrated applications of the extended and the full vector-field shapers are very promising in the field of ultrafast spectroscopy, coherent control, microscopy, and endoscopy and inspired the development of the setup presented in this thesis with the goal to create multipulse sequences with high fidelity for multidimensional spectroscopy.
Table 3.2 | Overview over different realizations of vector-field shaping. All the listed setups are capable of manipulating all four degrees of freedom: phase, amplitude, orientation and ellipticity. Ordered by publication date.

|  | Setup | Workgroup | $E_{\text {out }}$ | Stability | Notes |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Vector-field shaper |  |  |  |  |  |
| [134] | Interferometric 1x 2-layer SLM | Lindinger (2006) | Eq. (3.18) | n/a | Non-common path; Not stabilized |
| [135] | Interferometric 1x 2-layer SLM | $\begin{aligned} & \text { Feurer } \\ & (2007) \end{aligned}$ | Eq. (3.20) | n/a | Common path; Wollaston prism for polarization splitting and recombination; Grating based $4 f$ setup |
| [254] | Interferometric 1x 1-layer SLM | Bartels (2007) | Eq. (3.20) | n/a | Common path; Wollaston prism; Prism instead of grating; High-resolution LC SLM |
| [136] | 4-layer SLM | Lindinger (2009) | Eq. (3.22) | $\infty$ | Inherently phase stable; Max. intensity not polarization dependent; Three 2-layer SLMs used to substitute a single 4-layer SLM |
| [256] | Interferometric 1x 1-layer SLM | Bartels (2009) | Eq. (3.20) | n/a | Common path; Wollaston prism, telescope and grating replayed by birefringent prism; Proof of concept: vector-field shaping requires a 2-layer SLM or a high-resolution 1-layer SLM |
| [139] | Interferometric 1x AOM | $\begin{aligned} & \text { Zanni } \\ & \text { (2009) } \end{aligned}$ | Eq. (3.18) | $\lambda / 10$ (3 h) | Non-common path; Stabilized using the pulse shaper ${ }^{8}$ |
| [248] | Interferometric 1x 2-layer SLM | Misawa (2009) | Eq. (3.18) | $\begin{aligned} & \hline \lambda / 157(1 \mathrm{~h}) \\ & \lambda / 90(90 \mathrm{~s}) \\ & \hline \end{aligned}$ | Non-common path; Stabilized by piezoelectric actuator ${ }^{9}$ |
|  | Interferometric 2x AOPDFs | Kambhampati (2013) | Eq. (3.18) | $\lambda / 314$ (1 h) | Non-common path; Separated devices in both arms; Time-domain shaping; Stabilized by AOPDF ${ }^{8}$ |

## 4 Design of the vector-field shaper

In the previous chapter, various setups which provide an unrestricted control over the vector field of an ultrashort laser pulse were discussed. All these setups have different advantages and disadvantages and no design is clearly superior compared to the others. The approach of shaping a single beam directly in phase, amplitude and polarization is very promising mainly due to its inherent phase stability. However, the required 4-layer SLM is not commercially available and the substitution of a 4 -layer SLM by three 2-layer SLMs is expensive and may have a negative impact on the space-time profile of the shaped laser pulse (see Section 3.4.2). Therefore, we decided to use the concept of shaping two perpendicularly polarized pulses in an interferometer and to recombine them to a single polarization-shaped beam (see Section 3.4.1). To avoid stability issues and to utilize a single 2-layer SLM, a common-path geometry was chosen. This has also the advantage that a folded geometry can be employed to achieve a compact and robust setup, which can be used in different laboratories.

The two major designs for an interferometric common-path vector-field shaper (VFS) were developed by Ninck et al. [135] and Kupka et al. [256]. The difference between these two setups is that in the former a Wollaston prism and a telescope are used to direct two beams with orthogonal polarizations under different angles of incidence onto the grating of a $4 f$ setup and in the latter all these elements (including the grating of the $4 f$ setup) are replaced by a single birefringent prism. However, to improve the shaping capabilities of the setup, the optimization of the frequency distribution across the SLM pixels is crucial. The sampling points in frequency domain, the shaping window, and the temporal separation of the replica pulses are given by this distribution (see Section 3.1.2). Prism-based designs do not offer enough degrees of freedom to achieve an optimal frequency distribution for the two orthogonally polarized beams simultaneously. For this reason, a grating-based setup was preferred.

Numerical calculations were employed to find the necessary parameters of the optical elements used in the $4 f$ setup in order to optimize the frequency distribution for both polarization components on the SLM (Section 4.1). The generation and recombination of these polarization components is essential for the performance of the setup. Two options are presented: a Wollaston prism (Section 4.2.1) and a thin film polarizer (TFP) (Section 4.2.2). A telescope combines the $4 f$ setup and the polarizing beam splitter/combiner to a common-path setup. To determine the required parameters of the lenses and to investigate its influence on the beam profile, ray tracing was utilized (Section 4.3). The chapter concludes with an overview of the complete setup (Section 4.4) and a brief summary of possible improvements (Section 4.5).

The work presented in this chapter was partly done in collaboration with Ole Hüter and Fabian Ebert. Some preliminary results are given in their respective diploma theses [259, 260]. The final results as presented in this thesis are partly published in Ref. [1].


Figure 4.1 Design parameters of the setup. Definitions of all relevant quantities for calculating the optimal set of parameters of the setup (see text for detailed explanation). Two beams [beam 1 (dark gray), beam 2 (light gray)] hit the grating of a $4 f$ setup under two different angles of incidence $\Theta_{\mathrm{i}}^{1}$ and $\Theta_{\mathrm{i}}^{2}$. Their diffracted spectral components are collimated by a cylindrical lens and mapped onto the pixels of the spatial light modulator. Figure modified from Ref. [1] © (2015) Optical Society of America.

### 4.1 Numerical calculations of the $4 f$ setup

In the presented interferometric common-path setup, two orthogonally polarized beams are modulated by different pixel segments of the same 2-layer SLM, as sketched in Fig. 4.1. The spatial separation of the two beams is obtained by using two different angles of incidence onto the grating of the $4 f$ setup. The grating disperses both beams into their spectral components, which are parallelized and focused at the SLM by a cylindrical lens. To avoid a delay-dependent change of the polarization state due to the amplitude reduction caused by the shaping window, the spectral bandwidth passing a single pixel should be the same for the two beams (see Section 3.1.2 and 3.4.1). This is approximately achieved if both frequency distributions span the same amount of pixels (goal 1). In addition, the two frequency distributions should span as many pixels as possible (goal 2 ) without any spatial overlap (goal 3), to achieve a high number of sampling points in the frequency domain. The parameters of the $4 f$ setup have to be carefully chosen to meet these three criteria.

The first parameter of the pulse shaper which has to be determined is the focal length $f$ of the cylindrical lens within the $4 f$ setup. A cylindrical lens focuses the frequency components only in the direction of the pixel array and not along the pixel height. A cylindrical optic rather than a spherical one is used to avoid damaging the SLM due to high intensities in the focus. Instead of a cylindrical mirror in combination with a folding mirror, a single cylindrical lens was chosen to reduce the number of optical elements where the two beams are spatially separated, for improved interferometric stability. The
focal length $f$ is independent of all other setup parameters and only depends on the used beam radius within the $4 f$ setup. The maximum beam radius $w$ is limited by the pixel height of the LC pixels (in our case 10 mm ) to avoid clipping at the SLM. Considering a Gaussian beam profile, the beam radius should be smaller than $w=2.57 \mathrm{~mm}$ (defined by $1 / e^{2}$ of the intensity) so that $99.99 \%$ of the intensity passes the SLM (see Section 2.3). The temporal shaping window of the pulse shaper is not only given by the frequency distribution, but also influenced by the spot size of the spectral components at the SLM pixels [195]. As a rule of thumb, the spot size should be smaller than one third of the pixel width (in our case $97 \mu \mathrm{~m}$ ) to avoid narrowing of the shaping window due to the focus size (see Section 3.1.2, Fig. 3.3). To reach this value, a cylindrical lens with a focal length of $f=250 \mathrm{~mm}$ is used, which results in a spot size $w_{0}<27 \mu \mathrm{~m}$ along the SLM pixels for an input radius of $w=2.57 \mathrm{~mm}$.

All other parameters of the $4 f$ setup depend on each other given that the spectral distribution is a function of the grating frequency $g$ and of the angles of incidence onto the grating of both beams $\Theta_{\mathrm{i}}^{1}, \Theta_{\mathrm{i}}^{2}$. The optimal set of parameters can be found by numeric calculations. Figure 4.1 shows the relevant parameters for these calculations. The two different angles of incidence $\Theta_{\mathrm{i}}^{1}$ and $\Theta_{\mathrm{i}}^{2}$ can be substituted by the parameters $\beta$ and $\delta_{\text {in }}$,

$$
\begin{align*}
& \Theta_{\mathrm{i}}^{1}=\beta-\delta_{\mathrm{in}} / 2,  \tag{4.1}\\
& \Theta_{\mathrm{i}}^{2}=\beta+\delta_{\mathrm{in}} / 2  \tag{4.2}\\
& \delta_{\mathrm{in}}=\Theta_{\mathrm{i}}^{2}-\Theta_{\mathrm{i}}^{1}, \tag{4.3}
\end{align*}
$$

where $\beta$ is the angle between the grating normal and the angle bisector of $\Theta_{i}^{1}$ and $\Theta_{\mathrm{i}}^{2}$. $\delta_{\text {in }}$ is the difference angle between $\Theta_{\mathrm{i}}^{2}$ and $\Theta_{\mathrm{i}}^{1}$, called separation angle. The angles are positive if they are directed counterclockwise with respect to the grating surface normal, otherwise negative (see inset of Fig. 4.1).

The two beams are dispersed by the grating. The angles of diffraction $\Theta_{d}^{1,2}$ are given by

$$
\begin{equation*}
\Theta_{\mathrm{d}}^{1,2}(\lambda)=\arcsin \left(g m \lambda+\sin \Theta_{\mathrm{i}}^{1,2}\right) \tag{4.4}
\end{equation*}
$$

These angles depend on the wavelength $\lambda$, the grating frequency $g$, the order of diffraction $m$, and the angle of incidence $\Theta_{\mathrm{i}}^{1,2}$. The edges of the frequency distribution $\left(\Theta_{\mathrm{d}, \text { min }}^{1,2}\right.$ and $\left.\Theta_{d, \max }^{1,2}\right)$ are given by the minimal and maximal used wavelength:

$$
\begin{array}{ll}
\Theta_{\mathrm{d}, \min }^{1}=\Theta_{\mathrm{d}}^{1}\left(\lambda_{\min }\right), & \Theta_{\mathrm{d}, \max }^{1}=\Theta_{\mathrm{d}}^{1}\left(\lambda_{\max }\right), \\
\Theta_{\mathrm{d}, \min }^{2}=\Theta_{\mathrm{d}}^{2}\left(\lambda_{\min }\right), & \Theta_{\mathrm{d}, \max }^{2}=\Theta_{\mathrm{d}}^{2}\left(\lambda_{\max }\right) \tag{4.6}
\end{array}
$$

The angle of aperture $\eta$ of the complete SLM pixel array is given by the width $w_{\text {SLM }}$ of the pixel array and the focal length of the cylindrical lens $f$ :

$$
\begin{equation*}
\eta=2 \arctan \left(\frac{w_{\mathrm{SLM}}}{2 f}\right) \tag{4.7}
\end{equation*}
$$

To avoid a spatial overlap of the spectral components of both beams there should be a distinct gap $w_{\text {gap }}$ between both spectral distributions. The angle of aperture $\xi$ of this gap is given by

$$
\begin{equation*}
\xi=2 \arctan \left(\frac{w_{\text {gap }}}{2 f}\right) \tag{4.8}
\end{equation*}
$$

The cylindrical lens and the center of the SLM should be placed in such a way that the angle of the optical axis of the $4 f$ setup $\Theta_{4 f}^{\text {o.a. }}$ with respect to the grating normal matches the angle bisector of the inner angles of diffraction $\Theta_{\mathrm{d}, \text { max }}^{1}$ and $\Theta_{\mathrm{d}, \text { min }}^{2}$ :

$$
\begin{equation*}
\Theta_{4 f}^{\text {o.a. }}=\frac{\Theta_{\mathrm{d}, \max }^{1}+\Theta_{\mathrm{d}, \min }^{2}}{2} \tag{4.9}
\end{equation*}
$$

The cylindrical lens collimates the dispersed beams and focuses the spectral components. Thus, the position for each spectral component at the SLM can be approximated by the position on the cylindrical lens and can be calculated based on the wavelengthdependent diffraction angle $\Theta_{\mathrm{d}}^{1,2}(\lambda)$ via

$$
\begin{equation*}
x_{\mathrm{SLM}}\left(\Theta_{\mathrm{d}}^{1,2}\right)=-f \tan \left(\Theta_{\mathrm{d}}^{1,2}-\Theta_{4 f}^{\text {o.a. }}\right) . \tag{4.10}
\end{equation*}
$$

The SLM is centered on the optical axis of the $4 f$ setup by default and $x=0 \mathrm{~mm}$ defines the middle of the SLM.

The goals of using the LC pixel array in its full width [Eq. (4.11a)] without spatial overlap [Eq. (4.11b)] and with a similar frequency distribution [Eq. (4.11c)] are described by the following system of equations:

$$
\begin{gather*}
\Theta_{\mathrm{d}, \max }^{2}-\Theta_{\mathrm{d}, \min }^{1}=\eta,  \tag{4.11a}\\
\Theta_{\mathrm{d}, \min }^{2}-\Theta_{\mathrm{d}, \max }^{1}=\xi,  \tag{4.11b}\\
x_{\mathrm{SLM}}\left(\Theta_{\mathrm{d}, \min }^{1}\right)=-x_{\mathrm{SLM}}\left(\Theta_{\mathrm{d}, \max }^{2}\right) . \tag{4.11c}
\end{gather*}
$$

It should be noted that Eq. (4.11c) has to be based on the frequency components at the edges of the SLM since the frequency components in the middle of the SLM are by definition symmetrical with respect to $x=0 \mathrm{~mm}$, as they are already used to define the optical axes of the $4 f$ setup [Eq. (4.9)] and thus the center of the SLM.

The setup is designed for a spectral range of $740-880 \mathrm{~nm}$. The value $w_{\text {SLM }}=64 \mathrm{~mm}$ is given by our LC SLM (Jenoptik SLM-S640d) and a gap of $w_{\text {gap }}=1 \mathrm{~mm}$ is desired. A focal length of $f=250 \mathrm{~mm}$ is chosen. The graphical solutions of Eq. (4.11a-c) for $\delta_{\mathrm{in}}=10.76^{\circ}$ are shown in Fig. 4.2(a). The three lines (black, dark gray, light gray) represent Eq. $(4.11 \mathrm{a}-\mathrm{c})$ and intersect exactly in one point, thus fulfilling all three goals. This results in the optimal set of parameters

$$
\begin{equation*}
\delta_{\text {in }}=10.76^{\circ}, \quad \beta=-46.57^{\circ}, \quad g=892.60 \mathrm{~mm}^{-1} . \tag{4.12}
\end{equation*}
$$

Since in practice these parameters cannot be achieved exactly with available optics, one has to make trade-offs. Experimentally, $\delta_{\text {in }}=10.26^{\circ}$ was realized (see Section 4.3) and


Figure 4.2 | Graphical solutions to Eq. (4.11a) (black solid line), Eq. (4.11b) (dark gray dashed line) and Eq. (4.11c) (light gray dash-dotted line) for different angles $\delta_{\text {in }}$. (a) In the case of $\delta_{\mathrm{in}}=10.76^{\circ}$, all three lines intersect at one point and all three equations are fulfilled for $\beta=-46.57^{\circ}$ and $g=892.60 \mathrm{~mm}^{-1}$. (b) For a slightly different value of $\delta_{\text {in }}=10.26^{\circ}$, only two of the three equations can be fulfilled simultaneously. The light gray and the black curves have no point of intersection in this special case. (c) For a larger value of $\delta_{\text {in }}=14.00^{\circ}$, the difference in $\beta$ and $g$ increase for the three different points of intersection. Figure modified from Ref. [1] © (2015) Optical Society of America.
$\beta$ and $g$ were recalculated according to this. In this case, only two of the three equations [Eq. (4.11a-c)] can be fulfilled simultaneously. Figure $4.2(\mathrm{~b})$ shows that for a separation angle of $\delta_{\text {in }}=10.26^{\circ}$ two points of intersection exist where two of the three curves intersect. At the intersection of the dark gray [Eq. (4.11b)] and the black [Eq. (4.11a)] curve, Eq. (4.11c) is not fulfilled and the two frequency distributions span a different amount of pixels (Tab. 4.1). This is not the case at the second point where the dark gray and the light gray curves intersect. However, for this combination of $\beta$ and $g$, the width of the SLM is not fully utilized (Tab. 4.1) and the shaping resolution is slightly reduced. It should be noted that for $\delta_{\text {in }}=10.26^{\circ}$ the deviation of the frequency distributions compared with the optimal distributions is small since the feasible separation angle nearly matches the optimal one. For a larger separation angle, e.g., of $\delta_{\text {in }}=14.00^{\circ}$ this would not be the case [Tab. 4.1 and Fig. 4.2(c)]. So, in general, either the gap size will differ from the target size and/or some pixels at the SLM edges will not be illuminated, if both frequency distributions should cover the same amount of pixels. The order of priority should be: i) similar frequency distribution, ii) sufficient gap size, iii) illumination of the pixel array in its full width.

Therefore, for $\delta_{\text {in }}=10.26^{\circ}$, the solution was chosen where Eq. (4.11b) and Eq. (4.11c) hold. The nearest commercially available grating frequency was $g=850 \mathrm{~mm}^{-1}$ and $\beta$ was chosen in such a way that Eq. (4.11c) holds. The resulting parameters for the presented setup are:

$$
\begin{equation*}
\delta_{\text {in }}=10.26^{\circ}, \quad \beta=-43.73^{\circ}, \quad g=850 \mathrm{~mm}^{-1} \tag{4.13}
\end{equation*}
$$

The resulting frequency distributions have the same width of 30 mm . The spatial gap between them is 2.6 mm and only 0.7 mm at each SLM edge cannot be illuminated. This is only a small deviation from the optimal frequency distribution.

Table 4.1 | Solutions to the equation system of Eq. (4.11) for different separation angles $\delta_{\text {in }}$. For $\delta_{\text {in }}=10.76^{\circ}$, all three equation can be fulfilled [Fig. 4.2(a)]. This is not the case for $\delta_{\text {in }}=10.26^{\circ}$ [Fig. 4.2(b)] and $\delta_{\text {in }}=14.00^{\circ}$ [Fig. 4.2(c)]. For these values only two of three equations hold.

| Separation angle $\boldsymbol{\delta}_{\text {in }}$ | $\mathbf{1 0 . 7 6}^{\circ}$ | $\mathbf{1 0 . 2 6}^{\circ}$ |  |
| :--- | :---: | :---: | :---: |
| Fulfilled equations | $(4.11 \mathrm{a}, \mathrm{b}, \mathrm{c})$ | $(4.11 \mathrm{a}, \mathrm{b})$ | $(4.11 \mathrm{~b}, \mathrm{c})$ |
| Angle $\beta\left[^{\circ}\right]$ | -46.6 | -43.9 | -45.2 |
| Grating frequency $g\left[\mathrm{~mm}^{-1}\right]$ | 892.6 | 892.1 | 872.2 |
| Range of $x_{\text {SLM }}^{1}[\mathrm{~mm}]$ | 0.5 to 32 | 0.5 to 31.9 | 0.5 to 31.3 |
| Range of $x_{\text {SLM }}^{2}[\mathrm{~mm}]$ | -32 to -0.5 | -32.1 to -0.5 | -31.3 to -0.5 |
| Separation angle $\boldsymbol{\delta}_{\text {in }}$ | $\mathbf{1 4 . 0 0 ^ { \circ }}$ |  |  |
| Fulfilled equations | $(4.11 \mathrm{a}, \mathrm{b})$ | $(4.11 \mathrm{a}, \mathrm{c})$ | $(4.11 \mathrm{~b}, \mathrm{c})$ |
| Angle $\beta\left[^{\circ}\right]$ | -58.4 | -66.7 | -54.1 |
| Grating frequency $g\left[\mathrm{~mm}^{-1}\right]$ | 885.1 | 1125.6 | 992.5 |
| Range of $x_{\text {SLM }}^{1}[\mathrm{~mm}]$ | 0.5 to 32.3 | 7.7 to 32 | 0.5 to 35.6 |
| Range of $x_{\text {SLM }}^{2}[\mathrm{~mm}]$ | -31.7 to -0.5 | -32 to -7.7 | -35.6 to -0.5 |

### 4.2 Polarization splitting and recombination

To achieve a beam separation angle of $\delta_{\text {in }} \approx 10^{\circ}$, one option would be to use a Wollaston prism [261] as in previous designs [135, 254]. However, a detailed look at the Wollaston prism revealed some undesired side effects for the use in the presented setup. Hence, a thin film polarizer (TFP) instead of a Wollaston prism is utilized for the generation and recombination of the two orthogonally polarized beams. Both optical elements are discussed in the following.

### 4.2.1 Wollaston prism

Figure 4.3(a) shows a schematic of the polarization separation by a Wollaston prism. The Wollaston prism consists of two orthogonal prisms with perpendicular optical axes. The polarization of a laser beam which is perpendicular to the optical axis is influenced by the ordinary refractive index $n_{\mathrm{o}}$ and the parallel polarization component by the extraordinary refractive index $n_{\mathrm{e}}$. Due to the change in the optical axis at the intersection of the two prisms, the beam will be split up into its parallel (p) and perpendicular (s) polarization component: The p component is influenced by $n_{\mathrm{o}}$ in the first half of the Wollaston prism and by $n_{\mathrm{e}}$ in the second half and vice versa for the s component. Wollaston prims feature a high extinction ratio of $>10^{6}: 1$ and it is a practical advantage that the separation angle $\delta_{\text {sep }}(\lambda)$ depends only on the angle $\alpha$ between both prisms for a given material with birefringence $\Delta n(\lambda)=n_{\mathrm{e}}(\lambda)-n_{\mathrm{o}}(\lambda)$

$$
\begin{equation*}
\delta_{\mathrm{sep}}(\lambda) \approx 2 \Delta n(\lambda) \cot \alpha \tag{4.14}
\end{equation*}
$$

To achieve a beam separation of $\delta_{\text {sep }} \approx 10^{\circ}$, the use of a calcite Wollaston prism was considered. However, the high birefringence of $\Delta n \approx 0.166$ and dispersion of calcite has some disadvantages when used in the presented setup as described in the following.

The first disadvantage of Wollaston prisms is that the separation is not symmetric for both beams. The exit angle for the s polarization is about $3 \%$ larger than the angle for the p polarization. This can be compensated by the alignment of the subsequent optics. However, the wavelength dependency of the refraction at the intersection of both calcite prisms and at the exit plane will lead to an angular dispersion of the exit beams and thus to a pulse front tilt [262]. The difference in the exit angle for the lowest and the highest wavelength is about $1.5 \%$ for $740-880 \mathrm{~nm}$ and slightly different for both beams. This effect would have to be taken into account for the numerical calculations of the $4 f$ setup (Section 4.1) by using wavelength-dependent angles of incidence in Eq. (4.1)-(4.4). However, since the beams emitted from the Wollaston prism will be mapped with a telescope onto the grating lateral chromatism will occur as well.

Another undesired effect is that the distance the beam travels as ordinary or extraordinary beam depends on the beam position in the Wollaston prism. Therefore, there will be an additional inherent varying dispersion along one dimension of the beam profile. The mean value of this dispersion can be compensated with the pulse shaper but not the spatial variation of the dispersion. For instance, the remaining group-delay dispersion across a beam radius of $w=2.57 \mathrm{~mm}^{1}$ is on the order of $\pm 110 \mathrm{fs}^{2}$ and the remaining third-order dispersion about $\pm 100 \mathrm{fs}^{3}$ if the dispersion for the beam center is compensated with the pulse shaper. The mean value of the introduced dispersion depends on the length of the Wollaston prism, but the difference across the beam profile is actually independent of the Wollaston prism size and depends only on the beam radius, the angle $\alpha$ between the two halves of the Wollaston prism, and its material.

These effects are only discussed for a single pass of the Wollaston prism to create two perpendicularly polarized beams. However, the back-going beams of the vector-field shaper will pass the Wollaston prism a second time to be recombined to a single beam. To what extent these effects are compensated or aggravated for the outgoing shaped beam cannot easily be deduced as this would require a complex ray-tracing simulation of all (non-ideal) optical elements for Gaussian beams. Due to the divergence of the Gaussian beams, the optical aberration of the lenses in the setup, and the fact that the separation of the incoming and outgoing beam requires a tilting of the outgoing beam in the beam height, a complete compensation of these negative side effects of the Wollaston prism is not expected. To reduce these undesired effects of the Wollaston prism, a quasiachromatic material is desired. $\mathrm{MgF}_{2}$ is, for example, such a quasi-achromatic material but its small birefringence $(\Delta n \approx 0.011)$ [263] results in a much lower separation angle and is therefore not suited for the presented setup. Another approach to diminish these chromatic effects is to combine two Wollaston prisms with positive and negative birefringence [264]. The suitability of such a Wollaston prism pair for a pulse shaper was, however, not further investigated as ray-tracing simulations showed a significant deformation of the outgoing beam profile due to the required tilting of the back-going beams if a Wollaston prism is used (see Section 4.3).
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| $90.7 \%+0.006 \% ~ s$ |  | 98 |



Figure 4.3 | Principle of the Wollaston prism and the thin-film polarizer (TFP) for polarization separation and recombination. (a) The Wollaston prism consists of two birefringent prisms with perpendicular optical axes. The separation of the incoming pulse (red) into a p- and s-polarized pulse (orange/blue) is based on refraction and offers a very high extinction ratio. (b) A TFP is a thin glass substrate (gray) with special coating (green) on both sides. The p-polarized component of the incoming beam (red) is transmitted (orange) and the s polarization is reflected (blue) with the given efficiencies. Multiple reflections inside the TFP lead to minor satellite pulses which are delayed by about 3.6 ps . ( $\mathrm{c}, \mathrm{d}$ ) The back-going beams are recombined (red dotted beams) by passing the TFP a second time. The polarization states of the back-going beams determine the intensity which is emitted on both sides of the TFP. If the polarization of both beams is not changed by the SLM in the pulse shaper, the maximum intensity will be emitted on the side of the incident beam (side A) and the minimal intensity on the other side (side B) [(c)]. If the polarizations are rotated by $90^{\circ}$, this behavior is switched $[(d)]$. Due to this effect, amplitude shaping is realized for each beam. Either the beam emitted at side A or B can be used as shaped beam. The double-pass extinction ratio at side A is $43521: 1$ for beam 1 and $5605: 1$ for beam $2[(\mathrm{c})]$ and 15619:1 for both beams at side B [(d)]. Figure modified from Ref. [1] © (2015) Optical Society of America.

### 4.2.2 Thin-film polarizer

Due to disadvantages of a Wollaston prism for the presented setup, a thin-film polarizer (TFP) is used for beam separation and recombination in this work. The separation angle of a TFP depends only on the angle of incidence $\alpha_{\mathrm{in}}$. Standard small-band TFPs can be used with $\alpha_{\text {in }}>40^{\circ}$ and offer an extinction ratio of about 200:1. For broadband
applications higher angles of incidence are needed, resulting in lower extinction ratios. The performance of such a TFP strongly depends on the used coating. The tailor-made TFP (Laseroptik GmbH ) employed here is specified for an angle of incidence of $77^{\circ}$ which results in a beam separation angle of $\delta=26^{\circ}$ [Fig. 4.3(b)], which will be demagnified to $\delta_{\text {in }}=10.26^{\circ}$ by a telescope (see Section 4.3). The glass substrate (wedge angle $<0.2^{\prime \prime}$ ) is coated on both sides to provide an extinction ratio of 210/75:1 (p/s) for a single pass. As shown in Fig. 4.3(b), the transmitted beam (beam 1, orange) behind the TFP is mainly p , the reflected one (beam 2, blue) primarily s polarized. One drawback of a TFP is that internal reflections inside the TFP results in the appearance of multiple transmitted and reflected beams behind the TFP. The intensity of the second transmitted beam is about $0.00 / 0.42 \%$ of the incoming $\mathrm{p} / \mathrm{s}$ component and for the second reflected pulse about $0.28 / 0.42 \%$. The consecutive post pulses are mainly s polarized with decreasing intensity. These multiple pulses overlap partially in space due to the finite beam size, but they are separated in time. The delay between consecutive pulses depends on the TFP thickness (in our case 0.5 mm ) and is calculated to be about 3.6 ps . The small amplitude and the relative large temporal separation of these satellite pulses, therefore, do not hinder an application of the TFP in the pulse shaper setup. The values for the pulse intensities are gained by numerical calculations. For these calculations, polarizationdependent measurements by the manufacturer of the total transmission with coating at one and both sides were taken into account. Under the assumption that up to six consecutive pulses contribute to the total measured intensity, the transmission coefficients for the transition air-coating-substrate and substrate-coating-air for both polarizations were calculated for the center wavelength of 810 nm . Since the beam separation is not based on refraction, no angular dispersion occurs when using a TFP. The only chromatic effect is a slight parallel displacement of different wavelengths. However, this chromatic displacement is in the order of $0.3 \mu \mathrm{~m}$ for $740-880 \mathrm{~nm}$ and is therefore negligible.

Following the pulse-shaping procedure via the SLM in the $4 f$ setup, the same TFP generates two outgoing beams which can be used as shaped beam. Either the beam is used which is emitted on the same side as the incident one [side A, Fig. 4.3(c,d)] or the emitted beam on the opposite side is used [side B, Fig. 4.3(c,d)]. The first option (using the outgoing beam from side A) has the advantage that the beam path inside the TFP is inverted, which therefore generates a perfect spatial overlap of both beams if the influence of the optics between the incoming and outgoing beams is neglected. By passing the TFP twice, the transmitted beam is slightly more dispersed compared to the reflected beam. This must be compensated with the pulse shaper. The maximum intensity at side A is emitted if the polarization of both beams is not changed [Fig. 4.3(c)]. The differing efficiencies [Fig. 4.3(c)] for both beams can also be compensated by the pulse shaper or by adjusting the intensity of the polarization components of the incoming beam. Due to the imperfect extinction, it must be considered that the $\mathrm{p} / \mathrm{s}$ component of the exit beam is not only given by the transmitted/reflected beam but is additionally partly influenced by the respective other beam. This cross talk is, however, only $0.016 \%$ (p) and $0.0026 \%(\mathrm{~s})$ and can thus be neglected. The double-pass extinction ratio is 43521:1 for the transmitted beam (orange) and 5605:1 for the reflected beam (blue). Shaping the amplitude of each spectral component is done by changing their polarization state with the SLM. The minimum exit intensity at side A is reached when each polarization
is rotated by $90^{\circ}$, respectively [Fig. 4.3(d)]. The expected minimal outgoing intensity for perfect shaping is about $1.59 \%$ for both beams as shown in Fig. 4.3(d). However, this polarization rotation is not possible in the pixel gaps of the SLM. These gaps cover $3 \%$ of the SLM array width and therefore the expected minimum intensity for zero transmission would be in practice at least $4.5 \%$. It should be noted that in this configuration the shaped pulse has to be tilted in height to separate it from the incoming pulse.

In the second variant, the beam is used which exits the TFP at the opposite side as the incoming beam [side B, Fig. 4.3(c,d)]. In this case, the polarization of each arm has to be rotated by $90^{\circ}$ to get the maximum output intensity [Fig. 4.3(d)]. The benefit of this configuration is that not only the efficiencies for beam 1 and beam 2 are automatically equalized but also their extinction ratio. In addition, the dispersion introduced by the TFP is the same for both beams. The transmission for both beams is $90.7 \%$ with a negligible cross talk of $0.0064 \%$ and an extinction ratio of 15619:1. The minimum output intensity is $\approx 2.42 \%(\mathrm{p})$ and $\approx 0.86 \%(\mathrm{~s})$ [Fig. 4.3(c)] and is not increased by the intensity passing the pixel gaps. Another advantage is that no tilt in the beam height is necessary to separate the outgoing from the incoming beam. This has positive effects on the beam profile of the outgoing beam (see Section 4.3). The downside of this option is that the beam paths are not inverted: the initially transmitted/reflected beam is reflected/transmitted on the second pass. This results in a minor lateral offset between both exit polarizations. This displacement depends on the angle of incidence and the thickness of the TFP and is in our case 0.20 mm . For the presented design, this last configuration is used, which is equivalent to the use of perpendicular entrance and exit polarizers in a non-folded amplitude pulse shaper and thus called crossed-polarizer arrangement.

### 4.3 Telescope ray tracing

The telescope connects the TFP and the $4 f$ setup to a common-path setup as it directs the two orthogonally polarized beams under two different angles of incidence onto the grating using the same optics. Its second function is the demagnification of the separation angle between the two beams. As a side effect, the beam radius is magnified by the telescope. Due to the non-normal incidence of the beams onto the lenses and due to the lens thickness, ray tracing has to be utilized to determine the optimal lens combination to achieve a separation angle in the order of $\delta_{\text {in }}=10.76^{\circ}$ behind the telescope. As a constraint, the maximum usable focal lengths are limited by the space available on the breadboard.

The results of the ray-tracing simulation of the final telescope are shown in Fig. 4.4(a). The simulation was done with Optica 3 for Mathematica [265]. The best suited, commercially available focal lengths are $f_{1}=51.6 \mathrm{~mm}$ and $f_{2}=125 \mathrm{~mm}$. Due to the large separation of the two beams in the $x$ direction inside the telescope and due to the size of their beam profiles, lenses with a diameter of $1.5^{\prime \prime}$ and $2.0^{\prime \prime}$ are used. Some simplifications were made for the simulations. First, only a monochromatic light source and second, geometrical rays instead of Gaussian beams were used. Additionally, the thickness of the TFP was neglected. For the alignment of the telescope in the simulation a


Figure 4.4 | Ray tracing of the telescope between the TFP and the grating. (a) Optical system shown from the top (upper panel) and from the side (lower panel). The distances and sizes are true to scale. The thickness of the TFP is magnified by a factor of four for better visibility. The simulation is based on ray optics and not on Gaussian optics. The wavelength of the ray matches the center wavelength of the used laser ( 800 nm ). (b) Ray profile in front of the TFP. To examine the effect of the telescope on the beam profile, multiple parallel rays were used to simulated the beam profile. The ray profile radius is 1 mm . (c) Ray profile behind lens 2 for different propagation lengths. The profile is collimated in the $y$ direction, but asymmetrically focused in the $x$ direction due to comatic aberration of the telescope. The ray profiles are visualized in a plane perpendicular to the propagation direction.
ray with 800 nm was considered. The distance between the first lens ( $f_{1}=51.6 \mathrm{~mm}$ ) and the TFP was chosen so that the two beams propagate parallel to each other between lens 1 and lens 2 . The second lens $\left(f_{2}=125 \mathrm{~mm}\right)$ was positioned in such a way that the beam profile behind the telescope is collimated in the $y$ direction. A simultaneous collimation in the $x$ and in the $y$ direction is not possible (see discussion below). The collimation in the $y$ direction is favored because the divergence in $x$ will be influenced by the cylindrical lens of the $4 f$ setup. The grating position is given by the point of
intersection of both beams behind the second lens. The distances differ slightly from the expected lengths, given by the focal lengths, due to the non-normal incidence and the thickness of the lenses. The simulations show that a very precise positioning of the lenses is required to achieve a collimation in the $y$ (or $x$ ) direction. The separation angle behind the telescope is $\delta_{\text {out }}=10.26^{\circ}$, based on the ray-tracing simulations. The demagnification factor for the separation angle is 0.395 . It can also be estimated by the ratio of the focal lengths. The estimated factor is 0.413 , resulting in an expected separation angle of $\delta_{\text {out }}=10.73^{\circ}$, which is close to the optimal value [see Eq. (4.12)]. This is only a small discrepancy in the order of $4 \%$ between the estimated and the ray-traced result, but the numerical calculations in Section 4.1 show that this difference already affects the expected frequency distribution at the SLM and influences which parameters for the setup should be chosen.

The ray-tracing simulations were also used to investigate the influence of the telescope on the beam profile [Fig. $4.4(\mathrm{~b}, \mathrm{c})$ ]. Multiple parallel rays were used to approximate a collimated Gaussian beam profile. This simulated beam profile will, thus, be called "ray profile" in the following. A ray profile with a radius of 1.0 mm was defined as light source [Fig. 4.4(b)], matching the Gaussian beam radius used in the experiment. The simulated ray profile $0 \mathrm{~m}, 1 \mathrm{~m}$, and 2 m behind the second lens is shown in Fig. 4.4(c). The magnification of the ray profile is clearly visible. The beam radius is 2.50 mm in the $y$ direction behind the telescope. This matches nearly the magnification factor of 2.53 which can be calculated based on the demagnification factor for the separation angle. Since the beam waist radius inside the $4 f$ setup should be smaller than $w_{\text {out }}=2.57 \mathrm{~mm}$ (see Section 4.1), the beam waist radius in front of the telescope must be smaller than $w_{\text {in }}=1.03 \mathrm{~mm}$. The beam size in $y$ is, as supposed by the alignment used in the simulation, constant over the simulated propagation length and therefore collimated. However, due to the non-normal incidence on the first lens, causing comatic aberration, the ray profile is focused in the $x$ direction. Furthermore, a slight asymmetry of the ray profile in $x$ direction is visible arising from the spherical aberration of the lenses. The "focus spot" occurs $\approx 3 \mathrm{~m}$ behind the second lens. The beam is stronger focused in the $x$ direction if short focal lengths are used. It was further investigated whether combinations of bi-convex and/or plano-convex lenses reduce the optical aberrations due to the non-normal incidence. This was, however, not the case and the telescope's performance is best using two bi-convex lenses. Best form lenses could be utilized to reduce the effect of comatic aberration, but such lenses were not available with the required focal lengths and diameters.

To approximate the effects on the beam profile behind the entire vector-field shaper, a simplified setup was ray traced. This simplified setup, composed of the TFP, the telescope, and a $4 f$ setup without grating is shown in Fig. 4.5(a). The grating was neglected as only monochromatic rays were considered and in order to simplify the alignment of the cylindrical lens and the folding mirror in the simulation as in this case the optical axis of the simplified $4 f$ setup matches the optical axis of the telescope. The cylindrical lens was placed in such a way that the two rays propagate parallel to each other behind the cylindrical lens and the folding mirror was placed in the focus spot of the ray profile. If the incoming and back-going beams propagate in the same plane parallel to the table [Fig. $4.5(\mathrm{c})$ ], the ray profiles of the exit beams nearly match the defined


Figure $4.5 \mid$ Ray tracing of the simplified pulse shaper. (a) Schematic of the optical system (top view). Behind the TFP and the telescope, a simplified $4 f$ setup is placed. The grating is neglected since only a single wavelength is simulated. Both back-going beams (dashed) are emitted on the opposite side from the incoming beam and overlap spatially. (b) Defined incoming ray profile composed of parallel rays. (c) Side view of the optical system and (d) corresponding ray profiles of the exit beams $0,1,2$, and 3 m behind the TFP. (e) Same as (c) but with a tilted folding mirror and (f) the corresponding ray profiles. The ray profiles are visualized in a plane perpendicular to the propagation direction. When the incoming and back-going beams propagate parallel to the table, the ray profile is nearly collimated in the $x$ and $y$ direction $[(\mathrm{c}-\mathrm{d})]$. Tilting the folding mirror along its $x$ axis allows a separation of the incoming and outgoing beam in height, but causes deformation of the ray profile, which is no longer collimated [(e-f)].
incoming ray profile depicted in Fig. 4.5(b). The size of the ray profile observed $0 \mathrm{~m}, 1 \mathrm{~m}$, 2 m , and 3 m behind the TFP is nearly constant over the propagation length [Fig. 4.5(d)]. Only a slight focusing in the $x$ direction is visible. This may be a result of the manual alignment of the optics in the simulation as an automatic optimization of their position
was not possible. Apart from that, a minor radial deformation at the edges of the ray profile is observed for longer propagation lengths as the distance between the single points in the $x-y$ plane is reduced. Both back-going beams (dashed in Fig. 4.5) are emitted on the same side of the TFP. Since the thickness of the TFP is neglected, both beams overlap perfectly and no displacement between the two outgoing ray profiles is shown in Fig. $4.5(\mathrm{~d})$. The high quality of the outgoing ray profile compared with ray profile behind the telescope [Fig. 4.4(c)] is a result of the inversion of the ray paths by placing the folding mirror exactly in the focus spot. In this case, optical aberrations of the telescope are compensated.

In Fig. 4.5(e,f), the effect of tilting the folding mirror on the ray profile is presented. Such an alignment would be required if a Wollaston prism is used instead of a TFP or if the TFP should not be used in the crossed-polarizer arrangement so that the incoming and back-going beams must be spatially separated in height. The simulated ray profile behind the TFP shows a distinct asymmetric deformation. It is neither collimated in the $x$ nor in the $y$ direction. This emphasizes the advantage of the TFP in the crossedpolarizer configuration as no separation of the beam in height is required. Instead of tilting the folding mirror the incoming beam could be tilted to achieve a beam separation of the incoming and outgoing beam as well. This option requires an adjustment of the distances of the optical elements and was simulated for a telescope with shorter focal lengths, not presented in this thesis. The resulting ray profiles are more symmetrically deformed compared to the ray profiles in Fig. 4.5(d), but also not collimated in the $x$ and $y$ direction. Hence, this variant should also be avoided by employing a TFP in the crossed-polarizer arrangement, but is preferred if a beam separation in height is required. Rotating the cylindrical lens by $180^{\circ}$ has for all variants a negative impact on the resulting ray profiles, even if its position is again optimized. Therefore, it must be used in the orientation depicted in Fig. 4.5(a).

To investigate the chromatic aberrations of the simplified system, the ray profile was also simulated for different wavelengths without realigning the setup. The ray-traced system is equivalent to the schematics shown in Fig. 4.5(a,c). The incoming and outgoing beams propagate both in the same plane parallel to the table. The ray profiles for six different wavelengths in the range of $760-860 \mathrm{~nm}$ and for four different propagation lengths ( $0 \mathrm{~m}, 1 \mathrm{~m}, 2 \mathrm{~m}, 3 \mathrm{~m}$ ) behind the TFP are shown in Fig. 4.6. The spherical aberration of the cylindrical lens is not taken into account, since, without the grating, the wavelength dependency of the angle of incidence and the variation in the point of impact onto the cylindrical lens are not considered. The first result from this simulation is that the ray profile is collimated only for 800 nm [Fig. 4.6(c)], as this wavelength was used to align the setup. For wavelengths below 800 nm [Fig. 4.6(a,b)], the ray profile is focused with increasing propagation distance because of chromatic aberration of the system. The divergence is larger in the $x$ than in the $y$ direction due to comatic aberration of the telescope. This is also the case for wavelengths above 800 nm [Fig. 4.6(e,f)] but the ray profile is defocused instead of focused. The second effect which can be observed is a small angular chirp in the $x$ direction as the center of the ray profiles moves away from $x=0 \mathrm{~mm}$ for increasing propagation length. This effect is, however, much smaller than the defocusing/focusing of the ray profile. Both effects increase for a larger difference between the simulated wavelength and the alignment wavelength of 800 nm .


Figure 4.6 | Ray profiles behind the simplified setup for various wavelengths and propagation lengths. The ray profile is collimated for $800 \mathrm{~nm}[(\mathrm{c})]$. It is focused for $\lambda<800 \mathrm{~nm}[(\mathrm{a}, \mathrm{b})]$ and defocused for $\lambda>800 \mathrm{~nm}[(\mathrm{~d}-\mathrm{f})]$. A slight wavelength-dependent difference between $x=0 \mathrm{~mm}$ and the center of the ray profiles is observed due to angular chirp.


Figure 4.7 | Wavelength-dependent ray-tracing simulations of the simplified setup and the single cylindrical lens. (a,b) Schematic of the wavelength-dependent pathways inside the simplified setup and behind the single cylindrical lens [(a)/(b)] for 760 nm (light gray), 800 nm (medium gray), and 840 nm (dark gray). The position of the focus spot is marked for each beam by a dot at the end of the ray. (c) Incident ray profiles on the cylindrical lens for 760 nm (left) and 840 nm (right) behind the second lens of the telescope for two different propagation lengths. Due to the comatic and chromatic aberration of the telescope, the ray profile has a wavelength-dependent divergence in the $x$ and $y$ direction. The divergence in the $x$ direction is much larger than in the $y$ direction. (d) Ray profile of the light source used for raytracing simulations of the single cylindrical lens independent of all other optics. The ray profile consists of parallel rays and is therefore independent of the wavelength and the propagation distance. The ray profiles are observed perpendicular to the propagation direction $[(\mathrm{c}, \mathrm{d})]$.

A schematic of the ray pathways for 760 nm (light gray), 800 nm (medium gray), and 840 nm (dark gray) inside the simplified setup is depicted in Fig. 4.7(a). Due to chromatic aberration, rays with different wavelengths do not propagate parallel to each other inside the telescope and the $z$ position of the point of intersection behind the telescope is wavelength dependent. The difference between the point of intersection for 840 nm and 760 nm is 1.29 mm . The separation angle is indeed nearly wavelength independent. The simulation shows only a difference smaller than $6.5 \times 10^{-3} \%$ compared to the separation angle for 800 nm . The point of impact in the $x$ direction on the cylindrical lens is also slightly wavelength dependent, but the displacement for 760 and 840 nm is only in the order of $\pm 0.06 \mathrm{~mm}$ compared to the point of impact of the 800 nm ray. Due to the wavelength dependence of the point of intersection behind the telescope and the optical aberrations of the cylindrical lens, the rays for 760 nm and 840 nm do not propagate parallel to the $z$ axis. The angle between the propagation direction of these rays and the $z$ axis is $|0.023|^{\circ} /|0.021|^{\circ}$ for $760 / 840 \mathrm{~nm}$. These angles cause the angular chirp observed for the simulated outgoing ray profiles in Fig. 4.6. The wavelength-dependent focusing/defocusing of the ray profiles is caused by the fact that the $z$ position of the focus spot behind the cylindrical lens, indicated by the dots at the end of the rays in Fig. 4.7(a,b), is also wavelength dependent. The distance of the focus spots for 840 and 760 nm in the $z$ direction is 2.70 mm . For this reason, the folding mirror is located at the focus position solely for one single wavelength component for which therefore the ray paths are exactly inverted for the back-going beams, canceling out the comatic aberration of the telescope [Fig. 4.6(c)]. The $z$ position of the cylindrical lens has only a minor influence of the difference in the focus spot position. This effect is therefore not caused by the wavelength dependency of the point of intersection. To determine to what extent the difference in the focus spot position arises from the chromatic aberration of the cylindrical lens, the single cylindrical lens was ray traced independently from all other optics [Fig. 4.7(b)]. The angle of incidence onto the cylindrical lens matches the one from the simulation of the simplified setup for the alignment wavelength of 800 nm . The incoming ray profile was, analogously to the previous simulations, defined by parallel rays, but with a radius of 2.50 mm to account for the magnification of the telescope. The simulation shows in principle the same chromatic effects, but with a much lower magnitude. The difference in the $z$ position of the focus spot is only 0.75 mm , and the angle between the rays and the $z$ axis is only $\left|8.3 \times 10^{-3}\right|^{\circ} /\left|7.5 \times 10^{-3}\right|^{\circ}$ for 760 and 840 nm .

This confirms that the angular chirp is mainly a result of chromatic aberration of the telescope resulting in different points of intersection. The reason for the large distance between the focus spots in the $z$ direction, observed in the simplified setup, is the divergence, or more precisely, the difference in divergence of the ray profiles in the $x$ direction behind the telescope. Figure 4.7 (c) shows the ray profiles for 760 and 840 nm behind the telescope - not the outgoing beams behind the simplified setup as Fig. 4.6 which will incide on the cylindrical lens. The wavelength-dependent divergence is barely visible at the position of the cylindrical lens, but more pronounced 3 m behind the second lens of the telescope. By contrast, the incoming ray profile used for the simulation of the single cylindrical lens does not show any divergence and therefore has a constant shape independent of the propagation length or wavelength [Fig. 4.7(d)].

These analyses provide only qualitative and no quantitative results for the actual beam used in the laboratory, since no Gaussian beams were simulated. The two-dimensional profile of the beam in the laboratory could not be fully characterized. However, the principle findings match the observations in the experiment, especially the negative influence on the beam profile when the folding mirror is tilted. The laser used for building the setup and for the experiments presented in this thesis had only a spectral width of 780-816 nm for $I(\omega) / I_{\max }(\omega)>1.0 \%$ (see Section 6.1). For this wavelength range only a minor deformation of the beam profile is observed - not substantially impeding the application of the presented VFS in an experiment.

### 4.4 Complete vector-field shaper setup

The complete setup of the vector-field pulse shaper is depicted in Fig. 4.8. The incoming beam (solid gray line) is collimated in a $1: 1$ telescope. A reference (transparent line) is separated with a pair of glass wedges (GW1). In comparison to a standard beam splitter, this has the advantage that multiple reflections are emitted under different angles and can thus be separated. To transfer the incoming p-polarized pulse to a pulse with equal intensity of the p and s component, a combination of a $\lambda / 2$ plate and a $45^{\circ}$ periscope is used. The $\lambda / 2$ plate can also be used to compensate for different efficiencies between the two arms of the setup. The rotated beam is split up by the TFP (see Section 4.2.2), at which the p polarization is transmitted (beam 1, dark gray) and the s polarization is reflected (beam 2, light gray). Both beams pass the magnifying telescope (see Section 4.3) and are directed onto a volume phase holographic grating (Wasatch Photonics) optimized for the two different angles of incidence. The $4 f$ setup is composed of the volume phase holographic grating, a cylindrical lens, a 2-layer SLM with 640 pixels (Jenoptik $S L M-S 640 d$ ) and the folding mirror. The specifications and calculated parameters for the setup are listed in Tab. 4.2.

The shaped pulse (gray dotted line) is extracted in the crossed-polarizer arrangement at the TFP, so that for maximum transmission the polarization of each arm has to be rotated at the SLM. The transfer function of the VFS is given by the superposition of the output field of beam $1\left[\vec{E}_{\text {out }}^{1}(\omega)\right]$ and beam $2\left[\vec{E}_{\text {out }}^{2}(\omega)\right]$

$$
\begin{align*}
\vec{E}_{\text {out }}(\omega) & =\vec{E}_{\text {out }}^{1}(\omega)+\vec{E}_{\text {out }}^{2}(\omega) \\
& =\left(\begin{array}{ll}
0 & 0 \\
0 & 1
\end{array}\right) \boldsymbol{M}_{\mathrm{PS}}^{\text {folded } 21 .}\left(\Delta \varphi_{1}^{1}, \Delta \varphi_{2}^{1}\right)\left(\begin{array}{ll}
1 & 0 \\
0 & 0
\end{array}\right)\binom{E_{1}^{\text {in }}(\omega)}{E_{2}^{\text {in }}(\omega)} \\
& +\left(\begin{array}{ll}
1 & 0 \\
0 & 0
\end{array}\right) \boldsymbol{M}_{\mathrm{PS}}^{\text {folded } 21 .}\left(\Delta \varphi_{1}^{2}, \Delta \varphi_{2}^{2}\right)\left(\begin{array}{ll}
0 & 0 \\
0 & 1
\end{array}\right)\binom{E_{1}^{\mathrm{in}}(\omega)}{E_{2}^{\text {in }}(\omega)} \\
& =\mathrm{e}^{\mathrm{i} \frac{\pi}{2}}\binom{-E_{2}^{\text {in }}(\omega) \mathrm{e}^{-\mathrm{i}\left(\Delta \varphi_{1}^{2}+\Delta \varphi_{2}^{2}\right)} \sin \left(\Delta \varphi_{1}^{2}-\Delta \varphi_{2}^{2}\right)}{E_{1}^{\mathrm{in}}(\omega) \mathrm{e}^{-\mathrm{i}\left(\Delta \varphi_{1}^{1}+\Delta \varphi_{2}^{1}\right)} \sin \left(\Delta \varphi_{1}^{1}-\Delta \varphi_{2}^{1}\right)}, \tag{4.15}
\end{align*}
$$

where $\boldsymbol{M}_{\mathrm{PS}}^{\text {folded 21. }}$ is given by Eq. (3.19). Due to the high extinction ratio of the TFP, the TFP is assumed to be ideal in Eq. (4.15) for the sake of simplicity. $\Delta \varphi_{1 / 2}^{1}$ are the


Figure 4.8 | Schematic vector-field shaper setup. The key elements to achieve vectorfield control of the incoming pulse (solid gray line) are a thin-film polarizer (TFP) to generate two perpendicularly polarized pulses and the subsequent telescope to direct them onto the grating of a $4 f$ setup in a common-path configuration. The transmitted (beam 1, dark gray) and reflected (beam 2, light gray) beams are shaped individually in amplitude and phase and recombined by the TFP to a single beam (gray dotted line). The reference beam line (transparent) is used for pulse characterization via dual-channel Fourier-transform spectral interferometry (FTSI). The reference is created by a pair of glass wedges (GW1) and recombined with the shaped pulse by a second pair (GW2). The time delay $\tau$ between the reference and the shaped pulse can be adjusted with a mechanical delay stage. See text for a detailed description. Figure modified from Ref. [1] (C) (2015) Optical Society of America.
phase retardations at layer 1 and 2 applied to beam 1 and $\Delta \varphi_{1 / 2}^{2}$ the phase retardations applied to beam 2. It can be seen from Eq. (4.15) that the p component of the shaped pulse is given by beam 2 and the s component by beam 1. In the following chapters, beam 1 will be referred as "transmitted beam" and beam 2 as "reflected beam" for easier identification. The nomenclature results from the beam splitting at the TFP for the incoming beam.
The crossed-polarizer arrangement improves the performance of the TFP and has the additional advantage that also the polarization-dependent efficiencies of the grating and cylindrical lens are automatically compensated. The incoming and outgoing beam can also propagate at the same height parallel to the table. This leads to a considerable improvement on the beam profile compared to a tilting of the outgoing beam. By exactly inverting the beam paths, optical aberrations introduced by the telescope due to the small focal lengths and the non-normal incidence can be almost fully compensated.

The shaped pulse and the reference are recombined using a second pair of glass wedges (GW2). The reference is used to characterize the shaped pulse via dual-channel

Design of the vector-field shaper

Table 4.2 | Specified and calculated parameters of the setup.

| Parameter | Value | Parameter | Value |
| :---: | :---: | :---: | :---: |
| Wavelength range | $740-880 \mathrm{~nm}$ | Tele. beam sep. $\delta_{\text {out }}$ | $10.26^{\circ}$ |
| Breadboard base area | $1200 \times 600 \mathrm{~mm}$ | Grating frequency $g$ | $850 \mathrm{~mm}^{-1}$ |
| Breadboard height | 59 mm | Optical axis telescope $\beta$ | $-43.73^{\circ}$ |
| Beam height | 50 mm | Angle of incidence $\Theta_{\mathrm{i}}^{1}$ | $-48.86{ }^{\circ}$ |
| Height behind periscope | 88 mm | Angle of incidence $\Theta_{\mathrm{i}}^{2}$ | $-38.60^{\circ}$ |
| TFP diameter | 1.0 " | Optical axis $4 f \Theta_{4 f}^{\text {o.a. }}$ | $0^{\circ}$ |
| TFP thickness | 0.5 mm | $4 f$ max. beam radius | 2.57 mm |
| TFP angle of incidence | $77^{\circ}$ | Cylindrical lens $f_{\text {cyl }}$ | 250 mm |
| TFP max. beam radius | 1.03 mm | LC pixel beam radius | < $27 \mathrm{\mu m}$ |
| TFP beam sep. $\delta_{\text {in }}$ | $26^{\circ}$ | Number of LC pixels | $2 \times 640$ |
| Tele. L1 focal length $f_{1}$ | 51.6 mm | LC pixel size | $97 \mathrm{~mm} \times 10 \mathrm{~mm}$ |
| Tele. L1 diameter | 1.5 " | LC pixel gap | 3 mm |
| Tele. L2 focal length $f_{2}$ | 125 mm | Pos. beam 1 at SLM | 1.3 to 31.3 mm |
| Tele. L2 diameter | 2.0 " | Pos. beam 2 at SLM | -31.3 to -1.3 mm |
| Tele. demag. factor | 0.395 | Max. temporal delay | $\approx \pm 2.5 \mathrm{ps}$ |

Fourier-transform spectral interferometry (FTSI) (see Section 2.5.2). The reference is temporally delayed by a time delay $\tau$ with respect to the shaped beam using a mechanical stage and its polarization is rotated to $45^{\circ}$ and cleaned with a combination of a $\lambda / 2$ plate and a linear polarizer. The neutral density (ND) filter wheel allows the tuning of the intensity ratio between the shaped pulse and the reference. All beams can be individually blocked by mechanical shutters driven by servo motors.
The whole setup is placed in a sealed housing to improve the interferometric stability between the two shaped beams and the shaped beams and the reference. The housing has two small holes for the incoming and outgoing beam. The fans of the SLM are connected to the outside via an air tube for heat management. The ND filter wheel is connected to a motor so that the enclosure does not have to be opened to adjust the intensity of the shaped beam for the pulse characterization, as both pulses should have the same intensity for the FTSI characterization. The spatially dispersed beams within the $4 f$ setup are particularly vulnerable to fluctuations due to airflow, for example caused by the mechanical shutters, thus, the $4 f$ setup is surrounded by an additional enclosure.

### 4.5 Possible improvements

The measured throughput efficiency for the shaped pulse behind all optics shown in Fig. 4.8 is $10 \%$. It could be improved by coating both pairs of glass wedges and by using a nonstandard anti-reflective coating for lens 1 and lens 2 customized to the used angles of incidence. Employing a special coating for the second pair of glass wedges


Figure 4.9 | Suggested VFS dual output by coating of the second glass-wedge pair (wedge angle $2^{\circ}$ ). (a) VFS dual output. By coating the second glass-wedge pair, the reflected part (path 2) of the shaped pulse could be used for the characterization and the transmitted part (path 1) for an experiment. (b) Uncoated glass wedges. Polarizationdependent transmission and reflection efficiencies for the shaped pulse (dark gray) and the reference (light gray) are based on the Fresnel coefficients. (c) Coated glass wedges. Side 2,3,4 have an ideal anti-reflective coating and side 1 employs a coating with polarization independent reflection coefficient $R$. The beam paths are ray traced for 810 nm . [(b,c)].
would have an additional significant advantage, since in principle the transmitted and the reflected part of the shaped beam emitted at the second glass wedge pair could be used for an experiment [Fig. 4.9(a)]. The reflected part (low intensity) of the shaped beam could be used for the FTSI characterization without the requirement to reduce its intensity with the ND filter wheel by coating the glass wedges such that the intensity of the reference and shaped pulse are inherently matched. The transmitted part (high intensity) could be used to perform an experiment, simultaneously. Figure 4.9(b) shows the efficiency, based on Fresnel reflections, of the shaped pulse (dark gray) and the reference (light gray) for the uncoated wedges. The reference and the shaped pulse are aligned such that they spatially overlap in both pathways behind the glass-wedge pair. The efficiencies for the p and s polarization are quite different and the intensity of the reference and the shaped pulse are matched neither along path 1 nor path 2 . These polarization-dependent efficiencies are currently compensated using the $\lambda / 2$ plates in the beam lines of the shaped pulse and the reference (see Fig. 4.8). By applying an (ideal) anti-reflective coating on side 2,3 , and 4 and a polarization independent reflective coating with the reflection coefficient $R$ on side 1 , the intensities in path 2 could be equalized
for

$$
\begin{equation*}
R=\frac{1}{1+x} \tag{4.16}
\end{equation*}
$$

where $x$ is the ratio between the intensity of the shaped pulse and the reference in front of the second glass wedge pair [Fig. 4.9(c)]. A more exact equation could be derived by considering the remaining reflectivity of the anti-reflective coating. In order to characterize the pulse at the experiment (path 1) by characterizing the pulse emitted along path 2, the phase difference between the two paths has to be determined once. This could be done by comparing the FTSI characterization of the shaped pulses along the two pathways. This suggested dual output of the VFS would be especially valuable as the FTSI characterization can be used as feedback to compensate the remaining long-term stability issues of the presented setup (see Section 6.4) while performing an experiment.

Another possible improvement is the reduction of the optical aberrations of the setup. The ray-tracing simulation in Section 4.3 showed that the beam profile behind the VFS exhibits noticeable differences in the collimation for different frequency components and a slight horizontal angular chirp if the setup is used in combination with a broadband laser. The simulation showed that these deformations of the beam profile are primarily caused by the telescope and only to a minor extent by the cylindrical lens. The replacement of the cylindrical lens by a focusing mirror and folding mirror is therefore not recommended as this could also introduce an additional vertical angular chirp of the beam profile. Hence, the performance of the telescope should be improved if required. In general, a telescope with larger focal lengths should be preferred, reducing the optical aberrations. This can, however, not be realized due to limited space on the breadboard of the vector-field shaper. It must also be considered that a larger telescope could negatively affect the stability of the setup. To improve the performance of the telescope, the use of best form lenses or focusing mirrors for the telescope is suggested. Best form lenses minimize the comatic aberration. However, based on the simulations, it seems that the main problem is not the divergence in the $x$ direction but the wavelengthdependent difference in the divergence. Therefore, ray-tracing simulation should be first employed to investigate the chromatic aberration of these lenses and to determine to what extent the outgoing beam profile can be actually improved by their application. Focusing mirrors are achromatic, but their application and the additionally required folding mirrors will reduce the interferometric stability of the setup. By using focusing mirrors in a folded geometry, larger focal lengths can, and properly must be used on the current breadboard as depicted in Fig. 4.10. This figure illustrates only the principle idea and not the results of ray-tracing simulations. The beam profile quality could be significantly reduced due to the non-normal angle of incidence in the horizontal and vertical direction on the focusing mirrors - even if off-axis parabolic mirrors are used. The possible optical aberrations of such an optical layout must, therefore, be examined in ray-tracing simulations in advance. For future improvements, more detailed ray-tracing simulations of the entire optical setup should also account for the TFP thickness, the grating, and the spherical aberration of the cylindrical lens.


Figure 4.10 | Schematic of the telescope in front of the grating using focusing mirrors. Instead of using lenses, a combination of folding and focusing mirrors, with larger focal lengths, could be used to avoid chromatic aberrations.

### 4.6 Summary

Considering the current technology, an interferometric common-path vector-field shaper seems to be the best option for frequency-domain based manipulation of all four degrees of freedom (phase, amplitude, ellipticity, and orientation) of an ultrashort laser pulse. In this chapter, an insight into the design process of the presented setup was given. The optimal parameters for the $4 f$ setup were found by numerical calculations. The goal of these calculations was to ensure that the two beams have similar frequency distributions at the liquid-crystal spatial light modulator and span as many pixels as possible without spatial overlap. The suitability of a Wollaston prism and of a thin-film polarizer (TFP) for separating the incoming laser beam into two orthogonally polarized beams and for recombining them to a single pulse were examined in depth. The benefits of the TFP outbalanced the advantages of a Wollaston prism for the presented setup. In the used crossed-polarizer arrangement, the TFP provides an extinction ratio in the order of 15000:1 and the polarization-dependent efficiencies of the TFP and the $4 f$ setup are compensated. A telescope is used to demagnify the separation angle of the two beams behind the TFP and to realize a common-path setup. The separation angle behind the telescope was determined via ray tracing with high precision, which is required for the numerical calculations of the $4 f$ setup. Further the effect of the telescope and the $4 f$ setup on the beam profile of the shaped pulse was investigated. It was found that a significant beam profile deformation is present if the incoming and the back-going beams do not propagate in the same plane parallel to the table. A propagation of the incoming beams parallel to the back-going beams is only possible using a TFP in the cross-polarizer arrangement, emphasizing its benefit for the presented setup. It was also found that the cylindrical lens has only a minor influence on the chromatic aberrations of the system and that these are mainly caused by the telescope. At the end of this chapter the optical layout of the entire setup was discussed and possible improvements were suggested.

## 5 Software implementation

To operate the presented vector-field shaper, an implementation into the software environment used in our group was necessary. Furthermore, different parameterizations for manipulating the electric vector field for various experiments had to be programmed. This chapter covers the main software written for this project. It is not intended to be a manual for the selected applications, but rather gives an overview on their functional principles and their features.

Five different parameterizations are discussed, which were developed to exploit the extended shaping capabilities of the presented vector-field shaper (Section 5.1). These were integrated in two executables called VFS Control Center (Section 5.2) and Parameter Scan (Section 5.3). The VFS Control Center was newly created to operate the VFS and to manually manipulate the complete vector field of an ultrashort laser pulse. The Parameter Scan is an advanced measurement suite developed by former group members, which is used to perform nearly all the experiments in our group. Two new modules were integrated for the experiments presented in this thesis. The first module (Section 5.3.1) is used to generate and apply phase patterns based on the introduced parameterizations. The second module (Section 5.3.2) features an automated on-the-fly dual-channel FTSI evaluation and the generation of a phase pattern to compensate the remaining instabilities of the presented interferometric vector-field shaper.

### 5.1 Parameterizations for pulse manipulation

In general, the phase value for every pixel (or a group of pixels) and layer of the SLM can be used as parameters to manipulate the incident electric field. This pixel parameterization together with an optimization algorithm was, for example, used for pulse compression [206, 215], the generation of target pulse shapes [217] and quantum control [18, 25, 222]. However, the large number of parameters can negatively influence the performance and speed of convergence of the optimization algorithm. Hence, often a smaller set of variables, which describe certain characteristics of the pulse, is desired. This facilitates also the interpretation of the optimal pulse shape in the field of quantum control [225, 266].

Especially for quantum control, many different parameterizations were utilized. For example, the transition probability of a multiphoton process was manipulated by applying a phase step and scanning the position of this step [221]. Chirped laser pulses are also of high interest for quantum control [267-271]. Such chirped pulses can be generated using a pulse shaper and applying a polynomial phase function parameterized by the Taylor coefficients and the center wavelength [see Eq. (2.14) and Eq. (2.16)].

Other parameterizations were developed to generate pulse trains for spectroscopy

Figure 5.1| GUI of the Calibration Basis. The parameters of the Calibration $B a$ sis are the lower and upper voltage limit for layer 1 and layer 2. The numbers of sampling points across the pixel array are determined by the size of the gene array (see text) and the applied voltage depends on the values of the elements of this gene array.

and quantum control. This can be realized by varying the position and height of a phase step [150] by applying a sinusoidal phase with parameters phase, amplitude, and frequency $[17,18,20,21,150,220,225,227,233]$ or by applying a triangular phase with specified slopes and breakpoint [150, 226, 271] if phase-only shaping is employed.

More sophisticated pulse trains consisting of identical pulse copies can be generated by combining phase and amplitude shaping [66, 81, 91, 92, 110, 239]. For this purpose, e.g., the delay and relative phase between four consecutive pulses can be used as parameters [110].

In order to manipulate a pulse, the used parameters have to be converted to the corresponding phase retardation functions applied to layer 1 and layer 2 . The software to perform this operation is in the following called "basis". Five different bases were realized for the extended shaping capabilities of the presented vector-field shaper. The bases are written in LabVIEW [272]. They are no standalone applications, but called as functions (in LabVIEW called SubVIs) which can be used in other LabVIEW VIs ${ }^{1}$ and will be described in the following. They are based on parameterizations used in our group for conventional 2-layer pulse shapers and on approaches reported in the literature (see references in the corresponding section), but were extended to take full vector-field control into account.

### 5.1.1 Calibration Basis

The Calibration Basis is the simplest implemented basis as it does not automatically distinguish between the different pixel areas covered by the two beams. The parameters of this basis are the voltages applied to the pixels of the SLM. As it can be seen in its graphical user interface (GUI) (Fig. 5.1), only the lower and upper voltage limit for layer 1 and 2 will be specified in the controls of the basis. For the calculation of the voltage pattern for layer 1 and 2 a so-called gene array is required. The gene array is a one-dimensional array with an arbitrary number of elements, called genes. Each gene is a double-precision floating-point number in the range $[0,1]$. The applied voltages are calculated by

$$
\begin{equation*}
\text { applied voltage }=\text { gene value } \times(\text { upper limit }- \text { lower limit })+\text { lower limit } . \tag{5.1}
\end{equation*}
$$

[^7]The first half of the gene array controls the voltages applied to layer 1 and the second half the voltages applied to layer 2 . The size of each half determines the number of sampling points used across the whole pixel array. These sampling points are linear distributed. If the gene array consists of only two genes, the first gene will control layer 1 and the second layer 2. As only one sampling point is present all pixels of the respective layer will be set to the same voltage. If each half contains 640 genes, every pixel will be addressed individually. For a gene number in between, the voltage values of each pixel will be determined either by interpolating between the sampling points or by setting the voltage of every pixel to the value of the nearest sampling point. Implemented interpolations methods are linear, spline, and cubic Hermite spline interpolation. The advantage of this basis is that no knowledge of the phase or wavelength calibration ${ }^{2}$ is needed. It can for example be used in conjunction with an optimization algorithm, but was primarily created to provide an end-user friendly parameterization to calibrate the VFS.

### 5.1.2 Pixel Basis and Spectral Basis

The Pixel Basis and the Spectral Basis are extensions of the Calibration Basis. The main difference between those and the Calibration Basis is that they account for the fact that two separated beams are manipulated by different pixel groups. This provides a more advanced control over the created pulse shapes. The Pixel Basis samples both beams in the "pixel domain" and the Spectral Basis in the frequency domain. Besides this difference their functional principle is identical. Their controls are shown in Fig. 5.2.

Similar to the Calibration Basis, both bases mentioned above require a gene array as the parameters are not directly specified and only a range for these parameters is given. Using the Pixel or Spectral Basis, these genes values can be interpreted as voltages at layer 1 and 2, phase retardation at layer 1 and 2, or as phase and amplitude modulation applied to the two beams ${ }^{3}$. If the phase is used as parameterization, either the absolute phase of each sampling point or the relative phase between consecutive sampling points can be varied. The distribution of the gene array across the parameters depends on whether amplitude and/or polarization shaping is selected (Fig. 5.3). If amplitude shaping is disabled, layer 2 will be set to the same voltage/phase values as layer 1 and if polarization shaping is disabled, the voltage/phase values for the transmitted beam will be sampled to the reflected beam. The number of genes determines, analogously to the Calibration Basis, the number of sampling points in the pixel or frequency domain. The range in which the sampling points are distributed can be limited if only a part of the spectrum should be modulated. In the Spectral Basis, the sampling points can either be linearly distributed in frequency or wavelength. Other distributions could be easily implemented, for example, a Gaussian distribution in order to have more sample points in regions with high spectral intensity.

[^8]

Figure 5.2| GUIs of the Pixel Basis [(a)] and Spectral Basis [(b)]. The GUIs are used to select different options and independently specify the range of the "modulation parameters" for both beams. For a detailed description, see text.
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(b) Phase and amplitude shaping enabled

(c)

(d)


Figure 5.3|Gene distribution in the Pixel Basis and Spectral Basis. The gene array will determine the applied parameters based on the specified upper and lower limits in the GUI of the basis. The distribution of the gene array across the available parameters depends on the allowed shaping modes $[(a-\mathrm{d})]$. The size of the gene array (here eight genes) for each parameter determines the sampling size $[2$ (a), 4 (b), 4 (c), 8 (d)] in pixel or frequency domain.


Figure 5.4| GUI of the Spectral Taylor Basis. Chirped polarization shaped laser pulses can be generated by varying the transmission for each polarization component and by applying a polynomial phase. The limits of these coefficients are stored in a onedimensional array with arbitrary length. The applied transmission and spectral phase will be determined by the gene array, see text.

The advantage of the Pixel Basis, compared to the Spectral Basis, is the ability to directly address certain pixel ranges. It can therefore be used to perform an experiment without the need to calibrate the VFS, if voltages are used as parameterization. However, this approach has some drawbacks due to the fact that, in general, the frequency distributions of the two beams can differ in the specified pixel ranges. As the sample points will be distributed linear across each pixel range, these sampling points will likely correspond to different frequencies of the two beams. This can lead to undesired shaping artifacts depending on the number of sampling points and the chosen interpolation method. Especially the resulting polarization state of the shaped pulse can be affected.

Both implemented bases are suitable to perform experiments employing an optimization algorithm or scanning simple phase patterns, for example frequency-independent amplitude and phase modulations. If a VFS calibration is present, the use of the Spectral Basis is recommended. Both bases were created mainly for future control experiments and were so far only used for simple experiments not presented in this thesis.

### 5.1.3 Spectral Taylor Basis

The Spectral Taylor Basis (Fig. 5.4) was created to generate chirped polarization shaped pulses. The spectral phase of both beams can independently be manipulated by using Taylor coefficients. The Taylor series is centered at the specified center wavelength [see Eq. (2.14) and Eq. (2.16)]. In addition, the transmission of both beams can be varied to generate arbitrary polarization states. For these parameters, a range has to be specified in the GUI of the Spectral Taylor Basis (Fig. 5.4), similar to the previously introduced bases. The lower and upper transmission value can independently be specified. For each Taylor coefficient $\widehat{b}_{j}$ only one value is defined. The lower limit is given by $-\widehat{b}_{j}$ and the upper limit by $+\widehat{b}_{j}$. The actual used Taylor coefficient $b_{j}^{\mathrm{p} / \mathrm{s}}$ and transmission $m_{\mathrm{p} / \mathrm{s}}$ is determined by the gene array. The modulation function generated by the Spectral


Figure 5.5 | Gene distribution in the Spectral Taylor Basis. The Spectral Taylor Basis requires a gene array to calculate the applied modulation function in Eq. (5.2). The number of genes determines the order of the applied polynomial phase given by the Taylor coefficients $b_{j}$, depending on the allowed shaping modes [(a-d)]. For the applied transmission only one gene value is required.

Taylor Basis is

$$
\begin{equation*}
\vec{M}(\omega)=\binom{m_{\mathrm{p}} \mathrm{e}^{-\mathrm{i}\left[\sum_{j=0}^{N} \frac{b_{j}^{\mathrm{p}}}{j!}\left(\omega-\omega_{0}\right)^{j}\right]}}{m_{\mathrm{s}} \mathrm{e}^{-\mathrm{i}\left[\sum_{j=0}^{N} \frac{b_{j}^{\mathrm{s}}}{j!}\left(\omega-\omega_{0}\right)^{j}\right]}}, \tag{5.2}
\end{equation*}
$$

where the order $N$ of the polynomial phase is determined by the number of genes. The gene distribution for the parameters of the Spectral Taylor Basis depends also on the allowed shaping modes, as illustrated in Fig. 5.5. If amplitude shaping is disabled, no gene value will be used to determine the applied transmission. In this case, $m_{\mathrm{p} / \mathrm{s}}$ is set to the value of the upper transmission limit. If polarization shaping is disabled, the same transmission and spectral phase is applied to both beams, i.e., $m_{\mathrm{p}}=m_{\mathrm{s}}$ and $b_{j}^{\mathrm{p}}=b_{j}^{\mathrm{s}}$.

The implemented Spectral Taylor Basis can be used for quantum control, either by deterministic variation of certain parameters or in combination with an optimization algorithm. In this thesis, it was used to generate a simple double pulse sequence by chirping both polarization components and delaying them with respect to each other (see Section 6.6.2).

### 5.1.4 Polarized Four-Pulse Basis

To generate more sophisticated multipulse sequences with different polarized subpulses, the Polarized Four-Pulse Basis was developed. The parameterization of this basis is similar to the quadruple-pulse basis described in $[110,147]$ and extended for polarization control by using elliptical pulse parameters (see Section 2.2). Figure 5.6 shows a schematic of such a four-pulse sequence and the parameters used to define the sequence. Four-pulse sequences are particularly relevant for coherent two-dimensional spectroscopy


Figure 5.6|Schematic pulse sequence generate by the Polarized Four-Pulse Basis. The pulse sequence is defined by several temporal parameters (bold). These parameters are equivalent to the elliptical pulse parameters described in Section 2.2. The position of each subpulse in time domain will be determined by the relative values coherence time $\tau$, the population time $T$, and the signal time $\widetilde{t}$, instead of their arrival times $t_{1}^{\prime}, t_{2}^{\prime}, t_{3}^{\prime}$, and $t_{4}^{\prime}$. Instead of the total phases $\Phi_{\mathrm{tot}}^{1}, \Phi_{\mathrm{tot}}^{2}, \Phi_{\mathrm{tot}}^{3}$, and $\Phi_{\mathrm{tot}}^{4}$, only the relative phases $\Phi_{\tau}, \Phi_{T}$, and $\Phi_{\tilde{t}}$ are used. The total intensity of each subpulse can be varied by the parameters $I_{1}, I_{2}, I_{3}$, and $I_{4}$. Their polarization states (dotted insets) are defined by the respective orientations ( $\theta_{1}, \theta_{2}$, $\left.\theta_{3}, \theta_{4}\right)$ and ellipticities $\left(\epsilon_{1}, \epsilon_{2}, \epsilon_{3}, \epsilon_{4}\right)$. In this example, the first subpulse is linearly polarized with an orientation of $45^{\circ}$, the second is left-handed elliptically polarized, the third almost right-handed circularly polarized, and the fourth subpulse linearly polarized at $0^{\circ}$.
and other four-wave mixing experiments, thus the terms for the temporal delays are adapted from this spectroscopy method. Using the Polarized Four-Pulse Basis, the relative temporal delay and the relative temporal phase between four subpulses can be defined. In addition, for each subpulse the relative intensity, ellipticity, and orientation in the time domain can be specified.

The transfer function to generate such polarization-shaped pulse sequences will be derived in the following. A single pulse in the time domain with the center frequency $\omega_{0}$ and an arbitrary arrival time $t_{j}^{\prime}$ is defined by

$$
\begin{equation*}
\vec{E}_{j}^{+}(t)=\binom{E_{\mathrm{p}, j}^{+}(t)}{E_{\mathrm{s}, j}^{+}(t)}=\binom{A_{\mathrm{p}}^{j}\left(t-t_{j}^{\prime}\right) \mathrm{e}^{\mathrm{i}\left[\omega_{0}\left(t-t_{j}^{\prime}\right)+\widehat{\varphi}_{\mathrm{p}}^{j}\left(t-t_{j}^{\prime}\right)\right]}}{A_{\mathrm{s}}^{j}\left(t-t_{j}^{\prime}\right) \mathrm{e}^{\mathrm{i}\left[\omega_{0}\left(t-t_{j}^{\prime}\right)+\widehat{\varphi}_{\mathrm{s}}^{j}\left(t-t_{j}^{\prime}\right)\right]}} . \tag{5.3}
\end{equation*}
$$

The index $j$ represents the pulse number and the index p and s refer to the respective polarization component. A multipulse sequence of $N$ pulses is given by the superposition of the individual electric fields

$$
\begin{equation*}
\vec{E}^{+}(t)=\frac{1}{N} \sum_{j=1}^{N} \vec{E}_{j}^{+}(t) \tag{5.4}
\end{equation*}
$$

The factor $1 / N$ is used for normalization as the pulse sequence is generated with a pulse shaper by manipulating the unshaped pulse $\vec{E}_{0}^{+}(t)$ with the arrival time $t_{0}=0$. Hence, the total field intensity of the sequence is limited by the intensity of $\vec{E}_{0}^{+}(t)$. By using a constant prefactor, the energy of the unshaped pulse is equally distributed among the
$N$ subpulses. The delayed pulses can either be generated by shifting only their envelope function and keep the rapid oscillation of the electric field fixed in time domain or by shifting both. The latter is realized by applying a zero-order phase depending on the arrival time $t_{j}^{\prime}$. Following Ref. [239], therefore the parameter $\gamma$ is introduced and the electric field of pulse $j$ can be written as

$$
\begin{equation*}
\vec{E}_{j}^{+}(t)=\binom{E_{\mathrm{p}, j}^{+}(t)}{E_{\mathrm{s}, j}^{+}(t)}=\binom{A_{\mathrm{p}}^{j}\left(t-t_{j}^{\prime}\right) \mathrm{e}^{\mathrm{i}\left[\omega_{0}\left(t-\gamma t_{j}^{\prime}\right)+\hat{\varphi}_{\mathrm{p}}^{j}\left(t-t_{j}^{\prime}\right)\right]}}{A_{\mathrm{s}}^{j}\left(t-t_{j}^{\prime}\right) \mathrm{e}^{\mathrm{i}\left[\omega_{0}\left(t-\gamma t_{j}^{\prime}\right)+\hat{\varphi}_{\mathrm{s}}^{j}\left(t-t_{j}^{\prime}\right)\right]}} . \tag{5.5}
\end{equation*}
$$

For $\gamma=0$, no delay-dependent zero-order phase is introduced and only the envelope of the pulse is shifted by $t_{j}^{\prime}$. For $\gamma>0$, the phase is changed and the rapid oscillation is also shifted temporally. The envelope and the rapid field oscillation are equally shifted by $t_{j}^{\prime}$ if $\gamma=1$, as would be the case in an interferometer. The polarization state will not be affected as the relative phase between the two polarization components is independent from $\gamma$.

For the sake of simplicity, the unshaped pulse $\vec{E}_{0}^{+}(t)$ is assumed to be bandwidth limited with equal amplitudes of both polarization components so that $\widehat{\varphi}_{\mathrm{p}}^{j}\left(t-t_{j}^{\prime}\right)=$ $\widehat{\varphi}_{\mathrm{s}}^{j}\left(t-t_{j}^{\prime}\right)=0$ and $A_{\mathrm{p}}^{j}\left(t-t_{j}^{\prime}\right)=A_{\mathrm{s}}^{j}\left(t-t_{j}^{\prime}\right)=A^{j}\left(t-t_{j}^{\prime}\right)$ holds. If the unshaped pulse $\vec{E}_{0}^{+}(t)$ is initially not bandwidth limited, it can be compressed by applying an offset phase to the pulse shaper.

To manipulate the total intensity, or more precisely, the relative intensity $I_{j} \in[0,1]$, the orientation $\theta_{j}$, the ellipticity $\epsilon_{j}$, and the total phase $\Phi_{\text {tot }}^{j}$ with the vector-field shaper, the parameters $m_{\mathrm{p}}^{j}, m_{\mathrm{s}}^{j}, \varphi_{\mathrm{p}}^{j}$, and $\varphi_{\mathrm{s}}^{j}$ are introduced ${ }^{4}$. The amplitude modulations of the two orthogonal polarization components of pulse $j$ are described by $m_{\mathrm{p} / \mathrm{s}}^{j}$ and the phase modulations by $\varphi_{\mathrm{p} / \mathrm{s}}^{j}$. These parameters are time independent as the generation of pulse sequences consisting of bandwidth-limited pulses with a time-independent polarization state is desired. Considering these parameters, the electric field of a subpulse is given by

$$
\begin{equation*}
\vec{E}_{j}^{+}(t)=\binom{E_{\mathrm{p}, j}^{+}(t)}{E_{\mathrm{s}, j}^{+}(t)}=A_{j}\left(t-t_{j}^{\prime}\right)\binom{m_{\mathrm{p}}^{j} \mathrm{e}^{\mathrm{i}\left[\varphi_{\mathrm{p}}^{j}+\omega_{0}\left(t-\gamma t_{j}^{\prime}\right)\right]}}{m_{\mathrm{s}}^{j} \mathrm{e}^{\mathrm{i}\left[\varphi_{\mathrm{s}}^{j}+\omega_{0}\left(t-\gamma t_{j}^{\prime}\right)\right]}} \tag{5.6}
\end{equation*}
$$

The modulation of the relative intensity $I_{j}$ depends on the absolute values of $m_{\mathrm{p}}^{j}$ and $m_{\mathrm{s}}^{j}$, the total phase on the absolute values of $\varphi_{\mathrm{p}}^{j}$ and $\varphi_{\mathrm{s}}^{j}$, and the polarization state is affected by the ratio $m_{\mathrm{p}}^{j} / m_{\mathrm{s}}^{j}$ and the phase difference $\varphi_{\mathrm{s}}^{j}-\varphi_{\mathrm{p}}^{j}$. To calculate $m_{\mathrm{p}}^{j}, m_{\mathrm{s}}^{j}, \varphi_{\mathrm{p}}^{j}$ and $\varphi_{\mathrm{s}}^{j}$, based on given elliptical pulse parameters Eq. (2.28)-(2.34) can be used.

To derive the modulation function in frequency domain, $\vec{E}^{+}(t)$ is Fourier transformed. This results in

$$
\begin{equation*}
\vec{E}^{+}(\omega)=\frac{1}{N} \sum_{j=1}^{N} \vec{E}_{j}^{+}(\omega) \tag{5.7}
\end{equation*}
$$

with

$$
\begin{equation*}
\vec{E}_{j}^{+}(\omega)=\binom{E_{\mathrm{p}, j}^{+}(\omega)}{E_{\mathrm{s}, j}^{+}(\omega)}=A^{j}\left(\omega-\omega_{0}\right)\binom{m_{\mathrm{p}}^{j} \mathrm{e}^{-\mathrm{i}\left\{-\varphi_{\mathrm{p}}^{j}+\left[\omega-\omega_{0}(1-\gamma)\right] t_{j}\right\}}}{m_{\mathrm{s}}^{j} \mathrm{e}^{-\mathrm{i}\left\{-\varphi_{\mathrm{s}}^{j}+\left[\omega-\omega_{0}(1-\gamma)\right] t_{j}\right\}}} . \tag{5.8}
\end{equation*}
$$
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Figure 5.7 | GUI of the Polarized FourPulse Basis. The time delays between the four pulses and their relative phases can be specified. The other elliptical pulse parameters $\left(I_{j}, \theta_{j}, \epsilon_{j}\right)$ can be specified for each such pulse individually in the array "pulse parameters". The center frequency in combination with parameter $\gamma$ will determine whether the envelope and the rapid oscillation of the electric field is shifted in time or only the envelope, see text.
$A^{j}\left(\omega-\omega_{0}\right)$ corresponds to the spectral amplitudes centered on frequency zero. The term $\left[\omega-\omega_{0}(1-\gamma)\right] t_{j}$ corresponds to a linear phase in the spectral domain and causes the temporal delay of the pulse. The constant spectral phases $-\varphi_{\mathrm{p} / \mathrm{s}}^{j}$ determine the zeroorder phase in the time domain directly. The spectral amplitude is manipulated by $m_{\mathrm{p}}^{j}$ and $m_{\mathrm{s}}^{j}$.

The modulation function required for four-pulse sequences, based on Eq. (5.7) and Eq. (5.8), is given by

$$
\begin{equation*}
M(\omega)=\binom{M_{\mathrm{p}}(\omega)}{M_{\mathrm{s}}(\omega)}=\frac{1}{4} \sum_{j=1}^{4}\binom{m_{\mathrm{p}}^{j} \mathrm{e}^{-\mathrm{i}\left\{-\varphi_{\mathrm{p}}^{j}+\left[\omega-\omega_{0}(1-\gamma) t_{j}\right\}\right.}}{m_{\mathrm{s}}^{j} \mathrm{e}^{-\mathrm{i}\left\{-\varphi_{\mathrm{s}}^{j}+\left[\omega-\omega_{0}(1-\gamma)\right] t_{j}\right\}}} . \tag{5.9}
\end{equation*}
$$

The restriction of the output electric field to four subpulses is only due to the fact that this basis was created specifically for two-dimensional spectroscopy and not due to limitations of the shaping capabilities of the presented setup. The respective amplitude modulation applied to the $\mathrm{p} / \mathrm{s}$ polarization is given by $\left|M_{\mathrm{p} / \mathrm{s}}(\omega)\right|$ and the phase modulation by $\arg \left\{M_{\mathrm{p} / \mathrm{s}}(\omega)\right\}$.

The GUI of the Polarized Four-Pulse Basis is depicted in Fig. 5.7. The relative intensity $I_{j}$, the orientation $\theta_{j}$, and the ellipticity $\epsilon_{j}$ can be specified for each individual subpulse. The arrival times $t_{j}^{\prime}$ and the total phases $\Phi_{\text {tot }}^{j}$ cannot be specified directly, but are rather described by the coherence time $\tau$, the population time $T$, the signal time $\widetilde{t}$, and the relative phases $\Phi_{\tau}, \Phi_{T}$, and $\Phi_{\tilde{t}}$, using the following relations:

$$
\begin{align*}
\tau=t_{2}^{\prime}-t_{1}^{\prime}, & \Phi_{\tau}=\Phi_{\mathrm{tot}}^{2}-\Phi_{\mathrm{tot}}^{1},  \tag{5.10}\\
T & =t_{3}^{\prime}-t_{2}^{\prime},  \tag{5.11}\\
\tilde{t} & =t_{4}^{\prime}-t_{3}^{\prime}, \tag{5.12}
\end{align*} \Phi_{T}=\Phi_{\mathrm{tot}}^{3}-\Phi_{\mathrm{tot}}^{2}, ~ \Phi_{\tilde{t}}=\Phi_{\mathrm{tot}}^{4}-\Phi_{\mathrm{tot}}^{3} .
$$

To calculate $t_{j}$ and $\Phi_{\text {tot }}^{j}$ from these differences, a reference time and reference phase must
be defined. Implemented reference points are

$$
\begin{array}{rlr}
t_{2}=0 & & \wedge \\
t_{3}=0 & & \Phi_{\mathrm{tot}}^{2}=0 \\
t_{4}=x & & \Phi_{\mathrm{tot}}^{3}=0 \\
-t_{2}=t_{3}=T / 2 & & \wedge \tag{5.16}
\end{array} \Phi_{\mathrm{tot}}^{4}=0, \Phi_{\mathrm{tot}}^{2}=\Phi_{\mathrm{tot}}^{3}=\Phi_{T} / 2, ~ \$
$$

where $x$ is an arbitrary arrival time. It should be noted that specified total phases $\Phi_{\mathrm{tot}}^{j}$ will match the realized ones only for $\gamma=0$ and if the correct center frequency is specified. If $\omega_{0}$ is incorrect or $\gamma>0$, a delay-dependent zero-order phase will be introduced affecting the relative phase between consecutive pulses. This is especially important when phase-cycling is employed $[66,273]$ to extract a certain signal in pulse shaper assisted collinear two-dimensional spectroscopy.

The Polarized Four-Pulse Basis can also be used to generate a single polarization shaped pulse or a sequence of two or three pulses by setting certain delays $(\tau, T, \widetilde{t})$ to zero and by adjusting the relative intensities $\left(I_{1}, I_{2}, I_{3}, I_{4}\right)$. It should be noted that as soon as a single relative intensity is set to $I_{j}<1$, energy of the unshaped pulse is "lost", due to the constant prefactor of 0.25 in Eq. (5.9). This "lost" energy can optionally be redistributed among the remaining subpulses by normalizing the applied amplitude modulation using $\max \left\{M_{\mathrm{p} / \mathrm{s}}^{\mathrm{VFS}}(\omega)\right\}$. The relative intensity between the subpulses or their polarization state will not be affected by this normalization.
The maximum (sub-)pulse intensity depends in general on the created polarization state if an interferometric VFS is used (see Fig. 3.11). This effect is automatically compensated by using the described modulation function [Eq. (5.9)] and parameter transformation [Eq. (2.28)-(2.34)]. This normalization can be "disabled" by dividing $m_{\mathrm{p}}^{j}$ and $m_{\mathrm{s}}^{j}$ by $\max \left\{m_{\mathrm{p} / \mathrm{s}}^{j}\right\}$. In this case, every subpulse will have the maximum possible pulse energy, but the intensity ratio between consecutive pulses will depend on their polarization states and is no longer given by the specified relative intensities $I_{j}$.

The versatility of the presented Polarized Four-Pulse Basis makes it highly suitable for different (multipulse) spectroscopy methods, but can also be utilized for quantum control. The Polarized Four-Pulse Basis was used in this thesis to generate most of the multipulse sequences presented in Section 6.6.

### 5.1.5 Possible extensions and future parameterizations

In this section, possible extension of the presented Spectral Basis, Spectral Taylor Basis, and Polarized Four-Pulse Basis are briefly suggested. In addition, a new basis - the von Neumann Basis - is discussed.

## Spectral Basis and Spectral Taylor Basis

Currently, independent parameters are used for the two shaped polarization components in the Spectral Basis and the Spectral Taylor Basis. For a more intuitive parameterization of polarization-shaped laser pulses it is suggested that also elliptical pulse parameters (see Section 2.2) will be supported. This would be convenient if it is desired to
keep some parameters, for example, the total intensity, or the ellipticity constant in the experiment. It would also allow a normalization of the maximum available intensity of single frequency components, which depends on the generated polarization state using an interferometric VFS (see Fig. 3.11).

This could be realized in the Spectral Basis by specifying limits of the relative intensity, the total phase, the orientation, and the ellipticity and by calculating the applied values at each sampling point based on the gene array. For the Spectral Taylor Basis, the following modified modulation function is suggested:

$$
\begin{equation*}
\vec{M}(\omega)=\binom{m_{\mathrm{p}} \mathrm{e}^{-\mathrm{i}\left[-\varphi_{\mathrm{p}}-b_{0}+\sum_{j=1}^{N} \frac{b_{j}^{\mathrm{p}}}{j!}\left(\omega-\omega_{0}\right)^{j}\right]}}{m_{\mathrm{s}} \mathrm{e}^{-\mathrm{i}\left[-\varphi_{\mathrm{s}}-b_{0}+\sum_{j=1}^{N} \frac{b_{j}^{\mathrm{s}}}{j!}\left(\omega-\omega_{0}\right)^{j}\right]}} . \tag{5.17}
\end{equation*}
$$

The desired polarization state will be determined by specifying limits for the orientation $\theta$ and ellipticity $\epsilon$. By assigning the relative intensity $I$, the pulse energy can be adjusted. These three parameters $(I, \theta, \epsilon)$ can be used to calculate $m_{\mathrm{p}}, m_{\mathrm{s}}, \varphi_{\mathrm{p}}$, and $\varphi_{\mathrm{s}}$ using Eqs. (2.28)-(2.34). The total phase of the resulting pulse is manipulated by the parameters $b_{0}, b_{j}^{\mathrm{p}}$ and $b_{j}^{\mathrm{s}}$. It should be noted that the resulting polarization state in time domain will not be constant if different polynomial phases $b_{j}^{\mathrm{p}} \neq b_{j}^{\mathrm{s}}$ are applied, since the relative phase between the two polarization components will be frequency dependent in this case. For $b_{j}^{\mathrm{p}}=b_{j}^{\mathrm{s}}$, the polarization state in time domain will be given by $\theta$ and $\epsilon$, as the absolute spectral phase is equal to the negative absolute temporal phase (see Section 2.1). For the transmission, currently only one gene is used in the Spectral Taylor Basis. This limits the possible pulse shapes in the time domain as the whole spectrum will be affected by the given transmission value. In general, it could be implemented that a variable number of genes can be used to sample the amplitude modulation in frequency domain, similar to the Spectral Basis.

## Polarized Four-Pulse Basis

In contrast to the previous bases, the applied parameters of the Polarized Four-Pulse Basis are not determined by a gene array, but directly by the values specified in the GUI. Therefore, this basis can currently not be used in combination with an optimization algorithm. However, this could be implemented rather straight forward. For quantum control experiments, also the generation of chirped pulse copies would be of high interest. This could be realized by adding, analogous to the revised Spectral Taylor Basis, an additional polynomial phase in the modulation functions $M_{p / s}(\omega)$ [see Eq. (5.9)] of the current Polarized Four-Pulse Basis. An extension of this basis to generate $N$ subpulses could, based on the derived equations Eq. (5.7) and Eq. (5.8), also be integrated.

## von Neumann Basis

A possible parameterization to achieve a very intuitive control over the electric vector field could be realized by using the von Neumann formalism. It was initially developed as a joint time-frequency description for linearly polarized ultrashort laser pulses [274277] and recently extended for the description of polarization-shaped pulses [3, 154],

Figure 5.8 | Schematic von Neumann representation of a polarization shaped double-pulse sequence. This representation uses so-called von Neumann coefficients to represent laser pulses in a joint time-frequency picture. Every grid point corresponds to a Gaussian shaped von Neumann basis function. In this simplified example, a double pulse sequence is shown. The polarization state of each time-frequency point is illustrated by a polarization ellipse.

using von Neumann elliptical pulse coefficients. These are analogously defined to Section 2.2 but within this formalism as function of time and frequency on a two-dimensional time-frequency grid. A simplified von Neumann representation of a polarization shaped double pulse sequence is depicted in Fig. 5.8. It can be seen that the first pulse of the sequence is bandwidth-limited, as all frequency components arise at the same time, and it has a time-independent polarization state which is in this case almost right-handed circular. In contrast, the second pulse is down chirped (the frequency components arise at different times) and has a time-varying polarization state. It is first linearly p polarized, then elliptically polarized with increasing orientation and linearly s polarized at later times. The parameter set - the von Neumann coefficients - used for this representation can in principle also be used for the generation of arbitrary electric fields. Due to the limited shaping capabilities of the conventional 2-layer pulse shaper, this basis was not experimentally used for the generation of polarization-shaped pulses, yet. It has the advantage that complex polarization-shaped laser pulses or pulse sequences can intuitively be specified and that the parameters, e.g., the time/frequency position or polarization state, of each von Neumann basis function can easily be scanned. This is of high interest for quantum control and spectroscopy. For more details the reader is referred to Refs. [3] and [154].

### 5.2 VFS Control Center

To utilize the different bases, they have to be implemented into higher-order VIs. For this purpose, the standalone application VFS Control Center was created in LabVIEW [272]. Its main function is opening/closing the connection to the SLM, examining the SLM status, and providing a manual control over the voltages or phases applied at the two LC layers. Its GUI is shown in Fig. 5.9. The GUI and the functions of the VI are basically divided in three groups, corresponding to the three "rows" of the GUI, which will be briefly introduced in the following.

The first group contains the essential functions to operate the SLM. These are the opening and closing of the Firewire connection between the SLM and a computer and the ability to reset it. Other functions in this group are the switching of the driving voltage mode and a status report of the SLM. The driving voltage mode determines the maximal applied voltage. The Jenoptik SLM supports two modes: $0-5 \mathrm{~V}$ and $0-8 \mathrm{~V}$. Independent of the selected mode, the voltage range is sampled and addressed by 4096 voltage steps.


Figure $5.9 \mid$ GUI of the VFS Control Center. This software program was written in LabVIEW [272] and serves as a standalone toolbox to communicate with the SLM and manipulate the vector field of an ultrashort laser pulses with the presented VFS. For a more detailed discussion of its features, see text.

If an SLM error is reported, the VFS Control Center automatically resets the SLM if desired.

The second group contains monitoring of the temperature and the driving voltage. Both functions are realized via "watchdogs". These are background tasks which run independent from all other operations or VIs. Especially watching the temperature is crucial as the phase retardation is not only a function of the applied voltage but also of the SLM temperature (see Section 3.1.1). Therefore, operation and calibration of the SLM under constant temperature is required. For example, in Fig. 5.9 it can be seen that the SLM temperature reaches a constant level about 8 hours after it was switched on.

The third group provides a manual control of the applied voltages or phases. Applying voltages is already required during the building of the setup as the polarization of the two beams has to be rotated by $90^{\circ}$ to have an outgoing beam if the crossed-polarizer arrangement is used (see Section 4.2.2). Also useful during the alignment is the option to maximize and minimize the transmission for each beam by a simple button press and to have an automated "chopping" of these beams. This can be used to check the overlap of the incoming and the outgoing beam or the overlap of both beams after the pulse shaper. Instead of (constant) voltages, also phase patterns can be applied if a pulse shaper calibration is present. One option to apply a (complex) phase pattern is to apply a so-called offset phase. This is a two-dimensional array containing a phase value for every pixel and layer. This offset phase is often used to compress the pulse (see Section 6.3) and generated in another software program. For simple experiments and testing it is preferable to generate phase patterns on-the-fly by using certain parameterizations instead of specifying every phase value for each pixel by hand. All bases discussed in Section 5.1 can be manually used to manipulate the incoming pulse with the VFS Control Center. Another useful feature is the possibility to verify the wavelength calibration by setting the transmission of a single pixel (specified by the wavelength calibration) to $100 \%$ and all other pixels to $0 \%$, or vice versa, and checking the resulting spectrum with a spectrometer.

### 5.3 Parameter Scan

Since the VFS Control Center allows only a manual but no automatic variation of the basis parameters and no combination with other hardware, the VFS hardware control was also integrated in the software program Parameter Scan to perform more advanced experiments. The Parameter Scan is a non-commercial universal measurement suite developed in our group and written in LabVIEW [272]. It was initially created by the former group members Dr. Florian Langhojer and Frank Dimler and is continuously developed by current group members. The idea of this VI is that any implemented hardware or software component can be sequentially arranged in an arbitrary measurement procedure. An element of the measurement sequence is called data acquisition (DA), whether it is a hardware (e.g. a spectrometer) or software (e.g. normalization of the measured spectra) module. The parameters of each data acquisition can be automatically varied in a two-dimensional scan and the output of each data acquisition will be


Figure 5.10 | Example for a measurement sequence executed with Parameter Scan. The sequence consists of three data acquisitions. The first is a pulse shaper. Two parameters (transmission and phase) will be varied in a two-dimensional scan. In data acquisition 2 , a software clock is executed. The parameter "waiting time" is fixed and therefore equal for all steps of the scan. The spectrum is afterwards recorded in data acquisition 3 and saved for each step of the measurement sequence. The parameter "integration time" is also constant.
saved for each step of the scan.
An example for a simple measurement sequence is illustrated in Fig. 5.10. This sequence consists of two hardware modules and one software module. The first hardware is a pulse shaper. In this example, two parameters of this module can be scanned: the transmission and the phase applied to the incoming pulse. This could be done by using the Spectral Taylor Basis (Section 5.1.3). After sending the current parameters to the SLM of the pulse shaper, a software clock is executed. After 1000 ms the spectrum is recorded. The applied transmission is scanned in the range [0.0, 1.0] along the first dimension and the applied phase in the range $[0,2 \pi]$ along the second dimension. The waiting time of the software clock and the integration time of the spectrometer will not be varied during the scan, but this would be also possible. Dimension 2 will be scanned for every step of dimension 1 . The variation of the parameters can either be done directly by manipulating the basis controls or by varying the gene array. A more detailed description of the Parameter Scan can be found in Ref. [278].

In the following, two data acquisition modules are presented which were added to the Parameter Scan in order to perform the experiments presented in this thesis.

### 5.3.1 Data Acquisition: Vector-Field Shaper

The first hardware module is the data acquisition Vector-Field Shaper. Its simplified flowchart and output data are depicted in Fig. 5.11. The settings and parameters for the Vector-Field Shaper data acquisition, the gene array and the "binary data" array ${ }^{5}$ containing the offset phase are specified within the GUI of the Parameter Scan. The Vector-Field Shaper module first converts the input parameters (together with the gene array) into phase patterns for layer 1 and layer 2 using the selected basis (see Section 5.1). In the next step, an optional offset phase is added. This offset phase contains for example the phase pattern required to compress the input pulse. In order to apply the resulting phase pattern at the LC SLM layers, the corresponding voltage values have to be calculated based on the pulse shaper calibration and sent to the SLM. If the SLM is not initialized, the VFS Control Center will be opened to initialize it and check if

[^10](a) Data Acquisition: Vector-Field Shaper

(b)

Output data: 2-dimensional array

| applied phase layer 1 (pixel 0-639) |
| :--- |
| applied phase layer 2 (pixel 0-639) |
| applied voltage layer 1 (pixel 0-639) |
| applied voltage layer 2 (pixel 0-639) |
| offset phase layer 1 (pixel 0-639) |
| offset phase layer 2 (pixel 0-639) |
| time stamp \| temperature sensor A | temperature sensor B | driving voltage layer 1 | driving voltage layer 2 |

Figure 5.11| Parameter Scan module Vector-Field Shaper. (a) Simplified flowchart. First, the basis parameters combined with the gene array specified in the Parameter Scan are transferred into phases for layer 1 and 2 of the LC SLM. Optionally, an offset phase is added to these phases and the required voltage values are calculated based on the pulse-shaper calibration. The offset phase is stored in the "binary data" array within the Parameter Scan. After the voltage patterns are sent to the SLM, the SLM temperature and driving voltage is read out. This phase-to-voltage operation is programmed in C++, whereas all others are realized in LabVIEW. (b) After the Vector-Field Shaper DA is executed, the output data is passed to the Parameter Scan. The output data contains the applied phase (including the offset phase), the corresponding voltage values, the used offset phase, a time stamp, the SLM temperature, and the driving voltage of the SLM.
the SLM temperature is already constant. In the last step of the Vector-Field Shaper module, the SLM temperature and driving voltage are acquired.

Except of the phase-to-voltage calculation, all steps are executed using LabVIEW. Initially, the phase-to-voltage operation was also realized using LabVIEW and the calibration data was stored for each pulse shaper of our group as global variables. However, due to the large size of the calibration data ( 2 layer $\times 640$ pixels $\times 4096$ voltage steps $=5,242,800$ values), this had some negative side effects - especially a high memory consume. To reduce the memory use and to increase the calculation speed, the phase-to-voltage operation was rewritten in $\mathrm{C}++^{6}$. The communication between LabVIEW and $\mathrm{C}++$ is realized by using a dynamic-link library (DLL). This reduced the memory use of LabVIEW from $\approx 200 \mathrm{MB}$ to $\approx 100 \mathrm{MB}$ and the phase-to-voltage calculation time from $\approx 30 \mathrm{~ms}$ to $\approx 20 \mathrm{~ms}$. It has also the advantage that the calibration data is no longer stored as global LabVIEW variable, but loaded from a binary file on the initialization of C++ based Calibration Database. By implementing this for all pulse shaper used in our group, the overall memory consumption of the Parameter Scan was reduced by $\approx 400 \mathrm{MB}$.
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Figure 5.12 | Iterative pulse compression using the Parameter Scan in conjunction with the FTSI phase module. Pulse compression can be realized by characterizing the unknown pulse via dual-channel FTSI and by applying the complete inverted phase at the VFS. By automating the process of FTSI characterization and offset generation within the newly created FTSI Phase module, e.g., an automatized iterative pulse compression can be realized using the Parameter Scan. In each step of the iteration, the remaining phase of the pulse is inverted and added to the previous offset phase. This new offset phase will then be used for the next measurement step to improve the pulse compression.

The described Vector-Field Shaper data acquisition is the basis to operate the presented setup in conjunction with the Parameter Scan in complex measurement sequences and for different kinds of experiments. This module was used to perform the "pulse generation" experiments presented in Chapter 6.

### 5.3.2 Data Acquisition: FTSI Phase

Polarization-shaped pulses can be characterized using dual-channel FTSI (see Section 2.5.2). This method has the advantage that only the measurement of the linear spectra of the reference pulse, of the unknown pulse and of their interference are required, and that the phase retrieval takes only a few milliseconds using modern computers. Hence, this technique is suitable for a quasi on-the-fly characterization of the shaped pulse generated in each step of the Parameter Scan. The retrieved phase information of the pulse cannot be used only to characterize it, but also to directly generate an offset phase for the next measurement step to achieve a certain goal - for example the iterative compression of an unknown pulse. This principle is illustrated in Fig. 5.12. The "apply offset phase" operation can be realized within the Parameter Scan by using the presented data acquisition Vector-Field Shaper. For the other operations (FTSI evaluation and offset generation), the data acquisition FTSI Phase was written. The spectra needed for the dual-channel FTSI characterization are directly recorded with the Parameter Scan before the FTSI Phase DA is executed as shown in Fig. 5.13(a).

The Vector-Field Shaper DA is used to manipulate the shaped pulse. By using computer controlled shutters (DA 3,5,7), the spectra of the reference (DA 4), the unknown pulse (DA 6) and the spectral interference of both pulses (DA 8) can be measured and analyzed in the FTSI Phase module (DA 9). The simplified flowchart of the
(a)

(b) Parameter Scan

| DA settings \& binary data array |  | read spectra | ¢ | dual-channel FTSI evaluation | ¢ | exctract desired parts of the retrieved phases | $\checkmark$ |  | $\begin{gathered} \hline \text { resample } \\ \text { selected phases } \\ \text { to SLM } \\ \hline \end{gathered}$ | $\checkmark$ | calculate new offset phase |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |

(c) Dual-channél $F=\bar{T} \mathcal{S N}_{1}$ evaluation

(d) Binary data input - reference phase: 2D array

| frequency or wavelength axis |
| :--- |
| reference phase $p$ pol. |
| reference phase $s$ pol. |

Binary data input - old offset phase: 2D array

| offset phase layer 1 |
| :--- |
| offset phase layer 2 |

Saved data: 2D array

| frequency axis for retrieved phases |
| :--- |
| retrieved phase p pol. |
| retrieved phase s pol. |
| (selected) phase resampled to SLM layer 1 |
| (selected) phase resampled to SLM layer 2 |
| new offset phase layer 1 |
| new offset phase layer 2 |

(e)


Figure 5.13 | FTSI Phase module. (a) Measurement sequence for on-the-fly dual-channel FTSI characterization. (b) Simplified flowchart of the module. (c) Simplified flowchart of the "dual-channel FTSI evaluation" operation. (d) Required input stored in the "binary data" array and output data. (e) FTSI Phase control panel.

FTSI Phase DA is illustrated in Fig. 5.13(b,c). The reference phase must be known for both polarization components and specified in the binary data array of the Parameter Scan to extract the phase of the unknown pulse. The entries "old offset phase" and "new offset phase" are also stored in the binary data array [Fig. 5.13(d)]. The spectra are directly read from the corresponding data acquisitions [see GUI of the FTSI Phase module Fig. 5.13(e)].

The dual-channel FTSI evaluation [Fig. 5.13(c)] follows basically the description given in Section 2.5.2. The interference signal is extracted by subtracting the linear spectrum of the reference and the unknown pulse from the recorded SI signal. The gained interference signal is Fourier filtered using the specified ranges and filter function ${ }^{7}$ [see GUI Fig. 5.13(e)]. The reference phase is then sampled to the frequency axis of the measured spectra and subtracted. If the delay between the reference and the shaped pulse is unknown, it can be determined by fitting a first-order polynomial function. These steps are independently executed for both orthogonal polarization components of the shaped pulse (here called p and s polarization). However, in order to maintain the information about the relative phase between the two polarization components and hence the polarization state, the same absolute and linear phase must be subtracted from the retrieved p and s phases. Whether the fitted values of the p or s polarization, or their mean values, should be subtracted, can be selected in the controls of FTSI Phase module. In general, both polarization components can be recorded with different spectrometers and the retrieved phase functions may therefore have different frequency axes. If this is the case, the retrieved phases will be sampled to a common frequency axis. In principle, already the interference signal could be sampled to the same frequency axis, however this will cause larger phase error as sampling the retrieved phases [169]. The last step of the dual-channel FTSI evaluation is the minimization of the phases and the phase difference by subtracting the absolute phase at the center frequency $\omega_{0}$ of either the p or s polarization, or their mean value, from both components and subtracting $n \pi$, where the integral number $n$ is chosen to minimize the phase difference at $\omega_{0}$. This operation does not alter the relative phase between the p and the s component.

In the next step of the FTSI Phase module, the retrieved phases or a derived quantity, like the phase difference, can be sampled to the pixel axis of the selected pulse shaper to generate an offset phase. Current implemented options to determine which parts of the retrieved phases should be used to generate the offset phase are listed in Tab. 5.1. If the option "invert phase" is enabled, all phases are multiplied with -1 . Four options are implemented to generate the new offset phase: i) The resampled phase can be added to the old offset, ii) it can be subtracted from the old offset, iii) it can be used as new offset, or iv) the old offset can be kept.

After the execution of FTSI Phase module, the frequency axis, the phase of the two polarization components, the resampled phase, and the new offset phase will be stored in a two-dimensional output array [Fig. 5.13(d)].

This module was initially created to actively stabilize the presented setup by using the retrieved phases as feedback (see Section 6.4). To compensate random phase fluctuations of a pulse, either the inverted complete phase or the inverted phase difference can be

[^12]Table 5.1 | Options to generate an offset phase. Depending on the selected options, only parts of the retrieved phases will be sampled to the selected polarization component of the pulse. The entry "fit $\left\{\phi_{\mathrm{p} / \mathrm{s}}(\omega)\right\}$ " corresponds to a polynomial fit with respective order.

| Option | Sampled to p pol. | Sampled to s pol. |
| :---: | :---: | :---: |
| Complete phase | $\phi_{\mathrm{p}}(\omega)$ | $\phi_{\mathbf{s}}(\omega)$ |
| Complete phase difference @ pol1 | $\phi_{\mathrm{p}}(\omega)-\phi_{\mathbf{s}}(\omega)$ | 0 |
| Complete phase difference @ pol2 | 0 | $\phi_{\mathbf{s}}(\omega)-\phi_{\mathrm{p}}(\omega)$ |
| 0th-order phase | $\phi_{\mathrm{p}}\left(\omega_{0}\right)$ | $\phi_{\mathbf{s}}\left(\omega_{0}\right)$ |
| 0th-order difference @ pol1 | $\phi_{\mathrm{p}}\left(\omega_{0}\right)-\phi_{\mathbf{s}}\left(\omega_{0}\right)$ | 0 |
| 0th-order difference @ pol2 | 0 | $\phi_{\mathbf{s}}\left(\omega_{0}\right)-\phi_{\mathrm{p}}\left(\omega_{0}\right)$ |
| Mean 0th-order phase | fit $\left\{\phi_{\mathrm{p}}(\omega)\right\}$ | fit $\left\{\phi_{\mathbf{s}}(\omega)\right\}$ |
| Mean 0th-order difference @ pol1 | fit $\left\{\phi_{\mathrm{p}}(\omega)\right\}-\operatorname{fit}\left\{\phi_{\mathbf{s}}(\omega)\right\}$ | 0 |
| Mean 0th-order difference @ pol2 | 0 | fit $\left\{\phi_{\mathbf{s}}(\omega)\right\}-\operatorname{fit}\left\{\phi_{\mathrm{p}}(\omega)\right\}$ |
| 0th- \& 1th-order phase | fit $\left\{\phi_{\mathrm{p}}(\omega)\right\}$ | $\operatorname{fit}\left\{\phi_{\mathbf{s}}(\omega)\right\}$ |
| 0th- \& 1th-order difference @ pol1 | fit $\left\{\phi_{\mathrm{p}}(\omega)\right\}-\operatorname{fit}\left\{\phi_{\mathbf{s}}(\omega)\right\}$ | 0 |
| 0th- \& 1th-order difference @ pol2 | 0 | $\operatorname{fit}\left\{\phi_{\mathbf{s}}(\omega)\right\}-\operatorname{fit}\left\{\phi_{\mathrm{p}}(\omega)\right\}$ |

used to generate an offset phase for the next measurement step. The derived zero- and first-order phases can be used if higher-order fluctuations should not be compensated, or a chirped pulse should be directly stabilized. Due to the flexibility of the FTSI Phase module, it could potentially be used for other applications and with other pulse shapers, too. The retrieved phase could simply be used for an on-the-fly pulse visualization or an iterative pulse compression. The retrieved phase or a "derived quantity" could also be used as feedback signal for an optimization algorithm. The module could even be used for a new type of on-the-fly pulse shaper calibration, where the voltages at layer 1 and layer 2 are varied and the resulting phase change is directly monitored and evaluated using the spectral interference ${ }^{8}$.

### 5.4 Summary

In order to manipulate the entire vector field of an ultrashort laser pulse with the presented setup, five different parameterizations, i.e., so-called bases, were introduced. These bases convert certain parameters, e.g., elliptical pulse parameters, to the corresponding phase retardation functions applied at layer 1 and layer 2 of the liquid-crystal spatial light modulator (LC SLM).

The first discussed basis was the Calibration Basis. It provides a simple control of the voltages applied to both LC SLM layers. The Pixel Basis and the Spectral Basis allow a more advanced manipulation of the laser pulse, not only the voltages, but also the

[^13]phase retardation at layer 1 and 2 , or the applied spectral phase and transmission can be used as parameters for both polarization components individually. Those two bases are ideally used together with an optimization algorithm. To deterministically produce chirped polarization-shaped pulses, the Spectral Taylor Basis was developed. It uses the transmissions and polynomial spectral phases as parameters. The Polarized Four-Pulse Basis can generate polarization shaped four-pulse sequences for multidimensional spectroscopy. The used parameters are the relative intensity, the ellipticity, the orientation, the relative time delay, and the relative phase between up to four consecutive subpulses. For future experiments, possible extensions of these bases and a new basis based on the von Neumann formalism were suggested.

The realized bases were integrated in two software programs. The first one - the VFS Control Center - was exclusively programmed for the presented setup. It is the basis to operate the vector-field shaper and can be used to apply certain phase/voltage functions at the LC SLM layer manually. For more complex experiments, the VFS hardware control and the presented bases were added to our universal in-house measurement suite Parameter Scan. For an active stabilization and automated quasi on-the-fly dualchannel Fourier-transform spectral interferometry evaluation, the FTSI Phase module was developed for the Parameter Scan.

With these software implementations at hand, the setup is ready-to-use for various types of experiments such as multidimensional spectroscopy or quantum control. New bases could be straightforwardly added to the provided software framework, if an experiment requires a different parameterization.

## 6 Experimental results

In the previous chapters, the design of the setup and the principle of vector-field control using different parameterizations were discussed in detail. However, to generate polarization-shaped pulse sequences with high fidelity, the design goals and parameters, e.g., the angles required for an optimal frequency distribution across the SLM, must first be experimentally realized and the specifications, e.g., for the TFP, must be fulfilled.

In this chapter (partly published in Ref. [1]), the experimental results are presented. The laser system and the setups used for pulse characterization are briefly introduced (Section 6.1). To validate the alignment of the setup, the frequency distribution across the SLM is investigated (Section 6.2). The unshaped pulse and the compressed pulse are compared to each other and the performance of the TFP is examined (Section 6.3). Based on the relative phase between the two polarization components of the compressed pulse, the long-term stability of the interferometric setup is measured. A stabilization routine to compensate long-term phase fluctuations and temporal drifts is developed (Section 6.4) and verified (Section 6.5). The advanced shaping capabilities of the setup are demonstrated by the generation of various polarization-shaped multipulse sequences with up to four subpulses (Section 6.6).

### 6.1 Laser system and pulse characterization

For building the setup and for the experiments presented in this chapter, a Ti:Sa oscillator (Mira Basic, Coherent) served as light source. The laser emits pulses with a repetition rate of 80 MHz and a theoretical bandwidth-limited duration of 55 fs (FWHM). A typical spectrum of the laser is shown in Fig. 6.1(a). The center wavelength is $\lambda_{0} \approx 797 \mathrm{~nm}$ and the bandwidth $\Delta \lambda=13.8 \mathrm{~nm}$ (FWHM). The width of the spectrum considering $I(\omega) / I_{\max }(\omega)>1.0 \%$ is 36 nm from 780 to 816 nm , covering $26 \%$ of the working range between 740 and 880 nm of the presented setup. This design range was chosen such that the VFS may be used also with broadband laser systems in the future.

The commercially available APE pulseCheck with FROG Option was used for the pulse characterization via FROG (see Section 2.5.3). For the dual-channel FTSI characterization (see Section 2.5.2), the setup illustrated in Fig. 6.1(b) was built. The two polarization components of the incoming pulse are separated with a beam splitter cube and two orthogonal linear polarizers and focused into identical high-resolution spectrometers (HR4000, Ocean Optics). The polarization-dependent efficiency of this setup is taken into account by comparing the measured spectra with the separately measured power of both components in front of the spectrometer setup. Using two spectrometers in parallel, rather than performing subsequent measurements for p and s polarization


Figure 6.1 Spectrum of the used laser and setup for the dual-channel FTSI characterization. (a) Typical spectrum of the used laser source with a center wavelength of 797 nm and a spectral width of 13.8 nm (FWHM). (b) Spectrometer setup for dual-channel FTSI characterization. To simultaneously characterize two orthogonal polarization components of the shaped pulse, two identically configured high-resolution spectrometers are employed. The polarization separation is achieved by a beam splitter cube and two linear polarizers. Figure modified and extended from Ref. [1] © (2015) Optical Society of America.
with the same spectrometer, reduces the requirements for interferometric stability between the shaped beam and the reference. If only one spectrometer is used, fluctuations in the time delay $\tau$ between the measurements of the p - and s-polarized components might lead to errors in the characterized total polarization state [see Eq. (2.65)].

### 6.2 Frequency distribution

The goal of the numerical calculations of the $4 f$ setup (see Section 4.1) was to optimize the frequency distributions at the SLM. A similar frequency distribution for the two beams of the interferometric VFS, a high number of illuminated pixels, and no spatial overlap of the distributions is desired. In Fig. 6.2, the measured (dark gray circles) wavelength distributions as a function of the SLM pixels are compared with the design goal (solid black line) to prove that these goals are experimentally fulfilled. For the simulation, the calculated parameters $\delta_{\text {in }}, \beta$, and $g$ [see Eq. (4.13)] were used. The frequency distribution was measured by setting the transmission of every fifth pixel to $100 \%$ and assigning these respective pixels to their corresponding frequency. Both beams have a similar frequency distribution in the measured wavelength range of $778-817 \mathrm{~nm}$ as beam 1 and beam 2 each cover 83 LC pixels. The simulation predicts 85 pixels for beam 1 and 84 pixels for beam 2 for this wavelength range. Extrapolation of the measured data (light gray circles) shows that the wavelength range of $740-880 \mathrm{~nm}$ covers nearly the whole SLM array without spatial overlap of spectral components (beam 1: 295 pixels, beam 2: 293 pixels). In the simulation, the two beams each span 301 pixels for $740-880 \mathrm{~nm}$. The measured and simulated data agree very well,


Figure $6.2 \mid$ Comparison of the simulated (solid black line) and measured (dark gray circles) wavelength distribution across the LC pixels of the SLM. The calibration was measured (dark gray circles) in the range of $778-817 \mathrm{~nm}$ (gray dashed lines) and extrapolated using a second-order polynomial fit (light gray circles). For better visibility, only every fifth data point is plotted. In the measured range, both beams span 83 pixels. For $740-880 \mathrm{~nm}$, they cover 295/293 (beam 1/beam 2) pixels. The simulation for the optimal parameters [Eq. (4.13)] predicts a range of $85 / 84$ (beam 1/beam 2) pixels for $778-817 \mathrm{~nm}$ and 301/301 (beam 1/beam 2) pixels for 740-880 nm. Figure modified from Ref. [1] © (2015) Optical Society of America.
demonstrating that the optimal frequency distribution was experimentally achieved for the measured wavelength range and that the setup can be used in the specified wavelength range of $740-880 \mathrm{~nm}$ for future experiments. The small discrepancies are either due to simplifications in the simulation, errors in the extrapolation or unavoidable deviations in the alignment of the setup. Nevertheless, for the control software always the actual experimentally determined wavelength calibration is employed.

### 6.3 Pulse compression

For most applications of the presented setup, it is desired to have a bandwidth-limited linearly polarized pulse as starting point for the pulse shaping. In order to characterize the shaped pulse via dual-channel FTSI (see Section 2.5.2), the complete phase of the reference must be known at the location of the experiment, which is in this case in front of the dual-spectrometer setup. The $\lambda / 2$ plate and the linear polarizer in the beam line of the reference (see Section 4.4, Fig. 4.8) are aligned in such a way that the reference pulse is linearly polarized with an orientation of $\theta \approx 45^{\circ}$ in front of the spectrometer. The orientation of $45^{\circ}$ is chosen in order to have equal intensities in both polarization components and to achieve similar modulation depths in the SI signals measured for the FTSI characterization.

The reference phase must be determined via a self-referencing technique, in this case SHG FROG (see Section 2.5.3). However, the information about the relative phase between both polarizations, their relative intensity and thus the ellipticity and orientation of the pulse, cannot be gained by these FROG measurements due to the ambiguity of the SHG FROG technique regarding the absolute phase of laser pulses. Nevertheless, the relative phase between the two polarization components is crucial to characterize


Figure 6.3| Measured intensity of beam 1, beam 2, and the reference behind a linear polarizer as a function of the polarizer angle. The measured data points are marked by a black cross and the fitted squared sinusoidal is plotted as solid gray line. According to the fit, all three measurements show a vanishing minimal normalized intensity of $0.73 \times 10^{-3}$, $3.0 \times 10^{-3}$, and $1.3 \times 10^{-3}$ (beam $1 /$ beam $2 /$ reference), proving that all the pulses are linearly polarized. Their retrieved orientations are $90.013^{\circ},-0.014^{\circ}$, and $45.93^{\circ}$ (beam $1 /$ beam $2 /$ reference).
a polarization-shaped pulse via dual-channel FTSI based on the FROG phases. For pulses with a simple temporal shape and constant polarization the polarization state can be estimated by measuring the intensity of the pulse behind a linear polarizer as a function of the polarizer angle. This was done for the reference beam and for beam 1 and 2 of the VFS separately. The recorded intensities and a squared sinusoidal fit for all three beams is shown in Fig. 6.3 as a function of the polarizer angle ${ }^{1}$. The data for beam 1 and beam 2 behind the VFS show that both individual pulses are orthogonally and linearly polarized [Fig. $6.3(\mathrm{a}, \mathrm{b})$ ], proving the high extinction ratio of the TFP in the used crossed-polarizer arrangement. Based on these polarizer measurements, the ellipticity is $\epsilon=0.027 \mathrm{rad}$ for beam 1 and $\epsilon=0.055 \mathrm{rad}$ for beam 2. Their orientations are $\theta=90.013^{\circ}$ and $\theta=-0.014^{\circ}$. The small deviations are caused by imprecisions of this measurement method, of the used polarizer and the used power meter. The reference pulse is also linearly polarized $(\epsilon=0.036 \mathrm{rad})$ but with an orientation of $45.93^{\circ}$ as desired [Fig. 6.3(c)]. Since the reference pulse is linearly polarized, the relative phase between the p and s component of the reference is $\Delta \phi(\omega)=\phi_{\mathrm{p}}(\omega)-\phi_{\mathrm{s}}(\omega)=0 \mathrm{rad}$. With this information, the FROG phase can be used to characterize the complete vector-field, including the relative phase between the p and s component, of a polarization-shaped pulse via dual-channel FTSI. The phase $\phi_{\mathrm{p} / \mathrm{s}}(\omega)$ of the reference could not directly be gained by FROG due to the low intensity of the reference and the resulting insufficient data quality of the FROG measurement. Therefore, the unshaped pulse was characterized via FROG first and the reference phase was measured via FTSI afterwards. The term "unshaped pulse" denotes in this chapter the pulse which is emitted in the crossedpolarizer arrangement if the transmission of each arm is set to $100 \%$ without applying any phase function. To determine the correct sign of the FROG phase, the phase was applied to the SLM and it was checked whether the pulse duration is increased or de-

[^14]creased. For the FTSI characterizations, the reference was delayed by about -1.5 ps with respect to the shaped pulse.

The unshaped pulse, fully characterized by dual-channel FTSI, is plotted in Fig. 6.4(a-d). The spectral/temporal intensity (solid line) and spectral/temporal phase (circles) of the p (blue) and s (red) component is shown in Fig. 6.4(a/b). The s polarization of the unshaped beam is compressed by the alignment of the $4 f$ setup as indicated by its almost linear spectral phase (red) while the p polarization exhibits a remaining second-order spectral phase (blue) [Fig. 6.4(a)]. The difference between the p and s component of the spectral phase is caused by a slight asymmetric passing of either the telescope and/or the cylindrical lens due to unavoidable deviations in the alignment of the setup. Due to these alignment errors, the two beams, and thus the polarization components, have a temporal delay of 53.5 fs [Fig. 6.4(b)]. This delay corresponds to a path difference of only $16 \mu \mathrm{~m}$. Both polarization components differ also in their pulse durations and the p component is chirped as can be seen in the parabolically shaped temporal phase [blue circles in Fig. 6.4(b)]. Therefore, a strongly time-varying polarization profile is observed [Fig. 6.4(c)]. The temporal polarization states are marked by the red dots in the Poincaré plane which are connected via a red dotted line. The temporal intensity is indicated by the lightness of the dots. Lower intensities are represented by lighter colored dots whereas higher intensities are marked by darker dots. A more intuitive representation of the temporal evolution of the pulse in time domain is given by a pseudo 3D plot in Fig. 6.4(d). In this plot, the temporal instantaneous polarization state is depicted by a cylinder with respective orientation and ellipticity. The total size of each cylinder represents the total amplitude. The shadows of the pulse in the p and s plane indicate the amplitude of the p and s component of the pulse. The instantaneous frequency $\omega(t)$ is indicated by the color of each cylinder.

The remaining spectral phases of the unshaped pulse, including the time delay between both beams, are compensated using the VFS by applying the inverted phases of the unshaped pulse to the SLM. This was done iteratively to achieve the best possible compression of the pulse. The obtained compressed pulse is depicted in Fig. 6.4(e-h). Both spectral components feature a flat spectral phase with a relative spectral phase between the p and s polarization of $\Delta \phi(\omega)=\phi_{\mathrm{p}}(\omega)-\phi_{\mathrm{s}}(\omega) \approx 0 \mathrm{rad}$ [Fig. 6.4(e)]. The pulse in time domain has a nearly flat temporal phase and both beams have nearly a perfect temporal overlap. The resulting polarization state, given by the coherent superposition of both components, is therefore linear with an orientation of $44.1^{\circ}$ as the average values of the orientation and the ellipticity are $\theta=0.77 \mathrm{rad}$ and $\epsilon=-0.27 \mathrm{mrad}$ for $I(t) / I_{\max }(t)>10 \%$ [Fig. $6.4(\mathrm{~g})$ ]. In the 3 D representation of the compressed pulse, the perspective is chosen such that the pulse is viewed at an inclination angle of $45^{\circ}$. The resulting image demonstrates the excellent fidelity of the pulse compression as the 3D representation has vanishing "thickness" along the undesired polarization direction [Fig. 6.4(h)].

The temporal duration of the compressed pulse is 74.9 fs based on the FWHM of its total intensity $I_{\text {tot }}(t)$. The bandwidth-limit is 56.6 fs (FWHM) calculated by Fourier transformation of the measured spectra with constant spectral phase. The total intensity and the total phase of the measured and the simulated bandwidth-limited pulse are compared in Fig. 6.5. The difference of the temporal phases (circles) is small, considering


Figure 6.4 | Comparison of the uncompressed $[(a-d)]$ and the compressed pulse $[(\mathrm{e}-\mathrm{h})]$. (a,b) Intensity (solid) and phase (circles) of the p (blue) and the s polarization (red) in frequency $[(\mathrm{a})]$ and time domain $[(\mathrm{b})]$. (c) Temporal polarization state (red dots) in a Poincaré plot. The temporal intensity is coded in the color lightness. Lighter colors correspond to lower intensities. (d) Pseudo 3D representation in the time domain by cylinders with respective orientations and ellipticities. The instantaneous frequency is color-coded. (e-h) Analogous representations for the compressed pulse. The average orientation $\theta$ and ellipticity $\epsilon$ of the compressed pulse is marked as black dot in the Poincaré plane $[(\mathrm{g})]$.


Figure 6.5 | Comparison of the compressed pulse with the simulated bandwidth-limited pulse in time domain. The pulse duration is determined by the FWHM of the total intensity (solid lines). It is 74.9 fs for the compressed pulse (black) and 56.6 fs for the bandwidthlimited pulse (gray). The difference is caused by small deviations in the total phase (circles).
the given range, but a significant elongation of the temporal intensity and thus of the pulse duration of the measured pulse (black solid line) in contrast to the bandwidthlimited pulse (gray solid line) is observed.

The spectra of the uncompressed and the compressed pulse exhibit slight oscillations [Fig. 6.4(a,e)]. These oscillations are lower in amplitude for the p polarization than for the s polarization and arise from multiple reflections inside the TFP (see Section 4.2.2). Fourier transform of the measured spectra and the characterized spectral phases show for the uncompressed and the compressed pulse that the first satellite pulse appears 4.05 ps after the main pulse, almost matching the calculated delay of 3.6 ps (see Section 4.2.2). The intensity ratio between the first satellite pulse and the main pulse is $I_{\mathrm{p}}^{\text {sat. } 1} / I_{\mathrm{p}}^{\text {main }}=0.0079 \%$ for the p and $I_{\mathrm{s}}^{\text {sat. } 1} / I_{\mathrm{s}}^{\text {main }}=0.20 \%$ for the s polarization of the uncompressed pulse. For the compressed pulse, $I_{\mathrm{p}}^{\text {sat. }} / I_{\mathrm{p}}^{\text {main }}=0.0087 \%$ and $I_{\mathrm{s}}^{\text {sat. } 1} / I_{\mathrm{s}}^{\text {main }}=0.19 \%$ are obtained. These values are about a factor of two smaller than expected based on the polarization-dependent transmittances and reflectivities of the TFP given in Section 4.2.2, indicating an even better performance of the TFP. Overall, the influence of these satellite pulses can be neglected for an experiment due to their large temporal delay and vanishing intensity.

### 6.4 Interferometric stability

The interferometric stability of the setup over almost 24 hours is demonstrated in Fig. 6.6(a). As a benchmark for the stability, the phase difference $\Delta \phi\left(\omega_{0}\right)=\phi_{\mathrm{p}}\left(\omega_{0}\right)-$ $\phi_{\mathrm{s}}\left(\omega_{0}\right)$ between the p and s component of the shaped pulse at the center frequency $\omega_{0}$ of the compressed pulse was used. Since the p component is generated with beam 2 and the s component with beam 1 , this is a direct measure for the relative phase stability between both beams. The pulses were characterized via dual-channel FTSI. The pulse was initially compressed by applying the inverted phase of the uncompressed pulse to the SLM (see Section 6.3). For the black curve [Fig. 6.6(a)], only this initial offset phase was applied to the SLM. The phase difference at $t=0 \mathrm{~h}$ is larger than zero because the relative phase has already changed with respect to the original pulse compression. The black curve shows a significant long-term drift of the relative phase but also a very high stability along shorter time scales (see inset). The standard deviation of the relative phase is $\sigma=28.3 \mathrm{mrad}(\approx \lambda / 222)$ in this period of 60 minutes. Similar values are reproduced at different temporal sections of this measurement. This high stability


Figure $6.6 \mid$ Phase stability of the vector-field shaper setup. (a) Stability over nearly 24 hours. As a quantity for the phase stability, the spectral phase difference at the center frequency between the two orthogonal polarizations is used. In black, the unstabilized phase difference is shown. In light and dark gray, the first and second iteration of an on-the-fly phase reduction and stabilization (OPRAS, see text) using the pulse shaper itself are plotted. The unstabilized curve (black) reveals a significant long-term phase drift but a good shortterm stability. The inset shows a period of 60 minutes with a standard deviation of $\sigma=$ $28.3 \mathrm{mrad}(\approx \lambda / 222)$. (b) By employing two iterations of OPRAS, a long-term phase stability of $\sigma=31.9 \mathrm{mrad}(\approx \lambda / 197)$ over nearly 24 hours (iteration 2 , dark gray) is achieved. The phase difference is reduced to a mean value of 28.5 mrad (black solid horizontal line). (c) SLM temperature over the course of the measurements. It should be noted that the small gaps in the data set arise from loading times of new measurement parameters. Figure modified from Ref. [1] © (2015) Optical Society of America.
demonstrates the advantage of a common-path setup compared with a non-common path layout. Even for active-stabilized frequency-based non-common setups, lower stability values were reported (see Tab. 3.2), for example $\lambda / 10$ over 3 h (Zanni group) and $\lambda / 157$ over 1 h (Misawa group). Only with the stabilized time-domain based non-common path setup using two AOPDFs a higher stability of $\lambda / 314(3 \mathrm{~h})$ was achieved.

Due to the long-term drift an on-the-fly phase reduction and stabilization (OPRAS) procedure utilizing the SLM was implemented. The principle of the routine is that the phase of the pulse is automatically calculated via an FTSI measurement and added


Figure 6.7| Measurement sequence using two iterations of OPRAS. For each step of the measurement, the constant offset phase (offset 1), gained by the pulse compression as described in Section 6.3, is applied first. In the first iteration of OPRAS, the required spectra for the dual-channel FTSI characterization are recorded, a new offset phase based on the retrieved phases is generated, and applied to the SLM. The new offset phase (offset 2) is the sum of offset 1 and the inverted complete retrieved phase of both polarization components. Offset 3 is analogously generated in a second iteration of OPRAS and used for the consecutive generated pulses in this measurement step. For the next measurement step, the initial manually created offset 1 , and not the dynamically generated offset 3 , is used as starting point to avoid the accumulation of noise.
to the previous offset phase to compensate for phase fluctuations and temporal drifts between the two arms of the VFS during the experiments. The flowchart of the employed measurement sequence is depicted in Fig. 6.7. First, the offset phase (offset 1) gained by the previous pulse compression (see Section 6.3) was applied. Then, in the first iteration of OPRAS, the pulse generated with offset 1 was characterized via dual-channel FTSI, a new offset phase (offset 2) based on offset 1 and the retrieved phases was generated, and applied to the pulse shaper. In a second iteration of OPRAS, this process was repeated and a third offset phase was generated (offset 3). Afterwards, the pulse generated by offset 3 was characterized, and up to four different pulse shapes were generated and measured (see Section 6.6).

The pulses measured after the first iteration of OPRAS (offset 2) show a much lower phase difference and an improved stability [light gray, Fig. 6.6(a)]. By a second iteration of OPRAS [offset 3; dark gray curve, Fig. 6.6(a)], the relative phase was stabilized to $\sigma=31.9 \mathrm{mrad}(\approx \lambda / 197)$ with a remaining mean value of 28.5 mrad over almost 24 hours [Fig. 6.6(b)]. The time required for one OPRAS iteration is mainly given by the integration time of the spectrometers and not by the data evaluation. By reducing this time and measuring only the essential spectra, one could significantly improve the speed of the stabilization. An improvement of the automatic pulse evaluation could also make the second iteration redundant. Instead of reusing the initially manually-created offset phase (offset 1) as starting point for the OPRAS routine at the beginning of each measurement step, also the last dynamically-generated offset phase (offset 3) of the previous
measurement step could be used. This could make the second iteration of OPRAS obsolete for consecutive measurement steps as the deviation of the phase difference $\Delta \phi\left(\omega_{0}\right)$ between iteration 1 (light gray) and 2 (dark gray) is small if $\Delta \phi\left(\omega_{0}\right)$ obtained with the starting offset phase (black) is already low [see $t=14 \mathrm{~h}$ in Fig. 6.6(a)]. However, in this case, the accumulation of noise could negatively affect the pulse compression for later measurement steps. Since the setup shows very good short-time stability, it would also be sufficient for time-critical measurements to repeat OPRAS at longer time intervals and not for every data point. The SLM temperature [Fig. 6.6(c)] basically shows the same trend as the curve for the unstabilized phase [black, Fig. 6.6(a)] but slightly delayed. Hence, it can be assumed that the drift in the relative phase is mainly due temporal fluctuations in the laboratory which result in delayed temperature variations of the SLM. The advantages of OPRAS are that no additional stabilization hardware and no moving mechanical parts are required for the stabilization. OPRAS can not only compensate a temporal drift, but in general phase fluctuations of any spectral order, due to the complete characterization of the pulse. Employing dual-channel FTSI, information about the relative phase between both polarization components is directly gained, since the whole vector field is simultaneously characterized. This also eliminates the necessity to characterize or compress the pulse in advance and makes this routine highly suitable to stabilize the output of an interferometric vector-field shaper. By realizing the suggested "dual output", using a special coated glass wedge pair to combine the reference and a small fraction of the shaped pulse in a second outgoing beam line of the VFS (see Section 4.5), OPRAS could be simultaneously utilized while performing any desired experiment with the "main" part of the shaped pulse.

### 6.5 OPRAS verification

The stabilized pulse generated by OPRAS should not only have a flat spectral phase but also a relative phase of zero between both polarization components. The resulting pulse in the time domain should then be short and linearly polarized (ellipticity $\epsilon=0 \mathrm{rad}$ ). The actual orientation $\theta$ of the polarization ellipse depends on the intensity ratio $I_{\mathrm{p}}(t) / I_{\mathrm{s}}(t)$. This ratio was adjusted, using the $\lambda / 2$ plate before the TFP (see Section 4.4, Fig. 4.8), to be $\approx 1$ and therefore the orientation should be $\theta=0.25 \pi \mathrm{rad}=45^{\circ}$.

The pulse stabilized via OPRAS was characterized via SHG FROG. The trace for the p polarization [Fig. 6.8(a)] of the stabilized pulse as well as the trace for the spolarization [Fig. 6.8(b)] indicate that the pulse compression was successful. The reconstructed phase (red circles) for the p [Fig. 6.8(c)] and s polarization [Fig. 6.8(d)] agree very well with the phases retrieved by the FTSI characterization (blue circles). Also the reconstructed (red solid line) and measured (blue solid line) spectra match in their overall shape [Fig. 6.8(c,d)]. The measured spectra exhibit again small oscillations due to the satellite pulses generated by the TFP as discussed in Section 6.3.

The information about the relative phase between both polarizations and their relative intensity was extracted by measuring the intensity of the pulse behind a linear polarizer as a function of the polarizer angle and compared with the data gained


Figure $6.8 \mid$ Characterization of the stabilized pulse via SHG FROG. (a) Measured FROG trace of the p and (b) of the spolarization. (c,d) Reconstructed (red) spectrum (solid lines) and phase (circles) compared with the spectrum and phase measured via FTSI (blue) of $p[(\mathrm{c})]$ and s polarization $[(\mathrm{d})]$. The FROG error is $0.26 \% / 0.64 \%[(\mathrm{a} / \mathrm{b})]$. Figure adapted from Ref. [1] © (2015) Optical Society of America.


Figure 6.9| Characterization of the stabilized pulse by rotating a linear polarizer. (a) Intensity (solid line) and phase (circles) of the p- (blue) and s-polarized (red) components in the time domain, gained by FTSI analysis. (b) Measured intensity of the pulse after a linear polarizer as a function of the polarizer angle (black crosses). The orientation of $\theta=0.77 \mathrm{rad}=44.43^{\circ}$ and the ellipticity of $|\epsilon|=0.15 \mathrm{rad}$ are extracted by fitting a squared sinusoidal (gray line). (c) Comparison of the FTSI analysis (red dots), the mean of the FTSI analysis (black dot) and the polarizer measurement (black cross) in a Poincaré plot [152]. Figure modified from Ref. [1] © (2015) Optical Society of America.
via FTSI (Fig. 6.9). The pulse in the time domain [Fig. 6.9(a)] was calculated by Fourier transformation of the spectral data gained via FTSI. Figure 6.9(a) shows the temporal intensities (solid line) as well as the temporal phase (circles) for the p (blue) and $s$ (red) polarization component. The minimum normalized intensity after the linear polarizer is 0.023 for an angle of $134.43^{\circ}$ [Fig. 6.9(b)]. This results in $|\epsilon|=0.152 \mathrm{rad}$ and $\theta=0.773 \mathrm{rad}=44.43^{\circ}$. This polarization state is marked by the black cross and the polarization state gained via FTSI by red dots in the Poincaré representation shown in Fig. 6.9(c). The average values of the FTSI data are indicated by the black dot. Both measurements show a pulse which is nearly linearly polarized with $\theta \approx 45^{\circ}$ but with a difference of $\Delta \epsilon=0.13 \mathrm{rad}$ for the ellipticity. This difference of the ellipticity corresponds for this pulse to a change in the relative phase of $\Delta \phi_{0} \approx 0.26 \mathrm{rad}$ [see Eq. (2.25)], which is probably due to a slight temporal phase drift between OPRAS and the polarizer measurement, caused by the imperfect stability of the setup [see Fig. 6.6(a)]. Also the imperfect extinction ratio of the polarizer and the mainly s-polarized subpulses emitted from the TFP contribute to a remaining intensity behind the polarizer and hence to the discrepancy in $\epsilon$. It can be concluded that the OPRAS routine is correct and an efficient tool to characterize, compress, and stabilize polarization-shaped laser pulses. The coherent superposition of the s and p components leads, analogous to the non-automated pulse compression (see Section 6.3), to a single linearly polarized, compressed pulse.

### 6.6 Generation of polarization-shaped pulses

### 6.6.1 Single pulses

Based on the pulses stabilized by OPRAS, different pulse sequences with up to four subpulses were generated and characterized to demonstrate the shaping capabilities of the setup. In the first basic example, a single polarization-shaped pulse is shown (Fig. 6.10). The target orientation of $\theta=0.15 \pi \mathrm{rad}=27^{\circ}$ and ellipticity $\epsilon=0.09 \pi \mathrm{rad}$ is not feasible with a conventional 2-layer polarization shaper (see Section 3.2). In order to achieve the desired orientation and ellipticity, it is necessary to adjust the relative intensity and phase between the two orthogonally polarized beams of the interferometric VFS. This can be seen by comparing the spectra and phases of the compressed [Fig. 6.4(e)] and the polarization-shaped pulse [Fig. 6.10(a)]. In this and the following examples, the spectra of the shaped pulse were directly measured with the two spectrometers (see Fig. 6.1) and the spectral phases were retrieved via dual-channel FTSI. As expected, due to OPRAS, the measured pulse in the time domain is still almost bandwidth limited as no additional chirp was introduced by the VFS. The pulse duration is 80.9 fs (FWHM) and comparable to the compressed pulse (see Section 6.3). The measured (red dot) and the target (black cross) polarization state are plotted in Fig. 6.10(c). The red dots accumulate in the target area, indicating an almost temporal-independent polarization state as desired and proving the high accuracy achieved with the pulse shaper. The constant elliptical polarization state and the almost constant instantaneous frequency $\omega(t)$ of the pulse is also clearly visible in the pseudo 3D representation of the measured pulse [Fig. 6.10(d)].

The excellent quality of single polarization-shaped pulses was validated also by other test pulses which are not presented in this thesis. The capacities of the presented setup


Figure 6.10 | Experimental realization of a single pulse with a constant polarization state. (a) Measured spectrum (solid) and via FTSI retrieved phase (circles) for the $p$ (blue) and s polarization (red). (b) Calculated intensity (solid) and phase (circles) for the p (blue) and s polarization (red) in time domain. (c) Poincaré plot of the measured (red dots) temporal orientation $\theta$ and ellipticity $\epsilon$ and the target (black cross) polarization state. Lighter dots have a lower temporal intensity as darker ones. (d) Pseudo 3D representation of the measured pulse in time domain. The polarization states are visualized by ellipses with corresponding orientations $\theta(t)$ and ellipticities $\epsilon(t)$. The size of the cylinders is given by the temporal amplitude and the instantaneous frequency is represented by the color of each cylinder (see color bar). The amplitudes of the p and s polarization are indicated by the shadows.
will be rather confirmed in the following by the generation of polarization-shaped multipulse sequences, as those require much more complex frequency-dependent amplitude and phase modulation functions. Multipulse sequences are of particular interest for various spectroscopy methods such as coherent two-dimensional spectroscopy [53, 66, 75, 90, 92] or coherent two-dimensional nanoscopy [110].

### 6.6.2 Double-pulse sequences

An example of a polarization-shaped double-pulse sequence is shown in Fig. 6.11(a-d). The spectra of the p and s polarization show the typical amplitude modulations required two generate a double pulse [Fig. 6.11(a)]. The frequency-dependent phase and amplitude modulation generates a double-pulse sequence in the time domain with the


Figure 6.11 | Double-pulse sequences. Color-code and symbols are analogous to Fig. 6.10. (a-d) The first subpulse is elliptically polarized, the second one linearly. (e-f) Both subpulses are linearly polarized with $\theta_{1}=-45^{\circ}, \theta_{2}=+45^{\circ}$, (g) The subpulses are linearly polarized $(\theta=$ $0^{\circ} / 90^{\circ}$ ) and have a time delay of 80 fs and a relative phase of $\Delta \phi\left(\omega_{0}\right)=-0.49 \mathrm{rad}$. (h) Chirped double pulse ( $b_{2}^{\mathrm{p} / \mathrm{s}}=+3000 \mathrm{fs}^{2}$ ) with 150 fs delay and $\Delta \phi\left(\omega_{0}\right)=-0.40 \mathrm{rad}$. See text for detailed description. Figure adapted and extended from Ref. [1] © (2015) Optical Society of America.
target delay of 300 fs [Fig. 6.11(b)]. The first subpulse is elliptically polarized $(\theta=$ $-0.12 \pi \mathrm{rad}, \epsilon=-0.14 \pi \mathrm{rad})$ and the second linearly polarized $(\theta=0.33 \pi \mathrm{rad}, \epsilon=$ 0 rad ) [Fig. 6.11(c)]. The temporal phase is still flat and both subpulses remain compressed. The pulse duration of the first subpulse is 79.3 fs and of the second subpulse 74.1 fs . The measured temporal delay based on the maximum of the total intensity of the two subpulses is 300.8 fs . The target polarization states are marked with black crosses in Fig. 6.11(c). The measured polarization states (red dots) agree very well with the desired ones. The fact that the red dots concentrate in the target areas and that they do not extend further out of this area shows that the polarization state is constant throughout each subpulse as desired. The pulse sequence in the time domain is visualized using the pseudo 3D representation depicted in Fig. 6.11(d). The elliptical and the linear polarizations are clearly visible, and the subpulses are well separated in time. Their instantaneous frequency is constant.

This double-pulse sequence, composed of an elliptically and a linearly polarized subpulse, demonstrates nicely the extended shaping capabilities of the vector-field shaper. However, for spectroscopic applications, sequences with linearly polarized multipulse sequences are often preferred. Such a pulse sequence was generated and characterized, as depicted in Fig. 6.11(e,f). The target orientations [black crosses in Fig. 6.11(e)] are $\theta_{1}=-45^{\circ}$ for the first and $\theta_{2}=+45^{\circ}$ for the second subpulse. Both subpulses should be linearly polarized with $\epsilon_{1}=\epsilon_{2}=0 \mathrm{rad}$. The measured polarization states [red dots in Fig. 6.11(e)] match the target states very well. This is also visible in the pseudo 3D representation [Fig. 6.11(f)]. This representation shows almost straight lines for the first subpulse and vanishing "thickness" in the undesired polarization direction for the second one, due to the viewing angle of $45^{\circ}$. The measured time delay of 299.9 fs between the two subpulses matches the target delay of 300 fs . Both subpulses have an almost constant instantaneous frequency and are compressed with a pulse duration of 77.7 fs and 78.8 fs , respectively. The small deviations between the target values and the measured values are in the same order as in the previous example, demonstrating the high fidelity of the generated double-pulse sequences in terms of the temporal delay and the polarization.

By definition, in the Polarization Four-Pulse Basis both subpulses should have the same total intensity in these two examples. However, as a result of the shaping window, the total intensity of the delayed subpulse is reduced with respect to the undelayed subpulse centered at $t=0 \mathrm{fs}$. For a double-pulse sequence, this effect can be taken into account by delaying the two subpulses symmetrically to negative and positive time with respect $t=0 \mathrm{fs}$, or in a more general approach by measuring the delay-dependent intensity reduction caused by the shaping window and by adjusting the total intensity of the undelayed subpulse with the pulse shaper according to the temporal position of the subpulses.

The relative phase between the subpulses can also be controlled using the Polarization Four-Pulse Basis. This is illustrated in Fig. 6.11(g) by two orthogonally linearly polarized subpulses with a slight temporal overlap as the first subpulse is delayed by -40 fs and the second by +40 fs with respect to $t=0 \mathrm{fs}$. Their relative phase difference in the frequency domain is $\Delta \phi\left(\omega_{0}\right)=-0.49 \mathrm{rad}$. In the range of the temporal overlap the relative phase and the temporal varying intensity ratio between the pand scomponent


Figure $6.12 \mid$ Double-pulse sequence with two linearly polarized subpulses orientated under $45^{\circ}$ for various temporal delays. Left side: Poincaré representation with measured (red dots) and target (black cross) polarization state. Right side: Respective pseudo 3D representation in time domain of the measured double-pulse sequence. The depicted delays between the two subpulses are (a) 200 fs , (b) 500 fs , and (c) 800 fs. Figure adapted and extended from Ref. [1] © (2015) Optical Society of America.


Figure 6.13 | Simulated polarization state of the double-pulse sequence for the delay of 500 fs . The simulation is based on the ideal transfer function and the measured stabilized pulse. The simulated polarization states (black dots) show a similar variation in $\epsilon(t)$ and a systematical deviation in $\theta(t)$ from the target states (white cross) as those of the measured pulses shown in Fig. 6.12(b).
results in a rapidly varying polarization state. The rotation of the orientation is clearly visible in the pseudo 3D representation. In the region of no temporal overlap, their relative phase does not influence their polarization state as it remains linear. Being able to precisely control the relative phase between subpulses is crucial in various spectroscopic applications. Measuring a signal for different relative phases between consecutive subpulses is called phase-cycling and can, for example, be employed to extract certain signal contributions from the measured data in multidimensional spectroscopy [66, 273].

The control of the relative phase, or more precisely, the total phase of each subpulse, can also be employed for strong-field quantum control experiments [227, 279, 280]. While for spectroscopy bandwidth-limited pulse are preferred in order to have the highest possible time resolution, for quantum control also chirped pulses can be utilized to achieve a certain goal [267-271]. A simple example of a double-pulse sequence with two positive chirped subpulses $\left(b_{2}^{\mathrm{p}}=b_{2}^{\mathrm{s}}=3000 \mathrm{fs}^{2}\right)$ is depicted in Fig. 6.11(h). Due to the chirp, the pulse durations are increased to 129.0 fs and 131.6 fs , and the subpulses overlap temporally despite their large relative temporal delay of 150 fs . The chirp of the two subpulses can be seen in the color-coding of the pseudo 3D representation. Because of to the varying temporal phase and the phase difference of $\Delta \phi\left(\omega_{0}\right)=-0.4 \mathrm{rad}$, a rapidly varying polarization profile occurs in the region of the temporal overlap similar to Fig. 6.11 (g).

For various spectroscopic methods as well as for quantum control it is important to vary the temporal delay between the subpulses without changing their polarization state. A double-pulse sequence with three different temporal delays [200 fs (a), 500 fs (b), and 800 fs (c)] is depicted in Fig. 6.12. The target polarization state for both subpulses was chosen to be $\theta=45^{\circ}$ and $\epsilon=0 \mathrm{rad}$ for this demonstration as deviations from this linear polarization state are easily visible in the pseudo 3D representation. It should be noted that even changing only the time delay between the two subpulses is challenging because both beams of the interferometric VFS have to be amplitude modulated, precisely delayed in time, and kept at a fixed relative phase to avoid a change in their polarization state. All three Poincaré representations (left side, Fig. 6.12) show that both subpulses are mainly linearly polarized with an orientation of $\theta \approx 45^{\circ}$. However, a slight "elongation" in $\epsilon(t)$ direction is visible for low intensities. This is an artifact caused by
the remaining phase due to the imperfect compression of the stabilized pulse used for this measurement. In Fig. 6.13, the simulated polarization states of the double-pulse sequence with a delay of 500 fs [Fig. 6.12(b)] are shown. The simulation was carried out by applying the ideal amplitude and phase transfer function required to generate the target pulse sequence to the measured spectra and phase of the stabilized pulse, which was recorded directly before the characterization of the double-pulse sequence. The simulation shows variation in $\epsilon(t)$ for the parts of the subpulses with low intensity similar to the measurement, verifying that this elongation can be ascribed to the remaining phase of the stabilized pulse. Similar results were obtained for the simulated subpulses with delays of 200 fs and 800 fs (not shown). The measured orientations for the parts with high temporal intensity almost match the orientation obtained by the simulation. The measurements and the simulations show both a slightly lower orientation angle as intended, comparing the darkest dots with the cross. This systematic deviation is probably caused by the fact that the two beams of the interferometric VFS did not have exactly the same intensity for this measurement. Overall, the target polarization states are well matched. The deviations in $\theta(t)$ and $\epsilon(t)$ from the target values which cannot be explained by the remaining phase of the stabilized pulse or the intensity mismatch between the two beams are a result of unavoidable deviations of the realized and the ideal transfer functions. These errors are caused by imperfections of the pulse shaper calibration and inherent shaping artifacts of the LC SLM. All in all, Fig. 6.12 shows the excellent vector-field control provided by the presented setup as only minor differences in the measured polarization states for different delays are visible.

### 6.6.3 Three- and four-pulse sequences

The previous examples demonstrate precise deterministic control of a double pulse in all degrees of freedom, but many spectroscopic applications require sequences of three or four subpulses with an even more complex SLM transfer function. In Fig. 6.14, three examples of different generated and characterized three- and four-pulse sequences are depicted. The three-pulse sequences were also created using the Polarization FourPulse Basis, but the time delay between the second and third subpulse was set to 0 fs for these measurements. Analogously to the double-pulse sequences, besides the actual amplitude/phase modulation required to create the target pulse sequence, an offset phase was applied to compensate the phase of the unshaped pulse in order to generate pulse sequences consisting of near bandwidth-limited subpulses. For these examples, the target polarization states are again marked as black crosses in the Poincaré plane and pseudo 3D representations based on the characterized pulse sequences are plotted.

First, a sequence with three elliptically polarized subpulses is shown [Fig. 6.14(a)]. The temporal delay between each subpulse is 300 fs to avoid a temporal overlap and a mixing of the specified polarization states to a complex polarization profile. The measured polarization state of the subpulse at $t=0$ fs agrees very well with the target state [Fig. 6.14(a)]. Only the two small subpulses at $t=-300 \mathrm{fs}$ and $t=+300 \mathrm{fs}$ show small deviations from the desired states. These discrepancies are a result of the remaining phase of the stabilized pulse and unavoidable pulse-shaping artifacts which are common for complex modulation functions. All three subpulses are still compressed as


Figure 6.14| Three- and four-pulse sequences. The delay between each subpulse is 300 fs. (a) Three-pulse sequence with elliptically polarized subpulses $\epsilon=-0.17 \pi, 0.12 \pi, 0.064 \pi \mathrm{rad}$ and $\theta=-0.27 \pi, 0.12 \pi, 0.35 \pi$ rad. (b) Four-pulse sequence with two linearly s polarized subpulses (1 and 4) and two overlapping subpulses forming a single intense left-handed circularly polarized subpulse. (c) A four-pulse sequence with linearly s-polarized subpulses 1 and 4 while the target orientation angle of subpulses 2 and 3 is $-45^{\circ}$ and $+45^{\circ}$. The measured polarization states (left, red dots) agree very well with their target states (left, black crosses). In all three cases, a clean polarization-shaped multipulse sequence is obtained (right). Figure adapted and extended from Ref. [1] (C) (2015) Optical Society of America.
shown by the almost constant instantaneous frequency in the pseudo 3D representation.
In the second example [Fig. 6.14(b)], a pulse sequence with two linearly $\left(\theta= \pm 90^{\circ}\right)$ polarized subpulses at $t= \pm 300$ fs and two temporally overlapping left-handed circularly polarized subpulses at $t=0$ fs was created. The measured polarization states match the target ones very well. The elongation in the $\theta(t)$ direction of the almost circularly polarized subpulse does not indicate a significant error in the generated polarization state but a result of the insignificance of the orientation $\theta$ of a circularly polarized pulse (see Section 2.2).

The generation of the circularly polarized subpulse at $t=0$ fs is equivalent to generating two orthogonally linearly polarized subpulses with the same amplitudes and a relative phase of $\pi / 2$. In the third sequence [Fig. 6.14(c)], all four subpulses are temporally separated by 300 fs and specified to be linearly polarized with orientations of $\theta=-90^{\circ},-45^{\circ}, 45^{\circ}, 90^{\circ}$. Such a sequence could, for example, be used for collinear multidimensional spectroscopy. Only minor difference between the target and measured polarization state are observed. The pseudo 3D representation shows clean and distinct subpulses with the desired polarization states and an almost constant instantaneous frequency. The measured pulse durations are $70.9 \mathrm{fs}, 79.9 \mathrm{fs}, 77.7 \mathrm{fs}$, and 78.8 fs . The measured delays of $300.45 \mathrm{fs}, 301.19 \mathrm{fs}$, and 297.32 fs between the subpulses show a good agreement with the target delays.

In total, all three measured pulse sequences agree very well with the defined polarization profiles and temporal delays, proving that multipulse sequences with different and deterministically generated polarization states are realizable with the presented polarization pulse-shaper design. So far, temporally constant polarization states have been created, but complex time-dependent polarization states can be created using the Polarization Four-Pulse Basis, as well. This can be done by defining subpulses with certain polarization states and only small temporal delays. In Fig. 6.15(a-d), every subpulse exhibits a different polarization state. The temporal delay between subpulse 1 and 2 and subpulse 3 and 4 is 200 fs , while the temporal delay between subpulses 2 and 3 is only 80 fs . The representation in the frequency domain [Fig. 6.15(a)] shows the complex phase and amplitude modulation required to generate such a four-pulse sequence. In time-domain representation [Fig. 6.15(b)], it can be seen that subpulse 1 and 4 are clearly temporally separated. Therefore, they have clean polarization states which correspond to the specified orientations and ellipticities [Fig. 6.15(c)]. The small deviations due to unavoidable shaping artifacts are in the same order as in the previously shown threeand four-pulse sequences. Subpulse 2 and 3 exhibit a temporal overlap [Fig. 6.15(b)] and form a complex polarization profile that varies in time [Fig. 6.15(c,d)].

An even more complex polarization profile can be generated by specifying four different polarized subpulses with a delay of only 80 fs between each subpulse [Fig. 6.15(e,f)]. The superposition of the subpulses leads to a single pulse [Fig. 6.15(f)] with a pulse duration of 252.1 fs . Its polarization state is strongly time dependent and the defined polarization states of subpulse 1 and 4 are only reached at the temporal edges of the pulse. In contrast, the specified polarization states of subpulse 2 and 3 are not reached in the measured pulse [Fig. 6.15(e)]. This is not a result of a shaping artifact but simply caused by the temporal overlap of all four subpulses. A special characteristic of this pulse is that despite the complex temporal polarization profile and an increased pulse


Figure $6.15 \mid$ Four-pulse sequences with temporally overlapping subpulses. The color-code and symbols are analogous to Fig. 6.10. (a-d) A four-pulse sequence is generated with relative time delays of $200 \mathrm{fs}, 80 \mathrm{fs}$, and 200 fs . The overlap between subpulse 2 and 3 leads to a varying ellipticity $\epsilon(t)$ and orientation $\theta(t)$. (e-f) Due to the short delay between the four subpulses of only 80 fs , a single pulse with a highly complex polarization state is formed. The specified polarization states for all four single subpulses are marked by black crosses in the Poincaré plot [(c,e)]. Figure adapted and extended from Ref. [1] © (2015) Optical Society of America.
duration compared to the compressed pulse (see Section 6.3, Fig. 6.4), the instantaneous frequency remains almost constant over the entire pulse duration. Such a polarization-
shaped pulse could not be generated using a conventional dual-layer polarization shaper.
Using a different parameterization, also bandwidth-limited pulses with varying polarization profiles and multipulse sequences where each subpulse has a time-dependent polarization state or chirp are viable. As the presented multipulse sequences already require a high complex transfer function it is expected that beforementioned pulses can be generated with comparable fidelity using the presented setup.

### 6.7 Summary

In this chapter, the first experimental results obtained with the developed vector-field shaper were presented. The measured frequency distribution showed that the two dispersed beams cover the same amount of pixels of the spatial light modulator in the used wavelength range of $778-817 \mathrm{~nm}$, restricted by the laser bandwidth, as desired. Extrapolation of the measured data predicted that both beams have similar frequency distributions covering nearly the entire pixel array without spatial overlap for the specified wavelength range of $740-880 \mathrm{~nm}$, as intended by the design of the setup.

The excellent performance of the thin-film polarizer (TFP) was proven by demonstrating that both individual beams of the interferometric vector-field shaper are linearly and orthogonally polarized and that the intensity of the first satellite pulse emitted from the TFP due to multiple reflections is only in the order of $0.10 \% / 0.20 \%$ ( $\mathrm{p} / \mathrm{s}$ polarization) of the main pulse. Furthermore, the first satellite pulse is temporally separated by 4.05 ps with respect to the main pulse and will therefore have no significant influence in an experiment.

By the alignment of the setup, the unshaped pulse is mostly temporally compressed and both polarization components have a temporal delay of only 53.5 fs . This delay and the remaining non-linear phase of both polarization components were compensated by characterizing the unshaped pulse and by applying the inverted phases iteratively with the vector-field shaper. The pulse was compressed to 74.9 fs and both beams were centered around $t=0 \mathrm{fs}$. The superposition of both polarization components resulted in a linearly polarized pulse with an orientation of $45^{\circ}$.

The interferometric stability of the setup was measured by characterization of the pulse over almost 24 hours. The presented common-path setup has a very high stability of $\sigma=28.3 \mathrm{mrad}(\approx \lambda / 222)$ over 60 minutes. However, due to unavoidable temperature changes in the laboratory over the course of 24 h , a long-term phase drift was observed. To compensate the latter, an on-the-fly phase reduction and stabilization (OPRAS) routine, utilizing the pulse shaper itself, was developed. With this method, a phase stability of $\sigma=31.9 \mathrm{mrad}(\approx \lambda / 197)$ over nearly 24 hours was achieved. It was further demonstrated that this method leads to a compressed pulse with a minimized phase difference between the two polarization components.

Precise control over the whole vector field of an ultrashort laser pulse, utilizing the presented setup, was verified by the generation and characterization of various multipulse sequences with up to four subpulses. It was shown that the polarization state, the phase, the chirp, and the temporal position of each subpulse can be controlled, independently. In all cases, very high agreement between the target parameters and the experimental
data was achieved. The presented pulse sequences are not feasible with conventional dual-layer polarization pulse shapers, emphasizing the extended shaping capabilities of the vector-field shaper. Employing two spectrometers simultaneously for dual-channel Fourier-transform spectral interferometry, vector-shaped pulses can be analyzed reliably without stringent stability requirements for the delay between the shaped pulse and the reference.

## 7 Summary and outlook

The controlled shaping of ultrashort laser pulses is a powerful technology and applied in many laser laboratories today. Most of the used pulse shapers are only able to produce linearly polarized pulses shaped in amplitude and phase. Some devices are also capable of producing limited time-varying polarization profiles, but they are not able to control the amplitude. However, for some state-of-the-art non-linear time-resolved methods, such as polarization-enhanced two-dimensional spectroscopy, the possibility of controlling the amplitude and the polarization simultaneously is desirable.

Over the last years, different concepts have been developed to overcome these restrictions and to manipulate the complete vector-field of an ultrashort laser pulse with independent control over all four degrees of freedom - phase, amplitude, orientation, and ellipticity. The aim of this work was to build such a vector-field shaper. While the basic concept used for our setup is based on previous designs reported in the literature, the goal was to develop an optimized optical design that minimizes artifacts, allowing for the generation of predefined polarization pulse sequences with the highest achievable accuracy.

In Chapter 3, different approaches reported in the literature for extended and unrestricted vector-field control were examined and compared in detail. Based on this analysis, we decided to follow the approach of modulating the spectral phase and amplitude of two perpendicularly polarized pulses independently from each other in two arms of an interferometer and recombining them to a single laser pulse to gain control over the complete vector field.

As described in Chapter 4, the setup consists of three functional groups: i) an optical component to generate and recombine the two polarized beams, ii) a $4 f$ setup, and iii) a refracting telescope to direct the two beams under two different angles of incidence onto the grating of the $4 f$ setup in a common-path geometry. This geometry was chosen to overcome potential phase instabilities of an interferometric vector-field shaper. Manipulating the two perpendicularly polarized pulses simultaneously within one $4 f$ setup and using adjacent pixel groups of the same liquid-crystal spatial light modulator (LC SLM) for the two polarizations has the advantages that only a single dual-layer LC SLM is required and that a robust and compact setup was achieved. The shaping capabilities of the presented design were optimized by finding the best parameters for the setup through numerical calculations to adjust the frequency distributions for a broad spectrum of 740-880 nm. Instead of using a Wollaston prism as in previous designs, a thin-film polarizer (TFP) is utilized to generate and recombine the two orthogonally polarized beams. Artifacts such as angular dispersion and phase distortions along the beam profile which arise when a Wollaston prism is used were discussed. Furthermore, it was shown by ray-tracing simulations that in combination with a telescope and the $4 f$ setup, a significant deformation of the beam profile
would be present when using a Wollaston prism since a separation of the incoming and outgoing beam in height is needed. The ray-tracing simulations also showed that most optical aberrations of the setup are canceled out when the incoming and outgoing beams propagate in the exact same plane by inverting the beam paths. This was realized by employing a TFP in the so-called crossed-polarizer arrangement which has also the advantage that the polarization-dependent efficiencies of the TFP and the other optics are automatically compensated and that a high extinction ratio in the order of 15000:1 is reached. Chromatic aberrations are, however, not compensated by the crossed-polarizer arrangement. The ray-tracing simulations confirmed that these chromatic aberrations are mainly caused by the telescope and not by the cylindrical lens of the $4 f$ setup. Nevertheless, in the experimentally used wavelength range of $780-816 \mathrm{~nm}$, only minor distortions of the beam profile were observed, which were thus considered to be negligible in the presented setup.

The software implementation of the pulse shaper was reviewed in Chapter 5 of this thesis. In order to perform various experiments, five different parameterizations, accounting for the extended shaping capabilities of a vector-field shaper, were developed. The Pixel Basis, the Spectral Basis, and the Spectral Taylor Basis can generally be used in combination with an optimization algorithm and are therefore well suited for quantum control experiments. For multidimensional spectroscopy, the Polarized Four-Pulse Basis was established. With this parameterization pulse sequences with up to four subpulses can be created. The polarization state of each subpulse can be specified and the relative intensity, phase, and temporal delay between consecutive subpulses can be controlled. In addition, different software programs were introduced in Chapter 5 which are required to perform the experiments conducted in this work.

The experimental results were presented in Chapter 6. The frequency distribution across the LC SLM was measured proving that the optimal frequency distribution was realized experimentally. Furthermore, the excellent performance of the TFP was verified. In general, satellite pulses are emitted from the TFP due to multiple internal reflections. Various measurements demonstrated that these pulses are temporally separated by at least 4.05 ps from the main pulse and that they have vanishing intensity. The phase stability between the two arms of the presented common-path setup is $\sigma=28.3 \mathrm{mrad}(\approx \lambda / 222)$ over 60 minutes. To further improve this stability over very long measurement times, an on-the-fly phase reduction and stabilization (OPRAS) routine utilizing the pulse shaper itself was developed. This routine automatically produces a compressed pulse with a minimized relative phase between the two polarization components. A phase stability of $\sigma=31.9 \mathrm{mrad}(\approx \lambda / 197)$ over nearly 24 hours was measured by employing OPRAS. Various pulse sequences exceeding the capabilities of conventional pulse shapers were generated and characterized. The experimental results proved that shaped pulses with arbitrary phase, amplitude, and polarization states can be created. In all cases very high agreement between the target parameters and the experimental data was achieved.

For the future use of the setup also possible modifications were suggested. These are not strictly required, but all of them could further improve the performance and flexibility of the setup. Firstly, it was illustrated how a "dual-output" of the setup can be realized. With this modification it would be possible to use the main inten-
sity of the shaped pulse for an experiment while using a small fraction to characterize the pulse or to perform OPRAS simultaneously. Secondly, the basic idea of replacing the telescope by focusing mirrors in order to eliminate the chromatic aberrations was presented. Regarding the different parameterizations for vector-field shaping, some modifications increasing the flexibility of the implemented bases and the realization of a von Neumann Basis for the presented setup were proposed. In future experiments, the vector-field shaper will be used in conjunction with a photoemission electron microscope (PEEM). This approach combines the temporal resolution provided by ultrashort laser pulses with the high spatial resolution gained by electron microscopy in order to perform two-dimensional spectroscopy and coherent control on nanostructures with polarization-shaped femtosecond laser pulses. In combination with other chiral-sensitive experimental setups implemented earlier in our group [281-285], the vector-field shaper opens up new perspectives for chiral femtochemistry and chiral control.
The designed vector-field shaper meets all requirements to generate high-precision polarization-shaped multipulse sequences. These can be used to perform numerous polarization-sensitive experiments. Employing the OPRAS routine, a quasi-infinitely long phase stability is achieved and complex and elaborated long-term measurements can be carried out. The fact that OPRAS demands no additional hardware and that only a single dual-layer LC SLM and inexpensive optics are required allows the building of a vector-field shaper at comparatively low costs. We hope that with the detailed insights into the optical design process as well as into the software implementation given in this thesis, vector-field shaping will become a standard technique just as conventional pulse shaping in the upcoming years.

## Zusammenfassung und Ausblick

Die gezielte Formung ultrakurzer Laserpulse ist eine leistungsstarke Technik, die heutzutage in vielen Laserlaboren eingesetzt wird. Die meisten Pulsformer können jedoch nur linear polarisierte, in Phase und Amplitude geformte Laserpulse erzeugen. Einige Pulsformer können auch sich zeitlich verändernde Polarisationszustände generieren. Die möglichen Polarisationszustände sind allerdings beschränkt und eine gleichzeitige Formung der Amplitude ist dann nicht mehr möglich. Für einige moderne, nicht-lineare, zeitaufgelöste, spektroskopische Methoden, wie z.B. die polarisationsunterstützte zweidimensionale Spektroskopie, ist aber die gleichzeitige Kontrolle über die Polarisation und die Amplitude erstrebenswert.
In den letzten Jahren wurden verschiedene Konzepte entwickelt, um diese Beschränkungen zu überwinden und eine vollständige Kontrolle des Vektorfeldes über die vier Freiheitsgrade Phase, Amplitude, Orientierung und Elliptizität eines ultrakurzen Laserpulses zu erlangen. Ziel dieser Arbeit war es, einen solchen Vektorfeldformer zu konstruieren. Die Grundidee für das Design unseres Aufbaus basiert auf verschiedenen literaturbekannten Konzepten. Unser Ziel war es jedoch, ein optimiertes Design zu entwickeln, bei dem Formungsartefakte minimal sind und definierte polarisationsgeformte Mehrfachpulse mit der höchstmöglichen Genauigkeit erzeugt werden können.

In Kapitel 3 wurden verschiedene vorherige Ansätze für die erweiterte und vollständige Vektorfeldkontrolle detailliert geprüft und verglichen. Basierend auf dieser Analyse haben wir uns dazu entschlossen, das Konzept eines interferometrischen Vektorfeldformers zu verwenden. Bei diesem werden die spektrale Phase und Amplitude zweier orthogonal polarisierter Pulse unabhängig voneinander in den zwei Armen eines Interferometers manipuliert und durch Überlagerung dieser zwei Pulse die vollständige Kontrolle über das Vektorfeld erlangt.

Wie in Kapitel 4 beschrieben, besteht der Aufbau aus drei funktionellen Gruppen: i) einer optischen Komponente, um die zwei polarisierten Strahlen zu erzeugen und zu rekombinieren, ii) einem sog. $4 f$-Aufbau und iii) einem Linsenteleskop, um die zwei Strahlen unter unterschiedlichen Winkeln auf das Gitter des $4 f$-Aufbaus zu lenken, so dass beide Strahlen über dieselben Optiken propagieren. Diese Art der Strahlführung wurde gewählt, um die interferometrische Stabilität des Aufbaus zu verbessern. Beide Strahlen werden mit demselben $4 f$-Aufbau geformt, indem unterschiedliche benachbarte Pixelbereiche des Flüssigkristall-Lichtmodulators (LC SLM, engl. liquid-crystal spatial light modulator) für die zwei Polarisationskomponenten genutzt werden. Das hat den Vorteil, dass nur ein einzelnes zweilagiges LC SLM benötigt wird und so ein kompakter und robuster Aufbau realisiert werden konnte. Um die Frequenzverteilung für einen breiten Spektralbereich von $740-880 \mathrm{~nm}$ anzupassen, wurden die besten Parameter für den Aufbau anhand numerischer Berechnungen bestimmt, und somit die Formungsmöglichkeiten unseres Vektorfeldformers optimiert. Im Gegensatz zu anderen

Designs wird ein Dünnschicht-Polarisator (TFP, engl. thin-film polarizer) anstelle eine Wollaston-Prismas verwendet, um die zwei senkrecht zueinander polarisierten Strahlen zu erzeugen und zu rekombinieren, da ein Wollaston-Prisma Artefakte wie Winkelchirp und eine über das Strahlprofiel variierende Phase verursacht. Bei Verwendung eines Wollaston-Prismas muss zudem der rekombinierte Strahl gegenüber des einfallenden Strahls in der Höhe verkippt werden, um beide räumlich trennen zu können. Raytracing-Simulationen haben gezeigt, dass dies in Kombination mit einem Teleskop und dem $4 f$-Aufbau zu einer erheblichen Deformierung des Strahlprofiles führt. Diese Simulationen haben auch gezeigt, dass die Abbildungsfehler des Aufbaus weitestgehend aufgehoben werden, wenn der eingehende und ausgehende Strahl in derselben Ebene propagieren und somit die Strahlwege genau invertiert werden. Dies konnte mit Hilfe des TFPs in einer Konfiguration, die gekreuzten Polarisatoren entspricht, realisiert werden. Diese Konfiguration hat zudem den Vorteil, dass dadurch die polarisationsabhängige Effizienz des TFPs und der anderen Optiken automatisch kompensiert wird und ein hohes Auslöschungsverhältnis in der Größenordnung 15000:1 erzielt wird. Die chromatische Aberration wird allerdings durch diese Polarisator-Konfiguration nicht aufgehoben. Durch Raytracing wurde bestätigt, dass diese primär durch das Teleskop verursacht wird und nicht durch die Zylinderlinse des $4 f$-Aufbaus. Allerdings wurden im experimentell genutzten Wellenlängenbereich von 780-816 nm nur geringe Störungen des Strahlprofiles beobachtet, die daher als vernachlässigbar angesehen wurden.

Die softwareseitige Umsetzung der Vektorfeldkontrolle wurde in Kapitel 5 beschrieben. Um verschiedene Experimente durchführen zu können, wurden fünf Parametrisierungen entwickelt, bei denen die erweiterten Formungsmöglichkeiten eines Vektorfeldformers berücksichtigt wurden. Die Pixel Basis, die Spectral Basis und die Spectral Taylor Basis können zusammen mit einem Optimierungsalgorithmus verwendet werden und sind damit bestens für Experimente der Quantenkontrolle geeignet. Für die multidimensionale Spektroskopie wurde die Polarized Four-Pulse Basis eingeführt. Mit dieser Parametrisierung können Mehrfach-Pulssequenzen mit bis zu vier Pulsen erzeugt werden. Dabei kann der Polarisationszustand jedes Pulses vorgegeben und die relative Intensität, Phase und der zeitliche Abstand aufeinanderfolgender Pulse festgelegt werden. Zusätzlich wurden in Kapitel 5 verschieden Softwareprogramme vorgestellt, die für die in dieser Arbeit durchgeführten Experimente notwendig sind.

Die experimentellen Ergebnisse wurden in Kapitel 6 präsentiert. Die Frequenzverteilung am LC SLM wurde gemessen und dabei bewiesen, dass die optimale Frequenzverteilung experimentell realisiert werden konnte. Des Weiteren wurden die exzellenten Eigenschaften des TFPs bestätigt. Im Allgemeinen emittiert der TFP Satellitenpulse durch interne Mehrfachreflexe. Mehrere Messungen haben jedoch gezeigt, dass diese Satellitenpulse einen zeitlichen Abstand von mindesten $4,05 \mathrm{ps}$ vom Hauptpuls aufweisen und dass deren Intensität verschwindend gering ist. Die Phasenstabilität des Aufbaus beträgt $\sigma=28,3 \mathrm{mrad}(\approx \lambda / 222)$ über einen Zeitraum von einer Stunde. Um die Stabilität für sehr lange Messzeiten zu verbessern, wurde eine Routine zur Phasenreduktion und zur Stabilisierung (OPRAS, engl. on-the-fly phase reduction and stabilization) unter Einbeziehung des Pulsformers entwickelt. Diese Routine erzeugt automatisiert einen komprimierten Puls mit minimierter relativer Phase zwischen den zwei Polarisationskomponenten und ermöglicht so eine Phasenstabilität von $\sigma=31,9 \mathrm{mrad}(\approx \lambda / 197)$
über nahezu 24 Stunden. Ferner wurden verschieden Pulssequenzen erzeugt und charakterisiert, die die Möglichkeiten der konventionellen Pulsformung übertreffen. Die experimentellen Ergebnisse zeigen, dass geformte Pulse mit beliebigen Phasen, Amplituden und Polarisationszuständen generiert werden können. In allen Fällen wurde eine sehr hohe Übereinstimmung zwischen den Zielparametern und den experimentellen Daten erreicht.

Für den zukünftigen Einsatz des Aufbaus wurden mögliche Erweiterungen vorgeschlagen. Diese sind nicht zwingend erforderlich, könnten aber die Leistung und die Einsatzmöglichkeiten des Vektorfeldformers weiter verbessern. Erstens wurde aufgezeigt, wie zwei Ausgangsstrahlen erzeugt werden könnten. Mit dieser Veränderung wäre es möglich, den größten Teil der Intensität des geformten Strahls für ein Experiment zu nutzen und gleichzeitig einen geringen Anteil für die Pulscharakterisierung oder für die Phasenstabilisierung mit der entwickelten Routine zu verwenden. Um chromatische Aberration zu vermeiden, wurde zweitens die prinzipielle Idee, das Linsenteleskop durch fokussierende Spiegel zu ersetzen, diskutiert. Für die verschiedenen erarbeiteten Parametrisierungen zur Vektorfeldkontrolle wurden einige Erweiterungen vorgeschlagen, um deren Einsatzmöglichkeiten noch weiter zu erhöhen. Außerdem wurde noch die Möglichkeit einer von Neumann Basis für den präsentierten Aufbau aufgezeigt. In zukünftigen Experimenten wird unser Aufbau mit einem Photoemissionselektronenmikroskop (PEEM) kombiniert. Dadurch kann die zeitliche Auflösung ultrakurzer Laserpulse mit der hohen räumlichen Auflösung der Elektronenmikroskopie vereint werden, was die zweidimensionale Spektroskopie und Quantenkontrolle von Nanostrukturen mit Hilfe polarisationsgeformter Femtosekunden-Laserpulse ermöglicht. Der Vektorfeldformer eröffnet in Verbindung mit anderen zuvor in unserer Gruppe implementierten chiral sensitiven Versuchsaufbauten [281-285] neue Perspektiven für die chirale Femtochemie und Kontrolle.

Der erarbeitete Vektorfeldformer erfüllt alle Anforderungen, um polarisationsgeformte Mehrfachpulssequenzen mit hoher Präzision zu erzeugen. Diese können verwendet werden, um zahlreiche polarisationssensitive Experimente durchzuführen. Durch die Stabilisierungsroutine OPRAS wird eine quasi unendlich lange Phasenstabilität des Aufbaus gewährleistet und komplexe und aufwendige Langzeitmessungen können ausgeführt werden. Die Tatsache, dass OPRAS keine weitere Hardware benötigt und der Aufbau nur einen einzigen zweilagigen Flüssigkristall-Lichtmodulator sowie ansonsten verhältnismäBig günstige Optiken erfordert, ermöglicht den Bau eines Vektorfeldformers zu vergleichsweise niedrigen Kosten. Wir hoffen, dass andere Forschergruppen von den detailreichen Einblicken in den Designprozess und die Software-Implementierung profitieren und dass die vollständige Vektorfeldformung in den nächsten Jahren genauso wie die konventionelle Pulsformung zu einer Standard-Technologie wird.

## List of abbreviations

| 2D | Two dimensional |
| :--- | :--- |
| 2D LC SLM | Two-dimensional liquid-crystal spatial light modulator |
| 3D | Three dimensional |
| AOM | Acousto-optic modulator |
| AOPDF | Acousto-optic programmable dispersive filter |
| BBO | Beta Barium Borat |
| CEP | Carrier-envelope phase |
| CPA | Chirped-pulse amplifier |
| DA | Data acquisition |
| DLL | Dynamic-link library |
| FROG | Frequency-resolved optical gating |
| FTSI | Fourier-transform spectral interferometry |
| FWHM | Full-width at half-maximum |
| GUI | Graphical user interface |
| IR | Infrared |
| LC | Liquid crystal |
| LC SLM | Liquid-crystal spatial light modulator |
| ND | Neutral density |
| NIR | Near infrared |
| OPA | Optical parametric amplifier |
| OPRAS | On-the-fly phase reduction and stabilization |
| PEEM | Photoemission electron microscopy |
| POLLIWOG | Polarized light interference versus wavelength of only a glint |
| PS | Pulse shaper |
| SHG | Second-harmonic generation |
| SI | Spectral interference |
| SLM | Spatial light modulator |
| SVEA | Slowly varying envelope approximation |
| TEM | Transverse electromagnetic mode |
| TFP | Thin-film polarizer |
| TURTLE | Tomographic ultrafast retrieval of transverse light E-fields |
| VFS | Vector-field shaper |
| VI | Virtual instrument [software program written in LabVIEW] |
| VIS | Visible spectrum |
| UV | Ultraviolet |
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[^0]:    ${ }^{1}$ Commonly only this temporal phase modulation $\varphi(t)$ is plotted in the time domain representation of an ultrashort laser pulse. See for example Fig. 2.1.

[^1]:    ${ }^{1}$ Dazzler is the commercial name used by FASTLITE for their AOPDF.

[^2]:    ${ }^{2}$ The orientation is limited to $\theta=0, \pm \pi / 2 \mathrm{rad}$.
    ${ }^{3}$ In Ref. [132] the phase retardation is defined with opposite sign as in this thesis causing the minor differences between Eq. (3.12) and Eq.(1) in Ref. [132].

[^3]:    ${ }^{4}$ This does not alter the author's principle findings [241] and both descriptions can be used equivalently to describe the shaping capabilities of the setup.
    ${ }^{5}$ The matrices for the reflections are neglected for simplification.

[^4]:    ${ }^{6}$ The difference between Eq. (3.17) and Eq. (2) in Ref. [133] is due to the phase definition used in this thesis.

[^5]:    ${ }^{7}$ The Wollaston prism is described in Section 4.2.1.

[^6]:    ${ }^{1}$ In order to consider $99.99 \%$ of the intensity of the Gaussian beam profile its width on the Wollaston prism is assumed to be $\sqrt{5} \times 2 w$ (see Section 2.3).

[^7]:    ${ }^{1}$ Software applications created with LabVIEW are called virtual instruments (VIs).

[^8]:    ${ }^{2}$ The phase calibration is the assignment of the phase retardation to the voltage and the wavelength calibration is the assignment of the wavelength to the corresponding pixel number.
    ${ }^{3}$ It should be noted that it must be distinguished between the applied phase (retardation) at layer 1 and layer 2, and the applied phase (modulation) to the pulse, as the applied phase as well as the transmission are a function of the phase (retardation) applied at layer 1 and layer 2, see Eq. (4.15).

[^9]:    ${ }^{4} m_{\mathrm{p}}^{j}, m_{\mathrm{s}}^{j} \in[0,1]$.

[^10]:    ${ }^{5}$ This array contains no binary data but "human readable data". The term is only used because this array is stored in a binary file at the end of the measurement.

[^11]:    ${ }^{6}$ The actual coding in C++ was done in cooperation with Dr. Johannes Buback.

[^12]:    ${ }^{7}$ The appropriate filter and ranges must be determined once in a VI used to "manually" execute a dual-channel FTSI evaluation. This software program is not presented in this thesis.

[^13]:    ${ }^{8}$ Conventionally, the measured transmission is used for the calibration. This requires the use of the arccosine to extract the phase difference between layer 1 and 2 , which is prone to errors if the cosine approaches unity.

[^14]:    ${ }^{1}$ Beam 1 and beam 2 were already compressed using the VFS in the presented measurements in order to have a simple temporal profile.

