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## Summary

In this thesis the excited-state dynamics of radicals and biradicals were characterized with femtosecond pump-probe spectroscopy.

These open-shell molecules play important roles as combustion intermediates, in the formation of soot and polycyclic aromatic hydrocarbons, in atmospheric chemistry and in the formation of complex molecules in the interstellar medium and galactic clouds. In these processes molecules frequently occur in some excited state, excited either by thermal energy or radiation. Knowledge of the reactivity and dynamics of these excited states completes our understanding of these complex processes.

These highly reactive molecules were produced via pyrolysis from suitable precursors and examined in a molecular beam under collisionfree conditions. A first laser now excites the molecule, and a second laser ionizes it. Time-of-flight mass spectrometry allowed a first identification of the molecule, photoelectron spectroscopy a complete characterization of the molecule - under the condition that the mass spectrum was dominated by only one mass. The photoelectron spectrum was obtained via velocity-map imaging, providing an insight in the electronic states involved. Ion velocity map imaging allowed separation of signal from direct ionization of the radical in the molecular beam and dissociative photoionization of the precursor. During this thesis a modified pBasex algorithm was developed and implemented in python, providing an image inversion tool without interpolation of data points. Especially for noisy photoelectron images this new algorithm delivers better results.

## Some highlighted results:

- The 2-methylallyl radical was excited in the $\pi \pi^{*}$-state with different internal energies using three different pump wavelengths (240.6 , 238.0 and 236.0 nm ). Ionized with 800 nm multi-photon probe, the photoelectron spectra shows a s-Rydberg fingerprint spectrum, a highly positive photoelectron anisotropy of 1.5 and a bi-exponential decay ( $\tau_{1}=141 \pm 43 \mathrm{fs}, \tau_{2}=4.0 \pm 0.2 \mathrm{ps}$ for 240.6 nm pump), where the second time-constant shortens for lower wavelengths. Field-induced surface hopping dynamics calculations confirm that the initially excited $\pi \pi^{*}$-state relaxes very fast to an s-Rydberg state (first experimentally observed time-constant), and then more slowly to the first excited state/ground state (second time-constant). With higher excitation energies the conical intersection between the s-Rydberg-state and the first excited state is reached faster, resulting in shorter lifetimes.
- The benzyl radical was excited yith 265 nm and probed with two wavelengths, 798 nm and 398 nm . Probed with 798 nm it shows a biexponential decay ( $\tau_{1}=84 \pm 5 \mathrm{fs}$, $\tau_{2}=1.55 \pm 0.12 \mathrm{ps}$ ), whereas with 398 nm probe only the first time-constant is observed ( $\tau_{1}=89 \pm 5 \mathrm{fs}$ ). The photoelectron spectra with 798 nm probe is comparable to the spectrum with 398 nm probe during the first 60 fs , at longer times an additional band appears. This band is due to a $\left[1+3^{\prime}\right]$-process, whereas with 398 nm only signal from a [1+1']-process can be observed. Non-adiabatic dynamic on the fly calculations show that the initially excited, nearly degenerate $\pi \pi / \mathrm{p}$-Rydberg-states relax very fast (first time-constant) to an s-Rydberg state. This s-Rydberg state can no longer be ionized with 398 nm , but with 798 nm ionization via intermediate resonances is still possible. The s-Rydberg state then decays to the first excited state (second time-constant), which is long-lived.
- Para-xylylene, excited with 266 nm into the $\mathrm{S}_{2}$-state and probed with 800 nm , shows a bi-exponential decay $\left(\tau_{1}=38 \pm 7 \mathrm{fs}, \tau_{2}=407 \pm\right.$ 9 fs ). The initially excited $\mathrm{S}_{2}$-state decays quickly to $\mathrm{S}_{1}$-state, which shows dissociative photoionization. The population of the $S_{1}$-state
is directly visible in the masses of the dissociative photoionization products, benzene and the para-xylylene -H .
- Ortho-benzyne, produced via pyrolysis from benzocyclobutendione, was excited with 266 nm in the $\mathrm{S}_{2}$ state and probed with 800 nm . In its time-resolved mass spectra the dynamic of the ortho-benzyne signal was superposed with the dynamics from dissociative photoionization of the precursor and of the ortho-benzyne-dimer. With timeresolved ion imaging gated on the ortho-benzyne these processes could be seperated, showing that the $\mathrm{S}_{2}$-state of ortho-benzyne relaxes within 50 fs to the $S_{1}$-state.


## Zusammenfassung

In der vorliegenden Dissertation wurde die Dynamik angeregter Zustände von Radikalen und Biradikalen mittels femtosekunden-zeitaufgelöster Anrege-Abfragespektroskopie untersucht.

Radikale und Biradikale sind nicht nur wichtige Zwischenprodukte in Verbrennungsprozessen, sondern auch bei der Bildung von Ruß und polyzyklischen aromatischen Kohlenwasserstoffen beteiligt. Des Weiteren spielen sie eine wichtige Rolle in der Atmosphärenchemie und bei der Bildung komplexer Moleküle im interstellaren Medium. Von entscheidender Bedeutung ist in den genannten Prozessen die Anregung der Radikalen und Biradikale in energetisch höhere Zustände, dies geschieht entweder durch thermische Energie oder mittels Strahlung. Für das Verständnis der ablaufenden Vorgänge ist es zwingend erforderlich die Dynamik der angeregten Zustände zu verstehen.

Die Radikale und Biradikale wurden dafür mittels Pyrolyse eines geeigneten Vorläufers erzeugt, und anschließend unter kollisionsfreien Bedingungen im Molekularstrahl spektroskopisch untersucht. Hierbei regt ein erster Laser das Molekül an, ein zweiter Laser ionisiert es. Mittels Flugzeitmassenspektrometrie wurden die Moleküle identifiziert, und mittels Photoelektronenspektroskopie weiter charackterisiert - unter der Bedingung, dass im Massenspektrum eine Masse dominiert. Das Photoelektronenspektrum wurde mittels Velocity-Map Imaging aufgenommen und gibt einen Einblick in den elektronischen Zustand im Augenblick der Ionisations. Die Velocity-Map ImagingTechnik von Ionen erlaubt außerdem die Unterscheidung von Ionen aus direkter Ionisation und dissoziativer Photoionisation. In diesem Rahmen wurde auch ein modifizierter pBasex-Algorithmus entwickelt und in Python implementiert. Dieser kommt im Gegensatz zum herkömmlichen pBasex-Algorithmus komplett ohne Interpolation der Datenpunkte aus. Besonders bei verrauschten Photoelektronenspektren liefert dieser Algorithmus bessere Ergebnisse.

Einige Resultate sollten besonders hervorgehoben werden:

- Das 2-Methylallylradikal wurde in einen $\pi \pi^{*}$-Zustand mit drei verschiedenen Anregungswellenängen (240.6, 238.0 und 236.0 nm ) angeregt, um eine Variation der inneren Energie innerhalb dieses Zustandes zu ermöglichen. Es wurde mit bis zu drei $800-\mathrm{nm}$-Photonen ionisiert. Das Photoelektronenspektrum zeigt ein s-Rydberg-photoelektronenspektrum, eine positive Photoelektronenanisotropie von 1.5 sowie einen biexponentiellen Zerfall ( $\tau_{1}=141 \pm 43 \mathrm{fs}$, $\tau_{2}=4.0 \pm 0.2$ ps für 240.6 nm als Anregelaser). Die zweite Zeitkonstante verkürzt sich mit kürzeren Wellenlängen. Field-induced surface hopping Dynamikrechungen bestätigen, dass der ursprünglich angeregte $\pi \pi^{*}$ Zustand schnell in einen s-Rydbergzustand relaxiert (erste Zeitkonstante), um dann anschließend langsamer in den ersten angeregten Zustand zu relaxieren (zweite Zeitkonstante). Mit einer höheren inneren Energie wird die konische Durchschneidung zwischen dem sRydbergzustand und dem ersten angeregten Zustand schneller erreicht, somit verkürzt sich die zweite Zeitkonstante bei kürzeren Wellenlängen.
- Das Benzylradikal zeigt in einem 265 nm Anrege- $/ 798 \mathrm{~nm}$ Abfrageexperiment einen biexponentiellen Zerfall ( $\tau_{1}=84 \pm 5 \mathrm{fs}$, $\tau_{2}=$ $1.55 \pm 0.12 \mathrm{ps}$ ), wohingegen mit 398 nm lediglich ein monoexponentieller Zerfall sichtbar ist ( $\tau_{1}=89 \pm 5 \mathrm{fs}$ ). Das 798 nm AbfragePhotoelektronenspektrum ist in den ersten 60 fs ähnlich dem 398 nm Abfrage-Photoelektronenspektrum, bei späteren Zeiten erscheint eine weitere Bande bei höheren kinetischen Energien der Elektronen. Diese Bande stammt aus einem [1+3']-Prozess, während bei 398 nm nur Signal aus einem [ $1+1^{\prime}$ ]-Prozess beobachtbar ist. Laut nichtadiabatische Dynamikrechungen relaxiert der ursprünglich angeregte $\pi \pi-$ Zustand bzw. der fast energiegleiche p-Rydbergzustand sehr schnell in einen s-Rydbergzustand (erste Zeitkonstante), welcher mit 798 nm über intermediäre Resonanzen noch ionisiert werden kann, aber nicht mehr mit 398 nm . Anschließend relaxiert der s-Rydbergzustand in den ersten angeregten, langlebigen Zustand (zweite Zeitkonstante).
- Para-Xylylen wurde mit 266 nm in den $\mathrm{S}_{2}$-Zustand angeregt und mit 800 nm in einem Multiphotonenprozess ionisiert. Es zeigt einen biexponentialen Zerfall ( $\tau_{1}=38 \pm 7 \mathrm{fs}, \tau_{2}=407 \pm 9 \mathrm{fs}$ ). Der ursprünglich angeregte $\mathrm{S}_{2}$-Zustand relaxiert schnell in den $\mathrm{S}_{1}$-Zustand, welcher im Ion dissoziert. Somit lässt sich die Besetzung des $\mathrm{S}_{1}$ Zustands direkt an den Signalen der Dissoziationsprodukte Benzol und dem Wasserstoffabstraktionsprodukt von para-Xylylen verfolgen.
- Ortho-Benzin wurde via Pyrolyse des Vorläufers Benzocyclobuten-1,2,-dion hergestellt, mit 266 nm in den $\mathrm{S}_{2}$-Zustand angeregt und mit 800 nm ionisiert. In den zeitaufgelösten Massenspektren wird die Dynamik des ortho-Benzinsignals durch die dissoziative Photoionisationdynamik des Vorläufers und des ortho-Benzindimers überlagert. Mittels zeitaufgelöste Ionenspektren vom ortho-Benzin konnten diese Prozesse voneinander getrennt werden, und es konnte gezeigt werden, dass der $S_{2}$-Zustand von ortho-Benzin innerhalb von 50 fs in den $\mathrm{S}_{1}$ Zustand relaxiert.


## Résumé

Dans cette thèse, la dynamique des états excités des radicaux et biradicaux a été examinée en utilisant la spectroscopie pompe-sonde résolue en temps à l'échelle femto-seconde. Les molécules à couche ouverte jouent un rôle primordial comme intermédiaires dans les processus de combustion, dans la formation de la suie et des hydrocarbures aromatiques polycycliques, dans la chimie atmosphérique ou dans la formation des molécules organiques complexes du milieu interstellaire et des nuages galactiques. Dans tous ces processus les molécules sont souvent excitées, soit par échauffement thermique, soit par irradiation. En conséquence la réactivité et la dynamique de ces états excités sont particulièrement intéressantes afin d'obtenir une compréhension globale de ces processus.

Dans ce travail les radicaux et biradicaux ont été produits par pyrolyse à partir de molécules précurseur adaptées et ont été examinés dans un jet moléculaire en absence de collisions. Les radicaux sont ensuite portés dans un état excité bien défini, et ionisés avec un deuxième laser. La spectrométrie de masse à temps de vol permet une première identification de la molécule. Via des spectres de photoélectrons la molécule est characterisée, pourvu que le spectre de masse ne montre majoritairement qu'une seule masse. Les spectres de photoélectrons ont été obtenus par l'imagerie de vitesse, permettant d'obtenir des informations sur l'état électronique du radical au moment de l'ionisation. L'imaginerie de vitesse des ions permet de distinguer les ions issus d'une ionisation directe et ceux issus d'une ionisation dissociative. Pendant cette thèse un algorithme modifié de pBasex a été développé et implémenté en langage python: cet algorithme inverse des images sans interpolation des points expérimentaux, il montre une meilleure performance pour le traitement des images bruités. Pour des images bruitées cet algorithme montre une meilleure performance.

## Quelques résultats sélectionnés:

- Le radical de 2-méthylallyle a été excité dans l'état $\pi \pi^{*}$ avec différentes énergies internes en utilisant trois différentes longueurs d'onde de pompe ( $240.6,238.0$ et 236.0 nm ). Après ionisation par un laser 800 nm selon un processus multi-photonique, le spectre de photoélectrons montre le charactéristiques d'un état de Rydberg, une anisotropie des photoélectrons proche de 2 et un déclin biexponentiel ( $\tau_{1}=141 \pm 43 \mathrm{fs}, \tau_{2}=4.0 \pm 0.2 \mathrm{ps}$ avec 240.6 nm comme pompe). La deuxième constante de temps se réduit si la longueur d'onde de la pompe diminue. Des calculs de dynamique de saut de surface induite par champ confirment que l'état $\pi \pi^{*}$ initialement excité relaxe très vite dans un état de Rydberg s (première constante de temps expérimentale), qui se relaxe ensuite plus lentement vers le premier état excité (deuxième constante de temps). Avec une excitation plus énergétique, cette intersection conique est atteinte plus vite, de sorte que la seconde constante de temps diminue.
- Le radical de benzyle montre un déclin biexponentiel lorsqu'il est excité avec 265 nm et sondé avec $798 \mathrm{~nm}\left(\tau_{1}=84 \pm 5 \mathrm{fs}\right.$, $\tau_{2}=1.55 \pm$ 0.12 ps ); si on sonde avec 398 nm un seul déclin est mesuré ( $\tau_{1}=$ $89 \pm 5 \mathrm{fs}$ ). Le spectre de photoélectrons obtenu avec 798 nm comme sonde est comparable à celui avec 398 nm sonde pendant les premières 60 fs . À des temps plus longs une autre bande apparaît, issue d'un processus $[1+3$ '], tandis qu'avec 398 nm seul le processus [ $1+1$ '] est visible. Des simulations non-adiabatique de la dynamique montrent que l'état $\pi \pi$ initialement excité relaxe vers un état de Rydberg s (première constante de temps). L'état de Rydberg s ne peut plus être ionisé avec un photon de 398 nm ; mais 798 nm l'ionise avec 3 photons en passant par des états intermédiaires. Cet état de Rydberg $s$ se relaxe vers le premier état excité (deuxième constante de temps).
- Le para-xylylène a été excité avec 266 nm dans l'état $S_{2}$. Sondé avec 800 nm , il montre un déclin biexponentiel $\left(\tau_{1}=38 \pm 7 \mathrm{fs}\right.$, $\tau_{2}=407 \pm 9 \mathrm{fs}$ ). L'état $\mathrm{S}_{2}$ initialement excité se relaxe très vite dans
l'état $S_{1}$, qui se dissocie une fois ionisé. La population de l'état $S_{1}$ peut donc être directement suivie par l'évolution de ses produits de dissociation, le benzène et le produit d'abstraction d'un hydrogène.
- Ortho-benzyne, produit via pyrolyse de benzocyclobutendione, a été excité dans l'état $S_{2}$ avec 266 nm et ionisé avec 800 nm . Dans les spectres de masse résolus en temps, la dynamique de l'ortho-benzyne a été altérée par la dynamique de photoionisation dissociative du precurseur et du dimère de l'ortho-benzyne. Ces deux processus ont pu néanmoins être différienciés par l'imagerie d'ion d'ortho-benzyne, montrant que l'état $S_{2}$ d'ortho-benzyne se relaxe vers l'état $S_{1}$ en 50 fs.
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| :--- | :--- |
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Part I

## Introduction

## Chapter 1 Motivation

Hydrocarbon radicals and biradicals are fascinating species: they possess at least one unpaired electron and are, for the most part, very reactive.

During the last three years of my graduate work I examined several hydrocarbon radicals and biradicals using time-resolved mass and photoelectron spectrometry. In the following a presentation of three areas of research will demonstrate possible applications of the obtained fundamental research data.

## PAH and soot formation

Combustion processes have shaped human history for millennia. While in preindustrial times combustion was mainly used as a heat source, this changed during the industrial revolution. Nowadays the energy provided by the combustion process is stored or converted into mechanical energy e.g. for transportation, or into electricity for efficient energy transfer, making it the basis of our modern society.

Most people understand combustion as a complete reaction between fuel and atmospheric oxygen, to form only carbon dioxide $\mathrm{CO}_{2}$ and water $\mathrm{H}_{2} \mathrm{O}$. This simplified picture doesn't hold up to reality, however. The ongoing discussions about global warming, pollution, particulate matter and last but probably not least the Volkswagen scandal has established in the public mind that combustion results in a multitude of other side-products. These side-products - consisting of soot, particulate matter, polyaromatic hydrocarbons (PAH) and other organic molecules - are often harmful or even




Figure 1.1: Schematic picture of the formation of soot in flames
outright toxic to humans ${ }^{[1,2]}$. PAH and particulate air pollution are mutagens ${ }^{[3-5]}$, and have been associated with lung cancer and cardiopulmonary disease ${ }^{[6]}$.

The molecular mechanism for the formation from the fuel to soot particles with PAH as the intermediary is still not fully understood in all its complexity. It depends for example on the fuel composition: the sooting tendencies increase in the following order: parafins $<$ monoolefins $<$ diolefins $<$ benzenes $<$ naphthalenes ${ }^{[7]}$. The mixture ratio of $\mathrm{C} / \mathrm{O}$, meaning fuel to oxygen, is also critical: soot formation normally begins when this ratio is smaller than one; but again, it depends strongly on the type of fuel used ${ }^{[8]}$.

A simplified picture of soot particle formation is shown in fig. 1.1: The fuel reacts with oxygen, forming $\mathrm{CO}, \mathrm{CO}_{2}$ and $\mathrm{H}_{2} \mathrm{O}$, but also numerous radicals. The exact nature of the first radical formed depends of the type of fuel. These radicals then react with other molecules in addition and elimination reactions to form more and more complex ring systems. These addition and elimination reactions are illustrated in fig. 1.2 for the formation of the first and second aromatic ring from acetylene ${ }^{[9]}$. Acetylene reacts with an hydrogen atom - which are ubiquitous in combustion processes- to form a vinyl radical, which can then react with another acetylene molecule to form the butadienyl radical. This hydrogen-abstraction- $\mathrm{C}_{2} \mathrm{H}_{2}$-addition (HACA) process continues until larger, heavier PAH (5001000 amu ) are formed, fig. 1.2 stops with the naphthyl radical. These start to conglomerate to form particles, which in turn grow via reactive particleparticle collisions. Carbonization of the particle material, hydrogen abstraction and chemical modification continues throughout this process ${ }^{[10]}$.


Figure 1.2: Formation of the first and second aromatic ring from acetylene ${ }^{[9]}$

The HACA mechanism alone, however, is too slow to explain the formation of soot ${ }^{[11]}$, other mechanisms need to be involved as well to explain these reaction networks.

These reaction networks are very complex. They require lots of physicochemical data for a realistic simulation ${ }^{[12,13]}$, since in addition to the great number of species different flow regimes of the combustion processes ${ }^{[14,15]}$ (linear flame, explosion etc.) have to be taken into consideration. Time-resolved pump-probe mass and photoelectron spectroscopy allow to obtain data on the deactivation processes of excited states in hydrocarbon radicals and biradicals. These data might contribute to perfect existing combustion models as to one day be able to understand and successfully model combustion inside an engine and to minimize emissions of harmful and toxic side-products of combustion.

Moreover, many spectroscopic photodissociations experiments assume that the initally excited molecules dissociates on the ground state potential surface. Fs-time-resolved spectroscopy is one approach to verify whether this hypothesis is valid.

## Atmospheric chemistry

The concentration of PAH, toxic combustion sideproducts and pollutants in the atmosphere is directly correlated to the ingoing flow: the amount released into the atmosphere and the outgoing one that leaves the atmosphere. The amount of organic compounds released into the atmosphere can be divided into two categories: human-induced via e.g. combustion of fuel and natural processes, e.g. terpenes from plants, so-called volatile organic compounds (VOCs) ${ }^{[16]}$ or volcanic eruptions.

Species can leave the atmosphere via two paths: either via wet deposition (e.g. dissolved in rain or snow) or via dry deposition (direct transfer to earth's surface) ${ }^{[17]}$. Whereas particle PAHs are most commonly photolyzed and/or deposited via dry or wet deposition ${ }^{[18]}$, photolysis of gaseous PAH with light that reaches the lower atmosphere ( $\lambda>290$ nm in the troposphere) has not yet been observed ${ }^{[19]}$.

Moreover, PAHs are unpolar molecules, wet and or dry deposition is also not directly possible. They can persist for a long time in the atmosphere unless they undergo chemical modifications. Typically they react with two highly abundant radicals in the atmosphere: OH or $\mathrm{NO}_{3}{ }^{[17]}$, to ultimately form aldehydes and nitrites, more polar and water soluble ${ }^{[19]}$. These products are washed out into the sea, where they damage and accumulate in aqueous organisms ${ }^{[20,21]}$. The lifetime of gaseous PAHs depends on the concentration of OH and $\mathrm{NO}_{3}$ radicals in air, naphthalene, for example has a lifetime of 14 years in clean air, whereas in polluted air this is reduced to three days ${ }^{[19]}$.

Long lifetimes allow molecules to reach the upper atmosphere (stratosphere), whose chemistry substantially differs from those in the lower atmosphere.

One well-known example of a stratospheric reaction due to a human pollutant is the depletion of the ozone layer due to chlorofluorocarbons (CFCs), a discovery for which the Nobel prize in chemistry was awarded in $1995{ }^{[22]}$.

HCFCs in the atmosphere are completely of human origin, they were mainly used as refrigerants and aerosol sprays ${ }^{[23]}$. Their use has been severely restricted and/or forbidden depending on the concrete molecule and use ${ }^{[24]}$. CFCs were commercially attractive also because of their low reactivity - which in the atmosphere gives them ample time to diffuse into the stratosphere. They are dissociated by UV radiation, resulting in halogen radicals. Chlorine and bromine radicals act as catalysts, transforming ozone into molecular oxygen and robbing thus the earth's atmosphere of its protective ozone layer. One chlorine atom can remove about 100000 ozone molecules from the atmosphere- before it is finally washed out ${ }^{[22,25]}$.

These two examples demonstrate effectively that atmospheric science is a complex field, whose reactions are dominated by radical-radical reactions and photodissociations. Fs-pump-probe spectroscopy is one method to examine especially photodissociations and the processes in a molecule once it is excited by UV radiation.

## Galactic clouds/interstellar medium

The physical conditions in combustion and in the atmosphere are very different compared to those in galactic clouds or in the interstellar medium. Combustion in a motorized engine happens at least at normal pressure or under increased pressure at temperatures higher than 273 K , this corresponds to a density of $3 \cdot 10^{19}$ molecules $/ \mathrm{cm}^{3}$ (for a standard pres-


Figure 1.3: Examples of molecules identified in the interstellar medium [28]
sure of 1 bar and 273 K ). Even in the stratosphere the density is only about a $1000^{\text {th }}$ lower. This is in stark contrast to dense galactic clouds with densities of $10^{4}-10^{8}$ hydrogen atoms $/ \mathrm{cm}^{3}{ }^{[26]}$, which corresponds to a pressure of $1 \cdot 10^{-10}-1 \cdot 10^{-14}$ bar. The adjective 'dense' has to be seen in the context of the interstellar medium with densities as low as 100 hydrogen atoms $/ \mathrm{cm}^{3}{ }^{[26]}$.

Molecular clouds are mainly composed of hydrogen gas, with about $10 \%$ helium and only $0.1 \%$ of other atoms such as $\mathrm{C}, \mathrm{N}$, and O . The distribution varies greatly depending on the specific molecular cloud and even on the location in the molecular cloud ${ }^{[27]}$. Almost 200 organic molecules were identified due to their characteristic absorption or emission bands; including nitriles, aldehydes, acids, ethers, ketones, amines, amides, long-chain hydrocarbons ${ }^{[26,28,29]}$ and even PAHs ${ }^{[30]}$. Small radicals such as the formyl radical or the methyl radical, and even a comparatively big radical, the hexatrienyl radical ${ }^{[28]}$ were identified as well (see fig. 1.3). Elucidation of the formation mechanisms of these molecules is necessary to use the molecules themselves as tracers for the physical conditions of the molecular cloud. Formaldehyde for example is used to determine the temperature and spatial density within molecular clouds ${ }^{[31]}$.

A lot of the chemistry is surface chemistry on grains, meaning that molecules or atoms adsorb on the surface of a grain, wander and meet to form bigger molecules. Molecular hydrogen is formed in this way ${ }^{[32]}$. In gas phase the density is low compared to the earth's atmosphere: $10^{4}-10^{8}$ hydrogen atoms $/ \mathrm{cm}^{3}$ means that less than one collision with another molecule happens per year, and even on cosmic time-scales reactions need to have a very low
activation barrier and a high collision cross sections to form complex molecules. Ion-neutral, dissociation and radical-neutral reactions are the mechanisms of the rich chemistry in molecular clouds ${ }^{[26,32]}$. An example is the formation of methane by the ionradical reaction of $\mathrm{CH}_{3}$ and $\mathrm{H}_{3}+[33]$. The low density in the gas phase also allows radicals to persist that would react immediately in earth's denser atmosphere.

The only information from galactic clouds available is the light which reaches us. Via radio frequencies celestial features can be characterized, and the absorption spectrum, spanning from the infrared to the ultraviolet, gives information on molecules present in these celestial features. In these absorption spectra up to 500 bands were distinguished, they are called diffuse interstellar bands ${ }^{[34]}$. The carrier of many of these bands are still unidentified, but it is clear that the carriers need low-lying electronic states to show absorbtion in that region. Possible candidates - composed of only carbon and hydrogen atoms leading to uncharacteristic absorption spectra - are radicals, biradicals, carbenes and ions.

To correctly simulate and understand the available astrochemical data, more information on a wide variety of radical and cation species is required. This includes information about their excited states and about their deactivation pathways, since molecules are easily excited via cosmic radiation ${ }^{[35]}$. Fs-pumpprobe mass and photoelectron spectroscopy is a convenient tool to obtain useful information of these processes.

## Chapter 2 Interactions of molecules with light

Light interacts with a single isolated molecule in numerous ways. Some of these interactions are depicted schematically in fig. 2.1 and will be presented briefly in the following.

A molecule has different electronic states. The lowest electronic state is referred to as the electronic


Figure 2.1: Selected possible interactions of light with a single molecule. (1): Vibrational and rotational levels of the ground state; (2): Excitation of the molecule into the singlet excited state $S_{2}$; (3): Ionization of the molecule; (4): Conical intersection between the singlet states $S_{2}$ and $S_{1}$; ©: Fluorescence; ©: Intersystem crossing from the singlet $S_{1}$ to the triplet $T_{1}$ state; © : Phosphorescence
ground state (GS in fig. 2.1, here a singlet ground state $S_{0}$ ), higher excited states are numbered with increasing energy. On each electronic state vibrational levels are superimposed, depicted schematically with the long, straight lines for the ground state in © . Vibrations are excited with light in the infrared range (IR, typically from 500 to 3600 $\mathrm{cm}^{-1}$ ), and the transitions are approximately described by the model of the harmonic oscillator. The range of excitation of a vibration is characteristic for each functional group, it is therefore used to identify the molecule ${ }^{[36]}$.

On each vibrational state in turn, rotational levels are superimposed. These are - for the vibrational ground state - excited via light in the microwave region ( $0.3-30 \mathrm{GHz}$ ). Rotationally resolved spectra allow characterization of bond length and angles; the geometry of a molecule is characterized ${ }^{[37,38]}$. This description of electronic states with superimposed vibronic and rotational states is only valid in the framework of the Born-Oppenheimer approximation, which assumes that the motion of nuclei and electrons can be separated ${ }^{[39]}$.

A molecule can be excited into an electronic excited state via light in the UV-visible range (200800 nm ). This transition is represented in fig. 2.1 by the green arrow (©). Such a transition can be one-photon allowed or not depending on the symmetry of both the excited and ground state.

Via another photon (3) the molecule is ionized resonantly - this type of spectroscopy is called Resonant Enhanced MultiPhoton Ionization (REMPI). A molecule can be, of course, also ionized by just one photon of suitable energy, normally in the XUV range ( $60-200 \mathrm{~nm}$ ). If the energy of the ionization photon(s) exceed the ion ground state energy, as
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depicted in fig. 2.1, the electron recuperates this excess energy as kinetic energy and leaves an ion in the ground or excited vibrational/electronic state, should the molecule in the ground state geometry distort to reach the ionic most stable geometry. This is detailed in chapter 4 . Contrary to excitation of a molecule, ionization is an always-allowed process.

The depicted excited singlet state $\mathrm{S}_{2}$ is dissociative and crosses the excited singlet state $S_{1}$, this crossing is called a conical intersection (CI) © (see fig. 2.2 for a more artistic representation). A molecule
 in the $S_{2}$ at position two can deactivate via the conical intersection towards the $\mathrm{S}_{1}$-state. Because of the larger energy difference between $S_{0}$ and the $S_{1}$-state than between $S_{1}$ and higher excited states, ultrafast relaxation through a conical intersection to the ground state do not occur, depending on the molecule. This opens the door to other relaxation channels such as fluorescence ©, meaning deexcitation into the ground state while emitting light. The molecule in the $S_{1}$ state can also pass into the triplet state $\mathrm{T}_{1}$ via intersystem crossing (ISC) ©. Whether such a transition is allowed depends on the electronic character of both states, as described by the El Sayed Rules ${ }^{[40,41]}$. Emission of light from a triplet state is called phosphorescence $\mathcal{O}{ }^{[39,42]}$.

## Part II

## Experimental Setup and Background
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## General setup

The general setup of an experiment examining reactive molecules is depicted in fig. 2.3. The precursor molecule is seeded directly into a rare gas (©) before the radical is produced from the precursor via pyrolysis $\oplus$. The radical/rare gas mixture is then adiabatically expanded via a pulsed valve (3) into the vacuum of the source chamber (2), forming a supersonic molecular beam ${ }^{[43]}$ ©. It then passes a skimmer $\odot$, which lets only the coldest, inner part of the molecular beam (molecules depicted in blue) enter the main chamber/detection chamber (®). Here the spectroscopic experiments take place. The molecules are ionized using lasers (©) and the resulting charged particles are detected.


Figure 2.3: General setup of a supersonic beam experiment: © (1) Gas inlet flow; (2): Source chamber; (3): Pulsed valve; (4): Pyrolysis; (5): Supersonic molecular beam, warm molecules shown in red; ©: Supersonic molecular beam, cold molecules shown in blue; © : Skimmer; (8): Main chamber; (9: Spectrometer

Different methods are combined in this general setup to examine reactive species, these are detailed in chapter 3. First the radicals have to be produced. The pyrolysis method - used for this effect - is detailed in section 3.1. The radicals need to be examined under collision-free conditions, since otherwise they would react which each other. For this the seeded molecular beam technique is employed, detailed in section 3.2. The different spectroscopic methods used to examine the radicals are explained in section 3.3.

The next chapter 4 describes the principles behind the detection method velocity map imaging (VMI), its application in photoion (section 4.1) and photoelectron imaging (section 4.2). In section 4.3 reconstruction methods and a new sampling method for the pBasex algorithm are explained, followed by calibration methods for photoelectron and chlorine photoion imaging (section 4.4).

Chapter 5 then treats the technical details of the setups in Würzburg and Saclay used during this work.

## Chapter 3 Experimental Principles

### 3.1 Production of radicals

Reactive species can be produced from suitable precursors by different methods, for example via pyrolysis ${ }^{[44]}$, photolysis ${ }^{[45]}$, microwave ${ }^{[46]}$, electrical discharge ${ }^{[47]}$ and chemical methods ${ }^{[48,49]}$. In this thesis pyrolysis was used to produce reactive species, and will be detailed in the following.

Different designs ${ }^{[44,50,51]}$ for a pyrolysis nozzle are possible, the one used in this work is a variation of the pyrolysis nozzle proposed by Kohn et al. [44], depicted in fig. 3.2 and fig. 5.13 .

The functionality of such a pyrolysis setup is deceptively simple: A suitable precursor molecule is seeded into a rare gas, passes the pulsed valve © and then the heated pyrolysis tube ${ }^{\circ}$. The heated SiC tube serves as miniature flow reactor ${ }^{[52]}$, the applied high temperatures during the brief residence time lead to the rupture of only the weakest chemical bond(s). Typically those are either halogen bonds; or the precursor molecules eject stable small molecules such as CO (ex: benzocyclobutendion, precursor of ortho-benzyne, see chapter 10 ), $\mathrm{N}_{2}$ (e.g. diazopropargylene) or formaldehyde and NO (nitrites, e.g. phenylethylnitrite, precursor of the benzyl radical, see chapter 7.1). Other typical precursors include dimers of the desired radical, e.g. bitropyl for the production of the tropyl radical. An overview of different reaction energies for radical precursor molecules is given in table 3.1.


Figure 3.1: Picture of the pyrolysis setup

### 3.1. PRODUCTION OF RADICALS
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| reaction | $\Delta \mathrm{E}(\mathrm{kJ} / \mathrm{mol})^{1}$ |
| :---: | :---: |
| $\mathrm{R}-\mathrm{CH}_{2}-\mathrm{H} \longrightarrow \mathrm{R}-\mathrm{CH}_{2}{ }^{\bullet}+{ }^{\bullet} \mathrm{H}$ | 440-370 |
| $\mathrm{R}-\mathrm{CH}_{2}-\mathrm{CH}_{2}-\mathrm{R} \longrightarrow 2 \mathrm{R}-\mathrm{CH}_{2}{ }^{\bullet}$ | 380-260 |
| $\mathrm{R}-\mathrm{CH}_{2}-\mathrm{Cl} \longrightarrow \mathrm{R}^{\text {- }} \mathrm{CH}_{2}^{\bullet}+{ }^{\bullet} \mathrm{Cl}$ | 350 |
| $\mathrm{R}-\mathrm{CH}_{2}-\mathrm{Br} \longrightarrow \mathrm{R}^{\text {- }} \mathrm{CH}_{2}^{\bullet}+\bullet \mathrm{Br}$ | 310-300 |
|  | 243-234 |
| $\mathrm{H}_{2} \mathrm{C}=\mathrm{N}_{2} \longrightarrow \mathrm{H}_{2} \mathrm{C} \bullet+\mathrm{N}_{2}$ | $171{ }^{\text {[53,54] }}$ |
| $\mathrm{R}-\mathrm{CH}_{2}-\mathrm{ONO} \longrightarrow \mathrm{R}+\mathrm{CH}_{2} \mathrm{O}+\mathrm{NO}$ | $\begin{gathered} \hline 228 \\ {[54]} \end{gathered}$ |

Table 3.1: Overview of different reaction energies for radical precursor molecules

### 3.2 Molecular beam

Radicals and biradicals are often very reactive (see chapter 1), collision-free methods are therefore necessary to examine these species. The molecular beam technique ${ }^{[39]}$ used in this thesis is one method to ensure collision-free conditions ${ }^{[43]}$, other methods are for example matrix-isolation techniques ${ }^{[56]}$ and isolation in helium droplets ${ }^{[57]}$.

The principle of a molecular beam is illustrated in fig. 3.3. In container © with a hole at one end, molecules are at room temperature, their velocity distribution follows a Boltzmann distribution as indicated by the green curve.

[^0]

Figure 3.3: Scheme of a molecular beam. (1): Container with molecules at room temperatures; (2): Adiabatic expansion; (3): Skimmer; (4): Skimmed molecular beam


Figure 3.4: Skimmer

Assuming that outside of the container is under vacuum, two cases are possible ${ }^{[39]}$ :

- The pressure inside the container is low enough to avoid any collisions between particles when they are leaving the container through the hole, and the flow leaving the hole does not reach supersonic speed. Such beams are called subsonic or effusive beams. Individual particles have a long mean free path and their velocity is determined by the boundary conditions. A slit in a distance of the origin of the molecular beam collimates the molecular beam, which reduces the Doppler broadening (sub-doppler-spectroscopy) ${ }^{[39]}$.
- If the pressure inside the container is high enough to induce a large amount of collision between particles within the hole, the flow leaving the hole will reach supersonic velocities. The atoms collide until the spread of their relative velocities are
so small that no more collisions occur. The central part of this beam will only have a velocity component in direction of the molecular beam, letting only this part pass the skimmer (3) leads to a velocity distribution as displayed with the purple curve. The special form of the skimmer (see fig. 3.4) reduces turbulences in the chamber due to reflection of the molecules from the chamber wall.

Spectroscopic methods are applied to this part of the beam. This does not only lead to sharper absorption lines due to a reduced Doppler effect, but also to a narrower thermal distribution. This means that less rotational and vibrational levels of the molecule are occupied, and is therefore the basis for most gaseous pump-probe spectroscopic techniques. Cooling in a supersonic beam composed of the pure molecule will lead to the formation of clusters ( or multimeres in the case of reactive molecules). A convenient solution are seeded molecular beams, where the molecule of interest is seeded into a rare gas (for example helium or argon), which allows to control easily the back pressure of the supersonic expansion and also increases strongly the collision number and the cooling efficiency. The low concentration of the molecule of interest in the molecular beam diminishes the probability of collisions between two molecules of interest. If a light gas is used as a carrier gas ( for example helium or argon), the velocity of the beam in (3) is often supersonic, these beams are called supersonic molecular beams. Cooling in such beams is more efficient than in subsonic beams ${ }^{[58]}$.

The principle described here is for a continuous molecular beam. If the employed lasers are pulsed, the molecular beam is generally pulsed as
well. A pulsed valve, opening only shortly, allows to use lower pressure in the expansion chamber and after the skimmer (3), consequently the cooling of the molecules is more efficient while using smaller (and also cheaper) vacuum pumps. More details on molecular beams can be found in [58]. As explained already, the translational temperature of the molecular beam components is low due to the collisions. In this process, energy exchanges lead to vibrational and rotational cooling of the molecules, meaning that only the lowest rovibrational levels are occupied. This greatly simplifies spectra. Direct supersonic expansion of stable molecules can achieve temperatures of 20 K or lower ${ }^{[39]}$; for reactive intermediates produced with the pyrolysis technique the temperatures reached are in the range of $100-150 \mathrm{~K}{ }^{[59,60]}$.


Figure 3.5: Three schematic REMPI processes, $[1+1],[2+1]$ and [ $2+1$ '] from left to right.

### 3.3 Pump-Probe spectroscopy

Once the radicals are seeded in the molecular beam, they can be examined with different spectroscopic methods, depending on the subject of interest.

For the measurement of the molecular excited states, the already mentioned REMPI-spectroscopy is very sensitive compared to absorption spectroscopy, and also allows an easy identification of the molecule via its molecular mass ${ }^{[39]}$. In fig. 3.5 three such REMPI-processes are depicted schematically. The common nomenclature is to write it as [ $\mathrm{n}+\mathrm{m}$ '], where n photons excite the molecule from the ground state GS to some excited state ES, and m photons ionize the molecule. If both n and m photons have the same wavelength, the prime is omitted. On the left of fig. 3.5 we have therefore a $[1+1]$-REMPI, in the middle a $[2+1]$-REMPI pro-
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cess, and on the right a $[2+1$ ']-REMPI.
Interesting is, however, not only the question where these excited states are located energetically, but what happens once the molecule is excited. This is of fundamental importance in many processes - from excitation of a molecule via light (e.g. in photosynthesis or in solar cells) to excitation of a molecule via thermal energy (combustion processes). These processes are examined in the field of reaction dynamics. Action spectroscopy allows to obtain information about the final products, this method consists in varying the excitation energy and detecting the final products using for example mass spectrometry or photoion imaging.

Time-resolved pump-probe spectroscopy gives information about the time-scales and the internal dynamics of photoreactions. Let's discuss this exemplary with fig. 3.6 for a model molecule possessing two excited states ( $E S_{1}$ and $E S_{2}$ ). A first laser with a defined temporal and spectral width excites the molecule into $\mathrm{ES}_{2}$, this laser is called the pump laser (here depicted as the green arrow). This state can now evolve, it can decay for example into $\mathrm{ES}_{1}$. So we are interested in the temporal evolution after a molecule is excited. A second laser (= probe laser) with a defined temporal and spectral width probes the system, meaning the system returns a signal. The time delay between both laser pulses is known and can be changed, therefore the evolution of the system over time can be obtained.

The temporal width of both lasers defines the temporal resolution of the experiment, since measuring signals shorter than the temporal length of both lasers with those same lasers is not feasible. The observed signal is based on the interactions of a molecule with light as shown in chapter 2:

- The fluorescence of the molecule can be measured directly without a second probe pulse using either Time-Correlated Single Photon Counting [61] or a streak-camera ${ }^{[39]}$. Alternatively a second laser pulse probes the fluorescence via fluorescence upconversion ${ }^{[62]}$ or fluorescence Kerr-gating ${ }^{[63]}$.
- The absorption of the probe can be measured (transient absorption). $\mathrm{ES}_{1}$ and $\mathrm{ES}_{2}$ will have different absorption spectra compared to the ground state, meaning that the decay to $\mathrm{ES}_{1}$ can be followed easily. This technique is mostly applied in liquid phase, since high concentrations of the molecule are needed for a sufficient absorption. The molecule is therefore not isolated, but interacts with the molecules around it-which are also interesting processes [64].
- The probe can ionize the molecule (pump-probe mass/photoelectron spectroscopy). This has major advantages:
$\triangleright$ Ionization is an always allowed process, provided that the photon energy is high enough.
$\triangleright$ The detection of charged particles is very efficient. This method works in the gas phase, normally in combination with the molecular beam technique ${ }^{[39,65]}$, and consequently examines isolated molecules in their rotational and vibrational ground states.
$\triangleright$ In combination with mass spectrometry the information of the molecular mass allows identification of the molecule and of its fragmentation channels.
$\triangleright$ The kinetic energy of the electron and the kinetic energy of the ion as well as their angular distributions contain information on the electronic states populated at the ionization time.
Pump-probe mass time-of-flight/photoelectron spec-
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troscopy was used during this thesis to examine the dynamics of several radicals. Both methods rely on the detection of charged particles.

The principle of time-of-flight (TOF) mass spectrometry is rather straigthforward:
Theoretically all molecules are ionized at the same time in the same localized point. By applying an external electric field the cations are accelerated by the same amount, all single-charged molecules obtain the same kinetic energy. Molecules of different masses possess consequently a different end velocity. After flying through a field-free tube they arrive on the detector at different times, which are measured. The resolution of a TOF-mass spectrometer is mostly limited by the size of the ionization region, an electrical field without defects and the distance of the flight tube ${ }^{[66]}$.

In reality the size of the ionization region is always finite, as is illustrated in fig. 3.7 with two molecules approximated as green circles: The molecul closer to the repeller ( R ) will leave the whole electrostatic optics later, but will also undergo greater acceleration. It will therefore start to catch up to the other molecule in front of him, until they are at the same position (indicated as the gray slab in the background). This corresponds to the best resolution, where the peaks are the narrowest. The distance of the best resolution relative to the ground electrode depends on the electrical fields applied.

The mass is proportional to the square of the flight-time:

$$
\begin{equation*}
\mathrm{m} \sim \mathrm{t}^{2} \tag{3.1}
\end{equation*}
$$

The velocity-map imaging (VMI) technique was used for photoelectron spectroscopy and is explained in the next chapter.

In the experiments during this thesis both the pump and the probe laser were linearly polarized. The orientation of both lasers respectively to each other can vary between the extreme cases of both parallel to each other or orthogonal to each other. Both the excitation and the ionization process happen according to the orientation of the corresponding transition momenta, where the extreme cases are parallel and orthogonal orientation of both transition moments.

In a complete isotropic sample (random orientation of the molecules), the first linearly polarized laser will only excite molecules whose excitation transition dipole moment is in the direction of the electric field. This will create an oriented population of excited molecules. If the reorientation of the molecules is slow compared to the time resolution of the pump-probe experiment, a rotational anisotropy may be observed when comparing the effect of a probe with a different direction ${ }^{[67]}$.

The rotational anisotropy is defined as

$$
\begin{equation*}
\beta=\frac{S_{\|}-S_{\perp}}{S_{\|}+2 S_{\perp}} \tag{3.2}
\end{equation*}
$$

where $S_{\|}$and $S_{\perp}$ correspond to the obtained signal of parallel and orthogonal laser polarization between the pump and the probe. No rotational anisotropy will be observed if the state excited in the pump step is isotropic (e.g. s-orbital character) or if the molecule rotates faster than the time-resolution of the experiment and dephases.

To exclude rotational anisotropy and thus only address relaxation decays, the rotational mean of the signal is analyzed:

$$
\begin{equation*}
\mathrm{S}_{\text {mean }}=\left(\mathrm{S}_{\|}+2 \mathrm{~S}_{\perp}\right) / 3 \tag{3.3}
\end{equation*}
$$

## Chapter 4 Velocity map imaging



Figure 4.1: General scheme of velocity map imaging. (1): Ionization volume; (2): Two laser beams; (3): Repeller electrode; (4): Extractor electrode; (5): Ground electrode; ©( Electrostatic optics; (7): Newton spheres; (8): Detector consisting of two MCPs and a phosphor screen (see fig. 4.4); (9): CCD camera; (10): Picture taken by the camera; (11): Picture after inversion

Figure 4.1 illustrates the principle of velocity map imaging as developed by Eppink and Parker ${ }^{[68]}$, and as implemented in Würzburg and with minor modifications in Saclay. Charged particles are created in the spherical volume (1) either by crossing two lasers (2) (as shown here) or by ionizing with a single laser. The created charged particles will have a total recoil kinetic energy (eq. 4.1), which depends on the energy introduced in the system as
well as on the state of the final particles. If one of the lasers induces dissociation, the energy needed for that will also be reflected in the kinetic energy of the particles.

$$
\begin{equation*}
\mathrm{E}_{\mathrm{kin}}=\mathrm{E}_{\text {lasers }}-\mathrm{E}_{\text {ionization }}-\mathrm{E}_{\mathrm{vib}}-\mathrm{E}_{\mathrm{rot}}\left(-\mathrm{E}_{\mathrm{diss}}\right) \tag{4.1}
\end{equation*}
$$

In conclusion particles with the same mass but with different kinetic energies correspond to different creation processes, so-called 'channels'. During ionization, for example, different vibrational levels of the cation can be occupied, as illustrated in fig. 4.2. Differentiating the electrons according to their ki-


Figure 4.2: Creation of electrons with different kinetic energies during ionization netic energy allows a direct insight in the electronic states of a molecule.

How does the physical chemist now obtain this information out of the spherical volume ©? The ionization takes place in an electric field which projects the expanding spheres $\left(\mathbb{O}\right.$ on the detector © ${ }^{(®)}$ Particles with the same kinetic energy will expand of the same surface of the sphere $\odot$, these spheres are called newton spheres. This is depicted schematically here for four particles with different kinetic energy (order from low to high kinetic energy: white $<$ yellow $<$ green $<$ blue).

For this an electrostatic optics © is used. The field lines of those electrodes resemble an optical lens (see fig. 4.3), and just as the name implies, by applying the correct voltages on this electrostatic optics the newton spheres $\odot$ are focused on the detector; they arrive on the detector as depicted in fig. 4.1. The electrostatic optics consists in its most basic design of three electrodes, repeller (3), extractor (4) and ground © electrodes. Onto repeller and extractor a voltage is applied, with $\left|\mathrm{V}_{\text {repeller }}\right|>\left|\mathrm{V}_{\text {extractor }}\right|$, the last electrode is grounded or adjusted to the voltage of the time-of-
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flight tube. Grounding the last electrode © © together with the first micro-channel plate of the detector © ensures field-free (unperturbed) flight conditions of the newton spheres $\mathcal{(}$ (for a detailed discussion of the detector see later in the text and fig. 4.4). The voltage ratio between repeller and extractor is decisive for a proper focus of the particles with the same velocity vector on the radius. In the analogy of a lens changing the voltage ratio corresponds to changing the focal length of the lens. This focal length should be equal to the distance of ionization point to the detector © © , otherwise the image will be blurred and distorted.

The most commonly used detector consists of two micro-channel plates (MCPs) and a phosphor screen, allowing position-sensitive detection. This detector is shown schematically in fig. 4.4.

A MCP (2 and (3) is a circular slab with a regular array of micro-channels made from a highly resistive material such as lead glass ${ }^{[69]}$. They are signal amplifiers (gain: $10^{4}-10^{7}$ ) ${ }^{[69]}$, commonly used in night vision goggles ${ }^{[70]}$. They work as follows: the first MCP (2) is grounded, on the second MCP (3) a positive voltage is applied. A charged particle © arriving in such micro-channel of the first MCP, hits the wall and provokes a cascade of electrons ( $10^{4}$ $10^{7}$ electrons per charged particle). This electrode cascade is then accelerated by the electrical field of the second MCP ©, hits the wall again, leading to further cascades. The electrons created in the second MCP (3) are accelerated in direction of the phosphor screen $\oplus$, kept at a higher positive voltage. The signal is thus amplified again. Both MCPs are most commonly orientated in the chevron setup, meaning that the angles of the channels are orientated in a chevron shape ( $90^{\circ}$, see MCPs schematic in the blue rectangle in fig. 4.4).


Figure 4.4: General scheme of the mode of operation of a VMI detector. (1): Charged particle; (2)/(3): MCP plates in chevron setup; (4): Phosphor screen; (5): CCD camera

This setup ensures that particles which pass the first MCP without touching the wall of a microchannel, will certainly hit the wall of the second MCP. ${ }^{[71]}$

The electron cloud then arrives on the phosphor screen (©), where they stimulate luminosity. This luminosity is photographed by a Charged-Coupled Device (CCD) camera ©. The different phosphor screens are named after the phosphor type used (for example: $\left.\mathrm{P} 20=(\mathrm{Zn}, \mathrm{Cd}) \mathrm{S}: \mathrm{Ag}, \mathrm{P} 43=\mathrm{Gd}_{2} \mathrm{O}_{2} \mathrm{~S}: \mathrm{Tb}\right)$, they differ in the emitted spectrum and the decay time of the fluorescence ${ }^{[72,73]}$. Phosphor screens have decay times of $1-100 \mathrm{~ms}{ }^{[74]}$, longer than the flight time of the charged particles (which is around
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several $\mu \mathrm{s}$ ). To obtain mass resolution, the second MCP needs to be gated. It is kept at a base voltage where electrons do not have a high enough kinetic energy to cause luminescence on the phosphor screen, and only when the particle of interest arrives (meaning for a given mass) the voltage of the second MCP is ramped up so that the phosphor screen emits light.

Returning to fig. 4.1, the CCD camera © takes a picture of the luminosity of the phosphor screen which corresponds to the spatial distribution of the charged particles. The x and y direction is immediately apparent out of the image. This is not the case for the z -direction, since we have a 2 D detector to image a 3D distribution.

Recovering the z-component can be either done experimentally via for example slicing, or mathematically using so-called inversion methods. Only the mathematical methods are presented in the following in detail, for the experimental methods the reader is referred to several detailed reviews ${ }^{[75-77]}$.

The charged particles arrive in a filled circle, corresponding to the flattened Newton spheres (©). Physical information is in the cut through the newton spheres (⑴), the mathematical process from (1) to $(1)$ is called inversion. After successful inversion the image has to be calibrated from pixels to energy/velocity.

The following chapter is organized as follows: First ion imaging (section 4.1) and then photoelectron imaging (section 4.2 ) will be treated, with the focus on what information can be obtained from those two methods. Then the inversion process will be elucidated (section 4.3), and the results of a new algorithm for the pBasex inversion method (subsection 4.3.2) will be presented. Finally, two calibra-
tion protocols for photoelectron imaging (subsection 4.4.1) and chlorine imaging (subsection 4.4.2) are given.

### 4.1 Ion imaging

Ion imaging is used to examine photodissociations or dissociative photoionization. The principle is displayed in fig. 4.5 with a molecule consisting of a red and a blue atom.

The molecule is excited by a first laser (blue), leading to photodissociation, the bond breaks. A second laser (red) now ionizes one of the photofragments (here the red one). The kinetic distribution of the ion is imaged, using velocity map imaging as
 described above. Two different information can be extracted out of such an image:
a) The kinetic energy of the fragment: Assuming the molecule breaks into only two parts, the kinetic energy of the fragment is directly correlated to the kinetic energy of both fragments via conservation of momentum:

$$
\begin{equation*}
\frac{\mathrm{m}_{1}}{\mathrm{~m}_{2}}=\frac{\mathrm{v}_{2}}{\mathrm{v}_{1}} \tag{4.2}
\end{equation*}
$$

Consequently it is advantageous to image the lighter fragment: the lighter fragment has the higher velocity, imaging it allows a more precise determination of $\mathrm{v}_{1}$ and $\mathrm{v}_{2}$. With knowledge of these two parameters one can determine in first approximation the total kinetic energy release, which combined with e. g. Rice-Ramsperger-Kassel-Marcus (RRKM) theory simulations ${ }^{[78]}$ give insight in the dissociation Figure 4.5: Principle of mechanism. These relationships are well explained photofragment imaging in the thesis of J. Giegerich ${ }^{[59]}$. The same bond can break via different processes, for example out
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of different excited states, and in molecule consisting of more than two atoms different bonds can break as well. These different channels lead to different kinetic energies of the fragments, and they can therefore be distinguished, as was the case for e.g. cyclopropanylidene ${ }^{[79]}$.
b) Angular distribution of the ions: Ion images from photodissociation (by a polarized laser) can be isotropic (see fig. 4.6), but anisotropic images are also observed (see fig. 4.7 and fig. 4.8). The white arrow in all three images corresponds to the laser polarization of the linearly polarized dissociation laser. Where does this anisotropy come from?

Molecules absorb the laser light more or less as the function of the overlap between the laser polarization and its transition dipole momentum. As depicted in fig. 4.9, the transition dipole moment can be aligned differently in respect to the dissociation axis -either perpendicular (left) or parallel (right) in extreme cases. If the dissociation of the molecule is faster than the rotation of the molecule itself, the fragmentation will occur without reorientation of the initially populated excited molecules. For molecules where the transition dipole moment is perpendicular to the dissociation axis, we obtain an image such as displayed in fig. 4.7; are both parallel, an image like in fig. 4.8 is seen. Slow photodissociation leads to an isotropic distribution, since the molecule can rotate, the obtained distribution will be more isotropic.
To describe this phenomenon, first the intensity relationship between the 3D newton sphere and its projection (upper image in fig. 4.10) and its cut in the middle (lower image in fig. 4.10) need to be established. The anisotropic newton sphere (displayed schematically in fig. 4.10) has cylindrical


Figure 4.6: Isotropic image


Figure 4.7: Anisotropic image with $\beta=-1$


Figure 4.8: Anisotropic image with $\beta=+2$


Figure 4.9: Transition dipole axis aligned perpendicular or parrallel in respect to the dissociation axis


Figure 4.10: Intensity relationship between the 3D newton sphere, its projection and its cut through the newton sphere


Figure 4.11: Intensity distribution for the extreme cases with $\beta=2$ and $\beta=-1$
symmetry, and is described in polar coordinates by the angles $\theta, \phi$ and the radius r. For the cut through the middle of the newton sphere (the $x-y$ plane) and the angular distribution, only the angle $\theta$ and the radius r are conserved as variables.
Considering the intensity distribution, for points with $\theta=0 / 180^{\circ}$ it is condensed to some points, but for points with $\theta \neq 0 / 180^{\circ}$ it is distributed around the circumference described by the angle $\phi$. To incorporate the correct intensity distribution in the cut through the newton sphere, it needs to be multiplied with the Jacobien, $\sin \theta$.

The anisotropy of the cut through the newton sphere is quantified by the value $\beta$. This is defined as follows (for linearly polarized lasers and one-photon transitions):

$$
\begin{equation*}
\mathrm{I}(\theta)=\frac{1}{4 \pi}\left(1+\beta \mathrm{P}_{2}(\cos \theta)\right) \tag{4.3}
\end{equation*}
$$

where the intensity $I$ is a function of the angle $\theta$, defined as the angle with respect to the polarization of the laser and the electrical field.
$\mathrm{P}_{2}(\cos \theta)$ is the second-order Legendre Polynomial:

$$
\begin{equation*}
\mathrm{P}_{2}(\cos \theta)=\frac{1}{2}\left(3 \cos ^{2} \theta-1\right) \tag{4.4}
\end{equation*}
$$

For isotropic images $\beta=0$, as the intensity does not depend on the angle. For a parallel transition dipole moment to the dissociation axis we have $\beta=+2$, and for a perpendicular transition dipole moment to the dissociation axis $\beta=-1$ [80-83].

The intensity distributions as a function of the angle for both extreme cases are depicted in fig. 4.11. The beta parameter does not only give insight into the orientation of the transition dipole
moment (information that is difficult to obtain otherwise experimentally), but also allows insight into the timescales of the dissociation - since a real angular distribution rarely shows the two extreme case values with $\beta=+2 /-1{ }^{[84]}$.

### 4.2 Photoelectron imaging

Analogous to ion imaging, photoelectron imaging allows to obtain the angular and energetic information of the electron produced by ionization.

The maximal energy of an electron correlates directly to the number of photons of the ionization process, provided that the ionization energy IE and the internal energy $\mathrm{E}_{\mathrm{int}}$ (and of course the photon energy) is known:

$$
\begin{equation*}
\mathrm{E}_{\text {max }, \text { electron }}=\mathrm{E}_{\text {photon/photons }}-I E-\mathrm{E}_{\mathrm{int}} \tag{4.5}
\end{equation*}
$$

This is a very useful information in pump-probe experiments, where varying the laser power of one laser is not a suitable way of finding the order of the ionization process (e.g. if it is $\left[1+3^{\prime}\right]$ or $\left[1+4^{\prime}\right]$ ).

Another useful information is the Photoelectron Angular Distribution (PAD). In the case of autoionization the anisotropy reflects a timescale: the lifetime of the final state may be long before it ejects the electron (greater than $10^{-13} \mathrm{~s}$ ), the molecule can rotate and an isotropic photoelectron angular distribution will be obtained ${ }^{[85]}$.

If no autoionization is involved, however, the photoelectron anisotropy does not reflect the timescales on which the dissociation occurs or the relative position of the dissociation axis to the transition dipole moment as in ion imaging, the photoelectron anisotropy stems from a different mecha-
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nism. In the following only fast ionization processes (where the ionization energy is exceeded by the energy of the photon or photons) are considered.

Ionization is always allowed, but the conservation laws of energy and of total angular momentum still hold. Since the initial and the final ionic state have both a given total angular momentum, the ejected photoelectron has to obey the momentum conservation rule. In other words: the angular momentum of the ejected photoelectron is the difference between the angular momenta of the initial state + photon(s) and the final state.

While the initial state is well defined, this is not the case for the final state. For an ionization out of an atomic p -orbital $(\mathrm{l}=1)$, for example, the final state can either be an s-type orbital $(\mathrm{l}=0)$ or a dtype orbital ( $\mathrm{l}=2$ ), both are allowed. Both outgoing channels are part of the electron wavefunction and interfere, giving rise to the photoelectron angular distribution ${ }^{[85,86]}$.

Consequently the angular distribution of photoelectrons gives us a valuable insight in the orbitals/electronic states of the molecule, though far less intuitive than in the case of the angular distribution of photofragments. In the following part of this section the general expression for $n$-photon ionization will be presented before discussing the photoelectron angular distributions in the case of atoms, to allow the reader to develop an appreciation for this experimental (yet tricky) observable.
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### 4.2.1 General description

The general form of the PAD is ${ }^{[86]}$ :

$$
\begin{equation*}
\mathrm{I}(\theta, \phi) \propto \sum_{\mathrm{L}=0}^{\mathrm{L}_{\mathrm{max}}} \sum_{\mathrm{M}=-\mathrm{L}}^{\mathrm{L}} \beta_{\mathrm{LM}} \mathrm{Y}_{\mathrm{LM}}(\theta, \phi) \tag{4.6}
\end{equation*}
$$

where $\mathrm{Y}_{\mathrm{LM}}(\theta, \phi)$ are spherical harmonic functions, which are interchangeable with Legendre polynomials in the case of cylindrically symmetric problems ${ }^{[87]}$ (see section 4.3).

All the physics of the photoionization is in the anisotropy parameters $\beta_{\mathrm{LM}}$ which depend on the process itself, e.g. on the orbital from which the electron is ejected, on the photoionization energy, whether the sample is aligned, how many photons are involved in ionization and on the polarization of the laser.

For a one-photon ionization with a linearly polarized (or unpolarized) laser, Cooper and Zare showed that the PAD simplifies to ${ }^{[88]}$ :

$$
\begin{equation*}
\mathrm{I}(\theta) \propto 1+\beta_{2} \mathrm{P}_{2}(\cos \theta) \tag{4.7}
\end{equation*}
$$

which is of the same form as equation 4.3 for photoion anisotropy. $\mathrm{P}_{\mathrm{n}}(\cos \theta)$ corresponds to the $\mathrm{n}^{\text {th }}-$ order Legendre polynomial and $\beta_{\mathrm{n}}$ to corresponding order of the photoelectron anisotropy.

Assuming the same, linearly polarized laser causes multi-photon ionization, equation 4.7 has to be extended to ${ }^{[89,90]}$ :

$$
\begin{equation*}
\mathrm{I}(\theta) \propto 1+\beta_{2} \mathrm{P}_{2}(\cos \theta)+\beta_{4} \mathrm{P}_{4}(\cos \theta)+\ldots+\beta_{2 \mathrm{n}} \mathrm{P}_{2 \mathrm{n}}(\cos \theta) \tag{4.8}
\end{equation*}
$$

where n corresponds to the maximum number of photons. For circularly polarized light odd Legendre polynomials have to be considered as well.

While the equations 4.7 and 4.8 allow a description of the experimentally observed PAD (=extraction of the anisotropy values), they do not give any straightforward insight into the orbital from with the electron is ejected.

### 4.2.2 Cooper-Zare formula, classic formula

In the following the simplest case for PAD will be treated, meaning PAD in the case of atoms ionized via one linearly-polarized photon. As mentioned in the introduction of this section, when ionizing from an orbital other than an s-orbital, different channels interfere. For example a p-orbital $(\mathrm{l}=1)$ can either ionize in a s-continuum ( $1=0$ ) or in a d-continuum $(1=2)$. Each angular momentum of the ejected electron will lead to a specific anisotropy ${ }^{[85]}$.
The $1+1$ channel leads to the following anisotropy:

$$
\begin{equation*}
\beta_{2}=\frac{1+2}{21+1} \tag{4.9}
\end{equation*}
$$

where 1 is the initial angular momentum, this corresponds in our example to the $\mathrm{p} \rightarrow \mathrm{d}$ transition and gives a $\beta$-value of 1 .
For the l-1 channel following anisotropy is obtained:

$$
\begin{equation*}
\beta_{2}=\frac{1(1-1)}{2 l+1} \tag{4.10}
\end{equation*}
$$

which corresponds in our example to the $\mathrm{p} \rightarrow \mathrm{s}$ transition gives a $\beta$-value of 0 . Only for ionization out of an s-orbital we have only one channel (case l $1+1$ ) and the $\beta$-value is $2{ }^{[85]}$. The different channels interfere, which leads to the rather complicated formula developed 1968 by Cooper and Zare ${ }^{[88,91]}$ for atoms:
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$$
\begin{equation*}
\beta_{2}=\frac{l(l-1) \sigma_{l-1}^{2}+(1+1)(1+2) \sigma_{1+1}^{2}-6 l(1+1) \sigma_{l+1} \sigma_{l-1} \cos \left(\delta_{l+1}-\delta_{l-1}\right)}{(2 l+1)\left[1 \sigma_{1-1}^{2}+(1+1) \sigma_{1+1}^{2}\right]} \tag{4.11}
\end{equation*}
$$

with 1 as the orbital quantum number of the electronic state from which ionization occurs, $\delta_{1}$ is the phase shift of the $1^{\text {th }}$ partial wave and $\sigma_{l \pm 1}$ corresponds to the dipole radial matrix element:

$$
\begin{equation*}
\sigma_{l \pm 1}=\int_{0}^{\infty} \mathrm{R}_{\mathrm{n} 1} \mathrm{rR}_{\mathrm{kl} \pm 1} \mathrm{dr} \tag{4.12}
\end{equation*}
$$

$\cos \left(\delta_{1+1}-\delta_{l-1}\right)$ is the difference in the phase angle between the two channels. $\sigma_{l \pm 1}$ depends on the energy of the photoelectron, and consequently also on the energy of the initial photon used for ionization.


Figure 4.12: Anisotropy parameters $\beta_{2}$ for ionization from the 1s, 2s, 3s (blue line), 2p (red solid line), $3 p$ (red dotted line) and 3d (orange line), calculated for atomic hydrogen with the Cooper-Zare formula. Many thanks to Alexander Humeniuk for providing the python code to calculate this graph.

In fig. 4.12 with the Cooper-Zare formula the anisotropy parameters are calculated for the hydrogen atom
ionized out of different atomic orbitals while varying the photon energy, which results in different kinetic energies of the photoelectrons (x-axis).

We see that for s-orbitals ( $\mathrm{l}=0$ ) $\beta_{2}$ is always 2 , since we have no interference between different channels.

For p-type orbitals ( $\mathrm{l}=1$ ) this is not the case, the different channels ( $p \rightarrow s$ and $p \rightarrow d$ ) interfere. The specific value of $\beta_{2}$ not only depends on the type of the orbital, but also on its quantum number $n$.


Figure 4.13: Excerpt of fig. 4.1. See fig. 4.1 for a detailed explanation. The 2 p orbital (red straight line) and the 3 p orbital (red dotted line) show at 0.5 eV nearly opposite anisotropies: $\beta_{2}(2 \mathrm{p})=-0.8$ and $\beta_{2}(3 \mathrm{p})=2.0$.

This example alone shows that the PAD is a very sensitive tool of the electronic structure. Fig. 4.12 also demonstrates effectively that just knowing the anisotropy value alone - without knowledge of the molecular structure or the energy used for ionization/kinetic energy of the electrons - allows no identification of the initial state. Moreover, unlike atomic ions, molecular ions possess vibrational levels, and therefore the the kinetic energy of a photoelectron can be varied within certain limits. A measured anisotropy $\beta_{2}=2.0$ at 1.5 eV , for example, could stem from either an s-orbital or from a 3 p orbital. A clear identification is only possible if the energy of the photon used for ionization is varied- which experimentally is not a simple task, especially in the case of the fs-pump-probe photoelectron spectroscopy setup (see section 5.4).

The example discussed here was for the hydrogen atom ionized with one linearly-polarized photon. What about the anisotropy for molecules or the anisotropy in multi-photon processes? In the case of Rydberg orbitals the situation is analogous to those in atoms. When bound states of molecules
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are ionized, the situation is more complex ${ }^{[92]}$, especially if autoionization ${ }^{[93]}$ and/or multiphoton ionization ${ }^{[94-96]}$ comes into play. Even though a quantitative simple calculation and/or interpretation of the photoelectron anisotropy is often difficult, it remains a very sensitive observable, via which a change in electronic character can be detected [86,90,97]. The free electron in radicals and carbenes has often p-character, and shows therefore a photoelectron anisotropy. Theoretical methods exists to calculate the anisotropy based on $a b$ inito or TDDFT calculations ${ }^{[98]}$, but this is not further developped here.

### 4.3 Reconstruction methods

As already explained in the introduction of this chapter, for interpretation of the image we do not need the measured flattened newton spheres (© in fig. 4.13, which is an excerpt of fig. 4.1), but the cut through the xy-plane of the newton spheres (⑴ in fig. 4.13). Therefore we need to reconstruct the 3D newton spheres from the flattened 2D projection. But due to the cylindrical symmetry - symmetry issued from the fact that the ionization laser is polarized - this projection depends only on 2 parameters. Therefore it is a priori possible to recover the complete information from a 2D projection, under the condition that the symmetry axis given by the polarized laser is in the projection plane. This is depicted schematically in fig. 4.14.

First let's tackle the problem from the inverse manner. If we had the cut through the middle of the newton sphere, how can we reconstruct the whole, flattened newton sphere assuming cylindrical symmetry?


Figure 4.14: Symmetry of the newton sphere in respect to the linearly polarized laser(in red)


Figure 4.15: Radius $r$ of the cut throught the newton sphere)


Figure 4.16: Inversion with the Fourier-Hankel inversion leads to noise along the centerline.

The reconstruction of the whole, flattened newton sphere (or the projection of the cut through the newton sphere) is achieved using the forward Abel transform:

$$
\begin{equation*}
g(R)=2 \int_{R}^{\infty} \frac{f(r) r}{\sqrt{\left(r^{2}-R^{2}\right)}} d r \tag{4.13}
\end{equation*}
$$

where r is the distance to the symmetry axis (see fig. 4.15), $\mathrm{f}(\mathrm{r})$ the axially symmetric function of interest (the cut through the newton sphere orthogonal to the symmetry axis) dependent on the radius $r$ and $g(R)$ corresponds to the projection of the newton sphere dependent on the radius R ( z -axis in fig. 4.14). This equation, found 1823 by the mathematician Niels Henrik Abel, has many other applications for example in combustion diagnostics ${ }^{[99]}$, holography and interferometry ${ }^{[100]}$.

Formally it would suffice to take the reverse of function 4.13:

$$
\begin{equation*}
\mathrm{f}(\mathrm{r})=-\frac{1}{\pi} \int_{\mathrm{r}}^{\infty} \frac{\mathrm{g}^{\prime}(\mathrm{R})}{\sqrt{\left(\mathrm{R}^{2}-\mathrm{r}^{2}\right)}} \mathrm{dR} \tag{4.14}
\end{equation*}
$$

Calculation of the forward Abel transform (equation 4.13) is relatively straightforward. That is not the case for the inverse Abel transform (equation 4.14) where the derivative in the integrand tends to amplify noise ${ }^{[101]}$. Therefore several other algorithms to circumvent the inverse Abel transform were engineered.

Among them are the Fourier-Hankel Abel inversion ${ }^{[102]}$, which consists of taking the Hankel transform of the Fourier-transformed raw data, for which computationally efficient algorithms exist ${ }^{[103,104]}$. Even though this method is less sensitive to noise
than the direct Abel inversion, it magnifies the noise along the centerline of the reconstructed velocity distribution, as shown in fig. 4.16.

Recursive methods to calculate both the forward Abel transform and the inverse Abel transform were developed by Hansen and Law, but as expected, their inverse Abel transform deals not very well with noisy data ${ }^{[105]}$.

Another algorithm is the onion-peeling algorithm. This is an iterative procedure, starting at the outermost circle of the image, calculating the contribution of these particles to the whole image and subtracting those from it. The algorithm then continues with the inner circles, until the whole image is inverted. It proceeds in layers going from the outmost layer inward, hence the name onion-peeling algorithm $[106,107]$.

The Basex method, yet another inversion algorithm, is explained in detail in the next chapter. These four methods were compared in 2005 by Eppink et al., concluding that that the Basex method and the onion-peeling algorithm perform best ${ }^{[101]}$.

Newer methods are the pBasex algorithm, based on the Basex algorithm but using basis functions in the polar coordinate system, ${ }^{[108]}$ and the maxEntropy method by B. Dick ${ }^{[109]}$. The maxEntropy method has already been compared to the pBasex algorithm in the thesis of J. Giegerich for ion images, ${ }^{[59]}$ and its performance of time-resolved photoelectron spectra for the 2-methylallyl radical is discussed in section 6. In the following chapter the Basex and the pBasex method will be explained in detail, before the presentation of an improved sampling procedure which improves the performance of pBasex.

### 4.3.1 The Basex and pBasex method

The principle of the basis set expansion (Basex) method is depicted in fig. 4.17. As previously stated, efficient algorithms exists for the forward Abel transform (going from (1) to (2), but not for the inverse case.

The principle of the Basex method is to take a set of analytical basis functions (e.g. Gaussianshaped radial distributions (3)/© with different radii) and project them using the forward Abel transform, resulting in a set of projected basis functions (©)/®). The set of projected basis functions is used to adjust the experimental raw image (2), providing fitting coefficients $\mathbb{O}$. Applying these same coefficients on the original analytic basis functions reconstructs the inverted image $\odot$.
Mathematically this procedure can be described in the following:

The image to be reconstructed is described as a function $\mathrm{I}(\mathrm{r}, \mathrm{z})$ depending on two coordinates: the radius $r$ to the symmetry axis z , which corresponds to the laser symmetry axis. The forward Abel projection of this function on the ( $\mathrm{x}, \mathrm{z}$ ) plane is simply the application of equation 4.13:

$$
\begin{equation*}
\mathrm{P}(\mathrm{x}, \mathrm{z})=2 \int_{\mathrm{x}}^{\infty} \frac{\mathrm{rI}(\mathrm{r}, \mathrm{z})}{\sqrt{\mathrm{r}^{2}-\mathrm{x}^{2}}} \mathrm{dr} \tag{4.15}
\end{equation*}
$$

The data for the projection $(\mathrm{x}, \mathrm{z})$ out of a real experiment, however, is no smooth function, but binned by the CCD detector. The CCD detector has the size of $\mathrm{N}_{\mathrm{x}} * \mathrm{~N}_{\mathrm{z}}$ pixels, which lead to the digitized projection function $\mathrm{P}_{\mathrm{ij}}$ :

$$
\begin{equation*}
P_{i j}=2 \int h\left(x-x_{i}, z-z_{i}\right) d x d z \int_{x}^{\infty} \frac{r I(r, z)}{\sqrt{\mathrm{r}^{2}-\mathrm{x}^{2}}} d r \tag{4.16}
\end{equation*}
$$



Figure 4.17: Principle of the basis set expansion (BASEX) method. (1): Inverted image; (2): Raw image; (3): Inverted basis function; (4) : Radial cut through the inverted basis function, depicted as blue. The red functions correspond to basis functions at different radii; (5): Projected basis function; © : Radial cut through the projected basis function, in blue. The red functions correspond to projected basis functions at different radii; (7): Coefficients used to adjust the projected basis functions to the raw image. The white double arrow in the images represents the symmetry axis.
where $h(x, z)$ describes an instrumental function. In fig. 4.17 equation 4.16 corresponds to the transformation of (1) into (2). Let's introduce a set of basis functions $f_{k}(r, z)$ (with $k=0,1, \ldots K-1$ ).

Applying eq. 4.16 on the basis set functions $\mathrm{f}_{\mathrm{k}}(\mathrm{r}, \mathrm{z})$ results in the projected basis set functions:

$$
\begin{equation*}
\mathrm{G}_{\mathrm{kij}}=\int \mathrm{h}\left(\mathrm{x}-\mathrm{x}_{\mathrm{i}}, \mathrm{z}-\mathrm{z}_{\mathrm{i}}\right) \mathrm{dxdz} \int_{\mathrm{x}}^{\infty} \frac{\mathrm{rf}_{\mathrm{k}}(\mathrm{r}, \mathrm{z})}{\sqrt{\mathrm{r}^{2}-\mathrm{x}^{2}}} \mathrm{dr} \tag{4.17}
\end{equation*}
$$

We can now write the whole problem into a matrix form:

$$
\begin{equation*}
\mathrm{P}=[\mathrm{G}] * \mathrm{c} \tag{4.18}
\end{equation*}
$$

where P is the projected image © as a 1 D vector, G corresponds to the projected basis functions matrix $\left(\mathrm{G}=\left(\mathrm{G}_{0}, \mathrm{G}_{1}, \ldots \mathrm{G}_{\mathrm{K}-1}\right)^{\mathrm{T}}\right)$ and c are the coefficients as a 1D vector. With the coefficients the inverted image can be calculated with a simple matrix multiplication:

$$
\begin{equation*}
\mathrm{I}=[\mathrm{F}] * \mathrm{c} \tag{4.19}
\end{equation*}
$$

where I is the image and F the basis function set ( $\mathrm{F}=\left(\mathrm{f}_{1}, \mathrm{f}_{2}, \ldots \mathrm{f}_{\mathrm{K}-1}\right)^{\mathrm{T}}$ ). The coefficients can be obtained by the inversion of G .

$$
\begin{equation*}
\mathrm{c}=[\mathrm{G}]^{-1} * \mathrm{P} \tag{4.20}
\end{equation*}
$$

Since [G] is not a square matrix, methods like the singular value decomposition (SVD) ${ }^{[110]}$ or the Tikhonov regularization ${ }^{[111]}$ method can be used for the inversion.

How big should now such a basis function array G be - or otherwise put - how many basis functions should be chosen? Ideally the amount of basis functions K should be chosen equal to the number of data points, meaning in the order of $10^{5}-10^{6}$, the typical size of a CCD array.

Luckily the problem is separable into two independent variables, which leaves a product basis set of the size $\mathrm{K}_{\mathrm{x}} * \mathrm{~K}_{\mathrm{y}}$. Since G is independent of the projected matrix $P$, they are calculate only once and then stored for future calculations. The basisset functions chosen for the Basex method are able to account for sharp features in the order of one
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pixel and are smooth on a small scale:

$$
\begin{equation*}
\mathrm{f}_{\mathrm{k}}(\mathrm{r})=\left(\frac{\mathrm{e}}{\mathrm{k}^{2}}\right)^{\mathrm{k}^{2}}\left(\frac{\mathrm{r}}{\sigma}\right)^{2 \mathrm{k}^{2}} \mathrm{e}^{-(\mathrm{r} / \sigma)^{2}} \tag{4.21}
\end{equation*}
$$

where $\sigma$ is in the order of the distance between two pixels. These functions are for big k virtually indistinguishable from Gaussian functions. Once the image is inverted in this manner, speed and angular distributions can be extracted ${ }^{[101,112]}$. The basis functions are only 1D and are calculated fast, but when the size of the image or the center of the image changes, they need to be recalculated.

This is not the case in the polar basis set expansion (pBasex) method, developed by G. Garcia, L. Nahon and I. Powis. Here the basis functions can be reused if the center of the image changes. In the Basex method, the basis functions are chosen in the Cartesian coordinate system (more like ©/® than ©/© in fig. 4.17), whereas in pBasex the inversion happens in polar coordinates and includes some physical assumptions issued from the physics of the system observed.

Since the angular distribution follows equation 4.8, it can be expressed as an expansion in Legendre polynomials, and the basis set functions are also 2D Legendre polynomials. A zero-order 2D Legendre polynomial $\left(\mathrm{P}_{0}\right)$ basis function and the corresponding projection are shown in fig. 4.17 (3) and (©) respectively), a second-order Legendre polynomial $\left(\mathrm{P}_{2}\right)$ with its corresponding projection is displayed in fig. 4.18, a fourth-order Legendre polynomial $\left(\mathrm{P}_{4}\right)$ in fig. 4.19. Since with linearly polarized light odd terms in equation 4.6 disappear, the number of basis functions is even further reduced.

The raw image is, however, measured in Carte-


Figure 4.20: Sampling problem when converting the measured image from Cartesian coordinates into polar coordinates.
sian coordinates ( $\mathrm{x}, \mathrm{z}$ ), the pixels of the CCD detector. For inversion the image coordinates need to be converted into polar coordinates ( $\mathrm{r}, \boldsymbol{\theta}$ ), which - in principle - is easily possible. But mathematically the basis set should be a rectangular matrices, so it can be easily inverted (see equations 4.18 and 4.19), so the image has to be transformed into a 1 D vector of constant size.

In the current pBasex alghorithm this is done via interpolation between the pixels - since otherwise one would have less points near the center and more further away from the center. This is indicated in fig. 4.20, where the inner circumference covers only 8 pixels ( 4 red and 4 orange pixels), whereas the outer circumference covers 16 pixels (12 yellow and 4 green pixels). In practice the size of the circumference is chosen - e.g. 256 - and the polynomial and cubic spline interpolation method are used to obtain the interpolated pixels. This also means that below a circumference of 256 pixels the points are oversampled, and above a circumference of 256 pixels undersampled.

Having done that, equation 4.18 can be applied, and the coefficients c are determined using SVD ${ }^{[110]}$ The number of basis-functions is smaller than the number of radii, so that the system is over-determined, which allows for a more efficient and stable SVD. Just as for the Basex method, the calculation of the basis function set and the SVD procedure on the projected basis function set have only to be done once and can then be stored on a hardrive, making this method very time-efficient. Garcia et al. also compared the pBasex method to Basex and Abel, showing that for odd Legendre polynomials it performs better, for even Legendre polynomials it gives the same results. In either case it is less
time-consuming [108].
To obtain the inverse of [G], necessary for obtaining the coefficients c :

$$
\begin{equation*}
\mathrm{c}=[\mathrm{G}]^{-1} * \mathrm{P} \tag{4.20}
\end{equation*}
$$

the SVD procedure is used, which is implemented in many programming languages, e.g. in the python module numpy. For more information about the SVD procedure the reader is referred to [113,114].

The coefficients obtained from this method directly reflect the contribution of the different Legendre polynomials. The contribution of the firstorder Legendre polynomial $\mathrm{P}_{0}$ corresponds to the total intensity of the signal. $\mathrm{P}_{2}$, if only one linearly polarized laser was used for either photofragmentation (ions, see section 4.1) or ionization (ions, electrons, see section 4.2), represents the amount of anisotropy. $\beta_{2}$ can be simply calculated with $\mathrm{P}_{2} / \mathrm{P}_{0}$.

With multi-photon processes the basis set functions have to be enlarged accordingly, for linearly polarized N -photon processes it has to incorporate $\mathrm{P}_{0} \mathrm{P}_{2} \ldots \mathrm{P}_{2 \mathrm{~N}}$.

### 4.3.2 pBasex**- a new pBasex algorithm-principle

As mentioned in the previous chapter and as illustrated in fig. 4.20, the pBasex algorithm interpolates each radius to a specific number of points, large radii are thus undersampled and small radii oversampled.

The idea for the $\mathrm{pBasex} *$ algorithm is to consider the whole information of the image and to reduce efficiently the number of points used for the image description. This is illustrated in fig. 4.21-
b)


Figure 4.21: Principle of $p B a-$ sex**: a) A projected $P^{2}$ b) The sorted angles
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a) for a projected $P_{2}$ basis function: The image is divided here into 4 areas by the white lines, these correspond to the angles where a not-projected $\mathrm{P}_{2}{ }^{-}$ basis function is zero. This identifies regions of strong contrast for an efficient $\mathrm{P}_{2}$ measurement. In each area the data points are then sorted corresponding to the radius (distance to the center) and divided by the number of pixels having that radius, as shown in fig. 4.21 b ). Since the image is still a Cartesian data grid, we define a distance $d r$ between the radial data points into which each data point is sorted. This way all experimental points are incorporated and no interpolation is necessary.

The number of areas depends on the type of basis function included: $\mathrm{P}_{0}$ is always positive (no angles with zero intensity), $\mathrm{P}_{2}$ has four angles where the intensity is zero, $\mathrm{P}_{4}$ eight (see also fig 4.18 and 4.19). The positions of the angles are added up, so for the basis function $\mathrm{P}_{0} \mathrm{P}_{2} \mathrm{P}_{4}$ the data points are sorted in 12 areas.

This angle-radius sorting is done on each basis function (2D Gaussian Legendre polynomials with different radii) and on the image to be inverted. We now apply the same procedure as we did previously on equation 4.18:

$$
\begin{equation*}
\mathrm{P}=[\mathrm{G}] * \mathrm{c} \tag{4.18}
\end{equation*}
$$

with the difference that P are the concatenated sorted angles of the image, and G the concatenated sorted angles of the Legendre polynomial basis set. Using the SVD procedure the matrix G is inverted and by multiplication of the inverse matrix with P we obtain the coefficients c , which reflect the contribution of the different Legendre polynomials.

### 4.3.3 pBasex**-results and comparison to pBasex

### 4.3.3.1 Ideal test image

The test image in fig. 4.22 consists of 9 photoelectron bands with alternating anisotropies $\beta_{2}$ of +2 and -1 , the $\beta_{4}$-part of this image is zero. Since the image is symmetric, $\phi_{0} / \phi_{2}$ and $\phi_{1} / \phi_{3}$ are identical.


Figure 4.24: Comparison of the sorted angles $\phi_{0}$ and $\phi_{1}$ for two different $d r$.

Sorting the data points corresponding to the four angles and the radii r with a defined dr (distance between two radii points $r$ ) works fine. The smaller the chosen dr, the higher will be the final resolution in the inverted image. However, choosing dr to be smaller than one pixel is problematic (see fig. 4.24): this leads to the sorted points close to the center where no data point corresponds to that particular radius and angle. Therefore the chosen dr should be at least one pixel.

Once a dr has been decided, the basis set needs to be calculated. This involves deciding up to which Legendre polynomial the image should be inverted, here for this test image $\mathrm{P}_{0} \mathrm{P}_{2}$ is sufficient. A basis function is calculated on every second sorted radial


Figure 4.22: Test image having 9 bands with the same total photoelectron counts
a)

b)


Figure 4.23: Bad examples of basis functions. a) width chosen too small b) width chosen too large
point r ( $\mathrm{N}=0.5$ for the method invert_image). The maximum radius of the basis function rmax, which should be bigger than the radius of the image, and a suitable standard deviation $\sigma$ of the Gaussian basis function needs to be chosen as well. Following formula for the Gaussian basis function was used:

$$
\begin{equation*}
g_{k}(r)=e^{-\left(\frac{r-k}{\sqrt{2 \sigma}}\right)^{2}} \tag{4.22}
\end{equation*}
$$

with k the center position of the curve, $\sigma$ the standard deviation and r the radius variable.

The Gaussian basis function should be wide enough so that all points are covered (see fig. 4.23-a for the bad example), but not so wide that they overlap too extensively (see fig. 4.23-b for the bad example). $\sigma$ should be $\frac{2}{3} \cdot d r$.

The Gaussian basis functions are also plotted as a 2D-image, projected (forward Abel transformed) using the algorithm by Hansen and Law ${ }^{[105]}$ and then sorted. Here another problem arises for small dr : the 2D-image is no longer smooth since the width $\sigma$ of the basis function is in the order of one to two pixels. This problem is circumvented by 'doubleing' the sampling of the basis functions: instead of calculating the basis function with the parameters (rmax, dr, $\sigma$ ) on rmax points, it is calculated with the parameters on 2 rmax points. The radii of the obtained basis set are divided by two to make them compatible with the sample image.

Calculating a basis set with $\mathrm{dr}=1$ for $\mathrm{P}_{0} \mathrm{P}_{2}$ this way takes several hours. But since this basis set needs only to be calculated once, this method is still very time-efficient. With the basis set the images can now be inverted in the manner described in section 4.3.2.
In fig. 4.25 the contribution of the Legendre poly-


Figure 4.25: Comparison of the Legendre Polynomial $P_{0}$-contribution with different dr to the regular pBasex algorithm as implemented in the Analyse-program. $\sigma$ is each time $\frac{2}{3} \cdot \mathrm{dr}$.
nomial $P_{0}$ for different $d r$ is compared with the regular pBasex algorithm. The position of the bands obtained with all three different basis sets fit nicely with those by the regular pBasex algorithm (dotted line). But with $\mathrm{dr}=2$ (red line) the peaks are wider and overshoot into negative intensities. This effect is still visible for $\mathrm{dr}=1.5$, but it is a lot less pronounced. The best results are achieved with $\mathrm{dr}=1$. Since the test image has a background, this background is seen as a tenth isotropic electronic band at $\mathrm{r}=250$, corresponding to the maximal radius of the test image.

These results are analogous for the comparison of the contribution of the Legendre polynomial $\mathrm{P}_{2}$ for different dr with the regular pBasex algorithm
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(fig. 4.26). Comparing the $\mathrm{P}_{2}$ part with the original image in fig. 4.22, the alternating intensities correspond exactly to the different bands observed.


Figure 4.26: Comparison of the Legendre Polynomial $P_{2}$-contribution with different dr to the regular pBasex algorithm as implemented in the Analyse-program. $\sigma$ is each time $\frac{2}{3} \cdot \mathrm{dr}$.

Not only can the dr be varied for a basis set, but $\sigma$ can be varied as well. The effect of varying $\sigma$ is illustrated in fig. 4.27. With larger basis functions the basis functions start to overshoot, which is best visible for $\sigma=0.83 \cdot \mathrm{dr}$. For $\sigma$ smaller than $\frac{2}{3} \cdot \mathrm{dr}$ the basis function undershoot at the base, the peaks are larger.

The photoelectron anisotropy $\beta_{2}$ for pBasex and pBasex** is compared in fig. 4.28. In either case the anisotropy was calculated with $\beta_{2}=\mathrm{P}_{2} / \mathrm{P}_{0}$, points with an intensity below $5 \%$ are not displayed, since for points with low intensity $\mathrm{P}_{2} / \mathrm{P}_{0}$ starts to diverge. The $\mathrm{P}_{2}$ legendre contribution is shown in the background. The varying anisotropies of $-1 /+2$ are clearly recovered for both methods, though pBasex** performs better, since less points with an intensity between -1 and 2 are observed. The anisotropy $\beta_{2}=0$ around 250 pixels corresponds to the maximum radius of the image.


Figure 4.27: Comparison of the Legendre Polynomial $P_{0}$-contribution with different $\sigma$ to the regular pBasex algorithm as implemented in the Analyse-program. $d r$ is each time 1.5 .


Figure 4.28: Photoelectron anisotropy $\beta_{2}$ of the sample image displayed in fig. 4.22, calculated with $P_{2} / P_{0}$. The $P_{2}$ legendre contribution is shown in the background.


Figure 4.29: An exemplary noisy image from the $\mathrm{Kr}_{2}$ measurements.

photon energy

Figure 4.30: 2D map of the photoelectron energy as a function of the photon energy.

So in conclusion the pBasex** and pBasex algorithm show the same performance for images with a good $\mathrm{S} / \mathrm{N}$ ratio such as the test image. More interesting is to see how pBasex** performs for noisy images compared to the pBasex algorithm.

### 4.3.3.2 Treatment of noisy images

The noisy images stem from an experiment measured in 2012 by Lionel Poisson at the DESIR beamline at the SOLEIL synchrotron, an example for one of the less noisier images of the measurment series is shown in fig. 4.29. The Slow PhotoElectron Spectrum (SPES) of the Krypton dimer $\left(\mathrm{Kr}_{2}\right)$ was measured analogous to the SPES of the Argon dimer $\left(\mathrm{Ar}_{2}\right)^{[115]}$. The SPES technique is an improvement of the Threshold PhotoElectron PhotoIon COincidence (TPEPICO) technique. In the TPEPICO technique only coincidences between electrons with zero kinetic energies and ions are considered to obtain the dependence of the ionization efficiency with varying photon energy ${ }^{[116]}$, so no inversion is formally necessary. The electrons with zero kinetic energy at a given photon energy will appear for higher-energetic photons as bands around the center. The SPES technique consists in inverting the images and considering electrons with non-zero kinetic energy to enhance the signal.

Fig. 4.30 shows a 2D map of the photoelectron energy as a function of the photon energy. For the TPEPICO spectrum only the signal in the yellow rectangle (photoelectrons with no kinetic energy) is considered, whereas in SPES the signal in the red rectangle is also taken into account. Each electronic state appears as a tilted line (see the white line to guide the eye). The signal is projected along the white line to obtain the SPES spectrum. Further
details to the treatment of SPES is described in [115] and is not important for the further discussion of the pBasex** performance.
a)

b)


Figure 4.31: SPES of $K r_{2}$ with $p B a s e x * *$ and $p B a s e x$. a) Complete spectrum. b) Zoom.

For the evaluation of pBasex** SPES of $\mathrm{Kr}_{2}$ is compared to the SPES obtained with pBasex (see fig. 4.31). The complete SPES look at a first glance very similar (fig. 4.31 a ). . Zooming in (fig. 4.31 b)), the pBasex** SPES is less noisy than the pBasex SPES. Similar to $\mathrm{Ar}_{2}$, the position and width of the different bands can be fitted. While neither this procedure nor its results will be described here in detail, the fit uncertainties of pBasex** were about half than those of pBasex .

In conlusion the new pBasex algorithm performs
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better for noisy data and may even be able to invert images that are too noisy to be recovered with the previous pBasex algorithm.

### 4.4 Calibration of Velocity map imaging

### 4.4.1 Photoelectron imaging

For the calibration of the photoelectron energies of VMI molecular oxygen is ionized with 266 nm in the $X^{2} \Pi_{g}$ state. The vibrational bands of the molecular oxygen cation in the photoelectron image (see fig. 4.33) are used for calibration.


Figure 4.32: Image treatment for calibration
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## Experimental

a)

b)


Figure 4.33: a) Photoelectron image of oxygen with 266 nm . b) The vibrational bands at the outer parts of the image are better visible in the zoom.

The experimental setup in Saclay is described in section $5.4,40 \%$ oxygen in helium was expanded via a pulsed valve into the source chamber. The obtained images should be perfectly round. Due to parasitic magnetic fields, however, this may not always be the case. Using image treatment algorithms, the image can be corrected and the best corrective parameters determined (see fig. 4.32). The images are inverted with the pBasex algorithm as implemented in the Analyse-program.

## Results

| Vibrational level | $\mathrm{E}_{\mathrm{v}}\left(\mathrm{cm}^{-1}\right)$ | $\mathrm{E}_{\mathrm{v}}(\mathrm{eV})$ | $\mathrm{E}_{\text {pos }}$ |
| :---: | :---: | :---: | :---: |
| $\mathrm{v}=0$ | 948.29 | 0.117 | 1.910 |
| $\mathrm{v}=1$ | 2820.49 | 0.350 | 1.678 |
| $\mathrm{v}=2$ | 4660.19 | 0.578 | 1.450 |
| $\mathrm{v}=3$ | 6467.39 | 0.802 | 1.226 |
| $\mathrm{v}=4$ | 8242.09 | 1.022 | 1.006 |

Table 4.1: Positions of the bands of molecular oxygen used for calibration ${ }^{[117]}$

The first five vibrational levels of the $X^{2} \Pi_{g}$ are calculated with equation 4.23 , the results are summarized in table 4.1. Then the energetic position of these vibrational bands can be calculated, since the ionization energy of oxygen ( 12.0697 eV ) and the ionization wavelength (determined via a spectrometer, around 4.66 eV ) are known.

$$
\begin{align*}
& \mathrm{E}_{\mathrm{v}}\left(\mathrm{~cm}^{-1}\right)=\omega_{\mathrm{e}}\left(\mathrm{v}+\frac{1}{2}\right)-\omega_{\mathrm{e}} \chi_{\mathrm{e}}\left(\mathrm{v}+\frac{1}{2}\right)^{2}  \tag{4.23}\\
& \mathrm{E}_{\mathrm{pos}}=3 \mathrm{E}_{266 \mathrm{~nm}-\text { photon }}-\mathrm{IP}-\mathrm{E}_{\mathrm{v}}(\mathrm{eV}) \tag{4.24}
\end{align*}
$$

With these energetic position the calibration factor $a$ is determined:

$$
\begin{equation*}
\mathrm{E}_{\text {posin pixels }}=\sqrt{\frac{\mathrm{E}_{\text {posin } \mathrm{eV}}}{\mathrm{a}}} \tag{4.25}
\end{equation*}
$$

The positions of all five vibrational levels are adjusted simultaneously in a python macro, leading to a precise calibration factor (see fig. 4.34). The most intense, not fitted experimental band corresponds to intermediary resonances in the ionization process.


Figure 4.34: Manual adjustment of the oxygen vibrational level positions

The calibration factor varies not only with the position of the laser focal point, but also with the resolution of the image. To obtain an equation which is valid for different laser focal points and for different repeller voltages, two series of measurements were combined.
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Figure 4.35: Laser focal points between extracter + repeller plate


Figure 4.36: 2 D surface assumed for the calibration

Resolution: To change the resolution of a photoelectron spectrum, the absolute values of the repeller voltages is changed while keeping the repeller/extractor ratio constant. Higher voltages compress the image, thus capturing even higher-energetic electrons; while lower voltages enlarge the image, allowing a better resolution of lower-energetic electrons. The calibration factors have been determined for repeller voltages between 1000 and 4500 V . These are then fitted with a linear equation:

$$
\begin{equation*}
\mathrm{y}=\mathrm{a} \cdot(\operatorname{Rep}-\mathrm{b}) \tag{4.26}
\end{equation*}
$$

Position of the laser focus: The laser focal point, the intersection between the laser focal point and the molecular beam, can vary vertically; resulting in different ionization origins (see fig 4.35). Different ionization origins mean a different extractor voltage (with constant repeller voltage) is necessary to obtain a round image, or put differently, the repeller/extractor ratio has to be changed. For the calibration curve, the repeller voltage was held constant at 2000 V and the laser focal points varied vertically. The extractor voltage is adjusted until the image is round, then the calibration factors are determined. Plotting the calibration factors versus the repeller/extractor voltage ratio, results in equation 4.27:

$$
\begin{equation*}
\mathrm{y}=\mathrm{c} \cdot\left(\frac{\operatorname{Rep}}{\operatorname{Extr}}-\mathrm{d}\right) \tag{4.27}
\end{equation*}
$$

Both equations can be seen as cuts through a 2dimensional surface. (see fig 4.36) Assuming a flat surface, both equations 4.26 and 4.27 are combined
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to the calibration equation 4.28:

$$
\begin{equation*}
\mathrm{y}=\mathrm{a} \cdot \mathrm{c} \cdot(\operatorname{Rep}-\mathrm{b})\left(\frac{\operatorname{Rep}}{\operatorname{Extr}}-\mathrm{d}\right) \cdot \mathrm{r}^{2} \tag{4.28}
\end{equation*}
$$

If the flight path, the detector and the ions optic remain unchanged, the same calibration is used.

### 4.4.2 Ion imaging of chlorine

In Würzburg (see chapter 5.3.1 for details of the setup) photofragment imaging of the hydrogen fragment has resulted in numerous publications ${ }^{[59,118,119]}$. Hydrogen atoms are detected via [ $1+1$ ']-REMPI via the Lyman- $\alpha$-line with 121.6 nm and 354 nm . Images of pyrrol at different dissociation wavelengths is used for calibration ${ }^{[120]}$.

But the hydrogen atom is not the only interesting photofragment. In the following a calibration method for chlorine will be presented. HCl was used as a calibration substance, with the hope of verifying the chlorine calibration with the hydrogen velocity distribution.

The calibration is based on a publication by Romanescu et al. ${ }^{[121]}$, who examined superexcited states of HCl . As displayed in fig. $4.37, \mathrm{HCl}$ was excited via a $2+1$-REMPI scheme. The resonant state $\mathrm{E}^{1} \Sigma^{+}\left(0^{+}\right)$has the origin at $83780.2 \mathrm{~cm}^{-1}\left[{ }^{[122]}\right.$. The final excited state of HCl is dissociative, leading to either hydrogen or chlorine in the electronic ground state and chlorine or hydrogen in an excited state. With a fourth photon excited hydrogen or chlorine can be ionized. Romanescu et al. measured photoelectron images, and ion images of both chlorine and hydrogen, not only of the $\mathrm{E}^{1} \Sigma^{+}\left(0^{+}\right)$state, but also of the $\mathrm{g}^{3} \Sigma^{-}, \mathrm{F}^{1} \Delta(2)$ and $\mathrm{V}^{1} \Sigma^{+}$state, which allowed them to qualitative characterize the superex-


Figure 4.37: Scheme for chlorine velocity map imaging calibration. The photons represented by red arrows have identical energy.
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cited state. They determined the branching ratios between autoionization and dissociation channels for the different intermediate states, and concluded that a single superexcited state must act as a gateway state for the autoionization/dissociation into $\mathrm{H}+\mathrm{Cl} *(4 \mathrm{~s})$. Their measured image of ${ }^{35} \mathrm{Cl}$ with attributed electronic excited states of chlorine is shown in fig. 4.38.

Figure 4.38: Chlorine photoion image measured by C. Romanescu of the $X^{1} \Sigma^{+} \rightarrow E^{1} \Sigma^{+}$transition via the $Q(1)$ line. The left part of the image corresponds to the raw image, the right to the inverted image (onionpeeling algorithm). Reproduced from [123] with the permission of Hans-Peter Loock

## Experimental

HCl was diluted in Argon (final concentration 5\%) as described in section 5.1.1, and expanded into vacuum using the setup in Würzburg. First mass spectra for an ionization energy between 41825-41950 $\mathrm{cm}^{-1}$ were measured. For calibration a photoion image at the $\mathrm{Q}(1)$ line of the $\mathrm{E}^{1} \Sigma^{+}\left(0^{+}\right)$-state gated
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| U $_{\text {repeller }}$ | 2000 V |
| :---: | :---: |
| $\mathrm{U}_{\text {extractor }}$ | 1730 V |
| $\mathrm{U}_{\text {phosphor }}$ | 4800 V |
| $\mathrm{U}_{\text {detector }}$ | 1780 V |
| $\mathrm{~T}(\mathrm{C})$ | $0.570620 \mu \mathrm{~s}$ |
| $\mathrm{~T}(\mathrm{D})$ | $\mathrm{C}+300 \mathrm{~ns}$ |

Table 4.2: Experimental parameters of the chlorine calibration image.
on ${ }^{35} \mathrm{Cl}$ was collected. The experimental parameters are summarized in table 4.2.

A background image (pulse valve off) was then subtracted from the calibration image, and the image was treated according to the procedure developped by J. Giegerich specific to this experimental setup. This involves cutting off the detector border and taking only the upper right quadrant, which was symmetrized to recover the whole picture. This procedure was developped since the phosphor screen of this aparatus was damaged. These three steps were carried out as described in the thesis of J. Giegerich using the programs he developed ${ }^{[59]}$. The image was inverted using the pBasex algorithm as implemented in the Analyse-program, the calibration itself was analogous as described in [120].

## Results

First the rotationally resolved [2+1] REMPI-spectrum of the $\mathrm{X}^{1} \Sigma^{+} \rightarrow \mathrm{E}^{1} \Sigma^{+}$was measured (fig. 4.39 for $\left.\mathrm{H}^{35} \mathrm{Cl}\right) . \mathrm{HCl}$ is a non-rigid rotor, both electronic states can be characterized by the origin $\mathrm{T}_{\mathrm{e}}$ rotational constant $\mathrm{B}_{\mathrm{e}}$ and the rotational constant $\mathrm{D}_{\mathrm{e}}$, which represents the influence of the centrifugal force ${ }^{[38]}$. These constants are shown in table 4.3.


Figure 4.39: Experimental rotational spectra of $\mathrm{H}^{35} \mathrm{Cl}$ for the $X^{1} \Sigma^{+} \rightarrow E^{1} \Sigma^{+}$two-photon transition compared to the pgopher ${ }^{[124]}$ simulation using the rotational constants listed in table 4.3. The experimental spectrum is vacuum-corrected but not corrected in intensity, it had to be shifted by $20.4 \mathrm{~cm}^{-1}$ (two-photon energy) to lower wavelengths to coincide with the simulated rotational spectrum.

| $\mathrm{H}^{35} \mathrm{Cl}$ | $\mathrm{T}_{\mathrm{e}} / \mathrm{cm}^{-1}$ | $\mathrm{~B}_{\mathrm{e}} / \mathrm{cm}^{-1}$ | $\mathrm{D}_{\mathrm{e} \times 10^{3} / \mathrm{cm}^{-1}}$ | source |
| :--- | :---: | :---: | :---: | :---: |
| $\mathrm{X}^{1} \Sigma^{+}$ |  | 10.59341 | 0.53194 | $[125]$ |
| $\mathrm{E}^{1} \Sigma^{+}$ | 83780.2 | 6.6257 | 3.11342 | $[122]$ |

Table 4.3: Rotational constants for the $X^{1} \Sigma^{+}$and $E^{1} \Sigma^{+}$ state for $\mathrm{H}^{35} \mathrm{Cl} . T_{e}$ is the minimum electronic energy, $B_{e}$ the rotational constant at equilibrium and $D_{e}$ the centrifugal constant.

The $\mathrm{X}^{1} \Sigma^{+} \rightarrow \mathrm{E}^{1} \Sigma^{+}$transition is a two-photon transition. The selection rule is consequently $\Delta \mathrm{J}= \pm 2$, 0 ; meaning that the Q-, S- and O-branch are allowed. In the measured rotational spectrum in fig. 4.39 both the Q-branch and S-branch with $\mathrm{J}_{\max }=4$ are visible. Using constants found in the litera-
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ture (see table 4.3), the rotational spectrum for this transition was simulated using the program pgopher ${ }^{[124]}$.

Comparing only the positions of the simulated and experimental lines, the position of the bands is roughly reproduced. $\mathrm{Q}(0)$ and $\mathrm{Q}(1)$ coincide very well with the simulated spectrum as does $\mathrm{Q}(4)$, but $\mathrm{Q}(2), \mathrm{Q}(3)$ and the S-branch are experimentally closer to the $\mathrm{Q}(0)$ line than in the simulation. This indicates slightly too high rotational constants, but this observation was not further pursued. It should be noted that the experimental spectrum had to be shifted by $20.4 \mathrm{~cm}^{-1}$ (two-photon energy) to lower wavelengths to coincide with the simulated, which is due to the vacuum correction and an uncalibrated dye-laser. The intensity of the rotational simulation, corresponding to a rotational temperature of 75 K , does not fit well to the observed intensity distribution for two peaks, otherwise it is in reasonable good agreement.

Chlorine has two isotopes, ${ }^{35} \mathrm{Cl}$ and ${ }^{37} \mathrm{Cl}$, which due to their different mass have slightly different rotational constants. This is illustrated in fig. 4.40 on the $\mathrm{Q}(0)$ and $\mathrm{Q}(1)$ lines seen in the hydrogen mass signal. The left, less intense peaks of both the $\mathrm{Q}(0)$ and $\mathrm{Q}(1)$ line correspond to the signal from $\mathrm{H}^{37} \mathrm{Cl}$, the right to $\mathrm{H}^{35} \mathrm{Cl}$ with the typical isotope distribution of $35: 37=3: 1$. The splitting of both signals is $1.9 \mathrm{~cm}^{-1}$, which corresponds reasonably well with previous reported values of $2.1 \mathrm{~cm}^{-1}$ in the literature ${ }^{[122]}$.

After having determined the position of the rotational transitions, a ${ }^{35} \mathrm{Cl}$ chlorine image of the Q(1)-transition at $83772.3 \mathrm{~cm}^{-1}$ was used for calibration (see fig. 4.41). The principle of the energy calibration is displayed in fig. $4.42 . \mathrm{HCl}$ is

### 4.4. CALIBRATION OF VELOCITY MAP IMAGING



Figure 4.42: Scheme explaining the different kinetic energies observed for chlorine.
excited by three photons and dissociates to hydrogen in the electronic ground state and chlorine in a Rydberg state. The dissociation energy $\mathrm{D}_{0}$ of HCl is $35748.2 \pm 0.8 \mathrm{~cm}^{-1}$ [126], the energies of the 4 s , 4 p and 3d Rydberg states are summarized in table 4.4. The total kinetic energy of the $\mathrm{H}+\mathrm{Cl}$ system is therefore:

$$
\begin{equation*}
\mathrm{TKE}=3 \mathrm{~h} v-\mathrm{D}_{0}-\mathrm{E}_{\mathrm{rydberg}} \tag{4.29}
\end{equation*}
$$

with $\mathrm{h} v=0.5 \mathrm{x} 83772.3=41886.15 \mathrm{~cm}^{-1}$. The kinetic energy of chlorine is therefore according to conservation of momentum:

$$
\begin{equation*}
\mathrm{KE}_{35} \mathrm{Cl}=\frac{\mathrm{m}_{\mathrm{H}}}{\mathrm{~m}_{\mathrm{H}^{35} \mathrm{Cl}}} \cdot \mathrm{TKE} \tag{4.30}
\end{equation*}
$$

where $m_{H}$ and $m_{H C l}$ are the mass of hydrogen and HCl respectively. The speed of the chlorine atoms is therefore:

$$
\begin{equation*}
\mathrm{v}_{35} \mathrm{Cl}=\sqrt{\frac{2 \mathrm{KE}_{35} \mathrm{Cl}}{\mathrm{~m}_{35} \mathrm{Cl}}} \tag{4.31}
\end{equation*}
$$

The resulting kinetic energies and velocities for the different Rydberg states of chlorine are summarized in table 4.4.

In fig. 4.43 the cut of the image shown in fig. 4.41 is calibrated on pixel 77 to a speed of 548.3 $\mathrm{m} / \mathrm{s}$. Comparing with the measured chlorine image by Romenescu et al. (fig. 4.38), the bands are well reproduced.

| State | J | Energy $/ \mathrm{cm}^{-1}$ | $\mathrm{E}_{35} \mathrm{Cl} / \mathrm{meV}$ | $\mathrm{v}_{35 \mathrm{Fl}} / \mathrm{m} / \mathrm{s}$ |
| :---: | :---: | :---: | :---: | :---: |
| $4 \mathrm{~s}^{2} \mathrm{P}$ | $3 / 2$ | 74225.846 | 54.48 | 548.3 |
|  | $1 / 2$ | 74865.667 | 52.25 | 537.0 |
| $4 \mathrm{p}{ }^{2} \mathrm{D}$ | $5 / 2$ | 84120.263 | 20.11 | 333.1 |
|  | $3 / 2$ | 84121.875 | 20.10 | 333.1 |
| $4 \mathrm{p}^{2} \mathrm{~S}^{0}$ | $1 / 2$ | 85917.937 | 13.87 | 276.6 |
| $4 \mathrm{p}{ }^{2} \mathrm{P}^{0}$ | $3 / 2$ | 85244.330 | 16.28 | 299.7 |
|  | $1 / 2$ | 85442.430 | 15.52 | 292.6 |
| $3 \mathrm{~d}^{4} \mathrm{D}$ | $7 / 2$ | 87979.490 | 6.71 | 192.4 |
|  | $5 / 2$ | 88080.042 | 6.36 | 187.3 |
|  | $3 / 2$ | 88188.55 | 5.98 | 181.66 |
|  | $1 / 2$ | 88272.72 | 5.69 | 177.2 |

Table 4.4: Relevant Rydberg states of chlorine ${ }^{[127]}$ as well as the electron energy corresponding to ionization with $41886.15 \mathrm{~cm}^{-1}$.


Figure 4.43: Calibrated chlorine image (35Cl) with the position of the Rydberg states drawn in as blue, vertical lines. For the position of the Rydberg states see table 4.4.

## Conclusion

Even though calibration of chlorine via the $\mathrm{Q}(1)$ line of the $\mathrm{X}^{1} \Sigma^{+} \rightarrow \mathrm{E}^{1} \Sigma^{+}$transition of HCl is possible, the lines are broad, therefore a precise attribution is not possible. The original goal to verify the chlorine calibration via imaging of the hydro-
gen atoms in the ground state was not successful, no two-color signal could be obtained ( 238.74 nm for the HCl transition and 121.6 nm for the detection of hydrogen).

For further experiments other calibration methods for chlorine might be preferable, e.g. calibration via $\mathrm{Cl}_{2}$ photodissociation by $351 \mathrm{~nm}{ }^{[84]}$ or photodissociation of $\mathrm{ICl}{ }^{[128-130]}$.

## Chapter 5 Experimental Setup

Two different experimental setups were used in this thesis, with their main difference being in the laser used to obtain the signals and the kind of signals recorded. In Würzburg nanosecond lasers were used to ionize molecules, with either time-of-flight (TOF) spectroscopy or velocity-map-imaging (VMI) of the ions as detection methods. In Saclay, however, ionization was achieved using femtosecond lasers, and in addition to TOF and VMI of the ions, timeresolved photoelectron spectra (TRPES) were measured.

The common point in both setups is the system of interest and also the way the examined species are brought into gas phase and/or produced on the spot. First the different sources - used to bring the molecules into gas phase - will be described. Then the pyrolysis setup, used to produce the reactive species, will be presented. Lastly the two setups with their corresponding laser setups and detection systems will be shown in detail, as well as the calibration of the mass spectra.

### 5.1 Sources

All sources are optimized to get a sufficiently high amount of molecules into the gas phase, but still low enough to allow efficient cooling during the supersonic adiabatic expansion and to prevent unwanted reactions during pyrolysis. The deciding factor for each substance is its vapor pressure and its boiling or melting point, determining its physical state at room temperature (gaseous, liquid or solid). The following different sources are described in order of the vapor pressure of these substances, going from substances with low boiling points (gases) to high boiling points (solids).

### 5.1.1 Gases

A gaseous sample needs to be diluted before introducing it via the pulsed valve into the apparatus, for this a 2 L gas cylinder (fig. 5.1 and fig. 5.2) is used. Via a valve (© in fig. 5.1) the cylinder (4) is first evacuated. It is filled with 0.2 bar of the pure sample gas, then completed with a rare gas like Ar or He to a final pressure of 2.4 bar. This corresponds to a dilution of $8 \%$. Before starting to measure it should be waited for at least half an hour to allow a thorough uniform mixing of the gas. After passing a two-stage pressure regulator (3) the diluted gas mixture was led into the apparatus using metric tubing (©). If the previously used gas was corrosive (like HCl or NO ), the gas cylinder should be washed several times with ethanol until it runs clear and dried thoroughly before next use (via pumping it for a long time). One filling lasted up to 6 hours of measurements using a pressure of 1 bar.


Figure 5.1: Scheme of the mixing cylinder for gases: (1): Control valve; (2): Connection to the apparatus; (3): Two-stage pressure regulator; (4): Gas cylinder; (5): Swagelok ball or control valve; (6) Connection to rare gas/sample gas/vacuum


Figure 5.2: Different views of the 2L gas cylinder used to dilute the molecule in rare gas

### 5.1. SOURCES

## i

A shortened syringe cupping is a perfect flexible plastic tube of the right diameter to serve as a 'bubbler'.


Figure 5.3: Scheme of the source for liquids in Saclay


Figure 5.4: Relevant components of the source for liquids

### 5.1.2 Liquids with low boiling points

If the vapor pressure of a liquid sample is high enough, the setup as detailed in fig. 5.5 may be used. The liquid © ${ }^{(7)}$ is put into a glass sample container (10), and the carrier gas (11) is either passes over the liquid (high vapor pressure, no 'bubbler' (8) on the gas inlet tube (9) or through the liquid (lower vapor pressure, with 'blubberer'). The swagelok valves (2) at the gas inlet (1) and outlet (3) tubes permit isolating the system, as well as eliminating oxygen and other gases out of the liquid by successive applying vacuum and carrier gas pressure.

In Würzburg the glass sample container (Quarzglas Heinrich) had a diameter of 40 mm (DN40), a height of 120 mm and a wall thickness of 3 mm including a fire polished joint surface. In Saclay a DN25 glass sample container (Quarzglas Heinrich) was used. To prevent cracking of the sample containers due to excess pressure, a $S S-R L 3 S 6 M M$ safety valve was mounted in front of the inlet tube (see fig. 5.3), opening if pressure exceeded 2 bar and evacuating the gases into a fume hood. In both setups a central ring was used to center the joint properly; using a clamp the glass container and the inlet system were fixed tightly together (see fig. 5.4).

Generally $4-5 \mathrm{ml}$ sample was enough for 2 days, the sample was usually renewed not because it was empty, but because it had decomposed. Aluminum foil wrapped around the glass sample container was used to prevent light induced decomposition.


### 5.1. SOURCES

### 5.1.3 Solids or liquids with high boiling points

### 5.1.3.1 T-Filter

Instead of having the sample outside of the apparatus, it is put in a sample container right before the pulsed valve (see fig. 5.6 and 5.7).

The sample container is a steel T-Filter (swagelok $S S-4 T F-L E)$ (2), with no filter element inside and with the spring removed. Via a thermocoax heating element ( $1 \mathrm{NcAc} 10 / 100 \mathrm{~cm} / 2 \mathrm{Xcv10}$ ) © in a homebuilt heater ©, the sample can be heated up to $200^{\circ} \mathrm{C}$. The sample can be a liquid with a high boiling point or a solid. The carrier gas © ${ }^{\circ}$ passes over the heated sample © $\odot$, incorporates the evaporated molecules, passes the pulsed valve $\oplus$, and is then expanded into vacuum. Heating the sample has to be done slowly, with the pulsed valve and pyrolysis (if used) switched on. This allows uniform heating of the tubes connecting the sample container to the pulsed valve, and prevents clogging of the valve as well as overheating of the sample. This procedure leads to constant and stable temperatures during measurements.

The holder for the thermocoax heating element was built by the workshop of the Institute of Physical and Theoretical Chemistry of the University of Würzburg. It is fixed with a hose clamp and additionally secured with copper wire. The temperature was measured on top of the filter, using a K-type thermocouple fixed with a screw in one of the two holes of the filter. When this source was used in Saclay, the temperature was measured by inserting a K-thermocouple into the screw hole closest to the pulsed valve.


### 5.1. SOURCES

### 5.1.3.2 Solid source with sample under the pulsed valve

For solids with a very high melting point or for molecules with a very low vapor pressure, putting the sample in a T-filter is no longer sufficient. In those cases one possibility is to put it directly under the pulsed valve faceplate ${ }^{[59,131]}$ (see fig. 5.8 and 5.9) . The distance from sample to pulsed valve is thus very short, the temperature gradient between the oven and the pulsed valve is consequentely small, resulting in a higher signal. The standard pulsed valve faceplate is replaced with a connection piece ©, heat block © and home-built faceplate ©. Since the distance of the poppet's point to the faceplate increases, a longer home-built poppet (5) had to be used as well. The gas (1) passes into the sample via two ways, once directly via (1) into the pulsed valve, once it passes over the sample © (33 before entering the pulsed valve. The sample (3) is put in a hollowed screw (4), which serves as a sample container. Using a thermocoax heating element (15) the sample is heated. Seeded into the rare gas, the sample molecules pass the pulsed valve and then either via the here depicted pyrolysis setup (®, (1) and © , described in detail in 5.2) or are directly expanded into vacuum.

If the sample is a liquid, glass wool was put as the last layer in the sample container to prevent spilling of the sample into other parts of the source during transport. Once a sample has been mounted, it should only be transported with the sample container being vertical.

One of the main problems with this source is, however, to have it completely air-tight with the pulsed valve off. This often requires several days of trying different poppets and different thicknesses

Figure 5.9: Scheme of the solid source where the sample is directly under the pulsed valve: (1): Tube of the pulsed valve (First Sensor, serie 9, 9S1-A1-P1-9B05); (2): Body of the pulsed valve; (3) Main spring; (4): Small poppet; (5): Long poppet; (6): Connection piece of the pulsed valve to the heat block; (7): Heat block, the temperature was taken on the side; (8): Faceplate; (9): Pyrolysis mount made out of $M A C O R^{(\Omega)}$; (10): Pyrolysis contacts; (11): Pyrolysis tube; (12): Tube where a part of the gas enters; (13): Liquid or solid sample, if liquid glass wool is put on top; (14): Sample container, a hollow screw; (15): Thermocoax heating element (1NcAc10/100cm/2Xcv10); (16): Guide piece for the buffer spring and long poppet, made out of teflon; (17): Buffer spring; (18): Guiding piece for the springs and poppets of the pulsed valve; (10): Gas inlet flow (2 entries)
of sealing tape. Once this was achieved, however, only the sample in the hollowed screw needed to be changed, a complete disassembly is often not necessary. It is also noteworthy that if there is only a small leak centered on the faceplate hole, this often becomes more tight when heating or pyrolysis is applied. The heat should be increased slowly as well, since it takes quite some time for the heat to diffuse. The thermocouple was placed on the side of the heat block, fixed with a screw.

### 5.1.3.3 Sample in front of the pulsed valve

Another possibility is to put the solid sample in an oven (3) mounted on the faceplate (1) of the pulsed valve (see fig. 5.10 and 5.12). The sample is mixed thoroughly with fine powdered graphite (CAS: 7782-$42-5,20-50 \%$ sample concentration, depending on the sample), and compressed to a pill (4) . Using either a drill after compressing, or by putting in a straight thick wire in the middle during compressing, a continuous hole was made in the pill - necessary as to have a molecular beam. The sample is heated using a thermocoax heating element ( $1 N c A c$ -1.5 mm ) © and evaporates into the hole and in the space between the pastille and the front faceplate. When the pulsed valve opens, the rare gas jet is mixed directly in the oven with the gaseous sample, and then expanded into vacuum.

In the ion image several expansions are visible, an effusive and a supersonic jet (see fig. 5.11). Different positions and sizes of the hole in the front faceplate were tested and simulated ${ }^{[132,133]}$. The temperature was measured on the side of the oven using a thermocouple ©. The Vespel connection piece (2) is designed to minimize heat transfer between the oven and the pulsed valve, using a cool-
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ing element the pulsed valve may be cooled as well. This allows heating to high temperatures $\left(300^{\circ} \mathrm{C}\right)$. The thermocoax heating element © is wrapped with copper wire to maximize heat transfer. The round hole in the side of the connection piece allows efficient venting. Using a suitable pyrolysis mount out of $M A C O R^{\circledR}$ and two longer screws, the pyrolysis setup can be fixed in front of the front faceplate. Since pyrolysis attains very high temperatures, the connection piece was omitted and heat transfer increased using vacuum grease, so that the cooling of the pulsed valve cools the back of the oven as well.


Figure 5.12: Scheme of the solid source where the sample is mounted after the pulsed valve: (1): Faceplate of the pulsed valve; (2): Vespel isolating piece; (3): Oven; (4): Sample in a graphite pill, which has a hole in the center; (5): Front faceplate with a hole in the center; (6: Thermocoax heating element; (7): Hole in the side of the oven, the temperature was measured here; (8): Gas inlet flow

### 5.2 Pyrolysis

The variation of the pyrolysis nozzle proposed by Kohn et al. ${ }^{[44]}$ used in this thesis is depicted in fig. 5.14 and fig.5.13 . The functionality of the pyrolysis has already been explained in section 3.1.

On the faceplate (2) of a pulsed valve © a siliconcarbide (SiC) tube (Saint Gobain Keramik, Hexololoy SE SiC tube) © is fixed using a pyrolysis mount (3). The pyrolysis mount (3) is made out of $M A C O R^{\circledR}$, an isolating low-expansion ceramic with a low thermal conductivity and temperature tolerance of over $1000^{\circ} \mathrm{C}{ }^{[134]}$. The SiC tube is fixed via a grub screw set in a hole on the side of the pyrolysis mount, which prevents slipping of the SiC tube during the operation of the pulsed valve. The SiC-tube is contacted using two electrode blocks $\oplus$.

By applying a constant voltage (typically between 10 and 16 V , powers between 30 and 50 W ), this semiconductor heats up to $1800{ }^{\circ} \mathrm{C}{ }^{[44]}$ (maximum usable temperature of $1900{ }^{\circ} \mathrm{C}{ }^{[135]}$ ). SiC has a very low thermal expansion coefficient, a high thermal conductivity and is chemically inert ${ }^{[136]}$, making it an ideal material for a pyrolysis tube. During experiments of our group at the Swiss Light Source, however, where the temperatures of the pyrolysis tube are measured routinely, temperatures of $700-1000{ }^{\circ} \mathrm{C}$ were measured for powers between 30 to $50 \mathrm{~W}{ }^{[137,138]}$. Due to its high hardness of 9.6 Mohs it cannot be contacted directly using soft conductive materials such as copper. Instead, a material of equal or higher hardness must be used. SiC splits © ©, fabricated from a solid tube of SiC (Berghütten GmbH ), were wedged between the front $\odot$ and the back © plate and are fixed using two screws on top of the front plate. By tightly fix-

Figure 5.14: Scheme of the pyrolysis setup: (1): Pulsed valve; (2): Faceplate of the pulsed valve; (3): Pyrolysis mount made out of $M A C O R^{(R)}$; (4): Stainless steel electrode block consisting of an upper and lower block; (5): Copper contacts to the DC power supply; © : Back plate of the electrode block; © 7 : Front plate of the electrode block; (8): SiC splits wedged between the front and back plates of the electrode block; (9): SiC-tube; (10): 4 screws and corresponding nuts which fixate the pyrolysis mount on the pulsed valve faceplate; (11): Gas inlet flow
ing the upper and the lower block of the electrode block with two screws, the SiC tube is efficiently contacted. Both the pyrolysis mount and the stainless steel electrode blocks were fabricated by the workshop of Institute for Physical and Theoretical Chemistry of the University of Würzburg.

Typically the SiC tube was $3.3-3.8 \mathrm{~cm}$ long, with an inner diameter of 1 mm . Powers between 30 and 50 W were necessary and sufficient for the production of the radical. The pyrolysis power applied should be just enough to ensure a high conversion of the precursor, but as low as possible to have a cold molecular beam and to prevent secondary reactions. After long use a graphite layer forms on the surface of the SiC tube, leading to lower resistance and to finite lifetimes of the SiC tube. Normally the resistance of a SiC tube was between 20 and $40 \Omega$, ideally it should be about $100 \Omega$. The resistance and the lifetime of a tube can be considerably increased using abrasive paper to eliminate the graphite layer ${ }^{[59]}$. The contacts should be put as close together as possible (typically $0.5-1 \mathrm{~cm}$ ), ensuring short residence times and minimizing secondary reactions.

### 5.3 Setup in Würzburg

### 5.3.1 Apparatus

A schematic overview of the apparatus is shown in fig. 5.15 (top view) and in fig. 5.16 (side view). The apparatus consists of a source chamber and a main chamber. In the source chamber the molecules are brought into the gas phase and expanded in a molecular beam via a pulsed valve in direction of a skimmer. Via the skimmer the molecular beam enters the main chamber, there it crosses the lasers between the first two plates of the electrostatic optics. The detector is - in contrast to the apparatus in Saclay - mounted in line of the molecular beam. Both time-of-flight mass spectra and velocity-map imaging were recorded using this setup.


Figure 5.15: Schematic overview of the apparatus in Würzburg, top view


Figure 5.16: Schematic overview of the setup in Würzburg, side view

The source chamber consists of a cross with 5 DN160 flanges (see fig. 5.17). On the lowest flange a TMH 520 pfeiffer turbopump is mounted, connected to a Pfeiffer Vacuum Duo 5 primary pump. The central axis flange is pierced by a 40 cm long tube with a diameter of 5 cm fixed via a vacuumtight screw thread. On both ends of this 5 cm wide tube a 6 mm tube is welded. This 6 mm tube is connected on the outside to the gas inlet via standard swagelok connections, on the inside the pulsed valve (and corresponding sources depending on the molecule's characteristics, see section 5.1) is mounted. The tube can slide through the flange, which for reference is called source flange, allowing adjusting of the distance between the different sources to the skimmer.

On the source flange six to eight electrical vacuum connections are mounted, corresponding to 2 BNC connections each for the pulsed valve, the thermosensor and the heater; and 2 SHV connections for the pyrolysis (see fig. 5.18). The pulsed valve was operated via a home-built pulse driver. The side and top flanges are blind flanges; the side flange contains a window to facilitate centering the molecular beam on the skimmer. The molecular
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beam is adjusted by four screws holding the front flange (see fig. 5.19). To change the source, the whole front flange with the pulsed valve fixed on the protruding 6 mm tube (with sources and pyrolysis) is dismounted and taken out of the source chamber.

The pressure in the source chamber was measured using a Balzers PKR 250 pressure gauge. The source chamber is connected to the main chamber on the opposite side in respect to the source flange. The connecting flange has a central hole, on which the skimmer is mounted. The skimmers were produced using a procedure commonly used in our research group ${ }^{[139]}$. The main and the source chamber can be separated using a gate valve, designed and constructed by the workshop of the Institute of Physical and Theoretical Chemistry of the university of Würzburg. This allows separate venting of the source chamber (when changing the molecule/or source for example), while keeping the delicate detector under vacuum.
The main chamber consists of a cube but with 6 DN160 flanges (see fig. 5.20). The flange opposite to the source flange is connected to a 500 mm long flight tube with the detector on its end. Two turbopumps are connected to the main chamber: a TMH 520 C Pfeiffer turbopump on the bottom flange of the cross, and a TMU $260 U$ Pfeiffer turbopump on a flange in the middle of the flight tube. Both are connected to the same Pfeiffer Vacuum Duo $10-M$ primary pump.

The side flanges of the cross consists of blind flanges with mounted windows, a dye laser arriving from each side. A VUV gas chamber is mounted on the blind flange in direction of the precision scan laser (see fig. 5.15), allowing tripling of the


Figure 5.19: Screws to adjust the molecular beam and the window to verify its position

## i

Typical pressures with the pulsed valve on(off):
source chamber: $\approx 10^{-5}$ ( $3 \times 10^{-7}$ ) mbar main chamber: $1 \times 10^{-6}\left(7 \times 10^{-7}\right) \mathrm{mbar}$


Figure 5.20: Picture of the main chamber with the flight tube and gas cell


Figure 5.21: Scheme of the electrostatic optics in Würzburg


Figure 5.22: Picture of the dector, a defect on the phosphorous screen is visible. It has since been changed.
laser beam by appropriate gas fillings ${ }^{[140]}$. Both lasers cross the molecular beam in the middle of the electrostatic optics, mounted on the inside of the main chamber. The electrostatic optics consists of three circular electrodes with a diameter of 88 mm , called repeller, extractor and ground electrode respectively. The repeller electrode has a central hole with a diameter of 2 mm , for both extractor and ground electrode the diameter of the central hole is 20 mm . The molecular beam (orange in fig. 5.21) passes through all three holes and is ionized by the laser (purple in fig. 5.21) between the repeller and the extractor electrode. How this works in detail is explained in section 4 . They are mounted on polyether ether ketone (PEEK) rods, kept at a distance of 15 mm to each other using PEEK spacers. PEEK is a non-conductive polymer suitable for high-vacuum applications ${ }^{[141]}$.

The detector (MCP-50-D-L-VF-P43, Tectra Physics) consists of two micro-channel plates in chevron configuration and a P43 phosphorous screen (see fig. 5.22). Behind the phosphorous screen a ProSilica AVT GC 1380 H CCD camera is mounted. How the detector works is explained in detail in the beginning of chapter 4.

With this detector two types of measurement were done. Time-of-flight mass spectra were measured by applying a positive voltage of typically between $1.5-1.7 \mathrm{kV}$ on the second MCP plate, and measuring the drop in voltage on arrival of the electron cascade produced by ions arriving on the first MCP. This drop of voltage is measured using a LeCroy Waverunner LT342 oscilloscope. The other measurement mode is VMI of ions. The second MCP was gated with $1250+550 \mathrm{~V}$, the phosphorous screen was kept typically at 4.4 kV . Imaging of elec-
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trons is not possible with this setup, since without protection of parasitic magnetic fields (protection by e.g. an $\mu$-metal tube), the newton spheres of the electrons would be shifted and possibly deformed. On the side of the flight tube a Balzers PKR 250 pressure gauge is mounted. When in imaging mode, this gauge was disconnected, otherwise its magnetic field distorts the ions flight path.

More details on the experimental setup can be found in the thesis of J. Giegerich ${ }^{[59]}$ and M. Steinbauer ${ }^{[142]}$.

### 5.3.2 Laser system

Three lasers could be used with the apparatus (see fig.5.15). Either both nanosecond dye lasers were used, or the Precision Scan Dye laser was replaced by a Continuum Surelite solid state laser.

The Continuum Surelite SLi-10 solid state laser has a fundamental wavelength at 1064 nm . Using a birefringent crystal the emitted laserlight is doubled to 532 nm or tripled to 355 nm , or with a second birefringent crystal 532 nm is doubled to 266 nm .

The Sirah Cobra Stretch dye laser (see fig. 5.23 ) is pumped by a Spectra Physics GCR-3 Nd: YAG solid state laser with either 532 or 355 nm depending on the dye, which corresponds to the doubled or tripled fundamental using a birefringent crystal. The fundamental of this dye laser spans from 400 nm to 870 nm with a pulse length of $8-10$ ns and a resolution of $0.08 \mathrm{~cm}^{-1}$ at $570 \mathrm{~nm}{ }^{[143]}$.

The Sirah Precision Scan dye laser (see fig. 5.24) is pumped by a Spectra Physics Lab 170 Nd:YAG solid state laser, whose characteristics are analogous to the pump laser of the Sirah Cobra Stretch dye laser. The fundamental of this dye laser has a narrower spectrum ( $350-740 \mathrm{~nm}$ ), but its res-


Figure 5.23: Sirah cobra Stretch dye laser


Figure 5.24: Sirah Precision Scan dye laser
olution is higher due to a finer grating $\left(0.06 \mathrm{~cm}^{-1}\right.$ at 625 nm ) with a pulse length of $6-8 \mathrm{~ns}{ }^{[144]}$. This laser was used to produce wavelengths in the VUV (around 118 nm ) using a gas cell, described in detail in ref. [59].

### 5.3.3 Time synchronization

Correct synchronization of laser, pulsed valve and detector is primordial to obtain meaningful (or any) signal. A scheme of the time synchronization with typical times is given in fig. 5.25. The master clock is a Stanford Research System DG 535. Its time zero $\mathrm{T}_{0}$ triggers directly the flash lights of the Cobra dye laser, the Q -switch and the oscilloscope is on channel C. The flash lights of the Precision Scan are triggered by Channel B. Channel D triggers the Q-Switch of the Precision Scan and is relative to Channel B, thus both laser are delayed respectively to each other in time by changing Channel B. Channel A triggers the pulsed valve and CCD-camera.

In VMI-mode it also triggers the Stanford Research Systems DG645, where Channel C corresponds to the position of the gate (=which mass is selected) and Channel D to the size of the gate (how long it is open). For the continuum laser $\mathrm{T}_{0}$ of the master clock serves as trigger for another Stanford Reserach Systems DG645, whose channel C and D trigger the flash lights and Q-switch respectively.

### 5.3.4 Data acquisition

Mass spectra were measured using the program implemented by M. Schneider ${ }^{[145]}$. For imaging the acquisition program implemented by J. Giegerich ${ }^{[146]}$ was used.
CCD-
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Figure 5.25: Scheme of the time synchronization of the different elements in Würzburg with typical times for different channels

### 5.4 Setup in Saclay

### 5.4.1 Apparatus

i
Typically pressures were $7^{*} 10^{-6} \mathrm{mbar}$ and $4 * 10^{-7}$ mbar in the source and the main chamber respectively, with the pulsed valve on.

A schematic view of the measuring apparatus in Saclay is shown in fig. 5.26, a back and front view of the apparatus in Saclay ${ }^{1}$ is shown in fig. 5.27 and fig. 5.28 respectively. Just as for the Würzburg setup (see section 5.3.1), it consists of a source chamber and a main chamber connected via a valve. In the source chamber the molecule is expanded in a molecular beam (see section 3.2). The molecular beam passes the skimmer before entering the main chamber, where it passes the electrostatic optics and the laser. Orthogonal to the laser/molecular beam plane are mounted two detectors. Above a time-of-flight tube connected to a VMI detector, below a time-of-flight tube connected to an MCP detector.


## source chamber

Figure 5.26: Schematic overview of the setup in Saclay

[^1]

Figure 5.27: Back view of the measuring apparatus in Saclay ${ }^{1}$


## CHAPTER 5. EXPERIMENTAL SETUP

In the molecular beam axis a quad mass spectrometer is mounted, which was not used in this thesis.

The source chamber (see fig. 5.29 and fig. 5.30) consists of a round chamber with 6 DN 250 ISO-K flanges on the sides, with one of them connected to the main chamber. Contrary to the apparatus in Würzburg, one of the side flanges was opened to directly mount the source inside. The flange in prolongation to the source was fixed to a Meca2000Vinci Technologies XYZ-manipulator consisting of three micrometer screws, allowing positioning the molecular beam on the skimmer. The cables for pyrolysis, thermocouple and heating were entered into the source chamber via a swagelock cross (see fig. 5.31). This cross was fixed on a DN 40 ISO-KF flange connection mounted on the flange opposite to the flange, which can be opened to access the source chamber.


Figure 5.29: Pictures of the source chamber

Figure 5.30: 3D scheme of the source chamber ${ }^{1}$ with the positioning system of the molecular beam, the pulsed valve and the skimmer visible.


Figure 5.31: Swagelock cross to enter the cables


Figure 5.32: TOF detector consisting of a MCP and an anode ${ }^{1}$

The pulsed valve was a First Sensor series 9 pulsed valve, steered by an IOTA ONE Pulse Driver (General Valve corporation) and an 4455 Generateur d'impulsion synthetise (selfram instrument $\xi^{3}$ systems). It was operated (just like the lasers) at 20 Hz with a typical opening duration of the valve of $180 \mu \mathrm{~s}$. The cables for the pulsed valve pass via the front flange. The source and the main chamber are separated via a gate valve, allowing separate venting of the two chambers. On the upper and lower flange an ATH 2300 M and an ATH 1600 M turbopump were mounted respectively. The pressure in the source chamber was measured by a pfeiffer vacuum compact full range gauge.

The main chamber (see fig. 5.27 left and fig. 5.28 right) consists of two connected round chambers of the same type as the source chamber. On the upper flange on the first chamber the electrostatic optics and the VMI detection is fixed. The electrostatic optics is described later in the text. The VMI spectrometer consists of a 25 cm long DN 63 ISO-F flight tube connected to a VMI detector via a VAT 14044 gate valve. The gate valve keeps the detector isolated, thus under vacuum and waterfree conditions even when the main chamber is vented. The VMI detector consists of two microchannel plates in chevron configuration and a phosphorous screen. Charged particles arriving on the first micro-channel plate lead to electrode cascades. These are then accelerated to the second microchannel plate by typical voltages of 1700 V , causing even more electron cascades. The micro-channel plates serve as signal amplifiers. Via a typical voltage of around 4600 V these electrons are then accelerated in direction of the phosphorous screen, causing it to glow upon hitting it. The resulting
light is photographed by a $P C O .1600$ CCD camera mounted above the phosphorous screen. The second MCP is gated to allow mass-selective ion images. Gating means that 600 V are added to a constant voltage of 1200 V when detection is desired. This allows to reduce noise from other charged particles, like electrons produced by the laser as it passes through the window into the main chamber or electrons emitted by the gauges.

On the lower flange of the first round chamber, opposite to the VMI detector, a 55 cm long DN 63 ISO-F time-of-flight tube is mounted, with a microchannel plate connected to a LeCroy Waverunner 62 Xi oscilloscope at its end (see fig. 5.32). Ions are accelerated (by applying the correct voltages on the electrostatic optics; see below) and arrive on the detector, which is typically kept at voltages of -1850 V . There they cause a drop in voltage, which is detected by the oscilloscope.

The other two flanges of the first main chambers have inlaid windows for the lasers. Both lasers enter on one side under a small angle, cross each other in the middle of the ion optics and exit the main chamber on the opposite side. There the pump laser is reflected on an OceanOptics USB 400 spectrometer so that its spectrum can be recorded in real time during measurements. The spectrum of the probe laser is measured on the optical tables of the laser (see section 5.4.2.4).

The second main chamber's purpose is to keep the vacuum. On the lower and upper flange it is connected to an ATH 1600 M turbopump and an Edward Cryo Drive pump respectively. Both are connected to a primary pump. On the flange in direction of the molecular beam a $S R S R G A 300$ quad mass spectrometer is mounted. A sky hot
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Figure 5.33: a) ion optics in Saclay b) field lines in tof mode c) field lines in ion/photoelectron imaging mode d) $3 D$-scheme of ion optics ${ }^{1}$
a)

b)


Figure 5.34: Typical ion images. a) The molecular beam (red rectangle) b) dissociative photoionization (yellow rectangle). The green rectangle shows the background signal.
combi pressure gauge and two inlets are connected to one of the side flanges. One inlet can be used to vent the main chamber with nitrogen, whereas the other is connected to a tetrakis(dimethylamino)ethylene reservoir. This molecule can be used to find the spatial and temporal overlap (pump-probe signal) of the lasers.

During the course of the thesis, the primary pumps of the source chamber and the main chamber were changed from Pascal 2063SD and Pascal $2033 S D$ pumps to Adixen ACP $40 / 28$ pumps.

The ion optics is optimized to allow good mass resolution and to be used as an electrostatic lens for ion or photoelectron imaging. As can be seen in fig. 5.33 a ), it consists of 4 electrodes. E1 and E2 are electrostatic lenses, whereas E3 and E 4 are grids. The molecular beam (depicted in orange) and the lasers (depicted in blue) pass between E2 and E3, for minimizing reflections these are painted in black with graphite. The electrodes are thicker on the outside, this minimizes field perturbations from the spacers between the electrons, which are made out of PTFE (polytetrafluoroethylene), a nonconductive plastic. Moreover, the ion optics can be mechanically turned inside the apparatus (see fig. $5.33-\mathrm{d}$ ), which allows optimal flight paths and detection on the upper/lower detector. It can also be turned in direction of the quad mass spectrometer to extract in this direction. A $\mu$-metal tube is placed around the ion optics and in the flight tube of the VMI setup, to obtain a field-free flight region and an undistorted photoelectron image.

To have a good imaging resolution, we use the ions optic as an electrostatic lens (see fig. 5.33b). The lower grid E4 is grounded, the upper grid E3 is typically at 2000 V , E2 at 1388 V and the
upper lens at 0 V . The resulting electromagnetic lines form a lens, so that ions/electrons formed at different points in space arrive on the same radius around the center on the imaging detector.

These electric field lines, however, are not optimal for a good mass resolution. For a good mass resolution they should be as parallel as possible, the voltages consequently need to be adapted (see fig. $5.33-\mathrm{c})$. On E1 and E2 a voltage of 2400 V and 2000 V is applied respectively, on E3 and E4 voltages of 1806 V and 0 V are applied.

In contrast to ion imaging in Würzburg, the ions are extracted orthogonal to the molecular beam. Since the molecular beam ${ }^{[43,132]}$ has a high velocity, the ions produced from the molecular beam continue to move in the direction of the molecular beam while they are being extracted. Thus the molecular beam is directly visible as a horizontal line (fig. 5.34-a in the red rectangle), contrary to background molecules (molecules present in the main chamber moving randomly, green rectangle), which appear as a diffuse circle. If, however, the ions in the molecular beam are formed via dissociative processes, the resulting ions obtain velocity components in x and y direction. The line is blurred out, a more or less circular blotch is visible (fig. 5.34-b, yellow rectangle).

### 5.4.2 The fs-laser system in Saclay

The production of the desired wavelengths with a fs-time resolution can be divided into two parts: The generation of 800 nm by the Luca Laser Server (section 5.4.2.1) and, using this laser as the light source, the frequency conversion setup for the generation of either $266 / 400 \mathrm{~nm}$ (section 5.4.2.2) or variable wavelengths using the NOPA setup (section 5.4.2.3). Those will be described briefly in the following, included the entry of pump and the probe laser into the detection chamber (section 5.4.2.4). ${ }^{2}$

### 5.4.2.1 Luca Laser Server

The Luca Laser Server is built on two tables: The table 'Ampli REGENERATIVE' (fig. 5.35) and the table 'AMPLI and NOPAS' (fig 5.37).

On the Ampli Regenerative table (see fig. 5.36 ) a VERDI laser ( 532 nm ) pumps the MIRA Ti:Saphire Laser ( $800 \mathrm{~nm}, 30 \mathrm{fs}$, red lines) at a repetition rate of 76 MHz . Using a pockels cell its repetition rate is brought down to 20 Hz . An Offner Stretcher streches the beam temporally, allowing chirped pulse amplification without damaging the equipment. It passes Ti -Saphir crystals in a regenerative amplifier (gain: $\mathrm{x} 10^{6}$ ) and in a multipass amplifier (gain: x20) setup, which are both pumped with 532 nm 7 ns long pulses (green lines) produced by a Surelite Continuum laser at 20 Hz . The resulting beam is splitted into a 9 mJ beam and a 6 mJ beam. The 9 mJ beam is used for other experiments, whereas the 6 mJ continues to the second table 'AMPLI and NOPAS'.

[^2]
Figure 5.35: Scheme of the Luca Laser Server, part $1^{2}$

On the second table 'AMPLI and NOPAS' two different operation modes are possible: either using the NOPA/800 nm or $266 / 800(400) \mathrm{nm}$. In the $266 / 800(400) \mathrm{nm}$ mode (see fig,5.37) the 800 nm beam (red line) arriving from the Ampli Regenerative table is temporally shortened by a grating compressor. Using a $\lambda / 2$-plate and polarisators it is then split up into two parts: One for the frequency conversion setup (to generate $266 / 400 /(200) \mathrm{nm}$ ) and one for the delay line. The frequency conversion setup is detailed in the next section. By turning the polarisator the relative intensities of the two parts can be adjusted. The 800 nm then passes a delay line, which is controlled by a Universal Motion Controller Model ESP300, delaying the two laser pulses relative to each other in time. After the delay line it is possible to insert a BBO type I crystal to double the 800 nm beam to 400 nm (light blue line); and via dichroic mirrors the remaining 800 nm is eliminated before it enters into the main chamber.


Figure 5.36: Pictures of the Ampli Regenerative table

Figure 5.37: Table 'AMPLI and NOPAS', mode 266/800(400) ${ }^{2}$


Figure 5.38: Typical spectrum for the 266 nm pump laser

### 5.4.2.2 Generation of 266 and 400 nm

To generate 266 or 400 nm pump pulses (see fig. 5.39 and fig. 5.40 ), the part of the 800 nm pulse (red line) for the frequency conversion setup passes a $\lambda / 2$ plate to turns its polarization before it is doubled by a BBO type I crystal. Via a dichroic mirror the 400 nm pulse (light blue line) is then separated from the 800 nm pulse. The 800 nm passes a delay stage and its polarization is turned vertically before it mixes with the 400 nm pulse in another BBO type I crystal to produce 266 nm (blue line). A typical spectrum of 266 nm is shown in fig. 5.38. The delay stage for the 800 nm is used to assure that both beams arrive on the BBO crystal on the same time. Another dichroic mirror separates 266 nm from the $400 / 800 \mathrm{~nm}$ before both are propagated towards the entry of the detection chamber (see section 5.4.2.4). It is also possible, though it was not used during this thesis, to mix 266 nm in an BBO type I crystal again with 800 nm to obtain 200 nm pulses (dashed blue line).


Figure 5.39: Pictures of the generation of 266/400 nm (left picture) and of the delay line and the compressor (right picture)

Figure 5.40: Generation of 266 and $400 \mathrm{~nm}^{2}$

### 5.4.2.3 NOPA



Figure 5.41: Typical spectrum for NOPA output around 250 $n m$

Having only 266 nm as a pump laser seriously limits the variety of molecules that can examined. Therefore a NOPA (Nonlinear Optic Parametric Amplifier) was set up by the LUCA laser team and is described briefly in the following. Two setups were used, one to produce wavelengths around 250 nm and one for wavelengths around 325 nm .

For generating wavelengths around 250 nm (see fig. 5.42), 800 nm enter a $H E-T O P A S$ Prime Light convertion (model TH8U1) to generate tunable wavelengths between $1100-1400 \mathrm{~nm}$ via parametric amplification of chirped signal produced by supercontinuum (white-light) generation. The $\omega_{\text {Idler }}$ (orange line), parallel polarized, is filtered from the vertically polarized $\omega_{\text {signal }}$ (light green line), which is then doubled by a LBO type I crystal (dark green line). By passing a semi-reflectant mirror $\omega_{\text {signal }}$ is eliminated from $2 \omega_{\text {signal }} \cdot 2 \omega_{\text {signal }}$ is then filtered and focused in a BBO SFG type crystal. The 800 nm (red line), leaving the TOPAS light conversion, is filtered spatially, passes a delay line to adjust the temporal overlap between both lasers and is then doubled via a BBO type I crystal. The 400 nm pulse (light blue line) is reflected by a dichroic mirror (to eliminate the remaining 800 nm ) and then also focused into the BBO SFG type crystal. There both lasers mix and light between 230 to 254 nm is generated. Possible spectra are shown in fig. 5.41.

Figure 5.42: Setup for generating wavelengths around 250 nm

As for generating a pump laser around 325 $\mathbf{n m}$, the setup shown in fig. 5.45 was used. The heart of this scheme is again the TOPAS Light conversion, but both $\omega_{\text {Idler }}$ (orange line) and 800 nm (red line) coming out of the TOPAS light conversion are blocked. $\omega_{\text {signal }}$ (light green line) is doubled using a LBO type I crystal, and the resulting $2 \omega_{\text {signal }}$ (dark green line) is, after reflecting from a semireflective mirror to eliminate the remaining fundamental, doubled again by a BBO type I to 325-350 nm . It then passes a prism compressor to compress our pulse. A typical spectrum of the pump laser generated this way can be seen in fig. 5.43.


Figure 5.44: Pictures of the NOPA (mode 250 nm )

Figure 5.45: NOPA setup for generating wavelengths around 325 nm

### 5.4.2.4 Entry of the beams into the main chamber

The paths of the laser beams when in the 288/800 or $266 / 400 \mathrm{~nm}$ mode is displayed schematically in fig. 5.46 and as a 3D Design in fig. 5.47.


Figure 5.46: When using the 266/800 nm or 266/400 nm setup: scheme of the entries/exits of the lasers

As for the following text, 266 nm is designed as pump (blue line) and $800 / 400 \mathrm{~nm}$ as the probe laser (red line).

The pump laser passes a remote controlled $\lambda / 2$ plate, allowing to change the polarization of the pump laser from horizontal to vertical. This is used to measure the rotational anisotropy. Both pump and probe then pass remote-controlled shutters, which permit automatic measurements of pump only/probe only signals during the time delay scans.


Figure 5.47: When using the 266/800 nm or 266/400 nm setup: 3D design of the entry of the laser system ${ }^{1}$


Figure 5.48: Exit of the laser beams out of the main chamber and directed to the Ocean Optics Spectrometer ${ }^{1}$

| i | Vertical | adjustment |  |
| :--- | :--- | :--- | :--- |
| was correct | when by |  |  |
| changing the | Rep/Extr |  |  |
| voltage ratio the back- |  |  |  |
| ground ion | signal | did |  |
| not change | its | height. |  |
| Horizontal | adjustment |  |  |
| was correct when the |  |  |  |
| molecular beam was as |  |  |  |
| fine as possible. This |  |  |  |
| can also be obtained by |  |  |  |
| adjusting the Rep/Extr |  |  |  |
| voltage ratio. |  |  |  |

The pump and the probe laser are focused by a 500 mm and a 700 mm lens respectively into the main chamber. Both lenses are fixed on slidable rails, allowing to adjust the size of the focal point and the fluency of the respective laser beam. To overlap both laser beams spatially a mirror was slid in front of the entry of the apparatus, reflecting both beams in direction of a pinhole. This pinhole was fixed in the distance corresponding to spatial overlap of both lasers with the molecular beam. When both beams passed the pinhole and were visible on a screen behind, the beams also overlapped in the apparatus when the mirror was removed. In practice, first one of the lasers was focused and overlapped with the molecular beam in the middle of the ions optic. Then the other laser was overlapped spatially using the pinhole. Lastly the first beam was defocalized or its power deattenuated, as to minimize pump only/probe only signal. On exiting the apparatus the pump laser is redirected via a mirror towards an OceanOptics spectrometer. (see fig. 5.48) This was used to routinely measure remotely the pump wavelengths during time delay scans.

With the NOPA as the pump laser, the changes in the setup are illustrated in fig. 5.49. The probe laser ( 800 nm , red line) now uses the path of the 266 nm pump laser in the $266 / 800$ (400) nm setup. The NOPA pump laser (green line) arrives from the other side, passes a fixed 500 mm lens, the remote controlled shutter and is reflected by a mirror into the main chamber. The procedure for aligning the lasers onto the molecular beam and their spatial overlap is the same as with 266 nm as a pump laser and 800 nm as probe. The pump laser spectrum is again measured using an Ocean Optics spectrometer.


Figure 5.49: When using the $800 \mathrm{~nm} / \mathrm{NOPA}$ setup: scheme of the entries/exits of the lasers

### 5.4.3 Data aquisition

The data was measured using General Interface 3D, a programm written in LabView by Lionel Poisson. It allows measuring photoelectron-, photoionand mass spectra, while piloting the delay line, the remote controlled shutters and half-wave plate. It also allowed simultaneously measurement of several experimental parameters, like temperature, pressure and the spectra of both lasers.

### 5.5 Calibrations

### 5.5.1 PE-spectra and Ion images

The calibration of the photoelectron spectra is detailed in chapter 4.4.1, the calibration of chlorine ion imaging in chapter 4.4.2.

### 5.6 Mass spectra

The mass is correlated to the square of the arrival time:

$$
\begin{equation*}
\mathrm{m} \sim \mathrm{t}^{2} \tag{5.1}
\end{equation*}
$$

To calibrate a mass spectra, in theory only one reference point would be required, if the time of ionization (corresponding to the point of ionization) were known exactly. Since this is not the case, two (eq. 5.2) or for a better calibration three (eq. 5.3) calibration masses are used:

$$
\begin{gather*}
\mathrm{m}=a t^{2}+b  \tag{5.2}\\
\mathrm{~m}=a \mathrm{t}^{2}+\mathrm{bt}+\mathrm{c} \tag{5.3}
\end{gather*}
$$

with $t$ the time of detection, $m$ the molecular mass and $\mathrm{a}, \mathrm{b}$ and c constants derived from the calibration masses. It is noteworthy that due to the procedure described in chap. 5.4.2.4, the ionization point in Saclay was very similar each time, and new calibrations were often unnecessary, in contrast to experiments done in Würzburg.

## Part III

## Results and Discussion

## Chapter 6 Methylallyl radicals

Part of the research on the methyl allyl radicals described in this chapter has been published under the title "Femtosecond Dynamics of the 2-Methylally Radical: A Computational and Experimental Study" in the Journal of Chemical Physics ${ }^{[147]}$.

### 6.1 State of knowledge

The allyl radical, with its three carbon atoms, one double bond and radical center, is the smallest molecule to show the phenomena of resonance stabilization (see fig.6.1, top). Numerous studies were thus carried out on this benchmark system ${ }^{[148-157]}$, including pump-probe experiments ${ }^{[154]}$, Raman spectroscopy ${ }^{[152,153]}$ and several theoretical investigations ${ }^{[149-151]}$. The allyl radical is an important intermediate in combustion processes ${ }^{[158-160]}$, and has also been postulated as a carrier of diffuse interstellar bands ${ }^{[161]}$.

Its simplest derivatives are the methylallyl radicals, where a hydrogen atom has been replaced by a methyl group in either 1-position (1-methylallyl or 1-MA, see fig. 6.1, middle) or in 2-position (2methylallyl radical or 2-MA, see fig. 6.1, bottom). These derivatives have also been identified as combustion intermediates ${ }^{[162]}$, especially in the combustion chemistry of biofuels, which often contain branched or non-branched unsaturated fatty acid esters ${ }^{[163,164]}$.

The 2-MA radical can be considered to have the same symmetry as the allyl radical: bent with $\mathrm{C}_{2 \mathrm{v}}$ symmetry ${ }^{[148]}$. This is especially true at higher


Figure 6.1: Resonance structures of the allyl, 2-methylallyl and 1-methylallyl radical, from top to bottom


Figure 6.2: (E)-1-MA and (Z) $-1-M A$


Figure 6.3: Scheme of the excited states of the 2-MA radical
temperatures, where the methyl group can rotate freely. Otherwise it has $\mathrm{C}_{\mathrm{s}}$ symmetry. The 1-MA radical has two stereoisomers: (E)- and (Z)-1-MA (see fig. 6.2). Ab initio MO calculations showed that the (E)-isomer is 0.13-0.15 eV lower in energy than the (Z)-isomer ${ }^{[165]}$. Both methylallyl radicals were first observed 1968 by Callear et al. ${ }^{[157]}$, who measured their absorption spectra in the gas phase, showing several transitions from the ground ${ }^{2} \mathrm{~A}_{2}$ to higher lying ${ }^{2} \mathrm{~B}_{2}$ states.

Looking at the excited states of the $\mathbf{2 - M A}$ radical in detail (summarized in table 6.1 and fig. 6.3), it has been postulated that all states higher than the $\mathrm{A}^{2} \mathrm{~B}_{1}$ possess Rydberg character ${ }^{[150]}$.

Indeed, a $3 \mathrm{~s} \mathrm{~B}\left(1^{2} \mathrm{~A}_{1}\right)$ Rydberg state has been observed at 260.55 nm by Hudgens et al. [167] and by Chen et al. ${ }^{[166]}$ using multiphoton ionization spectroscopy. Apart from calculating the seven lowestlying states using MRCI, Chen et al. also observed the $\mathrm{C}\left(1^{2} \mathrm{~B}_{2}\right) \leftarrow \mathrm{X}\left(1^{2} \mathrm{~A}_{1}\right)$ and the $\mathrm{E}\left(2^{2} \mathrm{~A}_{2}\right) \leftarrow \mathrm{X}\left(1^{2} \mathrm{~A}_{1}\right)$ transitions. The 3 s and 3 p -Rydberg states of the 2-MA were examined in more detail using REMPI spectroscopy by Gasser et al. ${ }^{[168]}$, who observed more than 30 vibrational levels of the 3 s Rydberg state. They showed in another experiment ${ }^{[170]}$ that after electronic excitation at 258 nm , an hydrogen atom is ejected isotropically, in agreement with statistical theories. More recently Herterich et al. [171] examined the dynamics of $\mathrm{B}^{2} \mathrm{~A}_{1}$ of the $2-\mathrm{MA}$ using a tunable ps laser, showing a mono-exponential decay of 14 ps for the $0^{0}$ origin and faster monoexponential decays for the vibronic transitions of the B-state to the ground state via an internal conversion (IC).

CHAPTER 6. METHYLALLYL RADICALS

| state | energy/eV | wavelength/nm |
| :---: | :---: | :---: |
| $\mathrm{X}\left(1^{2} \mathrm{~A}_{2}\right)$ |  |  |
| $\begin{aligned} & \mathrm{A}\left(1^{2} \mathrm{~B}_{1}\right) \\ & \text { (theo) }{ }^{[166]} \end{aligned}$ | 3.08 | 402.55 |
| $\begin{aligned} & 3 \mathrm{~s} \mathrm{~B}^{2} \mathrm{~A}_{1} \\ & \text { Rydberg [166-168] } \\ & \hline \end{aligned}$ | 4.76 | 260.55 |
| $\mathrm{C}\left(1^{2} \mathrm{~B}_{2}\right)^{166]}$ | 4.78 | 259.09 |
| $\mathrm{E}\left(2^{2} \mathrm{~A}_{2}\right)^{[166]}$ | 4.807 | 257.88 |
| $\begin{aligned} & \mathrm{D}\left(2^{2} \mathrm{~B}_{2}\right) / \\ & \mathrm{F}\left(3^{2} \mathrm{~B}_{2}\right) \end{aligned}$ | 5.08-5.39 | 243.9-229.9 |
| N.A. ${ }^{157,169]}$ | 5.16/5.15 | 240.2/240.6 |
| $\begin{aligned} & 3 \mathrm{p}_{\mathrm{z}} \text { and } 3 \mathrm{p}_{\mathrm{x}} \\ & \text { Rydberg }{ }^{[168]} \end{aligned}$ | 5.17 | 239.5 |
| N.A. ${ }^{157]}$ | 5.20 | 238.5 |
| N.A. ${ }^{157]}$ | 5.25 | 236.0 |
| $\mathrm{X}^{+1} \mathrm{~A}_{1}$ | 7.88 | 157 |
| $\mathrm{A}^{+3} \mathrm{~A}$ | 9.85 | 126 |

Table 6.1: Experimentally observed and previously calculated excited states of the 2-MA radical (N.A. = not attributed), the attribution will be partly revised during this chapter.

As for the electronic states of the 1-MA radical (summarized in table 6.2), Callear et al. ${ }^{[157]}$ measured 8 quite broad and diffuse bands between 226 and 238 nm . Tarrant et al. postulated based on the vibrational spectrum of 1-MA and previously reported vibrational spectra of the 2-MA radical ${ }^{[172]}$ that its excited state dynamics should differ significantly from its isomer 2-MA ${ }^{[173]}$. Gasser et al. [174] excited it with 415 nm in its lowest-excited state, and detected the loss of an hydrogen atom. This result was explained as a statistical non-radiative decay followed by an H -loss in the ground electronic state.

As for the adiabatic/vertical ionization energies of both methylallyl radicals, they were first determined using photoelectron spectroscopy by Schultz et al. [175] in 1984 ( 1 -MA ( $7.49 \pm 0.02 / 7.67 \pm 0.02 \mathrm{eV}$ ) and 2 MA $(7.90 \pm 0.02 / 7.95 \pm 0.02 \mathrm{eV}))$. Using threshold photoelectron spectroscopy the values for the adiabatic ionization energies were refined by our group to $7.48 \pm 0.01$ (1-E-methylallyl), $7.59 \pm 0.01$ (1-Zmethylallyl) and $7.88 \pm 0.01$ (2-methylallyl) ${ }^{[137]}$.

| state |  | energy/eV |
| :---: | :---: | :---: |
| $\mathrm{A}{ }^{[174]}$ | 2.93 eV | wavelength/nm |
| N.A. ${ }^{[157]}$ | 5.21 | 237.8 |
| N.A. $^{[157]}$ | 5.25 | 236.0 |
| N.A. $^{[157]}$ | 5.28 | 234.9 |
| N.A. $^{[157]}$ | 5.32 | 233.2 |
| IE(E) ${ }^{[137]}$ | 7.48 | 165.8 |
| IE(Z) ${ }^{[137]}$ | 7.59 | 163.4 |

Table 6.2: Experimentally observed bands of the 1-MA radical (N.A. = not attributed)

To extend the already existing work on the excitedstate dynamics of both 1-MA and 2-MA, we examined them using fs pump-probe spectroscopy, with mass spectra and photoelectron spectra as the detection methods. Both radicals were excited into the maxima of the absorption bands measured by Callear et al. ${ }^{[157]}$, and for 2-MA the interpretation was supported by non-adiabatic dynamic on the fly calculations carried out by K. Issler, R. Mitrić and J. Petersen ${ }^{[147,176]}$.

## CHAPTER 6. METHYLALLYL RADICALS

### 6.2 Experimental

Both radicals were examined in Saclay using the source for liquids (see chapter 5.1 and 5.4). They were produced via pyrolysis from their nitrite precursors (see fig. 6.6), their synthesis is described in the appendix. Pyrolysis of 2-methyl-3-buten-1nitrite produces only the 2-methylallyl radical ( $\mathrm{m} / \mathrm{z}=55$, see fig. 6.4). Note that no precursor is visible neither with pyrolysis off nor on, which has already been observed in previous experiments on the methylallyl radicals ${ }^{[177]}$.

Pyrolysis of (z)-3-Penten-1-yl-nitrite also shows $\mathrm{m} / \mathrm{z}=30$ (NO or formaldehyde) beside the dominant 1-MA-peak ( $\mathrm{m} / \mathrm{z}=55$, fig. 6.5), but no precursor is visible without pyrolysis. The experimental conditions for both molecules are summarized in table 6.3.
a)

$\mathrm{C}_{5} \mathrm{H}_{4} \mathrm{NO}_{2}$
$\mathrm{~m}=\mathrm{z}=115$

$$
\begin{array}{lll}
\mathrm{C}_{4} \mathrm{H}_{7} \\
\mathrm{~m} / \mathrm{z}=55 & \mathrm{~m} / \mathrm{z}=30 & \mathrm{~m} / \mathrm{z}=30
\end{array}
$$

b)

$\underset{\mathrm{m} / \mathrm{z}=115}{\mathrm{C}_{5} \mathrm{H}_{9} \mathrm{NO}_{2}}$
$\begin{array}{lll}\mathrm{C}_{4} \mathrm{H}_{7} \\ \mathrm{~m} / \mathrm{z}=55 & \mathrm{~m} / \mathrm{z}=30 & \mathrm{~m} / \mathrm{z}=30\end{array}$


Figure 6.4: Mass spectra at pump-probe conditions for 2MA with pyrolysis off and Pyrolysis on


Figure 6.5: Mass spectra at pump-probe conditions for 1MA with pyrolysis off and Pyrolysis on
i precursors were clear blue liquids, after some time the color changed to green and finally to yellow, indicating deterioration of the precursor.

Figure 6.6: Production via pyrolysis of a) 2-methyallyl radical from 2-methyl-3-buten-1-nitrite b) 1-methylallyl radical from (Z)-3-Penten-1-ylnitrite

| radical | pyrolysis <br> power <br> $/ \mathrm{W}$ | carrier <br> gas | backing <br> pressure <br> /bar, abs |
| :---: | :---: | :---: | :---: |
| 1-MA | 27 | Ar | 2.5 |
|  |  |  |  |
| 2-MA | 33 | He | 1.5 |

Table 6.3: Experimental conditions

Both the 2-MA and 1-MA radical were excited to the maxima of their respective absorption spectra ${ }^{[157]}$, for 2-MA at $240.6,238.0$ and 236.0 nm , for 1-MA at 238.0 nm . The pump laser was produced using the NOPA setup (see chapter 5.4.2.3), both molecules were probed using 800 nm multiphoton ionization. A pump-probe signal with 400 nm probe was not observed neither for the 2-MA nor for the 1-MA. The NOPA was focused slightly using a 700 mm lens; the 800 nm probe laser was focused using a 500 mm lens. The focal points were adjusted as to minimize pump only/probe only ionization.

During each scan the signal of pump only/probe only was recorded automatically and subtracted from the pump/probe signal, resulting in a baseline with zero intensity before the pump-probe signal. The slight distortion of the photoelectron images due to a slightly magnetized CF flange around the photoelectron flight tube was corrected by software before inversion. The photoelectron spectra were inverted using the pBasex algorithm implemented in the Analyse-program. The polarization of the pump in respect to the probe laser was varied during measurements between horizontal and parallel. No rotational anisotropy could be observed (see fig. 6.7 for 240.6 nm probe), the rotational mean of the obtained data was therefore analyzed. Decays were
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fitted using the procedure described in chapter 13 , all uncertainties plotted correspond to fitting uncertainties.


Figure 6.7: Time-delay of the 2-MA mass spectra signal for 240.6 nm pump with parallel and perpendicular pump-probe laser polarizations

### 6.3 2-Methylallyl

### 6.3.1 Experimental results

## TOF spectra

All decays of the 2-methylallyl radical signal ( $\mathrm{m} / \mathrm{z}=$ 55) for the three different pump wavelengths can be fitted using a bi-exponential function, though for 236.0 and 240.6 nm the IRF has to be held fixed to obtain meaningful values (see fig. 6.9). The IRF reproduces well the rise-time. The $\mathrm{S} / \mathrm{N}-$ ratio, however, is not very good, especially for 240.6 and 238.0 nm pump wavelengths the spectra are quite noisy. Excited with 240.6 and $238.0 \mathrm{~nm} 2-$ MA shows similar decays, meaning the short timeconstant ( $\tau_{1}=100-131 \mathrm{fs}$ ) and the long timeconstant ( $\tau_{2}=3.9-4.3 \mathrm{ps}$ ) have comparable values.


Figure 6.8: Averaged spectra of the three pump wavelengths for the time-resolved mass spectra, the black, dark grey, light grey and silver lines correspond to very strong, strong, medium and weak lines in the absorption spectrum measured by Callear et al. [157]
a)

b)

c)


Figure 6.9: Bi-exponential fits of the $m / z=55$ mass spectra decays for a) 240.6 nm pump b) 238.0 nm c) 236.0 nm pump laser wavelength. No sensible fit could be achieved with the IRF as a fit parameter, the IRF was therefore held constant to the value issued out of $a$ mono- exponential fit.
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For 236.0 nm pump wavelength the decay is considerably shorter ( $\tau_{2}=1.5 \mathrm{ps}$ ). This is visible directly in the raw data, where at 4 ps the signal in fig. 6.9 c ) has returned to the baseline, which is not the case for 240.6 and 238.0 nm pump wavelengths (fig. $6.9-\mathrm{a}$ and -b).
The pump laser spectra for 240.6 and 238.0 nm overlap slightly on a strong band (see fig. 6.8), but overall all three spectra excite different bands. The black to silver lines in the background correspond to the position of the absorption bands measured by Callear et al. ${ }^{[157]}$, correlated with their relative absorption strengths from very strong (black) to weak (silver).
In the time-resolved mass spectra only the methylallyl signal $\mathrm{m} / \mathrm{z}=55$ was observed, consequently photoelectron spectra should give more information about the underlying processes.

## Photoelectron inversion

The photoelectron images were inverted using the pBasex algorithm implemented in the Analyse-program. Since the $\mathrm{S} / \mathrm{N}$ ratio was quite low for all measurements, the maxEntropy method (see chapter 4.3) was administered on the series as well. This method was applied recently to velocity map imaging by B. Dick, and should perform better than pBasex for noisy data ${ }^{[109]}$. This method was applied in the images in addition to the pBasex algorithm. Both methods will be compared in the following.

The program MEVELER1.1.exe and F2Q.exe provided by B. Dick were used to invert the images with the maxEntropy method ${ }^{[178]}$. In fig. 6.10 the 2D-TRPES for maxEntropy (a) and pBasex (b) are plotted.
a)
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b)


Figure 6.10: Time-resolved photoelectron spectra for 240.6 nm pump wavelength reconstructed using a) the maxEntropy method and b) pBasex. In both figures the upper panel corresponds to the photoelectron signal summed over all energies, and the left panel corresponds to the photoelectron spectrum summed over all times. No fit was possible with the IRF as a fit parameter, the IRF was therefore held constant to the value issued out of a mono-exponential fit.

The maxEntropy 2D map is smoother than pBasex 2D map, just as is the photoelectron spectrum summed over all times (left panel for both figures). Both photoelectron spectra show the same band structure: two large, overlapping bands between $1.55-0.8 \mathrm{eV}$ and $0.8-0.25 \mathrm{eV}$.

The photoelectron spectra are comparable for both methods, but the maxEntropy method results in less noisy spectra. The time-depent photoelectron signal (upper panel for both figures), however,
shows a clear difference. With the pBasex method the observed time-constants are longer than for the maxEntropy method.


Figure 6.11: Comparison of the total photoelectron decay for the inversion methods pBasex ( -0 ) and maxEntropy ( -- ) to the direct integration ( $-\infty$ ) from the images

In fig. 6.11 the normalized decays for the maxEntropy, pBasex and for the total photoelectron signal obtained directly from the images are compared. The pBasex algorithm recovers much better the time-dependence than the maxEntropy algorithm. It seems that the maxEntropy algorithm either over-estimates too intense data or underestimates noisy data.

Since a small difference between the pBasex algorithm and direct integration remains visible, the time-dependence of the total photoelectron signal will be analyzed.

## CHAPTER 6. METHYLALLYL RADICALS

## Photoelectron images


c)


Figure 6.12: TRPES of 2-methylallyl at a) 240.6 nm pump, b) 238.0 nm pump and c) 236.0 nm pump wavelength. The upper panel shows a bi-exponential fit of the total photoelectron signal decay. The side panel shows the photoelectron spectrum summed over all times, where the ionization limits [1+2'] and [1+3'] are drawn in as blue lines. The ionization limit of 2-MA is $7.88 \mathrm{eV}{ }^{[137]}$.

The time-resolved photoelectron spectra for 240.6 $\mathrm{nm}, 238.0 \mathrm{~nm}$ and 236.0 nm are shown in fig. 6.12 a), b) and c) respectively. The decay of the total photoelectron signal (upper panel) is well reproduced using a bi-exponential fit. The time-constants of the time-resolved photoelectron spectra for all three wavelengths are summarized in table 6.4.

The IRF is different from one TRPES experiment to another (just as it was the case for the time-resolved mass spectra). The reason for this is the same for both: the NOPA had to be newly
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| pump wavelength $/ \mathrm{nm}$ | $\tau_{1} / \mathrm{fs}$ | $\tau_{2} / \mathrm{ps}$ | IRF/fs |
| :---: | :---: | :---: | :---: |
| 240.6 | $210 \pm 54$ | $4.2 \pm 0.4$ | $272 \pm 25$ |
| 238.0 | $307 \pm 86$ | $4.13 \pm 0.5$ | $150 \pm 21$ |
| 236.0 | $50 \pm 24$ | $2.2 \pm 0.2$ | $191 \pm 17$ |

Table 6.4: Overview of the time-constants for the total photoelectron signal decay for all three pump wavelengths


Figure 6.13: Comparison of the decays of the total photoelectron intensity for the different wavelengths of the 2-MA
aligned each day, thus the efficiency of the compression was also different from day-to-day. From 240.6 nm to 236.0 nm the first and the second timeconstants shorten considerably, but 238.0 nm seems to fall out of line. The decay for 238.0 nm is, just as the mass spectra decay, similar to 240.6 nm .

This is best illustrated in fig. 6.13, where the decays at the different pump wavelengths are compared. The decays at 240.6 and 238.0 nm are nearly the same, whereas for 236.0 nm it is much shorter.

Their corresponding spectra of the pump laser, plotted as a Gaussian with the expected value (value at the maximum) and the FWHM averaged over the photoelectron spectra are the same as for the mass spectra (see fig. 6.14).


Figure 6.14: Averaged spectra of the three pump wavelengths for the time-resolved photoelectron spectra, the black, dark grey, light grey and silver lines correspond to very strong, strong, medium and weak lines in the absorption spectrum measured by Callear et al. [157]


Figure 6.15: Comparison of the photoelectron spectra for the three different pump wavelengths. The position of Rydberg bands ( $n=4,5,6,7,8,9$ ) for a s-Rydberg state ( $\delta=1.0$ ) for 240.6 nm pump are shown in the background.

The photoelectron spectra summed over all times (left panels in fig. 6.12) show the same two-band structure for all three pump wavelengths (see fig. 6.15), though not as clearly distinguishable for 238.0 nm due to the inferior $\mathrm{S} / \mathrm{N}$ ratio. This indicates that the same excited state is pumped with all three wavelengths.
The attribution of the band structure is not evident at a first glance. They do not correspond to vibrations in the cation ${ }^{[137]}$. Ionizing in the first excited triplet state in the cation $\mathrm{A}^{+3} \mathrm{~A}$ at 9.85 eV would correspond to 0.05 eV and 1.6 eV in a [ $1+3$ '] and $\left[1+4^{\prime}\right]$ process respectively. Only the electrons with low kinetic energy could correspond ionization in the first excited triplet state, the band structure can not be attributed to this state. Since the band structure neither originates from the initally excited state nor from the cation, it comes from intermediate resonances in the probe step.

These intermediate resonances are often Rydberg states, and the resulting spectra are called Rydberg fingerprint spectra. These Rydberg finger-
print spectra can help identify a molecule [179-181]. Rydberg states are diffuse states which derive from the electronic states of the hydrogen atom. Their position is determined according to [180]:

$$
\begin{equation*}
\mathrm{E}_{\text {electron }}=\mathrm{E}_{\text {probe }}-\frac{\mathrm{Ry}}{(\mathrm{n}-\delta)^{2}} \tag{6.1}
\end{equation*}
$$

where Ry is the Rydberg constant (13.606 eV), n the principal quantum number and $\delta$ the quantum defect. For s-orbitals the quantum defect is close to 1 , for p-orbitals between $0.3-0.5$, and smaller than 0.1 for d- and higher orbitals. Rydberg fingerprint spectra have been observed before in time-resolved photoelectron spectroscopy ${ }^{[182-184]}$.

The observed band structure coincides with an s-Rydberg state (see fig. 6.15). Assuming a pRydberg state does not reproduce the peak at 0.7 eV in fig. 6.15. The resonant rydberg states are reached by exciting the initially excited state with two photons, therefore the initial state has either s-Rydberg or d-Rydberg character.

## Comparison of photoelectron and mass decays

For the first time-constant no clear trend is visible, neither in the time-resolved photoelectron nor in the time-resolved mass spectra. They also don't coincide for different experiments using the same pump wavelength, like for example for 240.6 nm $100 \pm 52$ fs are obtained for $\tau_{1}$ in the time-resolved mass spectra, but $210 \pm 54 \mathrm{fs}$ for the time-resolved photoelectron spectra. This is not surprising, since the first time-constant, fitted on only few points, is shorter than the IRF, and can therefore only be de-


${ }^{\sigma}$
2
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termined approximately. It is also highly dependant on the $\mathrm{S} / \mathrm{N}$-ratio. $\tau_{2}$ is much more similar between photoelectron and mass spectra decays.

To confirm that this is not a real difference, the normalized photoelectron and mass spectra decay were fitted using the same fit constants (for 240.6 nm see fig. 6.16). Both decays are well reproduced with a bi-exponential decay using the same timeconstants. For $240.6 \mathrm{~nm} \tau_{1}=141 \pm 43 \mathrm{fs}$ and $\tau_{2}=$ $4.0 \pm 0.2 \mathrm{ps}$ are obtained, for 236.0 nm the first time-constant $\tau_{1}=104 \pm 19 \mathrm{fs}$ is with very similar to 240.6 nm , but the second time-constant is with $1.5 \pm 0.1 \mathrm{ps}$ considerably shorter. Consequently we didn't observe a difference between time-resolved mass spectra and time-resolved photoelectron spectra, both can be well reproduced using the same fit constants.

## Photoelectron anisotropy

The photoelectron images show a positive anisotropy (see in fig. 6.17). This is in agreement with an sRydberg orbital. Plotting the anisotropy as a 2Dmap ( $\mathrm{P}_{0} / \mathrm{P}_{2}$, as was done e.g. for the benzyl radical, see chapter 7.1) leads to many values which are not in $[-1,2]$ - range (see fig. 6.18). This is due to the not good enough $\mathrm{S} / \mathrm{N}$ ratio, which causes the anisotropy values to diverge. Therefore the average of the band from 1.1 to 1.5 eV was used to determine the anisotropy ( $\operatorname{sum}\left(\mathrm{P}_{0}\right) /$ sum $\left(\mathrm{P}_{2}\right)$ ), plotted in fig. 6.19. Before the pump-pulse, the uncertainty is very high (no signal) and $\beta$ is close to zero. After the pump-probe signal the photoelectron anisotropy is constant at +1.5 , the uncertainties start to increase again with decreasing total signal intensity.


Figure 6.17: Photoelectron image for 240.6 nm pump at around 300 fs


Figure 6.18: Photoelectron anisotropy 2D map for 240.6 nm pump. The $S / N$ ratio is not good enough to properly discern visually the positive anisotropy.


Figure 6.19: Comparison of the photoelectron anisotropy parameter ( $\beta_{2}$ ) for 240.6 nm pump and 236.0 nm pump, averaged between 1.1. and 1.5 eV . The positive anisotropy after the pump-probe pulse of about $\beta_{2}=1.5$ can be seen, the uncertainties at earlier times are not displayed since they exceed the graph limits.

To interpret the experimental results, the group of R. Mitrić performed non-adiabatic dynamic on the fly calculations.

### 6.3.2 Theoretical methods and results

All calculations on the 2-MA are the work of the group of R. Mitrić, specifically of R. Mitrić, J. Petersen, M. Wohlgemuth and K. Issler [147], who also discussed these calculations in detail in his bachelors thesis ${ }^{[176]}$.

## Electronic absorption spectrum

Before starting with dynamics calculations of a system, the different electronic states have to be calculated with computationally time-efficient methods and compared to a more exact one - to verify whether the character and energy of the relevant excited states is correctly reproduced with the computationally time-efficient method. Mitrić et al.
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| State | $\begin{gathered} \mathrm{A}^{2} \mathrm{~A}^{\prime \prime} \\ \left(\mathrm{D}_{1}\right) \end{gathered}$ | $\begin{aligned} & \mathrm{B}^{2} \mathrm{~A}^{\prime} \\ & \left(\mathrm{D}_{2}\right) \end{aligned}$ | $\begin{aligned} & { }^{2} \mathrm{~A}^{\prime \prime} \\ & \left(\mathrm{D}_{3}\right) \end{aligned}$ | $\begin{gathered} { }^{2} \mathrm{~A}^{\prime} \\ \left(\mathrm{D}_{4}\right) \\ \hline \end{gathered}$ | $\begin{gathered} { }^{2} \mathrm{~A}^{\prime} \\ \left(\mathrm{D}_{5}\right) \\ \hline \end{gathered}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Character | $\pi \mathrm{n}$ | Ry-3s | Ry-3p $\mathrm{x}_{\mathrm{x}}$ | $\mathrm{Ry}-3 \mathrm{p}_{\mathrm{z}}$ | Ry-3py |
| $\begin{gathered} \hline \hline \text { CAM- } \\ \text { B3LYP / } \\ 6- \\ 311++\mathrm{G} \end{gathered}$ | $\begin{gathered} 3.77 \\ (0.01) \end{gathered}$ | $\begin{gathered} 4.83 \\ (0.0) \end{gathered}$ | $\begin{gathered} 5.36 \\ (0.23) \end{gathered}$ | $\begin{gathered} 5.56 \\ (0.02) \end{gathered}$ | $\begin{gathered} 5.60 \\ \left(2 \cdot 10^{-4}\right) \end{gathered}$ |
| $\begin{gathered} \text { CAM- } \\ \text { B3LYP/ } \\ \text { aug-cc- } \\ \text { pVDQZ } \end{gathered}$ | $\begin{gathered} 3.74 \\ (0.01) \end{gathered}$ | $\begin{aligned} & 4.83 \\ & (0.0) \end{aligned}$ | $\begin{gathered} 5.21 \\ (0.19) \end{gathered}$ | $\begin{gathered} 5.49 \\ (0.02) \end{gathered}$ | $\begin{gathered} 5.56 \\ (0.0) \end{gathered}$ |
| $\begin{gathered} \omega \text { B97XD } \\ \text { aug-cc- } \\ \text { pVDQZ } \end{gathered}$ | $\begin{gathered} 3.66 \\ (0.01) \end{gathered}$ | $\begin{aligned} & 4.90 \\ & (0.0) \end{aligned}$ | $\begin{gathered} 5.21 \\ (0.18) \end{gathered}$ | $\begin{gathered} 5.51 \\ (0.02) \end{gathered}$ | $\begin{aligned} & 5.62 \\ & (0.0) \end{aligned}$ |
| $\begin{aligned} & \text { EOM- } \\ & \text { CCSD } \end{aligned}$ | $\begin{gathered} 4.49 \\ \left(4 \cdot 10^{-3}\right) \end{gathered}$ | $\begin{aligned} & 5.01 \\ & (0.0) \end{aligned}$ | $\begin{gathered} 5.49 \\ (0.20) \end{gathered}$ | $\begin{gathered} 5.73 \\ (0.02) \end{gathered}$ | $\begin{gathered} 5.83 \\ (0.0) \\ \hline \end{gathered}$ |
| ADC(2) | $\begin{gathered} \hline 4.04 \\ (0.01) \\ \hline \end{gathered}$ | $\begin{aligned} & 5.27 \\ & (0.0) \\ & \hline \end{aligned}$ | $\begin{gathered} 5.60 \\ (0.20) \\ \hline \end{gathered}$ | $\begin{gathered} 5.94 \\ (0.02) \\ \hline \end{gathered}$ | $\begin{aligned} & 6.06 \\ & (0.0) \\ & \hline \end{aligned}$ |
| $\exp$ | $2.98{ }^{[174]}$ | $4.76{ }^{\text {[167] }}$ | $5.21{ }^{169]}$ |  |  |

Table 6.5: Vertical excitation energies in eV (oscillator strengths in brackets for a one-photon excitation) for the five lowest excited states of the 2-methylallyl radical. C symmetry was used for characterization of the excited state, values are taken from ref. [147].
compared the more exact methods equation of motion coupled cluster with single and double excitation (EOM-CCSD) ${ }^{[185,186]}$ and algebraic diagrammatic construction through second order $\operatorname{ADC}(2)$ [187-189]
to the more time-efficient time-dependent density functional theory (TDDFT) [190] method calculated with different basis sets and functionals. The excited states were calculated starting from the optimized ground state, for EOM-CCSD and ADC(2) this was the coupled cluster with single and dou-
ble excitation (CCSD) ${ }^{[191,192]}$ optimized ground state using the turbomole ${ }^{[193]}$ program package, for TDDFT the ground states were optimized using the respective functional and basis set with the Gaussian09 ${ }^{[194]}$ program package. The functionals CAM-B3LYP ${ }^{[195]}$, $\omega$ B97XD ${ }^{[196]}$ with the basis set $6-311++\mathrm{G}{ }^{[197]}$ and the larger basis set aug-ccpVDQZ ${ }^{[198,199]}$ were used in the TDDFT calculations.

The excited states for the different methods are compared in table 6.5. All different methods show the same energetic order of the excited states. The first excited state $\mathrm{D}_{1}$ at $3.48-4.04 \mathrm{eV}$ shows little oscillator strength and is attributed to the A band $(2.98 \mathrm{eV}, 415 \mathrm{~nm})$ measured by Gasser et al. ${ }^{[174]}$. The second excited state is of Rydberg s-character, a dark state for a one-photon process, and has been measured by Gasser et al. ${ }^{[168]} . \mathrm{D}_{3}$ is the brightest state of the first five excited states, and has p-Rydberg character. The other two higher-lying p-Rydberg states are dark. The $\mathrm{D}_{3}$ is attributed to the band around 5.21 eV [157, 166, 168].

The electronic character and the relative ordering of the electronic states is comparable for all employed methods. In fig. 6.20 the simulated absorption spectrum with (CAM-B3LYP /6-311++G, blue line) is compared to the experimental spectra measured by Nakashima et al. ${ }^{[169]}$. The simulated spectrum is shifted slightly to higher energies than the experimental one, but the shape of the $\mathrm{D}_{3} / \mathrm{D}_{4} / \mathrm{D}_{5}$ band is very well reproduced. Overall the simulated absorption spectrum and the experimental absorption spectrum are in excellent agreement.

Since CAM-B3LYP showed for both basis sets comparable results, and is in better agreement with


Figure 6.20: Comparison of the simulated absorption spectrum (CAM-B3LYP/6-311++G, blue line) and the experimental absorption spectrum measured by Nakashima et al. ${ }^{[169]}$ (red dots with gray line). The character of the electronic states with the orbital contributions of $D_{2}-D_{5}$ is shown in the inlet. The black, vertical lines correspond to the contributions of each individual geometry. Reproduced from [176] and provided by K. Issler.
the EOM-CCSD and $\operatorname{ADC}(2)$ calculations than $\omega$ B97XD, CAM-B3LYP with the smaller basis set $6-311++G$ was used for the subsequent non-adiabatic dynamics on the fly calculations. Using the other methods EOM-CCSD and ADC(2) would have been too time-expensive.

## Non-adiabatic dynamics on the fly

Non-adiabatic dynamics on the fly calculations used the field-induced surface hopping (FISH) ${ }^{[200]}$ method, with TDDFT (CAM-B3LYP/G-31++G) to calculate the excited states. The FISH method was de-


Figure 6.21: Concept of the non-adiabatic dynamic calculations
veloped 2009 by R. Mitrić, J. Petersen and V. BonaćićKouteckỳ and works as follows:

- Choose a suitable ensemble of geometries of the molecule for propagation. For the 2-MA 70 different geometries were propagated, sampled randomly from a propagated ground state trajectory.
- For each geometry a trajectory is obtained in the following way:
$\triangleright$ Interaction with laser (© in fig. 6.21): The interaction of the geometry in the ground state (and in the excited state) with a laser is explicitly included, and described with field-induced surface hopping including non-adiabatic dynamics ${ }^{[200,201]}$. The laser field has a certain energy, intensity and temporal length (in fig. 6.21 this is indicated as the gray pulse envelope). The energy of the laser corresponds to the excitation energy of a given electronic state, in fig. 6.21 from the ground state (black) to the excited state (red). This has the advantage - compared to just letting the dynamics start directly in the excited state - that different excited states for different starting geometries can be populated during the interaction with the laser field.
For the 2-MA the electronic transition dipole moments and scalar non-adiabatic couplings were calculated as described in [202-204]; the laser field pulse envelope had a FWHM of 100 fs with an energy of 5.346 eV (corresponding to the computed $\mathrm{D}_{0} \rightarrow \mathrm{D}_{3}$ transition) and a peak intensity of $1.4^{*} 10^{10} \mathrm{~W} / \mathrm{cm}^{2}$. The laserfield is treated classically. The electric dipole couplings (the interaction of the molecule with the laser field) were calculated by solving the time-dependent Schrödinger equation in the
manifold of the electronic ground and first five excited states.
$\triangleright$ Evolution (© in fig. 6.21): The system evolves during and after the laser pulse. The dynamics of the nuclei are described using classical mechanics (Newtonian equations). The dynamics of the electron is described using quantum mechanics by solving the time-dependent Schrödinger equation in the manifold of the electronic ground state and the excited states. The potential surfaces are thus not calculated completely but 'on the fly', meaning only in the vicinity of the geometry defined by the dynamics of the nuclei (hence the name of the method).
For 2-MA the newton equations were integrated using the velocity Verlet algorithm ${ }^{[205]}$ with a time-step of 0.2 fs . The first five excited states were taken into account for the dynamic of the electron. The integration of the timedependent Schrödinger equation employed the fourth order Runge Kutta procedure with a time step of $2 \times 10^{-5} \mathrm{fs}$.
$\triangleright$ 'Hopping' between excited states ((®3 in fig. 6.21): At every time-step, a probability for a transition to another electronic state is calculated. If the electronic states are closer together (e.g. near a conical intersection) this probability will naturally be higher. The transition is treated statistically ${ }^{[206]}$, symbolized by the dice in fig. 6.21. These surface-hopping probabilities are calculated from the time-dependent electronic state populations (which are in turn calculated by solving the timedependent Schrödinger equation).
- Since hopping incorporates a statistical approach, drawing a meaningful conclusion implies interpretation of several trajectories; the evolution of the population in a given electronic state needs to be analyzed. For an easy comparison with experimental data the time-resolved photoelectron spectral intensities and anisotropies were calculated just as detailed in [207] for all trajectories. It should be noted that the probe laser in this simulation is approximated as a one-photon transition with $\mathrm{E}_{\text {photon }}=3^{*} 1.55=4.65 \mathrm{eV}$. The Dyson orbitals necessary for this method were calculated for the 2-MA using TDDFT (B3LYP [208-211] $\left./ 6-311++\mathrm{G}^{* *}{ }^{[197]}\right)$.
In fig. 6.22 the evolution of the electronic state populations for the 2-MA is shown. The gray shape in the background corresponds to the laser pulse envelope. The simulation starts at -100 fs , where all molecules are found in the ground state $\mathrm{D}_{0}$ (black line). Then the laser starts to interact with the molecules, and we see a depopulation of the ground state and excitation into the $\mathrm{D}_{3}$ ( p -Rydberg) state (blue line). Via $\mathrm{D}_{3}$ the two close-lying p-Rydberg states $\mathrm{D}_{4}$ and $\mathrm{D}_{5}$ are populated as well, the population transfer is observed. The $\mathrm{D}_{3}$ and the higherlying p-Rydberg states relax non-adiabatically in the first 100 fs , so already during the duration of the laser pulse in the $\mathrm{D}_{2}$ (s-Rydberg) state. This relaxation is almost complete at the end of the laser pulse.

From the $\mathrm{D}_{2}$-state it relaxes more slowly via the $\mathrm{D}_{1}$-state in the ground state. At the end of the 500 fs propagation time the population of the ground state is restored to a value of $\sim 60 \%$, whereas at the time of maximum field intensity it was around $30 \%$. When the molecules arrive in the ground state, they


Figure 6.22: Evolution of the electronic state populations of 2-MA after being excited by a laser pulse with an energy of 5.346 eV (corresponding to the computed $\mathrm{D}_{0} \rightarrow \mathrm{D}_{3}$ transition). The laser pulse envelope is shown as gray in the background. Reproduced from [147] with the permission of AIP Publishing.
are vibrationally highly excited. This leads in some cases to fragmentation (hydrogen loss or C-C bond breaking) as well as to cyclisation. The loss of an hydrogen after excitation into the p-Rydberg state has been observed by Gasser et al. [170], an observation which is reproduced in the simulations.

It should be noted that K. Issler calculated in his bachelor's thesis pure surface-hopping for 2-MA, meaning that all trajectories start directly in the excited state; the interaction between the molecule and the laser field is not taken into direct consideration. The trajectories were started from the $\mathrm{D}_{3}$ and also from the $D_{5}$ state, and showed the same behavior. When the calculation is started in the $\mathrm{D}_{5}$-state, a fast relaxation via the $\mathrm{D}_{4}$ into the $\mathrm{D}_{3}$ state is observed ${ }^{[176]}$.

In summary, the following mechanism is postulated:


Figure 6.23: Mechanism after excitation in the $D_{3}$ state. The orbital character of the excited states is shown as well.

### 6.3.3 Comparison between experimental and theoretical results

To check whether the calculation capture the essential features of the experiment, the experimental observables were computed and compared. In the simulation a one-photon ionization ( 4.65 eV ) was assumed, whereas in the experiment the ionization involves three $800 \mathrm{~nm}\left(3^{*} 1.55 \mathrm{eV}\right)$ photons involving Rydberg resonances. The precise shape of the photoelectron spectra is therefore not comparable.

The total photoelectron signal depends, however, only on the total energy of the ionization process. The comparison of the FISH total photoelectron signal decay with the experimental decay for 236.0 nm is shown in fig. 6.24. The experimental curve (blue dots) is well reproduced by the simulated one (red lines). The decay in intensity corresponds to the relaxation from the $\mathrm{D}_{2}$-state to the lower-lying $\mathrm{D}_{1}$-state.

Another experimental observable is the photoelectron anisotropy, which gives an insight into the character of the involved electronic states. The calculated ionization mechanism (one-photon ionization) and the experimental ionization mechanism (threephoton ionization) are different. But the ionization from an s-Rydberg state passes via a p-Rydberg state to a s- or d-Rydberg state resonance, from which is finally ionized with the last photon. As can be seen in fig 4.12, an ionization from a 3 p-Rydberg orbital in the range $1.1-1.5 \mathrm{eV}$ leads to a high beta parameter. The experimental probe scheme may reasonably be the same for higher quantum numbers. It can therefore be regarded as a onephoton ionization from a p-Rydberg state, and the computed (red line) and experimental (blue dots) anisotropy values ( $\beta_{2}$ ) are compared in fig. 6.25 for a pump wavelength of 236.0 nm .
The simulated beta is positive and with a value of 1.8 very close to 2 , reflecting the 3 s Rydberg orbital character of $\mathrm{D}_{2}$, which is populated very quickly


Figure 6.24: Comparison of the time-resolved experimental (for 236.0 nm ) and the simulated normalized photoelectron intensities. The simulated intensities have been averaged over a period of 33 fs. Reproduced from [147] with the permission of AIP Publishing.


Figure 6.25: Comparison of the time-resolved experimental (for 236.0 nm ) and the simulated anisotropy parameter, averaged between 1.1 and 1.5 eV . The simulated anisotropy parameters have been averaged over a period of 33 fs. Reproduced from [147] with the permission of AIP Publishing.
from the initially excited $\mathrm{D}_{3}$ state with 3 p character. The experimental points before $t=0$ have a large uncertainty (low total signal) and should not be considered. This large uncertainty is even better visible in fig. 6.19, where more points before $\mathrm{t}=0$ is plotted. After $\mathrm{t}=0$ the experimental uncertainty becomes small, and $\beta_{2}$ is highly positive, around 1.5. This is also the case when excited with 240.6 nm , showing that in both cases we pass via the same excited states.

### 6.3.4 Conclusion for 2-MA

The computed deactivation mechanism is in excellent agreement with the observed experimental data. In the photoelectron spectrum an s-Rydberg fingerprint spectrum is observed, moreover, the highly positive anisotropy $\beta_{2}$, characteristic for a s-Rydberg orbital, is well reproduced by the simulation. The first of the two experimental observed time-constants is attributed to the relaxation of three p-Rydberg
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states $\left(\mathrm{D}_{3}, \mathrm{D}_{4}, \mathrm{D}_{5}\right)$ to the $\mathrm{D}_{2}$-state on the order of $50-150 \mathrm{fs}$, whereas the second observed timeconstant is attributed to the relaxation of the 3 s Rydberg state $D_{2}$ towards the first excited state $\mathrm{A}^{2} \mathrm{~B}_{1}$ of 2-methyl allyl radical, to finally arrive in the ground state.

This relaxation from the $\mathrm{D}_{2}$ to $\mathrm{D}_{1}$-state accelerates when more energy is deposited into the initial excited state (from 240.6 nm to 236.0 nm ), the initial wave-packet can reach faster the conical intersection to the $\mathrm{D}_{1}$-state.

### 6.4 1-Methylallyl - results and Discussion

Whereas the excited states of the 2-MA show an interesting dynamic, this was - just as postulated by Tarrant et al. - different for 1-MA [173]. The evolution of the mass spectra signal of $1-\mathrm{MA}(\mathrm{m} / \mathrm{z}=55)$ is displayed in fig. 6.26.

The observed signal is Gaussian-shaped and can be reproduced using a FWHM of $242 \pm 8 \mathrm{fs}$. This autocorrelation value is not surprising and similar values (considering the experimental uncertainty) were obtained with the phenyl radical (see chapter 11.3), measured previously to the 1-MA using the same setup. The $\mathrm{NO} / \mathrm{CH}_{2} \mathrm{O}$ at $\mathrm{m} / \mathrm{z}=30$ also showed only autocorrelation, but the signal was a lot weaker and noisier ( $289 \pm 19 \mathrm{fs}$ ). No shift between those two signals was observed.

The TRPES displayed in fig. 6.27 shows only one peak at 0.431 eV (left graph). The temporal evolution of this peak, as displayed in the upper graph in fig. 6.27 , shows only autocorrelation with a FWHM of $282 \pm 14 \mathrm{fs}$, in agreement with the timeresolved mass spectra. Direct ionization into the cationic ground state with 238.0 nm gives an ion-


Figure 6.26: Dynamics of the mass spectra signal of the $1-M A(m / z=55)$
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ization limit of 0.837 eV and 0.727 eV for the (E)and (Z)-1-MA respectively. No peak is observed in that region. Exciting a vibration in the cation is unlikely, since then cationic ground state should also be visible in the photoelectron spectrum. Possibly we also excite a Rydberg-state, but the dynamic is too fast for us to resolve.


Figure 6.27: TRPES of the 1-MA, the blue ionization limits correspond to the ionization energy of ( $E$ )-1-MA ( $I E=7.48 \mathrm{eV}$ ), the red ionization limits to the ionization energy of (Z)-1-MA (IE=7.59 eV).

## Chapter $7 \quad \mathrm{C}_{\mathbf{7}} \mathrm{H}_{7}$ isomers

### 7.1 Benzyl radical

The work on the benzyl radical has been published in the Journal Physical Chemistry Chemical Physics under the title "Femtosecond Time-Resolved Photoelectron Spectroscopy of the Benzyl Radical" ${ }^{[212]}$.

### 7.1.1 State of knowledge

The benzyl radical is the simplest radical stabilized by an aromatic system (see fig. 7.1). This combustion intermediate can be formed by simple hydrogen abstraction from toluene, an important component in fuels with anti-knock properties. Other possible toluene combustion products are the tolyl radical (hydrogen abstraction from the ring) and the phenyl radical (methyl abstraction). The benzyl radical is, however, the dominant product compared to the other two ${ }^{[213-215]}$. As the main reaction product of isoprene with $\mathrm{C}_{2}{ }^{[216]}$, both omnipresent in flames and in the interstellar medium, it plays a key role in combustion processes ${ }^{[217-219]}$.

The benzyl radical is stabilized by the aromatic ring via delocalizion, as shown by the experimentally measured spin density of only $0.7-0.8$ on the methylene group. The remaining spin density is found on the ortho and para positions of the ring. Consequently the benzyl radical is planar and has $\mathrm{C}_{2 \mathrm{v}}$-symmetry ${ }^{[220,221]}$. The aromatic resonance stability is also reflected in its heat of formation $\left(\Delta_{\mathrm{f}} \mathrm{H}_{298 \mathrm{~K}}=49.7 \pm 0.6 \mathrm{kcal} / \mathrm{mol}{ }^{[222]}\right)$, which is about $15 \mathrm{kcal} / \mathrm{mol}$ lower than for its isomer tropyl $\left(\Delta_{\mathrm{f}} \mathrm{H}_{298 \mathrm{~K}}=64.7 \mathrm{kcal} / \mathrm{mol}{ }^{[223]}\right)$.
7.1. BENZYL RADICAL

| State(radical) | Energy/eV | $\begin{gathered} \text { Excitation } \\ \text { wavelength } / \mathrm{nm} \end{gathered}$ |
| :---: | :---: | :---: |
| $1^{2} \mathrm{~B}_{2}$ | ground state |  |
| $1^{2} \mathrm{~A}_{2}{ }^{[224-226]}$ | 2.76 | 450 |
| $2^{2} \mathrm{~B}_{2}{ }^{[227,228]}$ | 2.78 | 445 |
| $\left(2^{2} \mathrm{~A}_{2}\right)^{[228,229]}$ | 4.00 | 310 |
| $\left(3^{2} \mathrm{~B}_{2}\right)^{[230-232]}$ | 4.76 | 260 |
| $\left(4^{2} \mathrm{~B}_{2}\right)^{[229,232]}$ | 4.86 | 255 |
| Rydberg ${ }^{229]}$ | 5.4 | 229 |
| $\mathrm{X}^{+1} \mathrm{~A}_{1}{ }^{[233]}$ | 7.252 |  |
| $\mathrm{a}^{+3} \mathrm{~B}_{2}{ }^{[233]}$ | 9.180 |  |
| $\mathrm{A}^{+1} \mathrm{~B}_{2}{ }^{[233]}$ | 9.62 |  |
| $\mathrm{b}^{+3} \mathrm{~A}_{1}{ }^{[233,234]}$ | 9.69 |  |
| $\mathrm{B}^{+1} \mathrm{~A}_{2}$ | 11.2 |  |

Table 7.1: Overview of the different electronic states of the benzyl radical and its cation as determined previously in the literature, the states in brackets are reassigned during this chapter.

Several electronic states of the radical and its cation have been identified and characterized (summarized in table 7.1 and fig. 7.2). The vibronic spectrum of the radical ${ }^{[235]}$ and of the cation ${ }^{[236]}$ in their electronic ground states are in excellent agreement with planar structures calculated with B3LYP. The benzyl radical fluoresces between 400 and 600 nm , showing a structured spectrum, which was attributed after a lot of discussion ${ }^{[237]}$ to vibrations of the $1^{2} \mathrm{~A}_{2}$-state ${ }^{[224-226]}$. Rotational constants of the $6 a_{1}^{0}$ and $6 b_{1}^{0}$ vibronic bands from this state fit well with an assymetric top model ${ }^{[227]}$. The $1^{2} \mathrm{~A}_{2}$-state is also strongly coupled to the $2^{2} \mathrm{~B}_{2}$-state ${ }^{[238]}$, both are nearly isoenergetic. Two stretching modes are majorly responsible for this coupling: an in-plane skeletal deformation and an in-plane skeletal plus

## CHAPTER 7. $\mathrm{C}_{7} \mathrm{H}_{7}$ ISOMERS

CCH bending motion, both $\mathrm{b}_{1}$-symmetric ${ }^{[239,240]}$.
The benzyl radical absorbs strongly between 310 and 220 nm , showing several peaks with a maximum at 255 nm . This was attributed to the D-state, to which the $4^{2} \mathrm{~B}_{2}$-symmetry was assigned ${ }^{[229]}$.

This D-state decays after excitation with 255 nm in $150 \pm 30 \mathrm{fs}{ }^{[241]}$, examined using time resolved mass spectrometry in an [ $255+280 \mathrm{~nm}]$ excitation scheme. The $4^{2} \mathrm{~B}_{2}$-state can also dissociate and eliminate an H -atom, which was examined with high-n Rydberg atom time-of-flight (HRTOF) spectroscopy. The nearly isotropic $\mathrm{P}\left(\mathrm{E}_{\mathrm{T}}\right)$ distributions indicate the production of fulvenallene, most likely via an unimolecular decomposition in the ground state after internal conversion [242].

The adiabatic and vertical ionization energy coincide for this molecule and were first determined 1976 by Koenig et al. ${ }^{[243]}$ using photoelectron spectroscopy ( $7.43 \pm 0.06 \mathrm{eV}$ ). This value was corrected two years later by Houle and Beauchamp ${ }^{[244]}$ (7.20土 $0.02 \mathrm{eV})$ and refined further by Eiden et al. [245] ( $7.2491 \pm 0.0006 \mathrm{eV}$ ) using threshold photoionization. In 2015, using threshold photoelectron spectroscopy, Savee et al. confirmed not only the adiabatic ionization energy ( $7.252(2) \mathrm{eV}$ ), but they also observed transition to at least three electronic states of the benzylium cation ${ }^{[233]}$.

Despite its importance as a combustion intermediate, the dynamics of the benzyl radical are still not well understood. Therefore we examined it using femtosecond pump-probe mass and photoelectron spectroscopy with 265 nm as the pump and $798 / 398 \mathrm{~nm}$ as the probe pulse. These experiments were complemented with non-adiabatic dynamic on the fly calculations, leading to a reassignement of the electronic states.


Figure 7.2: Energy diagramm of the different electronic states of the benzyl radical as determined in the literature, states in brackets are reassigned later in this chapter.

### 7.1.2 Experimental conditions and data treatment

The fs-setup in Saclay was described previously in section 5.4. The benzyl radical was produced via pyrolysis (see chapter 5.2) using the source for liquids with low boiling points (see chapter 5.1) and argon at 2 bar absolute pressure as a carrier gas. Phenylethylnitrite was the precursor of the benzyl radical, the synthesis is described in the appendix 12. Under pyrolysis the aliphatic C-C bond and the O-N bond in phenylethylnitrite are cleaved, producing the benzyl radical, NO and formaldehyde (see fig. 7.3).


Figure 7.3: Production of the benzyl radical via pyrolysis of phenylethylnitrite
$265 / 798 \mathrm{~nm}$ and $265 / 398 \mathrm{~nm}$ were used as the wavelengths, produced as described in section 5.4.2.1. The laser power and focalization were adjusted to minimize the signal of pump only/probe only and to maximize pump-probe signal. Decays were averaged over at least four scans. During each scan both the decays for the parallel pump/probe laser polarizations and perpendicular pump/probe laser polarizations were measured, the pump laser was turned via a $\lambda / 2$-plate and the probe laser was polarized horizontally with respect to the optical table. No rotational anisotropy was observed, as can be seen exemplary in fig. 7.4 for the photoelectron yield with $265 / 798 \mathrm{~nm}$.


Figure 7.4: Comparison of the total photoelectron decay with 265 nm pump and 798 nm probe for different polarizations of the pump wavelength with respect to the probe wavelength.

Consequently the rotational mean are analyzed in the following. The signals pump only/probe only were measured at random during the scan using the remote shutters. These signals were removed from the mass spectra/PE decays after data treatment, leading to a zero baseline. The photoelectron spectra were inverted using the pBasex algorithm using $\mathrm{P}_{0} \mathrm{P}_{2}$ Legendre polynomial as implemented in the Analyse-program, the contribution of higher polynomials was negligible. The decays were fitted using the fit program whose procedure is described in chapter 13. The uncertainties shown in the figures correspond to the fit uncertainties and not to experimental uncertainties, which have to be estimated higher.

### 7.1.3 Experimental results

## Pyrolysis conditions

As can be seen in fig. 7.5 the radical is produced cleanly by pyrolysis. All measured peaks are sharp, indicating that no dissociative photoionization of the precursor occurs.

b)


Figure 7.5: Mass spectra with pyrolysis on and pyrolysis off a) with $265 / 798 \mathrm{~nm}$ b) $265 / 398$ $n m$ at pump-probe conditions

With 798 nm (fig. 7.5-a) more side-products are visible than with 398 nm probe. The mass $\mathrm{m} / \mathrm{z}=$ 65 corresponds to $\mathrm{C}_{5} \mathrm{H}_{5}$ (cyclopentadienyl), a typical combustion product of aromatic compounds ${ }^{[9]}$, whereas the mass $\mathrm{m} / \mathrm{z}=40$ corresponds $\mathrm{C}_{3} \mathrm{H}_{4}$, another combustion side-product (see fig. 7.5-a).

The contrast between pyrolysis on and off is excellent, so time-resolved photoelectron spectra were recorded in addition to time-resolved mass spectra.

## Time-resolved mass spectra

In fig. 7.6 the temporal evolution of the benzyl signal $\mathrm{m} / \mathrm{z}=91(\circ)$ and the $\mathrm{m} / \mathrm{z}=65(\diamond)$ for 265 nm pump and 798 nm probe (a) and 398 nm probe (b) are displayed. The decay of the benzyl signal with 798 nm probe is well reproduced using a biexponential decay $\left(\tau_{1}=83 \pm 8 \mathrm{fs}\right.$, $\tau_{2}=1.68 \pm 0.16$ ps ) with an IRF of $120 \pm 5 \mathrm{fs}$.

The decay of cyclopentadienyl is quite different from the benzyl decay and can be adjusted reasonably well with a mono-exponential decay ( $\tau_{1}=$ $1.65 \pm 0.12 \mathrm{ps}$, IRF $=88 \pm 17 \mathrm{fs})$. The cyclopentadienyl radical signal is about 25 times weaker than the benzyl radical signal and the $\mathrm{S} / \mathrm{N}$ ratio is largely inferior, which is the most probable source of the different IRF. More photons are involved in ionizing cyclopentadienyl ( $\mathrm{IE}=8.41{ }^{[246]}$, at least $\left.\left[1+3^{\prime}\right]\right)$, which also leads to a shorter IRF. Consequently its time-decay was not investigated in detail. The time zero of the pump-probe signal is the same in both cases, indicating that this mass is a pyrolysis product and not a photodissociation product of the benzyl radical.

With 398 nm probe no second time-constant is visible, the decay can be well reproduced using a mono-exponential decay ( $\tau_{1}=87 \pm 5 \mathrm{fs}$ ) with an
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IRF of $128 \pm 5$ fs. The slightly longer IRF is not surprising, since the 398 nm probe pulse is produced by doubling the fundamental output of the Ti :Saphire laser, which leads to a slight temporal extension. The cyclopentadienyl radical signal shows again a mono-exponential decay ( $\tau_{1}=499 \pm 55 \mathrm{fs}$, IRF $=$ $103 \pm 26 \mathrm{fs}$ ), 13 times weaker than the benzyl radical signal, extremely noisy and also shorter. Again the time zero of both the benzyl and the $\mathrm{m} / \mathrm{z}=65$ signal is the same, indicating that this mass is produced via pyrolysis.
a)

b)


Figure 7.6: Decay of the mass spectrum benzyl signal for a) 265 nm pump / 798 nm probe b) 265 nm pump / 398 nm probe. ○ corresponds to the benzyl signal, • to the $m / z=65$ signal. Both signals were normalized.

## Time-resolved photoelectron spectra

Since mainly the benzyl radical in the mass spectra is observed (benyl radical: cyclopentadienyl radical $=25: 1$ for 798 nm probe; 13:1 for 398 nm probe), photoelectron spectra at both probe wavelengths were measured. The TRPES with 798 nm probe wavelength is plotted in fig. 7.7. The photoelectron spectrum consists of a broad band, with signal stemming up to a $\left[1+4^{\prime}\right]$-process. Several peaks are visible, with the most prominent at 0.3 eV issued out of a $\left[1+2^{\prime}\right]$-process. These peaks do nei-


Figure 7.7: TRPES of the benzyl radical for 265 nm pump and 798 nm probe. The decay plotted in the upper graph corresponds to the decay of the total photoelectron signal, in the left graph the photoelectron spectrum summed over all times is displayed. The blue lines in the left graph correspond to the ionization limits ( $I E=7.252$ eV ${ }^{[233]}$ ).


Figure 7.8: Possible position of the Rydberg states and vibrations in the cation $X^{+1} A_{1}$-state drawn in the summed photoelectron spectrum of 265 nm pump/798 nm probe.
ther correspond to a Rydberg fingerprint spectrum (see section 6.3.1 for details on Rydberg fingerprint spectra) nor to vibrations in the cation or excited states of the cation (see fig. 7.8).

A p-Rydberg fingerprint spectrum (gray lines, $\delta=0.5$ ) coincides with the peaks at 0.45 and 0.8 eV , but assigning a Rydberg fingerprint spectrum based on two peaks is arbitrary. As for vibrations in the cationic ground state $\mathrm{X}^{+}{ }^{1} \mathrm{~A}_{1}$ (light blue lines) only one peak coincides, the peak at 0.3 eV is again not reproduced. It also does not correspond to an excited cationic state. The known excited cationic state are the $\mathrm{a}^{+}{ }^{3} \mathrm{~B}_{2}-(9.18 \mathrm{eV})$ and the $\mathrm{A}^{+}$ ${ }^{1} \mathrm{~B}_{2}(9.62 \mathrm{eV})$-state ${ }^{[233]}$, ionizable in a $\left[1+3^{\prime}\right]$-and [ $\left.1+4^{4}\right]$-process with a electron kinetic energy (eKe) of 0.16 eV and 1.27 eV respectively. No prominent bands are observed in that region.

In the upper panel the whole photoelectron signal is reproduced with a bi-exponential decay ( $\tau_{1}=$ $\left.83 \pm 6 \mathrm{fs}, \tau_{2}=1.3 \pm 0.2 \mathrm{ps}\right)$ with an IRF of $121 \pm 4$ fs , in good agreement with the time-constants observed in the mass spectra. The rise-time and decay


Figure 7.9: Selected traces of the time-resolved photoelectron spectrum with 265 nm pump and 798 nm probe (see fig. 7.7).


Figure 7.10: Comparison of the decays for different energy ranges for 265 nm pump and 798 nm probe pulse of the TRPES
of the different bands in the photoelectron spectrum (left panel in fig. 7.7) is not the same. In fig. 7.9 the photoelectron spectrum summed from $0-60$ fs shows nearly no intensity at $\mathrm{eKe} \approx 1.0 \mathrm{eV}$, only a band centered at 0.3 eV and a less intense band centered at 1.8 eV are visible. At late times between 250 and 500 fs a new band centered at eKe $\approx 1.0 \mathrm{eV}$ arises, which at late times possesses nearly the same relative intensity as the band at 0.3 eV .
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Figure 7.11: TRPES of the benzyl radical for 265 nm pump and 398 nm probe. The decay plotted in the upper graph corresponds to the decay of the total photoelectron signal, in the left graph the photoelectron spectrum summed over all times is displayed. The blue lines in the left graph correspond to the ionization limits, with $I E=7.252 \mathrm{eV}^{[233]}$.

The decays of the band centered at 0.3 eV and of the band centered at 1.0 eV show different temporal evolutions (see fig. 7.10). The band centered at 1.0 eV is shifted towards later times, and the band centered at 0.3 eV decreases more rapidly than the higher energetic band.
Both time-components cannot be separated cleanly since the bands overlap, therefore the bi-exponential decay of the whole photoelectron spectrum is used for further discussion. The total photoelectron decay with 798 nm probe is well reproduced using a biexponential decay ( $\left.\tau_{1}=83 \pm 6 \mathrm{fs}, \tau_{2}=1.3 \pm 0.2 \mathrm{ps}\right)$ with an IRF of $121 \pm 4 \mathrm{fs}$. The first time-constant is identical with the one observed in the mass spectra,
but the second time-constant is slightly shorter in the photoelectron spectra. The first time-constant is predominantely attributed to the band centered at 0.3 eV , whereas the second time-constant corresponds to the growth of the second component centered at 1.0 eV .

The TRPES with 398 nm probe (see fig. 7.11) is quite different. Here only one peak at $\mathrm{eKe}=0.3 \mathrm{eV}$ is visible, corresponding to a [1+1']-process. The difference to the $[1+1$ '] ionization limit 0.262 eV ( $2113 \mathrm{~cm}^{-1}$ ) does not correspond to any vibration in the cation. No signal from higher-order processes is visible. The decay of this peak is well reproduced with a mono-exponential fit (upper trace in fig. $7.11, \tau_{1}=91 \pm 5 \mathrm{fs}$, IRF $=128 \pm 6 \mathrm{fs}$ ), in excellent agreement with the mass spectra and is in the same order of magnitude as the first time-constant with 798 nm probe.

## Comparison of photoelectron and mass spectra

| Experiment |  | $\tau_{1} / \mathrm{fs}$ | $\tau_{2} / \mathrm{ps}$ | IRF $/ \mathrm{fs}$ |
| :---: | :---: | :---: | :---: | :---: |
| $265 / 798$ | of | $83 \pm 8$ | $1.68 \pm 0.16$ | $120 \pm 5$ |
|  | pe | $83 \pm 6$ | $1.3 \pm 0.2$ | $121 \pm 4$ |
|  | both | $84 \pm 5$ | $1.55 \pm 0.12$ | $120 \pm 1$ |
| $265 / 398$ | tof | $87 \pm 5$ | - | $128 \pm 5$ |
|  | pe | $91 \pm 5$ | - | $128 \pm 6$ |
|  | both | $89 \pm 5$ | - | $128 \pm 2$ |

Table 7.2: Overview of the time-constants from photoelectron (pe) and mass spectra (tof) decays
a)

b)


Figure 7.12: Comparison of the mass spectrum benzyl decay and photoelectron decay for a) 265 nm pump and 798 nm probe $\left(\tau_{1}=84 \pm 5 \mathrm{fs}, \tau_{2}=1.55 \pm 0.12 \mathrm{ps}\right.$, IRF $=120 \pm 0.01$ fs) and for b) 265 nm pump and 398 $n m$ probe ( $\tau_{1}=89 \pm 5 f s, I R F=128 \pm 2 f s$ )

The time-constants obtained in the photelectron spectra and mass spectra are slightly different (see table 7.2 ), but this is only due to an uncertainty in the fit itself.

This is best visible in fig. 7.12 a ) and b ), where both the photoelectron spectrum decay and mass spectrum decay at $\mathrm{m} / \mathrm{z}=91$ are fitted simultaneously, meaning with the same fit parameters. Both signals were normalized prior to fitting. The decay in both photoelectron and mass spectra is the same. The time-constants issued out of the fit for both at the same time will be taken for further discussion


Figure 7.13: Exemplary photoelectron image of 265 pump/398 probe. The outer circle corresponds to a pump only signal.
and comparison with the experimental results (row 'both' in table 7.2).

## Photoelectron anisotropy

The photoelectron anisotropy for 265 nm pump / 398 nm probe is displayed in fig. 7.14 a ), showing positive photoelectron anisotropy $\left(\beta_{2}\right)$ of about 0.8 . This positive beta can be seen directly in the photoelectron images (see fig. 7.13), the outer diffuse circle is signal from 265 nm only.

The photoelectron anisotropy values for 798 nm probe are in the same range (see fig. 7.14 b ) ).


Figure 7.14: Anisotropy for a) 265 nm pump and 398 nm probe b) 265 nm pump and 798 nm probe. Gray points correspond to data points where the intensity in the TRPES in fig. 7.11 is lower than 2000 counts.
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### 7.1.4 Theoretical methods and results

## Theoretical methods

All calculations were carried out by Alexander Humeniuk from the Mitrić group. He used several methods including TDDFT, EOM-CCSD and CASSCF + MRCI. TDDFT calculations with the PBE [247], PBE0 ${ }^{[248]}$, LC ${ }^{[249]}$-PBE, B3LYP ${ }^{[208, ~ 209]}$, CAMB3LYP ${ }^{[195]}$ and $\omega$ B97XD ${ }^{[196]}$ with the aug-cc-pVDZ basis set were performed using the Gaussian program package ${ }^{[194]}$. The orbitals of the active space of the benzyl radical for the state-averaged complete active space SCF (SA-CASSCF) calculations are displayed in fig. 7.15.


Figure 7.15: Relevant valence orbitals of the benzyl radical calculated with CASSCF/(aug-cc-pVDZ,s-,p-Rydberg). The $C_{2 v}$ irreducible representations are given in brackets. Reproduced from [212] with the permission of AIP Publishing.

The occupied valence orbitals consist of the three $\pi$-orbitals and one $\pi^{*}$-orbital, whereas the virtual space consists of the remaining three unoccupied $\pi^{*}$-orbitals, a s- and three p-Rydberg orbitals. The s-Rydberg orbital is energetically the lowest Rydberg orbital, followed by the $\mathrm{p}_{\mathrm{x}}-$ and $\mathrm{p}_{\mathrm{z}}$-Rydberg orbitals.

For the SA-CASSCF calculations several basis sets were employed, including the aug-cc-pVDZ, 321 G and $6-31 \mathrm{G}^{*}$ basis sets, augmented by functions optimized for the description of the s- and p-Rydberg states. These were calculated according to the recipe by Kaufmann et al. ${ }^{[250]}$, centered on the carbon atom next to the $\mathrm{CH}_{2}$-group. In the SA-CASSCF calculations all states were given equal weights. Starting from the properly reordered RHF orbitals as the initial guess, the configuration coefficients and orbitals were optimized simultaneously.

With Molpro's conical program ${ }^{[251]}$ the conical intersections of the benzyl radical were calculated and optimized, the Franck-Condon point served as the initial geometry. Intermediate geometries were linearly interpolated.

Non-adiabatic dynamic on the fly calculations were performed with the $\operatorname{CASSCF}(7,8) /\left(6-31 G^{*}\right.$, sRyd) method. The geometry of the benzyl radical at initial conditions was derived from a frequency calculation from an optimized PBE/6-311++G** [197] structure, whose normal modes were used to construct the Wigner distribution in the harmonic approximation at a constant temperature of 50 K .100 trajectories lifted vertically to the $2^{2} \mathrm{~A}_{2}$ ( $\pi \pi^{*}$-state) were propagated for 1 ps , the initial conditions were sampled randomly from the Wigner distribution. The motion of the nuclei on the current potential surface were described with Newton's equations and
integrated with a time step of 0.1 fs . The electronic amplitudes were integrated in the local diabatic basis ${ }^{[252]}$ with a time step of $4 \cdot 10^{-5} \mathrm{fs}$, and were used to determine the hopping probabilities in an improved version ${ }^{[253]}$ of Tully's hopping scheme ${ }^{[206]}$. The scalar non-adiabatic couplings were calculated from the wavefunction overlap between the consecutive time steps ${ }^{[254]}$.

## Electronic absorption spectrum

Just as for the non-adiabatic dynamic calculations for the 2-methylallyl radical (see chapter 6), the electronic states need to be characterized and a computationally time-efficient method needs to be found that still reproduces correctly the energetic order of the electronic states.

SA-9-CASSCF $(7,11)+\mathrm{MRCI} /($ aug-cc-pVDZ,s-,p-Ryd) calculations was the most exact method used and its results are summarized in table 7.3. These results are in excellent agreement with previous experiments in the literature.

The first two excited states, $D_{1}\left(2^{2} \mathrm{~B}_{2}\right)$ and $\mathrm{D}_{2^{-}}$ $\left({ }^{2} \mathrm{~A}_{2}\right)$ are nearly degenerate. Though the order of these two states was discussed controversially in the literature ${ }^{[259,260]}$, the lowest excited must be long-lived since it fluoresces ${ }^{[224-226,259]}$. The experimental observed C-band ${ }^{[257]}$ at 4.06 eV is attributed to the $\mathrm{D}_{3}\left({ }^{2} \mathrm{~A}_{1}\right)$-state, the only energetically close bright electronic state at 4.16 eV . According to the new calculations, it has s-Rydberg character. The C-band is therefore just as the Dband reassigned. Ward ${ }^{[257]}$ measured the rovibronic spectrum of the C-band, and the inexistant vibrational progressions were attributed to a small geometry change between the ground and excited state minima. The D-band from 4.7 to 5.1 with a maxi-

| State | Sym. | E | Dominant config. | Exp. |
| :---: | :---: | :---: | :---: | :---: |
| $\mathrm{D}_{0}$ | $1{ }^{2} \mathrm{~B}_{2}$ | 0.0 | $\begin{gathered} 0.90 \times \\ \left(\pi_{1}\right)^{2}\left(\pi_{2}\right)^{2}\left(\pi_{3}\right)^{2}\left(\pi_{4}\right)^{1} \end{gathered}$ | X |
| $\mathrm{D}_{1}$ | $2{ }^{2} \mathrm{~B}_{2}$ | $\begin{gathered} 3.08 \\ \left(3 \cdot 10^{-3}\right) \end{gathered}$ | $\begin{gathered} 0.64 \times \\ \left(\pi_{1}\right)^{2}\left(\pi_{2}\right)^{1}\left(\pi_{3}\right)^{2}\left(\pi_{4}\right)^{2} \end{gathered}$ | $\begin{gathered} \mathrm{A} \\ 2.728 \end{gathered}$ |
| $\mathrm{D}_{2}$ | $1{ }^{2} \mathrm{~A}_{2}$ | 3.09 (0.0) | $\begin{gathered} 0.64 \times \\ \left(\pi_{1}\right)^{2}\left(\pi_{2}\right)^{2}\left(\pi_{3}\right)^{2}\left(\pi_{5}^{*}\right)^{1} \end{gathered}$ | $\underset{2.886}{\mathrm{~B}}[256]$ |
| $\mathrm{D}_{3}$ | $1{ }^{2} \mathrm{~A}_{1}$ | $\begin{gathered} 4.16 \\ \left(2.5 \cdot 10^{-2}\right) \end{gathered}$ | $\begin{gathered} 0.91 \times \\ \left(\pi_{1}\right)^{2}\left(\pi_{2}\right)^{2}\left(\pi_{3}\right)^{2}(\mathrm{~s})^{1} \end{gathered}$ | $\stackrel{\mathrm{C}}{4.06}{ }_{[257]}$ |
| $\mathrm{D}_{4}$ | $2{ }^{2} \mathrm{~A}_{1}$ | $\begin{gathered} 4.65 \\ \left(3 \cdot 10^{-3}\right) \\ \hline \end{gathered}$ | $\begin{gathered} 0.91 \times \\ \left(\pi_{1}\right)^{2}\left(\pi_{2}\right)^{2}\left(\pi_{3}\right)^{2}\left(\mathrm{p}_{\mathrm{z}}\right)^{1} \end{gathered}$ |  |
| $\mathrm{D}_{5}$ | $1{ }^{2} \mathrm{~B}_{1}$ | $\begin{aligned} & 4.72 \\ & (0.0) \\ & \hline \end{aligned}$ | $\begin{gathered} 0.92 \times \\ \left(\pi_{1}\right)^{2}\left(\pi_{2}\right)^{2}\left(\pi_{3}\right)^{2}\left(\mathrm{p}_{\mathrm{x}}\right)^{1} \end{gathered}$ |  |
| $\mathrm{D}_{6}$ | $2{ }^{2} \mathrm{~A}_{2}$ | $\begin{gathered} 4.75 \\ (0.24) \end{gathered}$ | $\begin{gathered} 0.64 \times \\ \left(\pi_{1}\right)^{2}\left(\pi_{2}\right)^{2}\left(\pi_{3}\right)^{1}\left(\pi_{4}\right)^{2} \end{gathered}$ | $\}$ D $4.9{ }^{[231]}$ |
| $\mathrm{D}_{7}$ | $3{ }^{2} \mathrm{~B}_{2}$ | $\begin{gathered} 4.76 \\ (0.18) \\ \hline \end{gathered}$ | $\begin{gathered} 0.79 \times \\ \left(\pi_{1}\right)^{2}\left(\pi_{2}\right)^{2}\left(\pi_{3}\right)^{2}\left(\mathrm{p}_{\mathrm{y}}\right)^{1} \end{gathered}$ |  |
| $\mathrm{D}_{8}$ | $4^{2} \mathrm{~B}_{2}$ | $\begin{gathered} 4.89 \\ \left(3 \cdot 10^{-3}\right) \\ \hline \end{gathered}$ | $\begin{gathered} 0.65 \times \\ \left(\pi_{1}\right)^{2}\left(\pi_{2}\right)^{2}\left(\pi_{3}\right)^{1}\left(\pi_{4}\right)^{1}\left(\pi_{5}^{*}\right)^{1} \end{gathered}$ | $1\}$ |
| $\mathrm{S}_{0}$ | $1{ }^{1} \mathrm{~A}_{1}$ | 6.61 | $0.93 \times\left(\pi_{1}\right)^{2}\left(\pi_{2}\right)^{2}\left(\pi_{3}\right)^{2}$ | $\begin{gathered} \hline \mathrm{X}^{+} \\ 7.24[258] \end{gathered}$ |

Table 7.3: Excitation energies of the benzyl radical calculated with SA-9$\operatorname{CASSCF}(7,11)+M R C I /(a u g-c c-p V D Z, s-, p-R y d)$, excitation and ionization energies in eV , oscillator strengths in brackets
mum at $4.9 \mathrm{eV}{ }^{[231]}$ is attributed to the four excited states $\mathrm{D}_{4}-\mathrm{D}_{8}$.

The initially excited state with 265 has either $\pi \pi$-character $\left(\mathrm{D}_{6}\right)$, or is the $\mathrm{p}_{\mathrm{y}}$-Rydberg state $\left(\mathrm{D}_{7}\right)$. $\mathrm{D}_{6}$ is flanked by two states with $\mathrm{p}_{\mathrm{x}}$ - and $\mathrm{p}_{\mathrm{y}}$-Rydberg character, which are dark or have negligible oscillator strength. $\mathrm{D}_{8}$ is almost dark and has $\pi \pi^{*}$ character. The calculated ionization energy is lower than the experimental ionization energy, for DFT
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| State | Sym. | $E^{\text {a) }}$ | B3LYP ${ }^{\text {b }}$ | $\begin{gathered} \operatorname{CAS} \\ \operatorname{SCF}(7,8)^{\mathrm{c})} \end{gathered}$ | $\begin{gathered} \text { EOM } \\ \text { CCSD }^{\text {d }} \end{gathered}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathrm{D}_{0}$ | $1{ }^{2} \mathrm{~B}_{2}$ | 0.0 | 0.0 |  |  |
| $\mathrm{D}_{1}$ | $2{ }^{2} \mathrm{~B}_{2}$ | $\begin{gathered} 3.08 \\ \left(3 \cdot 10^{-3}\right) \end{gathered}$ | $\begin{gathered} 3.36 \\ (2.4 \cdot \\ \left.10^{-3}\right) \end{gathered}$ | $\begin{aligned} & 3.06 \\ & (1.5 \\ & \left.10^{-2}\right) \\ & \hline \end{aligned}$ | $\begin{gathered} 3.58 \\ (1.7 \cdot \\ \left.10^{-3}\right) \end{gathered}$ |
| $\mathrm{D}_{2}$ | $1{ }^{2} \mathrm{~A}_{2}$ | $\begin{aligned} & 3.09 \\ & (0.0) \\ & \hline \end{aligned}$ | $\begin{gathered} 3.14 \\ \left(3 \cdot 10^{-4}\right) \\ \hline \end{gathered}$ | $\begin{gathered} 3.20 \\ \left(5 \cdot 10^{-4}\right) \\ \hline \end{gathered}$ | $\begin{aligned} & 3.57 \\ & (0.0) \end{aligned}$ |
| $\mathrm{D}_{3}$ | $1{ }^{2} \mathrm{~A}_{1}$ | $\begin{gathered} 4.16 \\ (2.5 * \\ \left.10^{-2}\right) \\ \hline \end{gathered}$ | $\begin{gathered} 4.21 \\ (3.4 \cdot \\ \left.10^{-3}\right) \\ \hline \end{gathered}$ | $\begin{aligned} & 4.35 \\ & (1.5 \\ & \left.10^{-3}\right) \end{aligned}$ | $\begin{gathered} 4.65 \\ (4.1 \\ \left.10^{-3}\right) \\ \hline \end{gathered}$ |
| D 4 | $2{ }^{2} \mathrm{~A}_{1}$ | $\begin{gathered} 4.65 \\ \left(3 \cdot 10^{-3}\right) \\ \hline \end{gathered}$ |  |  |  |
| $\mathrm{D}_{5}$ | $1{ }^{2} \mathrm{~B}_{1}$ | $\begin{aligned} & 4.72 \\ & (0.0) \end{aligned}$ |  |  |  |
| $\mathrm{D}_{6}$ | $2{ }^{2} \mathrm{~A}_{2}$ | $\begin{gathered} 4.75 \\ (0.24) \end{gathered}$ | $\begin{aligned} & 3.77 \\ & (2.6 \cdot \\ & \left.10^{-2}\right) \end{aligned}$ | $\begin{gathered} 5.00 \\ \left(3 \cdot 10^{-4}\right) \end{gathered}$ | $\begin{gathered} 4.67 \\ (4.67 \\ \left.10^{-2}\right) \\ \hline \end{gathered}$ |
| $\mathrm{D}_{7}$ | $3{ }^{2} \mathrm{~B}_{2}$ | $\begin{gathered} 4.76 \\ (0.18) \\ \hline \end{gathered}$ |  |  |  |
| $\mathrm{D}_{8}$ | $4^{2} \mathrm{~B}_{2}$ | $\begin{gathered} 4.89 \\ \left(3 \cdot 10^{-3}\right) \end{gathered}$ |  |  |  |

Table 7.4: Excitation energies of the benzyl radical calculated with different methods, excitation energy in eV, oscillator strength in brackets. a) SA-9-CASSCF $(7,11)+M R C I /(a u g-c c-p V D Z, s-, p-R y d)$ b) TD-DFT B3LYP/aug-cc-pVDZ c) $\operatorname{SA-5-CASSCF}(7,8) /\left(6-31 G^{*}\right.$, $s-R y d)$ d) EOMCCSD/aug-cc-pVDZ
the agreement between the calculated ionization energy and the experimental ionization is better.

The non-adiabatic dynamics on the fly calculations at CASSCF + MRCI level are not feasible. In table 7.4 computationally less demanding methods are compared to the CASSCF + MRCI calculations.

The results for B3LYP are shown exemplary for
the TDDFT calculations. All TDDFT functionals fail to reproduce the correct ordering of the excited states, the s-Rydberg state ( $\mathrm{D}_{3}$ in the CAS$\mathrm{SCF}+\mathrm{MRCI}$ calculations) is always energetically higher than the $\pi \pi$-state ( $\mathrm{D}_{6}$ in the CASSCF + MRCI calculations), probably due to charge-transfer influence from higher-lying electronic states. Therefore the computationally cheap TDDFT method can not be employed to simulate the dynamics of the benzyl radical.

The more expensive method SA-5-CASSCF $(7,8)$ / ( $6-31 \mathrm{G}^{*}, \mathrm{~s}-\mathrm{Ryd}$ ), still computationally less demanding compared to CASSCF + MRCI calculations, reproduces the correct order of the excited states. Especially the s-Rydberg state still lies below the initially excited $\pi \pi^{*}$-state. The excitation energies are higher than those from the CASSCF + MRCIcalculations since the dynamic correlation is not as well described, and due to the small basis set the oscillator strengths are not correct.

The EOM-CCSD method reproduces the correct ordering of the states, but the s-Rydberg state and the initially excited $\pi \pi$-state are separated only by 0.02 eV , simulating the dynamics with this method would therefore lead to a too fast relaxation between those two states.

## Potential energy surfaces

The potential energy surfaces (fig. 7.16) illustrate qualitatively what happens after the benzyl radical is excited into the $\mathrm{D}_{4}$-state with $\pi \pi$-character. The conical intersections were calculated with SA5 - $\operatorname{CASSCF}(7,8) /\left(6-31 \mathrm{G}^{*}\right.$, s-Ryd); the character of $\mathrm{D}_{1-3}$ is as discussed above for the CASSCF + MRCI calculations. $\mathrm{D}_{4}$ corresponds to the initially excited state with $\pi \pi$-character, the states with p-Rydberg


Figure 7.16: Potential energy scan from the FranckCondon point (FC) to different conical intersections with SA-5-CASSCF (7,8)/(6-31G*, s-Ryd). The key geometries have $C_{2 v}$ symmetry, their bond lengths in $A$ are depicted above. Reproduced from [212] with the permission of AIP Publishing.
character are not incorporated in this calculation to bring the calculations down to a feasible length.

Starting in $\mathrm{D}_{4}$ at the Franck-Condon point, the wave-packet will slide down the potential surface and cross into $\mathrm{D}_{3}$. There it remains trapped, unless its kinetic energy is high enough to pass the barrier to the $D_{3} / D_{2}$ conical intersection. Therefore the kinetic energy of the wave-packet of the initially excited state should influence strongly the lifetime of the s-Rydberg state $\left(D_{3}\right)$, since the conical intersection $D_{3} / D_{2}$ is energetically slightly higher compared to $\mathrm{D}_{4}$ at the Franck-Condon point. If the wavepacket passes the $D_{3} / D_{2}$ barrier, it will slide down quickly towards the barrierless $D_{2} / D_{1}$ intersection and relax into $D_{1}$.

During all those conical intersections the molecule remains planar, only the bond lengths in the aromatic ring vary. For the in fig. 7.16 not-displayed conical intersection between $D_{1} / D_{0}$ this is not the case, here the planar symmetry is broken. This ring-puckered geometry has elongated (or broken) bonds, and lies -at the CASSCF-level with only $\pi$ electrons in the excited states- energetically very high. Including orbitals from the $\sigma$-framework would improve this description. But the aromaticity of the benzyl radical will enforce planarity, shifting this conical intersection to even higher energies.

A deactivation of the $D_{1}$-state via a $D_{1} / D_{0}$ conical intersection is therefore hindered. This results in a long life-time for the $\mathrm{D}_{1}$-state, in agreement with fluorescence from the lowest excited state ${ }^{[259]}$. Deactivation from the $\mathrm{D}_{1}$-state via a conical intersection will break the benzyl radical apart, as was observed experimentally when exciting the benzyl radical in the D-band ${ }^{[242]}$.

The potential energy surfaces represent a qualitative explanation of the dynamics of the benzyl radical. A more quantitative picture is provided by non-adiabtic dynamic on the fly calculations.

## Non-adiabatic surface hopping calculations

The methodology of non-adiabatic surface hopping calculations was already explained in detail for the 2 -methylally radical (see section 6.3.2). For the benzyl radical, however, no interaction with the laser is taken into account, all populations started directly from the $\pi \pi$-state $\left(\mathrm{D}_{4}\right)$. The evolution of 100 trajectories, calculated with $\operatorname{CASSCF}(7,8) /(6-$ $31 \mathrm{G}^{*}$, s-Ryd), is shown in fig. 7.17 (see beginning of this section for more details on the calculation procedure). p-Rydberg states were not included in this


Figure 7.17: Adiabatic state populations from nonadiabatic dynamics simulations with $\operatorname{CASSCF}(7,8) /(6-$ $31 G^{*}, s$-Ryd) after a vertical excitation of all trajectories into $D_{4}\left(2^{2} A_{2}, \pi \pi^{*}\right)$. A fit considering only the transition of $D_{3}\left(1^{2} A_{1}, s\right.$-Rydberg) to the $D_{1}$ (1 ${ }^{2} A_{2}$ ) state resulted in a lifetime of the s-Rydberg state of $\tau \approx 700 \pm 100$ fs (dotted thin blue and red curves). Reproduced from [212] with the permission of AIP Publishing.
simulation, since this would be too time-consuming.

At $\mathrm{t}=0$ all trajectories are in the $\pi \pi^{*}$-state $\mathrm{D}_{4}$ (orange line). It is tempting to interpret the rapid cycling between $\mathrm{D}_{4}$ (orange line) and $\mathrm{D}_{3}$ (blue line) in the first 100 fs as the rapid relaxation of $D_{4}$ into the s-Rydberg state $\mathrm{D}_{3}$. But the plotted populations are adiabatic ones, meaning that the character of a state may change but the color of the respective curve remains the same.

During those first 100 fs the $\mathrm{D}_{4}$ and $\mathrm{D}_{3}$ state are energetically very close and switch order, leading to the cycling seen in the first 100 fs . After about 100 fs the gap between those two states widens, meaning that now the conical intersection between $\mathrm{D}_{4}$ and $\mathrm{D}_{3}$ has been passed, and the $\mathrm{D}_{3}$-population
has mainly s-Rydberg character. This is also nicely visible in fig. 7.18, where the adiabatic energies of a typical trajectory are shown. During the first 100 fs $D_{4}$ and $D_{3}$ are very close and sometimes even cross, then the gap widens.

Turning back to fig. 7.17, the wave-packet then relaxes from the $\mathrm{D}_{3}$-state to the $\mathrm{D}_{1}$-state (red line), where it remains, since the $\mathrm{D}_{1}$-state is long-lived. The small population in the $\mathrm{D}_{2}$-state (green line) is again attributed to switching in the energetic order of the $D_{2}$ and $D_{1}$-state. This switching of the order of $D_{1} / D_{2}$ as well as the relaxation into $D_{1}$ is also visible in fig. 7.18 for a typical trajectory. When the gap between two states widens, the conical intersection between those two has been passed.


Figure 7.18: Adiabatic energies along a typical trajectory, with the gray area highlighting the current electronic state. Reproduced from [212] with the permission of AIP Publishing.

## CHAPTER 7. $\mathrm{C}_{7} \mathrm{H}_{7}$ ISOMERS

The relaxation from $D_{3}$ to $D_{1}$ can be described with a single exponential (blue and red dotted lines in fig. 7.17):

$$
\mathrm{P}\left(\mathrm{D}_{3}\right)=\mathrm{e}^{\left(-\mathrm{t}-\mathrm{t}_{0}\right) / \tau}
$$

The inital delay $\mathrm{t}_{0}=100 \pm 50 \mathrm{fs}$ corresponds to the time where the states $\mathrm{D}_{4}$ and $\mathrm{D}_{3}$ still switch their energetic order. The lifetime $\tau=700 \pm 100$ fs describes the deactivation of the $\mathrm{D}_{4}$-state to the lowerlying $\mathrm{D}_{1}$-state. Both the lifetime $\tau$ and the initial delay $\mathrm{t}_{0}$ are derived from a manual fit.
In summary, the following deactivation mechanism is postulated:


### 7.1.5 Discussion of theoretical and experimental results

This postulated deactivation mechanism is in excellent agreement with the experimental results.

The first time-constant $\tau_{1}=84 \pm 5 \mathrm{fs}$ with 798 nm probe and the time-constant $\tau_{1}=89 \pm 5 \mathrm{fs}$ with 398 nm probe are attributed to the relaxation of the initially excited state to the s-Rydberg state, which takes place in the first 100 fs . The initally excited state is mainly the $\pi \pi$-state, but probably has also some $\mathrm{p}_{\mathrm{y}}$-Rydberg character. Ionizing from $p_{y}$-Rydberg states is very efficient. This results in photoelectrons with an $\mathrm{eKe} \approx 0.3 \mathrm{eV}$, the only band observed in the 398 nm photoelectron spectra and
the band observed at early times in the photoelectron spectra with 798 nm probe.

The second time-constant visible with 798 nm probe, corresponding to the decay of the second band in the photoelectron spectra around $\mathrm{eKe} \approx 1.0$ eV , is attributed to the relaxation of the s-Rydbergstate to the lowest excited state $\mathrm{D}_{1}$. The experimentally observed time-constant $\tau_{2}=1.55 \pm 0.12 \mathrm{ps}$ and the computed time-constant of $\tau=700 \pm 100 \mathrm{fs}$ are in reasonable agreement. The s-Rydberg state lies energetically lower than the initially excited $\pi \pi^{*}$-state and cannot be ionized by one single 398 nm photon. With 798 nm ionization occurs via resonant Rydberg states, resulting in the observed [ $\left.1+3^{\prime}\right]$-signal. Ionization via resonant Rydberg states has been observed before ${ }^{[182-184]}$. This interpretation is in perfect agreement with the delayed formation of the band in the photoelectron spectrum at $\mathrm{eKe} \approx 1.0 \mathrm{eV}$.

S-Rydberg states are characterized by a highly positive photoelectron anisotropy of $\beta=2$ for onephoton ionization. The observed anisotropy in the photoelectron spectrum with 798 nm probe is about 0.8 for all observed signal, but this anisotropy stems from a multiphoton process, involving probably resonant states. Both processes are therefore not comparable, and will not be discussed further.

In the 398 nm probe photoelectron spectra only one-photon ionization is observed with a photoelectron anisotropy of 0.8 . This photoelectron anisotropy might stem from the initially excited $\pi \pi$-state, but also from the p-Rydberg states, which are energetically quite close (but were not included in the dynamic simulations since too time-expensive).

Since the photoelectron anisotropy for states other than s-Rydberg states varies with the kinetic en-
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ergy of the photoelectron (see section 4.2), a clear identification is only possible if the probe energy is varied. This measurement cannot be performed with the experimental setup, so no conclusion can be drawn as to whether the observed anisotropy is in agreement with the postulated mechanism.

Ionization from $\mathrm{D}_{1}$ with 798 or 398 nm cannot be observed, since the probe energy is too low in both cases. The simulation as well as previous experiments ${ }^{[259]}$ show that this state is long-lived, since it fluoresces when excited directly. Song et al. observed that the benzyl radical excited in the D-Band (230-270 nm) leads to dissociation to fulvenallene and a hydrogen atom ${ }^{[242]}$, which is in agreement with the analysis of the potential energy surface (see section 7.1.4).

This mechanism is different from the one observed by Zierhut et al., who excited benzyl with 255 nm and probed with 280 nm . Time-resolved mass spectrometry showed a mono-exponential decay ( $\tau=150 \pm 30 \mathrm{fs}$ ) with a final offset ${ }^{[241]}$. Their observations are probably compatible with to our postulated mechanism, since the time-dependant signal of Zierhut et al. was only recorded until 1.25 ps delay and the signal had not yet returned to the base-line.


Figure 7.19: Tropyl radical (cycloheptatrienyl radical)


Figure 7.20: Electronic states of the tropyl radical

### 7.2 Tropyl radical

The tropyl (cycloheptratrienyl) radical (see fig. 7.19 is a fascinating structure. With 7 electrons it is not aromatic (it doesn't obeys Hückel's rule for [4n+2] electrons); but the cation with its 6 electrons is aromatic. The non-aromatic radical, however, is still extensively resonance stabilized, even better than the triphenylmethyl radical ${ }^{[261]}$.

The cation has $\mathrm{D}_{7 \mathrm{~h}}$ symmetry ${ }^{[262]}$, in agreement with calculations ${ }^{[263]}$, but it has been unclear for quite some time whether the radical is symmetric $\left(\mathrm{D}_{7 \mathrm{~h}}\right)$ or distorted by the Jahn-Teller (JT) effect to a lower symmetry, caused by the electron in the antibonding orbital.

A symmetric or near-symmetric geometry was postulated by Johnson ${ }^{[264]}$, but IR measurements of the radical tell a different tale. The IR spectrum of the radical measured in a supersonic expansion in the gas-phase is not reproduced by calculations which do not take into account the Jahn-Teller distortion from the $\mathrm{D}_{7 \mathrm{~h}}$ symmetry to lower symmetry $\mathrm{C}_{2 \mathrm{v}}{ }^{[235]}$. Recently Kaufmann et al. measured the C-H stretch vibrations in helium droplets, confirming that the Jahn-Teller-interaction strongly influences the intensity of the vibrational bands [265]. These results contradict electron spin resonance (ESR) measurements of the tropyl radical in crystals, where the tropyl radical is to possess seven equivalent hydrogen atoms at room temperature (no JT distortion), anisotropic spectra in low temperature crystals were attributed to effects of a different crystalline environment ${ }^{[266]}$.

Even though the tropyl radical is Jahn-Teller distorted, it is still normally treated in the framework of a $\mathrm{D}_{7 \mathrm{~h}}$ symmetry group, therefore its ground state has $E_{2}$ " symmetry. The transition into the
first excited state $\mathrm{A}^{2} \mathrm{E}_{3}^{\prime \prime}$ at $25719 \mathrm{~cm}^{-1}$ shows a large vibronic progression; covering over $6000 \mathrm{~cm}^{-1}$, revealing a large geometry change due to the JT effect (distorting it from the $D_{7 h}$ geometry) ${ }^{[267]}$. The Jahn-Teller distorted potential energy surfaces of the first excited state and the ground state were calculated in detail, revealing conical intersections [268] as confirmed by laser-excited dispersed fluorescence spectra ${ }^{[269]}$.

The ionization energy of the tropyl radical is very low compared to other organic molecules, which reflects the stability of the aromatic cation. Harrison et al. were the first to measure the ionization energy of the radical $(6.60 \pm 0.1 \mathrm{eV}){ }^{[273]}$, which was refined three years later by Trush et al. via absorption spectra measurements. The one-photon absorption spectrum revealed a Rydberg series with a $\delta$ of 0.046, converging to an ionization energy of $6.237 \pm 0.01 \mathrm{eV}{ }^{[270]}$. 1969 Elder et Parr remeasured the adiabatic IE to be $6.236 \pm 0.005 \mathrm{eV}{ }^{[274]}$. Using $\mathrm{He}(\mathrm{I})$-photoelectron spectroscopy, the first two excited states of the tropyl cation were determined and the ionization energy measured to be $6.28 \mathrm{eV}{ }^{[272]}$. By measuring two Rydberg series with $\delta(\mathrm{np})=0.35$ and $\delta(\mathrm{nf})=0.05$, an ionization energy of $50177 \pm 86 \mathrm{~cm}^{-1}(6.22 \mathrm{eV})$ was determined. The vibrations in the Rydberg series are quite similar to the cation ${ }^{[264]}$.

Recently our group determined an ionization energy of $6.23 \pm 0.02 \mathrm{eV}$ in a photoelectron-photoion coincidence (PEPICO) experiment ${ }^{[271]}$. The cation shows a strong vibrational progression. Several states of the cation were also observed, but their symmetry was not determined. At wavelengths higher than 10.55 eV the cation dissociates to $\mathrm{C}_{5} \mathrm{H}_{5}{ }^{+}$and $\mathrm{C}_{2} \mathrm{H}_{2}$. The electronic states of the tropyl radical

| state | energy <br> /eV |
| :---: | :---: |
| $\mathrm{X}^{2} \mathrm{E}_{2}^{\prime \prime}{ }^{267]}$ | 0 |
| $\mathrm{A}^{2} \mathrm{E}_{3}^{\prime \prime}[267]$ | 3.1887 |
| $3 \mathrm{p}{ }^{\text {[264] }}$ | 4.3625 |
| $\begin{aligned} & \text { nd }(\delta= \\ & 0.046)^{[270]} \end{aligned}$ | 4.773 |
|  | 5.4124 |
|  | 5.7022 |
| $\begin{aligned} & \operatorname{nf}(\delta= \\ & 0.05){ }^{[264]} \end{aligned}$ | 5.3481 |
|  | 5.6656 |
|  | 5.8347 |
|  | 5.9374 |
| $\mathrm{X}^{+1} \mathrm{~A}_{1}{ }^{271]}$ | 6.23 |
| N.A. ${ }^{[271]}$ | 7.25 |
| ${ }^{3} \mathrm{E}_{1}{ }^{[272]}$ | 9.63 eV |
| N.A. ${ }^{[271]}$ | 9.85 |
| N.A. ${ }^{[271]}$ | 10.7 |
| ${ }^{1} \mathrm{~A}_{2}^{\prime \prime}{ }^{[234]}$ | 11.79 |

Table 7.5: Electronic states of the tropyl radical, N.A. means not attributed.
and cation are summarized in table 7.5 and fig. 7.20 .

An isomer of the tropyl radical is the benzyl radical, which has already been discussed in the previous section 7.1. The benzyl radical is about 0.65 eV more stable than the tropyl radical. For their cations this is different, here the tropyl cation is 0.24 eV more stable than the benzyl cation ${ }^{[235]}$. The rearrangement from the benzyl cation to the tropyl cation needs an activation energy of 2.81 eV , passing through a single intermediate minimum ${ }^{[275]}$

Since we already examined one $\mathrm{C}_{7} \mathrm{H}_{7}$ isomer, the benzyl radical, it is interesting to examine the tropyl radical using the same experimental method, namely fs pump-probe spectroscopy.

### 7.2.1 Experimental conditions and data treatment

The tropyl radical was examined with the fs-setup in Saclay using 266 nm as a pump pulse and 800 or 400 nm as the probe pulse (see chapter 5.4). Tropyl was produced via pyrolysis from the precursor bitropyl (see figure 7.21 , for the synthesis see appendix). It was seeded into gas phase in the Tfilter source at $60-70^{\circ} \mathrm{C}$ (see chapter 5.1) with argon as carrier gas at 2 bar absolute pressure.

The pyrolysis was kept at 30 W . The experimental parameters of the lasers are summarized in table


Figure 7.21: Pyrolysis of the precursor bitropyl leads to the formation of the tropyl radical
7.6. For $266 / 800 \mathrm{~nm}$ the polarization of the lasers was varied during the measurement between horizontal/horizontal and horizontal/vertical. No rotational anisotropy (see fig. 7.22) was observed, consequently the rotational mean are analyzed for 800 nm probe. For 266/400 nm both lasers were horizontally polarized. Photoelectron images were inverted using the pBasex algorithm as implemented in the Analyse-program. The fit program detailed in chapter 13 was used to fit the decays, the plotted uncertainties correspond to fit uncertainties and not to experimental uncertainties.

| $\lambda / \mathrm{nm}$ | energy | lens $/ \mathrm{mm}$ | focus $/ \mathrm{cm}$ |
| :---: | :---: | :---: | :---: |
| 266 | $8 \mu \mathrm{~J}$ | 500 | +18 |
| 800 | 1.0 mJ | 700 | -2 |
| 266 | $18 \mu \mathrm{~J}$ | 500 | +16 |
| 400 | $38 \mu \mathrm{~J}$ | 700 | -5 |

Table 7.6: Laser parameters of the tropyl experiments with 800 and 400 nm probe pulse. A positive (negative) focus correspond to a focal point behind (before) the interaction region.


Figure 7.22: Total photoelectron decay for 266/800 nm with different polarizations of the pump laser in respect to the probe laser.

### 7.2.2 Results

## Pyrolysis conditions

The tropyl radical ( $\mathrm{m} / \mathrm{z}=91$ ) is produced cleanly from the precursor bitropyl, as can be seen in fig. 7.23 a ) for $266 / 800 \mathrm{~nm}$ and in fig. 7.23 b ) for 266/400 nm at pump-probe conditions.

Without pyrolysis no precursor ( $\mathrm{m} / \mathrm{z}=182$ ) is visible in either case, but the tropyl radical itself is. The ion image with 800 nm probe gated on the tropyl radical without pyrolysis shows a diffuse blotch (see fig. 7.24), confirming that the tropyl radical can be formed by dissociative photoionization of bitropyl. The M+1-peak at mass 92 corresponds to ${ }^{13} \mathrm{CC}_{6} \mathrm{H}_{6}$-peak.

## Time-resolved mass spectra

The evolution of the tropyl signal ( $\mathrm{m} / \mathrm{z}=91$ ) for 800 nm probe with pyrolysis on is displayed in fig. 7.25. A mono-exponential fit ( $\tau_{1}=432 \pm 23 \mathrm{fs}$, $\operatorname{IRF}=106 \pm 11 \mathrm{fs}$ ) reproduces the data, and the IRF issued from the fit is in agreement with previous experiments using the same experimental setup.


Figure 7.25: Mono-exponential fit of the decay of the $m / z=91$ signal with 266/800 nm pump-probe
a)

b)


Figure 7.26: Mono-exponential (a) and bi-exponential (b) fit of the decay of the $m / z=91$ signal with $266 / 400$ nm pump-probe

With 400 nm probe this situation is different. A mono-exponential and bi-exponential fit with 400 nm probe are shown in fig.7.26 a) and b) respectively. Fitting with only one time-constant doesn't reproduce the signal after 0.5 ps . A second timeconstant is necessary, but this leads to an IRF that is too large and a first time-constant which is too short to be realistic. This only means that the first time-constant is too short to be resolved with the experimental IRF.
It is striking, however, that the decay with 400 nm probe is shorter than with 800 nm probe. With 400 nm probe no intensity remains after 1.0 ps , whereas for 800 nm probe signal is still visible.


Figure 7.27: Typical ion image of the tropyl radical with 266/800 nm and pyrolysis on

To clarify whether the observed signal and dynamics stem from the tropyl radical itself or from dissociative photoionization from the precursor, timeresolved ion images gated on the tropyl radical were recorded.

## Time-resolved ion images

In fig. 7.27 a typical ion image gated on the tropyl radical $(\mathrm{T}(\mathrm{A})=8.68 \mu \mathrm{~s}, \mathrm{~T}(\mathrm{~B})=300 \mathrm{~ns})$ at pump-probe conditions with 800 nm probe and pyrolysis is shown. The molecular beam (white rectangle) is visible as a fine line. But signal on the side of the molecular beam (red rectangles) is also visible, indicating dissociative processes. Background signal (blue rectangle) corresponds to molecules in the detection chamber with no velocity in direction of the molecular beam.

The decays of these different regions of interest is shown in fig. 7.28. In a) the decay of the molecular beam ( ${ }^{\circ}$ ) is fitted, the decay of the dissociative photoionization signal ( $\diamond$ ) and the background ( $\nabla$ ) is also shown. Both the molecular beam ( ${ }^{\circ}$ ) and the dissociation signal ( $৩$ ) show the same decay, which is well reproduced with a mono-exponential decay. The observed time-constant ( $\tau_{1}=262 \pm 9 \mathrm{fs}$ ) is shorter than the time-constant in the mass spec$\operatorname{tra}\left(\tau_{1}=432 \pm 23 \mathrm{fs}\right)$. This is due to insufficient detector voltage and will be detailed later when comparing the time-constants from mass spectroscopy, ion and photoelectron imaging.

The background molecules show a different behavior, the signal converges to an offset. A monoexponential fit with offset (fig. 7.28-b upper panel) does not reproduce well the background decay around
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a)

b)



Figure 7.28: Ion image decays for 266/800 nm with different fits for different regions of interest, gated on the tropyl radical. $\circ$ is the decay of the tropyl radical in the molecular beam (white rectangle in fig. 7.27), $\checkmark$ the dissociative processes around the molecular beam (red rectangles in fig. 7.27), and $\nabla$ the background (blue lower rectangle in fig. 7.27). In a) the molecular beam is fitted, in b) the background.


Figure 7.29: Typical ion image of the tropyl radical with 266/400 nm and pyrolysis on
0.6 ps . A bi-exponential fit with offset (fig. 7.28b lower panel) reproduces well the complete background signal, and also leads to a more realistic IRF.

The background signal intensity is $13 \%$ compared to the molecular beam signal summed up to 1.5 ps , so its influence should be visible in the photoelectron spectra. In the mass spectra the background signal is of no consequence, since it is experimentally excluded. When switching from imaging mode into mass mode, the electrostatic optics is turned (see section 5.4) to capture the ions on the bottom detector. The size of the mass detector is only 25.4 mm , compared to 80 mm for the imaging detector, the background signal is not captured with time-of-flight mass spectrometry.

The ion image gated on the tropyl radical at pump-probe conditions with 400 nm probe (fig. 7.29) is noisier, but the same processes are distinguishable, namely the molecular beam (white rectangle), dissociative processes (red rectangles) and the background signal (blue rectangle). The decays of these three regions of interests are shown in fig. 7.30.

Again dissociative processes ( 0 ) and the molecular beam $\left({ }^{\circ}\right)$ show similar decays. For the molecular beam a mono-exponential fit represents well the observed decay (fig. 7.30-a), and the observed timeconstants and the mono-exponential time-constant of the time-of-flight decay are in agreement. The background signal ( ${ }^{\circ}$, fig. $7.30-\mathrm{b}$ ) shows again an offset. It can be fitted with a mono-exponential fit including an offset, but the background signal is so noisy that a bi-exponential fit with offset is equally valid. Summing all images up to 1.5 ps leads to a background-to-signal ratio of $14 \%$ with respect to the molecular beam signal.
a)

b)


Figure 7.30: Ion image decays for 266/400 nm with different fits for different regions of interest, gated on the tropyl radical. - is the decay of the tropyl radical in the molecular beam (white rectangle in fig. 7.29), - the dissociative processes around the molecular beam (red rectangles in fig. 7.29), and $\nabla$ the background (blue lower rectangle in fig. 7.29). In a) the molecular beam is fitted, in b) the background ( $\tau_{1}=213 \pm 100$ $f s, I R F=133 \pm 40 f s)$.

The offset of the background signal is a very interesting pheomena. The image is gated on the tropyl radical ( $\mathrm{m} / \mathrm{z}=91$ ), but the minimum width of the experimental gate is $\pm 1$ mass unit. If the background molecules were also tropyl radicals, their temperatures are expected to be higher (not cooled in the molecular beam), and a shorter decay is expected. Instead an offset is observed. Therefore
the background signal cannot be the tropyl radical, but another molecule of roughly the same mass $\left( \pm{ }^{1} \mathrm{H}\right)$. Cycloheptatriene or toluene are the most likely candidates. Cycloheptatriene absorbs in the region around 266 nm , and even though in solution the decay was fast $(110 \pm 10 \mathrm{fs})^{[276]}$, this can differ dramatically without the interaction with solvent molecules. The $S_{1}$-state of toluene also absorbs at 266 nm , and since this state fluoresces ${ }^{[277]}$, it is long-lived on the ps-time scale. That no large $\mathrm{M}+1$-peak (other than the tropyl- ${ }^{13} \mathrm{C}$-peak) was observed in the mass spectra is not in disagreement with this analysis, since with the experimental setup the mass spectra do not incorporate the background signal, as was explained above.

The dissociative signal shows the same temporal behavior as the molecular beam signal, and stems therefore also from the tropyl radical and not from the bitropyl precursor. The dissociative signal corresponds most likely to the loss of a hydrogen, giving the fragment velocity orthogonal to the molecular beam direction.

## Time-resolved photoelectron spectra

Consequently the photoelectron spectra should be composed mainly of the tropyl radical signal. In fig. 7.31 the time-resolved photoelectron spectrum with 800 nm pump pulse is displayed. A monoexponential fit with or without offset is not sufficient to fit the total photoelectron decay (upper panel in fig. 7.31). A bi-exponential fit reproduces well the observed decay (middle panel). The decay is the same for all kinetic energies (see fig. 7.32). This observed bi-exponential decay ( $\tau_{1}=229 \pm 39$ $\mathrm{fs}, \tau_{2}=1.1 \pm 0.3 \mathrm{ps}, \mathrm{IRF}=124 \pm 7 \mathrm{fs}$ ) is in disagreement with the mono-exponential fit seen in the mass
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spectra ( $\tau_{1}=432 \pm 23 \mathrm{fs}$ ). This is treated later on in detail, when the time-constants of all tropyl experiments are compared.


Figure 7.31: TRPES of the tropyl radical at 266 nm pump and 800 $n m$ probe wavelength. The upper panel shows a mono-exponential fit with offset $\left(\tau_{1}=394 \pm 16 \mathrm{fs}\right.$, IRF $\left.=111 \pm 7 \mathrm{fs}\right)$, the middle panel a biexponential fit ( $\tau_{1}=229 \pm 39 \mathrm{fs}$, $\tau_{2}=1.1 \pm 0.3 \mathrm{ps}$, IRF $=124 \pm 7 \mathrm{fs}$ ) of the total photoelectron signal decay. The blue line corresponds to the total fit, the green, red, and yellow lines to the population of the first, second state and offset respectively. The red dotted line represents the IRF. The side panel shows the photoelectron spectrum summed over all times, where the ionization limit [1+2'] is drawn in as blue lines. The ionization limit of the tropyl radical is 6.23 eV [271].


Figure 7.32: Comparison of the decays summed over different parts of the photoelectron spectrum with 800 nm probe

The photoelectron spectrum shows two peaks at 0.60 and 1.05 eV , both stem from a [ $1+2$ ']-process. It is very different from the photoelectron spectrum of the benzyl radical at $265 / 798 \mathrm{~nm}$ (see section 7.1), consequently isomerization to the benzyl radical during the pyrolysis is excluded.

These two observed peaks do not fit an obvious well-defined Rydberg fingerprint spectrum, nor do they correspond to vibrations in the cation. The first excited electronic state in the cation measured by Fischer et al. is at $9.65 \mathrm{eV}{ }^{[271]}$, which ionized in a $\left[1+4^{\prime}\right]$-process would correspond to an excess energy of $\mathrm{eKe}=1.21 \mathrm{eV}$. No peak is observed in that region. In fig. 7.33 the time-resolved photoelectron spectrum with 400 nm probe is displayed with different fits for the total photoelectron signal (upper three panels). A mono-exponential fit only (top panel) does not take into account the observed offset. Including this offset (middle panel) in a mono-exponential fit leads to a better agreement, but including another time-constant for a biexponential decay (lower panel) leads to the best fit and to a realistic IRF. Just as for 800 nm probe, the decay is the same over the whole energetic range.


Figure 7.33: TRPES of the tropyl radical at 266 nm pump and 400 nm probe wavelength. The upper panel shows a mono-exponential ( $\tau_{1}=272 \pm 16 \mathrm{fs}, \operatorname{IRF}=80 \pm 10 \mathrm{fs}$ ), the second upper panel a monoexponential fit with offset ( $\tau_{1}=224 \pm 12 \mathrm{fs}$, IRF=84 $\pm 8$ fs) and the lower upper panel a bi-exponential fit with offset ( $\tau_{1}=99 \pm 18 \mathrm{fs}$, $\tau_{2}=693 \pm 167 \mathrm{fs}$, IRF=104$\pm 8 \mathrm{fs}$ ) of the total photoelectron signal decay. The side panel shows the photoelectron spectrum summed over all times, where the ionization limit $[1+2$ '] is drawn in as blue lines. The ionization limit of the tropyl radical is 6.23 eV [271].

But the photoelectron spectrum (left panel) shows no discernible structure, only a broad band up to $[1+1$ '] is visible. The observed offset is attributed to background signal, from molecules in the detection chamber with no velocity in direction of the molec-


Figure 7.34: Anisotropy of the tropyl radical at 266/400 nm


Figure 7.35: Sum over all photoelectron images for tropyl radical at 266/400 nm with different intensity scaling
ular beam (see the time-resolved photoion images of tropyl).

## Photoelectron anisotropy

The photoelectron anisotropy for 400 nm probe of the tropyl radical is shown in fig. 7.34. It is positive ( $0.5-1.0$ ), where electrons with low kinetic energies (between 0 and 0.25 eV ) have slightly higher anisotropy (1.0).

## Overview of the time-constants

In table 7.7 the time-constants of the different experiments are compared. For 800 nm the monoexponential time-constant for the mass spectra is not in agreement with the bi-exponential photoelectron spectra decay, nor with the decays observed in the photoion images gated on tropyl.

A graphic comparison of all three experiments (fig. 7.32) show that photoelectron and mass spectra are in agreement up to 1 ps , but the photoelectron spectra show a slower decay than the mass signal. These signals stem from background molecules, which are also imaged with photoelectron images but excluded from the mass spectra. The monoexponential decay of the tropyl radicals in the molecular beam in the photoionimages is shorter than the decays in the mass or photoelectron experiments. This is attributed to wrong experimental conditions: the detector voltage was probably not high enough during this experiment, and the nonlinearity of the detector caused that weak signals to be underestimated, resulting in a shorter observed time-constant.
As for the experiments with 400 nm probe, all observed time-constants are shorter than the time-
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| $\lambda_{\text {probe }}$ |  | $\tau_{1} / \mathrm{fs}$ | $\tau_{2} / \mathrm{fs}$ | offset | IRF/fs |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 800 | tof | $432 \pm 23$ | - | - | $106 \pm 11$ |
|  | pi $\mathrm{b}_{\text {beam }}$ | $262 \pm 9$ | - | - | $114 \pm 6$ |
|  | pi ${ }_{\text {dpi }}$ | $217 \pm 9$ | - | - | $110 \pm 7$ |
|  | $\mathrm{pi}_{\mathrm{bg}}$ | $64 \pm 17$ | $956 \pm 203$ | yes | $119 \pm 10$ |
|  | pe | $229 \pm 39$ | $1100 \pm 300$ | - | $124 \pm 7$ |
| 400 | tof | $28 \pm 20$ | $331 \pm 50$ | - | $140 \pm 11$ |
|  | tof | $154 \pm 8$ | - | - | $102 \pm 8$ |
|  | pi ${ }_{\text {beam }}$ | $146 \pm 23$ | - | - | $108 \pm 21$ |
|  | pi ${ }_{\text {dpi }}$ | $118 \pm 35$ | - | yes | $176 \pm 31$ |
|  | $\mathrm{pi}_{\mathrm{bg}}$ | $213 \pm 100$ | - | yes | $133 \pm 40$ |
|  | pe | $99 \pm 18$ | $693 \pm 167$ | yes | $104 \pm 8$ |
|  | pe | $224 \pm 12$ | - | yes | $84 \pm 8$ |

Table 7.7: Summary of the fit constants for the different experiments with 800 and 400 nm probe at $m / z=91$ (with the exception of the photoelectron experiments). ms=mass spectra, pe=photoelectron spectra,
 beam
constants with 800 nm probe. Mono-exponential fits of the mass spectra and of the molecular beam are in excellent agreement; but the mass spectra decays are better reproduced with a biexponential decay, the mono-exponential time-constant for the photoelectron spectrum is about 60 fs longer. A biexponential fit of the ion images does not converge due to the bad $\mathrm{S} / \mathrm{N}$ ratio. The biexponential fits of the photoelectron and mass spectra do not agree, but extracting a time-constant of 30 fs with an IRF of 140 fs is not realistic.

All three decays are compared graphically in fig. 7.37, showing that the differences in the timeconstants can be attributed the fitting procedure and to the inferior $\mathrm{S} / \mathrm{N}$ ratio. But no matter whether the decay with 400 nm probe is best reproduced by a bi-exponential or mono-exponential decay, it is


Figure 7.36: Comparison of the decays of the tropyl radical for 266 nm pump and 800 nm probe for the photoelectron experiments, the time-resolved mass spectra (tropyl radical signal $m / z=91$ ) and the photoion signal of the tropyl radical in the molecular beam.


Figure 7.37: Comparison of the decays of the tropyl radical for 266 nm pump and 400 nm probe for the photoelectron experiments, the time-resolved mass spectra (tropyl radical signal $m / z=91$ ) and the photoion signal of the tropyl radical in the molecular beam.
substantially shorter than the decay with 800 nm probe.
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### 7.2.3 Interpretation

With 266 nm we excite tropyl in a region where Rydberg series have already been measured. Trush et al. reported Rydberg bands at 259.7, 229.0 and 217.4 nm , excited in a one-photon transition, attributed to a d-series with $\delta=0.046{ }^{[270]}$. The observed band-width of $150 \mathrm{~cm}^{-1}$ for the 3d-Rydberg band at 259.7 nm is too small to be excited with 266 nm (spectrum displayed in fig. 7.38). Johnson also measured several Rydberg series ${ }^{[264]}$ (see table 7.8). These Rydberg series were excited in a two-photon transition and are dark with one 266 nm photon.

The electron in the tropyl radical is resonancestabilized and is therefore expected to have p-character. With one 266 nm we can either excite into a s- or into a d-Rydberg state. The d-Rydbergstates measured by Trush cannot be reached with the pump laser. Most likely we excite therefore into an s-Rydberg orbital, which explains the unstructured photoelectron spectra. S-Rydberg bands have not been observed yet for the tropyl radical. This does not explain the difference in the observed decays with 800 and 400 nm probe. With 400 nm probe the decay is shorter. Since in both cases

| assignment | energy $/ \mathrm{cm}^{-1}$ |
| :---: | :---: |
| $3 \mathrm{p} 0_{0}^{0}$ | 34521 |
| 3 p 2 | 0 |
| 3 p 20 | 35186 |
| 3 p 18 | 36051 |
| $4 \mathrm{p} 0_{0}^{0}$ | 36481 |
| $4 \mathrm{p} \mathrm{2} 2_{0}^{1}$ | 36736 |

Table 7.8: Rydberg states close to 266 nm as measured by Johnson with a two-photon transition. ${ }^{264]}$
the same amount of energy is used in ionization, and the same initial state is excited with 266 nm , the observed difference has to stem from the ionization step. Assuming the initially excited s-Rydberg states moves very fast out of the Franck-Condonregion, with 800 nm we could still ionize via intermediary Rydberg states, which increase the ionization cross section.

This could be confirmed by calculations of the excited states of the tropyl radical, which are far from trivial for this open-shell molecule with JahnTeller distortion. K. Issler is currently working on them.

## Chapter 8 Xylylenes

Biradicals play just like radicals a premordial role in combustion processes. The xylylenes are the first example of a species with biradical character examined in this thesis.

Three xylylene isomers exist, ortho-, meta-, and para-xylylene, named after the position of one of the methylene groups in respect to the other (see fig. 8.1). The ortho- and the para-xylylene can be easily regarded as having a diene structure, for the meta-xylylene a true biradical character is expected ${ }^{[278]}$. Thus it is not surprising that calculations show a thermal decomposition of the ortho-methylbenzyl radical and para-methylbenzyl to the corresponding xylylenes, whereas the meta-methylbenzyl radical rearranges to para-xylylene ${ }^{[279]}$. Their saturated parents, the xylenes, are like many alkylated aromatic hydrocarbons an important component in liquid fuels due to their anti-knock properties. In the following an overview on the literature for all three xylylene isomers will be presented, then the experimental results of the para-xylylene and finally the preliminary results of the ortho-xylylene will be discussed.

Ortho-xylylene, (or o-quinodimethane) is an important reaction intermediate ${ }^{[280]}$, since it can be seen as a diene (see fig. 8.1, top). The diene structure has been confirmed by IR and Raman spectra in an argon matrix ${ }^{[281]}$. The ground state of ortho-xylylene is a planar singlet state ${ }^{[282,283]}$, in accordance with its diene structure. As a diene it can react with dienophiles in typical pericyclic Diels-Alder-like reactions, ${ }^{[284-286]}$ and has


Figure 8.2: Benzocyclobutane, an isomer of o-xylylene


Figure 8.3: Known electronic states of the ortho-xylylene, see table 8.1
proven to be especially useful in the synthesis of six-membered ring systems like alkaloids, steroids and terpenes $[280,287]$. This reactive molecule has been postulated for quite some time and was first observed directly 1973 by Flynn and Michl in an argon matrix ${ }^{[282]}$ and some years later by Roth et al. in solution ${ }^{[288]}$. In absence of other molecules it dimerizes quickly ${ }^{[283,289]}$. Another possible reaction is isomerization to benzocyclobutane (see fig. 8.2), which is more stable than ortho-xylylene $\left(\Delta \mathrm{H}_{\mathrm{f}}\right.$ $\left(\right.$ ortho-xylylene) $=54.2 \mathrm{kcal} / \mathrm{mol}, \Delta \mathrm{H}_{\mathrm{f}}$ (benzocyclobutane) $=49.2 \mathrm{kcal} / \mathrm{mol})$. The activation barrier of this reaction is $25.6 \mathrm{kcal} / \mathrm{mol}{ }^{[290]}$.

Both isomers have different ionization energies. Benzocyclobutane as an ionization energy of $8.65 \pm$ $0.015 \mathrm{eV}{ }^{[291]}$, higher than the ionization energy of ortho-xylylene $\left(\mathrm{IE}=7.70 \mathrm{eV}{ }^{[292]}\right)$.

The excited states of ortho-xylylene are summarized in table 8.1 and in fig. 8.3. When excited from the planar ground state into the first excited state, it undergoes quite some geometrical change [293]. Tseng et al. measured an absorption spectrum of ortho-xylylene in an argon matrix, showing absorption from 400 to 294 nm , and another band which starts at 285 nm and increases up to their limit of measurement, 278 nm . They also showed that it fluoresces between $400-600 \mathrm{~nm}{ }^{[281]}$. Miller et al. also measured the absorption spectrum of or-tho-xylylene between $670-220 \mathrm{~nm}{ }^{[294]}$. They reported only absorption/emission between 670-420 nm , in agreement with the fluorescence spectrum measured by Tseng et al. We tried to excite orthoxylylene in this non-attributed band by Tseng et al. using 266 nm .

Para-xylylene (see fig. 8.1, middle) was first proposed 1942 by Szwarc as a pyrolysis product of
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| symmetry | energy/eV | wavelength/nm |
| :---: | :---: | :---: |
| $\mathrm{S}_{0}{ }^{1} \mathrm{~A}_{1}{ }^{[283,293]}$ | ground state |  |
| $\begin{gathered} \mathrm{S}_{1}{ }^{1} \mathrm{~B}_{2} \\ {[283,293]} \\ \hline \end{gathered}$ | 2.99 eV | 414 |
| $\mathrm{S}_{2}{ }^{1} \mathrm{~A}_{1}$ [293] | 3.09 eV | 401 |
| $\mathrm{X}^{+2} \mathrm{~A}_{2}(\pi){ }^{292]}$ | 7.70 eV |  |
| $\begin{gathered} \text { cation } \\ { }^{2} \mathrm{~B}_{1}(\pi){ }^{[292]} \end{gathered}$ | 9.6 eV |  |
| $\begin{gathered} \text { cation } \\ { }^{2} \mathrm{~A}_{2}(\pi){ }^{[292]} \end{gathered}$ | 10.05 eV |  |
| $\begin{gathered} \text { cation } \\ { }^{2} \mathrm{~B}_{1}(\pi){ }^{[292]} \end{gathered}$ | 10.49 eV |  |
| $\begin{gathered} \text { cation } \\ { }^{2} \mathrm{~A}_{1}(\sigma){ }^{[292]} \end{gathered}$ | 11.44 eV |  |
| $\begin{gathered} \text { cation } \\ { }^{2} \mathrm{~B}_{2}(\sigma){ }^{[292]} \end{gathered}$ | 12.14 eV |  |

Table 8.1: Overview of the different electronic states of the ortho-xylylene and its cation as can be found in the literature.
para-xylene ${ }^{[295,296]}$. As a Chichibabin hydrocarbon it is an intermediate in many organic reactions ${ }^{[297]}$. Whereas ortho-xylylene only dimerizes, para-xylylene can polymerize, forming parylene N . This polymer is commonly synthesized from the precursor [2.2]paracyclophane ${ }^{[298]}$ by heating it over $500^{\circ} \mathrm{C}$ in a vacuum, creating the para-xylylene as an intermediate, which polymerizes ${ }^{[298]}$. Parylene N is used as an isolating coating in e.g microwave electronics or as barrier layers for filters ${ }^{[299]}$.

Para-xylylene can also be formed photochemically from para-xylene by irradiation with 193 nm . Absorption of two 193 nm photons lead to the elimination of two hydrogen atoms and formation of para-xylylene ${ }^{[300]}$.

Just like ortho-xylylene, it can exist in two me-
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someric, uncharged structures (see fig. 8.1). The quinone structure seems the best simplistic representation of the para-xylylene instead of the double radical form; its bond lengths indicate that a simple assembly of conjugated double and simple bonds is not the correct representation for this molecule ${ }^{[301]}$. UV and IR spectra further consolidate the quinone structure over the biradical structure ${ }^{[302]}$. Paraxylylene is more stable than its ortho-isomer, which is shown by its lower heat of formation ( $49.3 \mathrm{kcal} /-$ mol ${ }^{[303]}$ ).

In accordance with the quinone structure the ground state is a singlet state ${ }^{[304]}$, and its UV spectrum show a first absorption band with a maximum at $301 \mathrm{~nm}{ }^{[302]}$. All electronic states of paraxylylene and its cation are summarized in table 8.2 and in fig. 8.4. Several theoretical studies were performed on this molecule ${ }^{[295,304,305]}$, most recently Bobrowski et al. calculated several triplet and singlet states using CASSCF/MRMP2 ${ }^{[304]}$. They concur with several other studies that the singlet ground state of para-xylylene is more stable than its first triplet state, with the symmetry of the ground state being $D_{2 h}$.

Koenig et al. ${ }^{[306]}$ determined the ionization energy of para-xylylene as $7.87 \pm 0.05 \mathrm{eV}$ using He I photoelectron spectroscopy, measuring also the position of the first three ionic states. They showed that some ionic states mixed strongly, which is also the case for a para-xylylene derivate ${ }^{[307]}$. The value of the ionization energy of para-xylylene was confirmed recently using threshold photoelectron spectroscopy ${ }^{[308]}$. Under irradiation of an ArF-excimer laser [2.2]-paracylclophane dissociates to para-xylylene in a fast (faster than ns) 2-photon process, with the reaction rates well reproduced by a statistical reaction theory ${ }^{[309]}$.

| symmetry | energy $/ \mathrm{eV}$ |
| :---: | :---: |
| ${ }^{1} \mathrm{~A}_{\mathrm{g}}{ }^{[304]}$ | 0 |
| ${ }^{3} \mathrm{~B}_{1 \mathrm{u}}$ (theo) $)^{[304]}$ | 1.65 |
| ${ }^{1} \mathrm{~B}_{1 \mathrm{u}}$ (theo) ${ }^{[304]}$ | 4.38 |
| ${ }^{1} \mathrm{~B}_{1 \mathrm{u}}(\pi \pi *){ }^{[302,305]}$ | 4.12 |
| $\mathrm{X}^{+2} \mathrm{~B}_{3 \mathrm{u}}{ }^{[306]}$ | 7.87 |
| $\mathrm{~A}^{+2} \mathrm{~B}_{1 \mathrm{~g}}{ }^{[306]}$ | 9.7 |
| $\mathrm{~B}^{+2} \mathrm{~B}_{2 \mathrm{~g}} /{ }^{2} \mathrm{~B}_{1 \mathrm{~g}}{ }^{[306]}$ | $10.2-10.5$ |

Table 8.2: Overview of the different electronic states of the para-xylylene and its cation as can be found in the literature, own TDDFT calculations which show that the $S_{1} / S_{2}$ states are very close are presented later in this chapter.

Meta-xylylene is, in contrast to the other xyly-lene-isomers, expected to be a true biradical ${ }^{[278]}$. ESR-spectroscopy confirm that the ground state of meta-xylylene is a triplet state ${ }^{[278]}$, as do calculations of the lowest triplet and singlet states ${ }^{[310]}$. The triplet ground state and two higher excited singlet states were observed by anion photoelectron spectroscopy, which also allowed the measurement of the electron affinity of the triplet ground state ${ }^{[311]}$. The fluorescence spectrum of meta-xylylene is structured, showing peaks at 988, 530 and $440 \mathrm{~nm}{ }^{[293]}$.

The xylylene isomers are important intermediates in combustion processes, where they are excited by thermal energy. But the dynamics of their excited states is largely unknown, we therefore try to fill that void by examining their dynamics of their excited states after excitation with 266 nm . First the results of the para-xylylene will be described. Then the results of two possible orthoxylylene precursors will be compared to benzocy-
clobutane, revealing that producing ortho-xylylene via pyrolysis is problematic. For the meta-xylylene no suitable precursor was found during the time of this thesis.

## 8.1 para-Xylylene

### 8.1.1 Experimental conditions and data treatment

Para-xylylene was produced via pyrolysis from the precursor [2.2]paracyclophane (Sigma-Aldrich, used without further purification, see fig. 8.5) using the T-filter setup (see chapter 5.1) and examined using the fs-setup in Saclay (see chapter 5.4).


Figure 8.5: Production of para-xylylene by pyrolysis of [2.2]paracyclophane

266 nm was used as a pump laser and it was probed with either 800 nm or 400 nm . The 266 nm pump beam was focalized with a 500 mm lens, the $800 / 400$ nm laser beam with a 700 mm lens. All other experimental conditions are summarized in table 8.3.

All decays were averaged for at least four scans, and the polarization of the pump/probe laser was varied between horizontal/horizontal and vertical/ horizontal. No rotational anisotropy was observed for any of the measurements (see fig. 8.6), so the ro-
a)

b)


Figure 8.6: Total photoelectron signal with different polarizations of the pump laser of para-xylylene for a) 266/800 nm and b) 266/400 nm
tational mean $\left(\left(2^{*}\right.\right.$ Signal $_{\text {ortho }}+$ Signal $\left.\left._{\text {para }}\right) / 3\right)$ was used in further analysis. The points were selected randomly in each time sequence. The mass spectra decays were analyzed by integrating over the respective signal. Photoelectron spectra were inverted using the pBasex algorithm as implemented in the Analyse-program with a $\mathrm{P}_{0} \mathrm{P}_{2} \mathrm{P}_{4}$ basis set. Decays were fitted using the fit program as described in chapter 13, uncertainties correspond to the uncertainties of the fit itself and are not experimental uncertainties. A sequential fit $\mathrm{A} \rightarrow \mathrm{B}(\rightarrow \mathrm{C})$ was used to fit the data. An offset (static signal after the laser autocorrelation) was included in the fit if reasonable.

| precursor | pyrolysis <br> power $/ \mathrm{W}$ | $\mathrm{T} /{ }^{\circ} \mathrm{C}$ | laser | power | focus <br> $/ \mathrm{cm}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $[2.2]$ para- <br> cyclophane | 22.5 | 115 | 266 | $8 \mu \mathrm{~J}$ | +16 |

Table 8.3: Laser focalization and powers of the experiments on paraxylylene, a positive focus corresponds to a focal point after the laser spatial overlap, a negative focus to a focal point before laser spatial overlap

### 8.1.2 Experimental results

## Pyrolysis conditions

a)

b)


Figure 8.7: Paracyclophane pyrolysis on versus pyrolysis off at pump-probe conditions for a) 266/800 nm and b) 266/400 nm

The pyrolysis on/pyrolysis off ratio was excellent (see fig. 8.7). Only two side-products of paraxylylene ( $\mathrm{m} / \mathrm{z}=104$ ) are visible: $\mathrm{m} / \mathrm{z}=103(800 \mathrm{~nm}$ probe: $7 \%$; 400 nm probe: $21 \%$ ) and $\mathrm{m} / \mathrm{z}=78$ ( 800 nm probe: $0.05 \%$; 400 nm probe: $6 \%$; for the percentages the $\mathrm{m} / \mathrm{z}=104$ peak corresponds to $100 \%$ ). $\mathrm{M} / \mathrm{z}=105$ is with $11 \%$ ( $9 \%$ for 400 nm probe) mostly ${ }^{13} \mathrm{CC}_{7} \mathrm{H}_{8}$, corresponding to the ${ }^{13} \mathrm{C}$ para-xylylene.

The $\mathrm{m} / \mathrm{z}=78$ peak (probably benzene) is quite broad, indicating formation from dissociative processes. The $\mathrm{m} / \mathrm{z}=103$ peqk is quite sharp, however.

## Time-resolved mass spectra

For both probe wavelengths the decay of the $m / z=104$ signal ( ${ }^{\circ}$ ) is well reproduced with a mono-exponential fit with similar time-constants ( $\tau_{1}=339-299 \mathrm{fs}$, see fig. 8.8). The IRF is, with $86 \pm 6$ and $89 \pm 6$ fs for 800 and 400 nm probe wavelength respectively, reasonable as well. The decay of $\mathrm{m} / \mathrm{z}=103(\diamond)$ and $\mathrm{m} / \mathrm{z}=78\left({ }^{\mathrm{\nabla}}\right)$ are plotted in the background.
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For both probe wavelengths it is apparent, though for 800 nm probe especially striking, that the onset and maximum of the $\mathrm{m} / \mathrm{z}=103$ and $\mathrm{m} / \mathrm{z}=78$ decays is shifted in respect to the $\mathrm{m} / \mathrm{z}=104$ decay. For 800 nm probe a shift of roughly 80 fs is visible, for 400 nm probe the shift is about 30 fs , though the $266 / 400 \mathrm{~nm}$ signal is noisier. Both masses $\mathrm{m} / \mathrm{z}=103$ and $\mathrm{m} / \mathrm{z}=78$ show the identical temporal behavior.
a)

b)


Figure 8.8: Mono-exponential fit of the $m / z=104$ signal of the TOF decay with a) 800 nm probe and b) 400 nm probe. $\circ$ represent the experimental points for $m / z=104, \vee$ of $m / z=103$ and $\nabla$ of $m / z=78$.


Figure 8.9: Scheme for the excitation of para-xylylene with 800 nm

Several explanations are possible:
These lower masses could be produced via dissociative photoionization, and the observed offset stems from a lower effective IRF since only a high multiphoton process leads to a dissociative photoionization. For 400 nm probe this hypothesis still seems reasonable, but for 800 nm a shift of 80 fs for an IRF of 86 fs is not.

Another hypothesis is that the lower masses could be formed independently in pyrolysis. As pyrolysis side-products their IRF and in particular the time zero (see the fit procedure chapter 13) should be identical to those from the fit of para-xylylene. Keeping these parameters fixed does not allow reasonable fits.

A valid picture of the origin of these lower masses from para-xylylene is represented schematically in fig. 8.9: The pump laser (blue arrow) excites paraxylylene into the excited state $\mathrm{E}_{2}$, from which it can be ionized directly with the multiphoton ionization (red arrows representing 800 nm probe). $\mathrm{E}_{2}$ then relaxes into $E_{1}$, which upon ionization dissociates, and the molecules at $\mathrm{m} / \mathrm{z}=103$ and 78 are formed. It is unlikely that the state $E_{1}$ is just a different vibronic state and not another electronic state, since $E_{1}$ is formed too fast for vibrational relaxation. $\mathrm{E}_{1}$ can then relax either to the ground state GS or to another lower-lying electronic state, which can no longer be ionized. A similar process has been observed in the case of decatetraene [312].

The proposed model is $\mathrm{E}_{2} \xrightarrow{\tau_{1}} \mathrm{E}_{1} \xrightarrow{\tau_{2}} \mathrm{GS} /$ dark state, with the $\mathrm{m} / \mathrm{z}=103 / 78$ signals reflecting the population of the $E_{1}$-state. This model is used to fit both $\mathrm{m} / \mathrm{z}=104$ and $\mathrm{m} / \mathrm{z}=103$ simultaneously, and it reproduces well the observed data (see fig. 8.10).


Figure 8.10: Fitting both the para-xylylene signal ( $m / z=104, \circ$ ) and $m / z=103$ (॰) with the model depicted in fig. 8.9.

The time-constants from the same model with a simultaneous fit of $\mathrm{m} / \mathrm{z}=104$ and $\mathrm{m} / \mathrm{z}=78$ are within the limits of uncertainty ( $\tau_{1}=38 \pm 7 \mathrm{fs}$, $\tau_{2}=407 \pm 9$ fs and $\operatorname{IRF}=115 \pm 7 \mathrm{fs}$ ).

Using the same model for 400 nm probe leads to an unreasonable value of $\tau_{1}=2 \pm 723 \mathrm{fs}$ ( $\tau_{2}=$ $354 \pm 9 \mathrm{fs}$ and $\operatorname{IRF}=107 \pm 72 \mathrm{fs})$. The $\mathrm{S} / \mathrm{N}$ ratio is worse than with 800 nm probe, which is likely the reason why the fitting of such a model fails for 400 nm probe.

## Time-resolved photoelectron spectra

In fig. 8.11 and fig. 8.12 the time-resolved photoelectron spectra for 800 and 400 nm probe wavelength are plotted respectively. The total photoelectron decay is plotted in the upper panel, and is well reproduced for both by a mono-exponential fit with $\tau_{1} \approx 330 \mathrm{fs}$. But the model established with the mass spectra data shows a bi-exponential decay. Fitting the total photoelectron decay of either 800 or 400 nm probe leads to unrealistic values of the first time-constant. This stems from the fact that no evolution of the second state is fitted simultane-



Figure 8.11: Rotational mean TRPES for para-xylylene with 266 nm pump and 800 nm probe. The upper panel shows the decay summed over all photoelectron energies with a mono-exponential fit, the black circles correspond to the experimental data points. In the left panel the photoelectron spectrum summed over all times is displayed, the ionization limits for para-xylylene (IE $=7.87 \mathrm{eV}^{[306]}$ ) are depicted in blue.
ously with the total photoelectron decay, since the photoelectron spectra are dominated by the signal from para-xylylene.

Therefore in fig. 8.13 the total photoelectron decay ( $\circ$ ) and mass spectra ( $\mathrm{m} / \mathrm{z}=104, \circ$ ) are compared for both probe wavelengths. Mass and photoelectron signals show the same decay, but the photoelectron decays are noisier than the decay of the
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Figure 8.12: Rotational mean TRPES for para-xylylene with 266 nm probe and 400 nm pump. The upper panel shows the decay summed over all photoelectron energies with a mono-exponential fit, the black circles correspond to the experimental data points. In the left panel the photoelectron spectrum summed over all times is displayed, the ionization limits for para-xylylene ( $I E=7.87 \mathrm{eV}^{[306]}$ ) are depicted in blue.
para-xylylene mass spectra signal. The inherent assumption in fig. 8.13 is that photoelectrons with different kinetic energies show the same temporal evolution, and that therefore the total photoelectron decay can be used for comparison.

This is true for the bands in the photoelectron spectrum with 800 nm probe (see fig. 8.11), but not for the bands in the photoelectron spectra with 400 nm probe. Looking closely at the 2D-map in fig. 8.12, the band above 2.0 eV shows a different
a)

b)


Figure 8.13: Comparison between mass spectra ( $m / z=104, \circ$ ) and photoelectron spectra (all energies, -) for a) 800 nm probe and b) 400 nm probe.
temporal evolution than the other bands at lower energies (see fig. 8.14). The three overlapping peaks from 0 to 1.9 eV are well reproduced using the same mono-exponential fit parameters ( $\tau_{1}=115 \pm 7$ $\mathrm{fs} ; \mathrm{IRF}=72 \pm 6 \mathrm{fs}$ ), whereas the diffuse band from 2.0 to 2.5 eV shows a shorter, different temporal behavior.

A mono-exponential fit of this signal is not sufficient; a bi-exponential decay reproduces the signal ( $\tau_{1}=50 \pm 21 \mathrm{fs} ; \tau_{2}=256 \pm 90 \mathrm{fs} ; \mathrm{IRF}=90 \pm 9$ fs ). The first time-constant is - within the uncertainties - in agreement with the bi-exponential model parameters from the mass spectra fit with


Figure 8.14: Comparing the decays of the photoelectron bands for 266 nm pump and 400 nm probe. All energy regions are in $\mathrm{e} V$.

800 nm probe ( $\tau_{1}=38 \pm 7 \mathrm{fs}, \tau_{2}=407 \pm 9 \mathrm{fs}$ and $\operatorname{IRF}=115 \pm 7 \mathrm{fs}$ ), but the second time-constant is about 100 fs shorter. This difference is attributed to an insufficient $\mathrm{S} / \mathrm{N}$ ratio. It is possible to fit satisfactorily the two decays of both energy ranges using the same time-constants (see fig. 8.15), but the first time-constant and the IRF has to be held fixed for the fit to converge.

So both bands show the same temporal evolution, but the different populations have different ionization cross sections at different photoelectron kinetic energies. For the peaks with $\mathrm{eKe}<1.9$ both populations have nearly the same weight, which is
a)

b)


Figure 8.15: Simultaneous fit of the two photoelectron bands with 400 nm probe, a) the band from 0 to 1.9 eV b) the band from 1.9 to 2.5 eV . The first time-constant and the IRF had to be held fixed for the fit to converge.
also the reason why a mono-exponential can satisfactorily fit the observed decay.
For the band above 1.9 eV the second population has less weight. So with 800 nm probe the biexponential decay is visible in the mass spectrum, whereas for 400 nm probe it is also visible in the photoelectron spectrum. The proposed mechanism $\mathrm{E}_{2} \xrightarrow{\tau_{1}} \mathrm{E}_{1} \xrightarrow{\tau_{2}} \mathrm{GS} /$ darkstate is the same for both probe wavelengths, but the ionization cross sections differ with a different probe wavelength, which explains the slightly different photoelectron spectra.
The photoelectron spectra with 800 nm probe shows up to $\left[1+4^{\prime}\right]$ - signal, so one more photon is used for ionization than necessary. With 400 nm probe a $[1+2$ ']-process is at least necessary to ionize paraxylylene, and no signal with higher eKe was observed.

A comparison of the summed photoelectron spectra for both probe wavelengths is given in fig. 8.16. In the 400 nm probe photoelectron spectrum four peaks are discernible ( $0.1,0.5,0.9,1.55 \mathrm{eV}$ ), whereas


Figure 8.16: Comparison between the sum of the photoelectron spectra over all times for probe 400 and 800 $n m$
the last peak at 1.55 eV is not visible with 800 nm probe.
The attribution of these bands is tricky: Their positions do not match Rydberg series, nor do the photoelectron spectra show a cutoff at the energy of one probe photon as it would be the case for a Rydberg fingerprint spectrum.

The first excited state of the para-xylylene cation is located at 9.7 eV . With 800 nm probe it could be reached in a $[1+3$ '] process, resulting in an excess energy eKe=0.4 eV; whereas for 400 nm ionization requires an [ $\left.1+2^{\prime}\right]$-process with a resulting eKe of 1.9 eV . No prominent peaks are observed in these regions for the corresponding probe wavelength. The observed peaks also cannot correspond to vibrations in the cation, since the band structure is so large that for 400 nm probe the difference between the ionization limit and the highest energetic peak is more than $9600 \mathrm{~cm}^{-1}$. The measued spectra also does not correspond to vibrations in the cation as measured in the treshold phtoelectron spectra by Hemberger et al. [308].


Figure 8.17: Anisotropy of pxylylene 266/400 nm


Figure 8.18: Scheme for the excitation of para-xylylene with 800 nm

## Photoelectron anisotropy

The photoelectron anisotropy with 400 nm probe is positive (0.8-1.2 between $0.25-2.5 \mathrm{eV}$; see fig. 8.17) and doesn't change during the decay. The anisotropy between 0 and 0.25 is less positive ( 0.4 ), which for electrons with low kinetic energies is not surprising. Photoelectron anisotropies of multiphoton processes are complicated to interpret, since states with different electronic character can show the same photoelectron anisotropy. The photoelectron anisotropy is therefore not considered.

### 8.1.3 Conclusion

The proposed model (see fig. 8.18) is in agreement with the experimental data: para-xylylene is initially excited into the state $\mathrm{E}_{2}$. This state relaxes fast to a lower-lying state, whose population is directly observed in the dissociative photoionization products.

An attribution of the initially excited state $E_{2}$ based on the literature is not straightforward. With 266 nm we excite into the band from 350 to 250 nm observed (in matrix) by Pearson et al., with a maximum at $295 \mathrm{~nm}{ }^{[302]}$. Ha attributed this band to the first excited singlet state ${ }^{1} \mathrm{~B}_{1 \mathrm{u}}(\pi \pi *)$ using $a b$ initio configuration interaction. With an oscillator strength of 0.846 this state is very bright, higherlying states are dark.

The next bright singlet state is ${ }^{1} \mathrm{~B}_{1 \mathrm{u}}(\pi \pi *)=8.69$ eV , which lies above his calculated ionization energy. Two triplet states are in the vicinity of the first singlet state: ${ }^{3} \mathrm{~B}_{3 \mathrm{~g}}(\pi \pi *)=4.79 \mathrm{eV}$ and ${ }^{3} \mathrm{~B}_{1 \mathrm{u}}(\pi \pi *)$ $=4.88 \mathrm{eV}$, one triplet states lies substantially lower ${ }^{3} \mathrm{~B}_{1 \mathrm{u}}(\pi \pi *)=2.27 \mathrm{eV}{ }^{[305]}$. These excited-state calculations are in agreement with CASSCF calcula-
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| state | B3LYP ${ }^{\text {a }}$ | B3P $86{ }^{\text {a }}$ | $\begin{gathered} \text { CAM- } \\ \text { B3LYP } \end{gathered}$ | $\omega \mathrm{B} 97 \mathrm{xD}{ }^{\text {c }}$ |
| :---: | :---: | :---: | :---: | :---: |
| 1 | $\begin{gathered} { }^{1} \mathrm{~B}_{1 \mathrm{u}} 4.14 \\ (0.74) \\ \pi \pi^{*} \end{gathered}$ | $\begin{gathered} { }^{1} \mathrm{~B}_{1 \mathrm{u}} 4.17 \\ (0.74) \\ \pi \pi^{*} \end{gathered}$ | $\begin{gathered} { }^{1} \mathrm{~B}_{1 \mathrm{u}} 4.37 \\ (0.86) \\ \pi \pi^{*} \end{gathered}$ | $\begin{gathered} { }^{1} \mathrm{~B}_{1 \mathrm{u}} 4.45 \\ (0.84) \\ \pi \pi^{*} \end{gathered}$ |
| 2 | $\begin{gathered} { }^{1} \mathrm{~B}_{3 \mathrm{~g}} 4.47 \\ (0.0) \\ \pi \pi^{*} \end{gathered}$ | $\begin{gathered} { }^{1} \mathrm{~B}_{3 \mathrm{~g}} 4.51 \\ (0.0) \\ \pi \pi^{*} \end{gathered}$ | $\begin{gathered} { }^{1} \mathrm{~B}_{3 \mathrm{~g}} 4.93 \\ (0.0) \\ \pi \pi^{*} \end{gathered}$ | $\begin{gathered} { }^{1} \mathrm{~B}_{3 \mathrm{~g}} 5.03 \\ (0.0) \\ \pi \pi^{*} \end{gathered}$ |
| 3 | $\begin{gathered} { }^{1} \mathrm{~B}_{3 \mathrm{~g}} 4.73 \\ (0.0) \\ \pi \pi^{*} \end{gathered}$ | $\begin{gathered} { }^{1} \mathrm{~B}_{3 \mathrm{~g}} 4.77 \\ (0.0) \\ \pi \pi^{*} \end{gathered}$ | $\begin{gathered} { }^{1} \mathrm{~B}_{3 \mathrm{~g}} 5.11 \\ (0.0) \\ \pi \pi^{*} \end{gathered}$ | $\begin{gathered} { }^{1} \mathrm{~B}_{3 \mathrm{~g}} 5.11 \\ (0.0) \\ \pi \pi^{*} \end{gathered}$ |
| 4 | $\begin{gathered} { }^{1} \mathrm{~B}_{3 \mathrm{u}} 4.88 \\ (0.0035) \\ \pi \text {-s-Ryd } \end{gathered}$ | $\begin{gathered} { }^{1} \mathrm{~B}_{3 \mathrm{u}} 4.36 \\ (0.0035) \\ \pi \text {-s-Ryd } \end{gathered}$ | $\begin{gathered} { }^{1} \mathrm{~B}_{1 \mathrm{~g}} 6.28 \\ (0.0) \\ \sigma \pi^{*} \\ \hline \end{gathered}$ | $\begin{gathered} { }^{1} \mathrm{~B}_{1 \mathrm{~g}} 6.24 \\ (0.0) \\ \sigma \pi^{*} \end{gathered}$ |
| 5 | $\begin{gathered} { }^{1} \mathrm{~B}_{2 \mathrm{~g}} 5.21 \\ (0.0) \\ \pi-\mathrm{p}_{\mathrm{x}}-\mathrm{Ryd} \end{gathered}$ | $\begin{gathered} { }^{1} \mathrm{~A}_{\mathrm{g}} 5.57 \\ (0.0) \\ \pi-\mathrm{p}_{\mathrm{y}}-\mathrm{Ryd} \end{gathered}$ | $\begin{gathered} { }^{1} \mathrm{Ag}_{\mathrm{g}} 6.37 \\ (0.0) \\ \pi-\mathrm{s}-\mathrm{Ryd} \end{gathered}$ | $\begin{gathered} { }^{1} \mathrm{Ag}_{\mathrm{g}} 6.59 \\ (0.0) \\ \sigma \pi^{*} \end{gathered}$ |

Table 8.4: Vertical excitation energies of the first five excited singlet states of para-xylylene in eV (oscillator strength). The major contribution is given below the oscillator strength. ${ }^{\text {a) }} 6-311++G^{* *}[197]$ b) $D e f 2 T Z V P{ }^{[313,314]}$ ${ }^{\text {c) }} c c-p V D Z{ }^{[198,199]}$
tions by Boboski et al., who calculated the first triplet state ${ }^{3} \mathrm{~B}_{1 \mathrm{u}}$ at 1.65 eV and the first singlet ${ }^{1} \mathrm{~B}_{1 \mathrm{u}}$ state at $4.38 \mathrm{eV}{ }^{[304]}$. It is tempting to attribute now $\mathrm{E}_{2}$ to the singlet state ${ }^{1} \mathrm{~B}_{1 \mathrm{u}}(\pi \pi *)$, and $\mathrm{E}_{1}$ to the triplet states in the vicinity. But all triplet states have $\pi \pi^{*}$-character, and ${ }^{1} \pi \pi^{*} \rightarrow{ }^{3} \pi \pi^{*}$ transitions are slow according to the El Sayed rules ${ }^{[40]}$.

The first five excited singlet states, calculated with TDDFT ${ }^{1}$ and different functionals [195, 196, 208-211] using the Gaussian09 program package ${ }^{[194]}$, are sum-

[^3]marized in table 8.4. The excited states were calculated from a singlet ground state geometry $\left(\mathrm{D}_{2 \mathrm{~h}}\right)$ optimized in a first step with B3LYP $[208,209]$ followed by a Gaussian-4 ${ }^{[315]}$ calculation. The geometry was optimized with an imposed $\mathrm{D}_{2 \mathrm{~h}}$-symmetry.

All four functionals agree on the nature of the first three excited states, namely that the first excited singlet state is very bright $\pi \pi^{*}$-state, corresponding to the ${ }^{1} \pi \pi^{*}$-excitation as proposed in the literature ${ }^{[304,305]}$. For the fourth and higher-lying electronic states this is no longer the case. B3LYP and B3P86 predict a bright ${ }^{1} \mathrm{~B}_{3 \mathrm{u}}$-state, which corresponds to a s-Rydberg state. CAM-B3LYP and $\omega \mathrm{B} 97 \mathrm{xD}$ predict a dark ${ }^{1} \mathrm{~B}_{1 \mathrm{~g}}$-state, corresponding to a $\sigma \pi *$-transition. All higher-lying states up to the tenth excited state are dark.

Correctly describing Rydberg states with TDDFT is not easy and can fail for open-shell species (see chapter 7.1 for the benzyl radical), since charge transfer states are also possible, which are not well described with TDDFT. But it can be used for a first hypothesis until higher-level calculations are on hand ${ }^{2}$. With 266 nm the ${ }^{1} \mathrm{~B}_{3 \mathrm{u}}$ s-Rydberg state could be excited. It can then either deexcite to a lower-lying singlet state via a conical intersection, and since the first - third excited states are energetically very close, this hypothesis is valid. Passing via a Rydberg state can accelerate the dynamics, since it allows a localized electron to interact with the other end of the molecule, as was observed in the case of tetrakis(dimethylamino)ethylene ${ }^{[316]}$.

It could also deexcite via an intersystem crossing into a triplet state. The first five excited triplet
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| state | B3LYP ${ }^{\text {a }}$ | B3P86 ${ }^{\text {a }}$ | $\begin{gathered} \text { CAM- } \\ \text { B3LYP }^{\text {b }} \end{gathered}$ | $\omega \mathrm{B} 97 \mathrm{xD}{ }^{\mathrm{c}}{ }^{\text {( }}$ |
| :---: | :---: | :---: | :---: | :---: |
| 1 | $\begin{gathered} { }^{3} \mathrm{~B}_{1 \mathrm{u}} 1.47 \\ \pi \pi^{*} \end{gathered}$ | $\begin{gathered} { }^{3} \mathrm{~B}_{1 \mathrm{u}} 1.40 \\ \pi \pi^{*} \end{gathered}$ | $\begin{gathered} { }^{3} \mathrm{~B}_{1 \mathrm{u}} 1.05 \\ \pi \pi^{*} \end{gathered}$ | $\begin{gathered} { }^{3} \mathrm{~B}_{1 \mathrm{u}} 1.19 \\ \pi \pi^{*} \end{gathered}$ |
| 2 | $\begin{gathered} { }^{3} \mathrm{~B}_{3 \mathrm{~g}} 3.44 \\ \pi \pi^{*} \end{gathered}$ | $\underset{\pi \pi^{*}}{{ }^{3} \mathrm{~B}_{3 \mathrm{~g}} 3.41}$ | $\underset{\pi \pi^{*}}{{ }^{3} \mathrm{~B}_{3 \mathrm{~g}} 3.36}$ | $\underset{{ }^{3} \mathrm{~B}_{3 \mathrm{~g}} 3.47}{\pi \pi^{*}}$ |
| 3 | $\underset{\pi \pi^{*}}{{ }^{3} \mathrm{Ag}_{\mathrm{g}} 4.16}$ | $\begin{gathered} { }^{3}{ }^{3} \mathrm{Ag}_{\mathrm{g}} 4.14 \\ \pi \pi^{*} / \pi-\text {-py }^{-} \\ \text {Ryd } \end{gathered}$ | $\begin{gathered} { }^{3} \mathrm{Ag}_{\mathrm{g}} 4.02 \\ \pi \pi^{*} / \pi-\mathrm{s}-\mathrm{Ryd} \end{gathered}$ | $\begin{gathered} { }^{3} \mathrm{Ag}_{\mathrm{g}} 4.16 \\ \pi \pi^{*} / \pi-\mathrm{s} \text {-Ryd } \end{gathered}$ |
| 4 | $\underset{\pi \pi^{*}}{{ }^{3} \mathrm{~B}_{3 \mathrm{~g}} 4.45}$ | ${ }^{3} \mathrm{~B}_{3 \mathrm{~g}} 4.48$ | $\begin{gathered} { }^{3} \mathrm{~B}_{1 \mathrm{u}} 4.48 \\ \pi \pi^{*} \end{gathered}$ | $\begin{gathered} { }^{3} \mathrm{~B}_{1 \mathrm{u}} 4.92 \\ \pi \pi^{*} \end{gathered}$ |
| 5 | $\begin{gathered} { }^{3} \mathrm{~B}_{1 \mathrm{u}} 4.72 \\ \pi \pi^{*} \end{gathered}$ | $\begin{gathered} { }^{3} \mathrm{~B}_{1 \mathrm{u}} 4.68 \\ \pi \pi^{*} \end{gathered}$ | $\underset{\pi \pi^{3}}{{ }^{3} \mathrm{~B}_{3 \mathrm{~g}} 4.99}$ | $\underset{\pi \pi^{*}}{{ }^{3} \mathrm{~B}_{3 \mathrm{~g}} 5.02}$ |

Table 8.5: The excitation energies of the first five excited triplet states of para-xylylene in eV. The ground triplet state lies 1.39 eV higher in energy (B3LYP) than the ground singlet state. The major contribution(s) is given below the oscillator strength. ${ }^{a)} 6-311++G^{* *}[197]$ b) Def2TZVP ${ }^{[313,314] ~ c) ~}$ cc$p V D Z^{[198,199]}$
states calculated just as for the singlets are summarized in table 8.5. Several triplet states lie very close to the initially excited singlet state. But ${ }^{1} \pi \pi^{*} \rightarrow{ }^{3} \pi \pi^{*}$ intersystem crossings are forbidden by the El-Sayed rules, and the time constant is very fast for an intersystem crossing, making this process unlikely.

Another hypothesis is that with 266 nm we excite vertically into the $S_{1}$-state, which is in the adiabatic picture the $S_{2}$-state (see fig. 8.19). In the adiabatic picture we excite into $\mathrm{S}_{2}$, which then relaxes to $\mathrm{S}_{1}$ (first time-constant). The (adiabatic) $\mathrm{S}_{1}$-state then relaxes to the electronic ground state (second time-constant). Since the (adiabatic) $\mathrm{S}_{1-}$ state could be ionized into a different ionic state, which shows fragmentation, the population of the adiabatic $\mathrm{S}_{1}$-state could thus be followed directly


Figure 8.19: Adiabatic/vertical excitation picture of para-xylylene, the numerotation of the excited states follows the vertical excitatition energies. The cationic states (gray) are labeled with the corresponding masses of the cations.
in the mass spectra fragments of benzene and para-xylylene-H. This postulated mechanism is in agreement with the high oscillator strength of the $\mathrm{S}_{1^{-}}$ state in the TDDFT calculations (0.7-0.8), which is two orders of magnitude higher than the next bright state found with the B3LYP and B3P86 functionals. For those two functionals the excitation energy of $S_{1}$ is about 0.5 eV below our excitation energy, but the excitation energies calculated with TDDFT are not that precise.

### 8.2 Examination of two Ortho-Xylylene precursors

Two potential ortho-xylylene precursors were examined with the fs-time-resolved Saclay setup; photoelectron spectra, photoion and mass spectra were measured for both. These were compared to photoelectron and mass spectra of benzocyclobutane, an isomer of ortho-xylylene. Since the time-resolved spectra of the pyrolysis products of both potential ortho-xylylene precursors were qualitatively identical, only the results of 2-indanone will be presented in detail.

### 8.2.1 Experimental conditions and data treatment

Two potential precursors for ortho-xylylene were examined: 2 -indanone and 3 -isochromanone (SigmaAldrich, used without further purification). During pyrolysis they can eject carbon monoxide or carbon dioxide respectively, forming ortho-xylylene. It is also possible that during pyrolysis ortho-xylylene isomerizes to benzocyclobutane. Since the rearrangement of the molecule is small, the activation barrier for this process is with $25.6 \mathrm{kcal} / \mathrm{mol}{ }^{[290]}$ quite low (see fig. 8.20).

Benzocyclobutane is commercially available (Si-gma-Aldrich, used without further purification). All substances were seeded into gas phase using the Tfilter setup (see chapter 5.1). 266 nm was used as the pump laser and 800 nm as the probe laser. No signal could be obtained with 400 nm probe laser for 2 -indanone and 3 -isochromanone, for benzocyclobutane no experiments with 400 nm as the probe laser were carried out. The laser focal points and
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a)

b)


Figure 8.20: Production of ortho-xylylene and subsequent isomerization to benzocyclobutane by pyrolysis of a) 2-indanone and b) 3-isochromanone
other experimental parameters are summarized for 2 -indanone and 3 -isochromanone in table 8.6. For the 266 nm pump beam a 500 mm lens was used, the 800 nm laser beam was focalized using a 700 mm lens.

At least four scans were averaged for every decay, the polarization of the pump/probe laser was varied between horizontal/horizontal and vertical/horizontal. The spectra did not show any rotational anisotropy, as can be seen exemplary in fig. 8.21 for the decay of the total photoelectron signal for 2-indanone. Consequently all represented measurements are the rotational mean ( $\left(2 *\right.$ Signal $_{\text {ortho }}+$ Signal $\left._{\text {parallel }}\right) / 3$ ). The photoelectron spectra were inverted using the pBasex algorithm with a $\mathrm{P}_{0} \mathrm{P}_{2} \mathrm{P}_{4}$ basis set as implemented in the Analyse-program, decays were fitted in the same way as for paraxylylene (see section 8.1).


Table 8.6: Laser focalization and powers of the experiments concerning ortho-xylylene, a positive focus corresponds to a focal point after the laser spatial overlap, a negative focus to a focal point before laser spatial overlap


Figure 8.21: Decay of the total photoelectron signal of 2-indanone for parallel laser polarization and orthogonal laser polarization

### 8.2. EXAMINATION OF TWO ORTHO-XYLYLENE PRECURSORS

### 8.2.2 Experimental results of the two ortho-xylylene precursors

## Pyrolysis conditions

Both 2-indanone and 3 -isochromanone show a satisfactory pyrolysis on/pyrolysis off ratio (see fig. 8.22 and fig. 8.23), but for the 2-indanone it is cleaner. Without pyrolysis (black line) the precursor ( $\mathrm{m} / \mathrm{z}=132$ ) and also a large peak at $\mathrm{m} / \mathrm{z}=104$ is visible for 2 -indanone. The width of the $\mathrm{m} / \mathrm{z}=104$ peak indicates that it is formed by photodissociation from the precursor. With the pyrolysis on, the precursor peak disappears, and $\mathrm{m} / \mathrm{z}=104$ increases. The smaller peak visible with pyrolysis on at $\mathrm{m} / \mathrm{z}=105$ corresponds not only to ${ }^{13} \mathrm{CC}_{7} \mathrm{H}_{8}$ (theoretically $8 \%$, measured $15 \%$ of $\mathrm{m} / \mathrm{z}=104$ ), but also contains $\mathrm{C}_{8} \mathrm{H}_{9}$. Possibly $\mathrm{C}_{8} \mathrm{H}_{8}$ abstracted a hydrogen atom from another molecule during pyrolysis. Therefore only the $\mathrm{m} / \mathrm{z}=104$ peak is analyzed in the time-resolved mass spectra. The small peak at $\mathrm{m} / \mathrm{z}=91$ stems from previous experiments with tropyl (see chapter 7.2).

Without pyrolysis (black line, fig. 8.23) 3-isochromanone shows only a very large peak centered


Figure 8.22: Mass spectra at pump-probe conditions with pyrolysis on and pyrolysis off for 2-indanone


Figure 8.23: Mass spectra at pump-probe conditions with pyrolysis on and pyrolysis off for 3-isochromanone
at $\mathrm{m} / \mathrm{z}=104$, the peak at $\mathrm{m} / \mathrm{z}=91$ again stems from previous tropyl experiments. Once the pyrolysis is turned on (red line), $\mathrm{m} / \mathrm{z}=104$ appears as the largest, sharp peak along with several other peaks.
$M / z=103$ is the second strongest peak $\left(\mathrm{C}_{8} \mathrm{H}_{7}\right)$, and even $\mathrm{m} / \mathrm{z}=102$ is clearly visible. $\mathrm{M} / \mathrm{z}=105$ has an intensity of $10 \%$ compared to $\mathrm{m} / \mathrm{z}=104$, and corresponds thus to ${ }^{13} \mathrm{CC}_{7} \mathrm{H}_{8}$. The other mass visible is $\mathrm{m} / \mathrm{z}=77$, most likely the phenyl radical. The large peak indicates that it is formed by dissociative photoionization.

In the following only the time-resolved experimental results for 2-indanone will be discussed, these are qualitatively identical with the results for 3 -isochromanone.

## Time-resolved mass spectra

In fig. 8.24 a mono- and a bi-exponential fit with offset are used to fit the $\mathrm{m} / \mathrm{z}=104$ of 2 -indanone (pyrolysis on). A bi-exponential fit reproduces better the data at short times, and the IRF is in better agreement with previous experiments. The first time-constant, however, is much shorter than the
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IRF, so we can only say that one time-constant shorter than the IRF is involved.
a)

b)


Figure 8.24: Mono-exponential (a) or bi-exponential (b) fit with offsets of the $m / z=104$ signal of the TOF decay of 2-indanone with pyrolysis on

## Time-resolved ion images

In time-resolved mass spectra (and in time-resolved photoelectron spectra), a distinction between signal from molecules in the molecular beam, signal from dissociative photoionization and molecules in the background (leftover molecules in the detection chamber) is not possible. With ion-images those
three processes are distinguished easily (see section 5.4).

In ion images (fig. 8.25) gated on the $\mathrm{m} / \mathrm{z}=104$ pyrolysis product (of 2-indanone) the molecular beam (red box) is about a factor of 1000 more intense than the background signal (yellow box). No dissociative processes are visible.

Just as in the mass spectra, a mono-exponential fit is insufficient to reproduce the molecular beam decay (fig. 8.26-a). A bi-exponential fit (fig. 8.26b) reproduces well the decay and also leads to a reasonable IRF. The signal from the background molecules (fig. 8.26-c) shows a different temporal behavior. Despite it being so noisy, it shows clearly a different dynamic, namely a long-lived offset after a mono-exponential decay. Just as for the tropyl radical (see chapter 7.2) the offset might stem from
a)

b)



Figure 8.25: Ion image of 2-indanone with pyrolysis on gated on $m / z=104$ with regions of interests whose decays are displayed in fig. 8.26.
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c)


Figure 8.26: Mono-exponential (a) or bi-exponential (b) fit of the molecular beam decay (red square in fig. 8.25) of the time-resolved ion images for $m / z=104 \quad(T(A)=9.22 \mu s, T(B)=300 \quad n s)$, and (c) mono- exponential fit with offset of the background signal (yellow square in fig. 8.25).
a stable molecule with roughly the same mass, benzocyclobutane is the most probable candidate.

## Time-resolved photoelectron spectra

Since the mass spectra showed predominately only $\mathrm{m} / \mathrm{z}=104$, time-resolved photoelectron spectra were measured.

In fig. 8.27 the time-resolved photoelectron spectrum of 2 -indanone is displayed, which is - within the uncertainties - identical to the time-resolved photoelectron spectrum of 3 -isochromanone. In the upper three panels different fits of the total photoelectron signal are shown. A mono-exponential fit (upper panel) is insufficient at long times ( 8 ps ), a bi-exponential (middle panel) reproduces better the experimental data at longer times ( 12 ps ). The best agreement is with a bi-exponential fit including an offset (lower panel).
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Figure 8.27: Rotational mean TRPES for 2-indanone with pyrolysis on. The upper panel shows the decay summed over all photoelectron energies with a mono-exponential fit; the second panel shows the decay summed over all photoelectron energies with a bi-exponential fit; and the third shows a bi-exponential fit with an offset. The IRF was held fixed, because otherwise no meaningful fit could be achieved. In the left panel the photoelectron spectrum summed over all times is displayed. The ionization limits for ortho-xylylene (IE=7.70 eV [292]) are depicted in blue, those for benzocyclobutane in red ( $I E=8.65 \mathrm{eV}{ }^{[291]}$ ).

This is in agreement with the observed photoion images, and corresponds to the sum of the observed processes there. The IRF for the fits of the photoelectron spectrum was held fixed and issued out
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of the mono-exponential fit, since fitting the IRF and a bi-exponential fit at the same time resulted in non-realistic values ( $\tau_{1}=5 \mathrm{fs}$ ). All bands in the photoelectron spectrum showed the same temporal behavior. In table 8.7 the time-constants of 2 indanone and 3 -isochromanone for all experiments are summarized. Both show similar time-constants, with the exception of the mass spectrum decay of 2-indanone. The decay of the photoelectron signal is a sum over all signal issued out of different processes, may those be molecular beam, dissociative photoionization or background.

| Precursor |  | IRF/fs | $\tau_{1} / \mathrm{fs}$ | $\tau_{2} / \mathrm{ps}$ | offset |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 2-indanone | ms | $97 \pm 10$ | $112 \pm 29$ | $1.4 \pm 0.3$ | no |
|  | pi ${ }_{\text {beam }}$ | $85 \pm 5$ | $76 \pm 8$ | $2.6 \pm 0.2$ | no |
|  | $\mathrm{pi}_{\mathrm{bg}}$ | $66 \pm 18$ | $491 \pm 96$ | - | yes |
|  | pe | 110 | $131 \pm 20$ | $2.6 \pm 0.2$ | yes |
| 3-isochromanone | ms | $90 \pm 6$ | $81 \pm 11$ | $2.6 \pm 0.1$ | no |
|  | $\mathrm{pi}_{\text {beam }}$ | 85 | $90 \pm 13$ | $2.5 \pm 0.1$ | no |
|  | pi ${ }_{\text {bg }}$ | $85 \pm 7$ | $\begin{gathered} 10.34 \pm \\ 2.3 \mathrm{ps} \end{gathered}$ | - | yes |
|  | pe | 85 | $80 \pm 35$ | $2.2 \pm 0.2$ | no |

Table 8.7: Summary of the fit constants for the different experiments of the different precursors 2-indanone and 3-isochromanone for $m / z=104$ (with the exception of the photoelectron experiments). If no deviation is given for the IRF, it was held fix to achieve a meaningless fit. The guess issued out of a fit with less constants, meaning for a mono-exponential fit instead of a bi-exponential fit. ms=mass spectra, pe=photoelectron spectra, pi=photoion spectra with beam=molecular beam and bg=background

The question still remains whether the observed mass $\mathrm{m} / \mathrm{z}=104$ corresponds to the pyrolysis product ortho-xylylene or to its isomer benzocyclobutane (for the equations see fig. 8.20). The activation
energy between those two isomers is small, since only minor rearrangements of the molecule are necessary. In the photoelectron spectrum summed over all times (left panel in fig. 8.27) the blue lines represent the ionization limits of ortho-xylylene, the red those of its isomer benzocyclobutane. The fall-off of the photoelectron signal at 2.2 eV is in better agreement with the ionization limits of benzocyclobutane than those of ortho-xylylene.
To verify the origin of the observed signals, benzocyclobutane without pyrolysis as well as with pyrolysis on was examined.

### 8.2.3 Experimental results of benzocyclobutane

In fig. 8.28 the time-resolved photoelectron spectrum of benzocyclobutane with no pyrolysis has a superb pump-probe signal. It shows a step-function with no change up to 400 ps . The photoelectron spectrum summed over all times, displayed in the left panel of fig. 8.28, shows two (three) peaks, situated each time just below the ionization limit. Comparing this to the photoelectron spectrum of 2indanone, shown as the gray area, the major peaks and the cutoff coincide nicely. The side-peaks are weaker in the photoelectron spectrum of benzocyclobutane with the pyrolysis off.

This changes once benzocyclobutane is heated with the pyrolysis. The offset disappears with the pyrolysis at 20 W (see fig. 8.29) and instead a decay appears, which is reproduced with a bi-exponential decay (middle panel). A mono-exponential decay does not fit as cleanly the peak at $\mathrm{t}=0.0 \mathrm{ps}$, and the obtained IRF is not in good agreement with previous values for the same setup. All bands in
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Figure 8.28: Rotational mean TRPES for benzocyclobutane with pyrolysis off. The upper panel shows the decay summed over all photoelectron energies fitted with an offset; in the left panel the photoelectron spectrum summed over all times is displayed. The gray area corresponds to the photoelectron spectrum of 2-indanone with pyrolysis on. The ionization limits for benzocyclobutane ( $I E=8.65 \mathrm{eV}{ }^{[291]}$ ) are depicted in blue.
the photoelectron spectrum show the same temporal behavior.

The photoelectron spectrum, displayed in the left panel, shows now an even better agreement in shape with the photoelectron spectrum of 2-indanone (gray area). Not only are the major peaks reproduced, but also the smaller side-peaks appear with almost the same relative intensities. The measured photoelectron spectra from the precursors 2-indanone and 3 -isochromanone are therefore attributed to benzocyclobutane. Apparently the transformation of ortho-xylylene to benzocyclobutane during pyroly-
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Figure 8.29: Rotational mean TRPES for benzocyclobutane with pyrolysis on=20 $W$. The upper two panels show the decay summed over all photoelectron energies with a mono-exponential and a bi-exponential fit respectively; in the left panel the photoelectron spectrum summed over all times is displayed. The gray area corresponds to the photoelectron spectrum of 2-indanone with pyrolysis on. The ionization limits for benzocyclobutane $\left(I E=8.65 \mathrm{eV}{ }^{[2911}\right)$ are depicted in blue.
sis is very efficient, which is considering the small activation barrier of $25.6 \mathrm{kcal} / \mathrm{mol}(1.1 \mathrm{eV}){ }^{[290]}$ not surprising.

In fig. 8.30 the decays of the mass spectrum signal $m / z=104$ at different pyrolysis powers are compared. The corresponding time-constants are
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summarized in table 8.8. With increasing pyrolysis power the signal decays faster, since the molecule has a higher internal energy, and conical intersections are reached faster in vibrationally excited molecules.

| Pyrolysis <br> power $/$ <br> W | IRF/fs | $\tau_{1} / \mathrm{ps}$ | $\tau_{2} / \mathrm{ps}$ | offset |
| :---: | :---: | :---: | :---: | :---: |
| off | $107 \pm 10$ | - | - | yes |
| 14 | $121 \pm 10$ | $0.7 \pm 0.3$ | $16 \pm 1$ | yes |
| 20 | $112 \pm 10$ | $0.9 \pm 0.3$ | $11.8 \pm 0.9$ | no |

Table 8.8: Summary of the fit constants of the mass spectrum signal $m / z=104$ of benzocyclobutane at different pyrolysis powers.


Figure 8.30: Comparison of the mass spectra decays of benzocyclobutane ( $m / z=104$ ) at different pyrolysis powers. With increasing pyrolysis power the decays shorten.

### 8.2.4 Conclusion

With 266 nm benzocyclobutane is excited into the $\mathrm{S}_{1}\left(\pi \pi^{*}\right)$-state, which is known to show a vibrationally resolved UV absorption spectrum from 269-258 nm. This state fluoresces as well, and is therefore longlived ${ }^{[317]}$. Ortho-xylylene itself does either not ab-
sorb at this wavelength (in accordance with the absorption spectrum measured by Miller et al. [294]), or the isomerization of ortho-xylylene to benzocyclobutane under flash pyrolysis conditions is very efficient. It is most likely both. The isomerization from ortho-xylylene to benzocyclobutane has a small activation barrier, so it is not surprising that it is formed from ortho-xylylene precursors during high pyrolysis temperatures. Ortho-xylylene was successfully produced from the precursor 2indanone by using flash photolysis ${ }^{[284]}$, where the intermediate temperatures are much lower.

Comparing computed absorption spectra of or-tho-xylylene and benzocyclobutane (fig. 8.31), the absorption spectrum of ortho-xylylene is dominated by the first excited state at 400 nm . At 266 nm only a very small absorption is visible for ortho-xylylene, whereas for benzocyclobutane its first excited state absorbs very well in that region. Even if orthoxylylene is created during pyrolysis, benzocyclobutane absorbs better and, by its strong absorption, would obscure absorption ortho-xylylene. REMPI experiments with 400 nm with these two precursors


Figure 8.31: Absorption spectrum of ortho-xylylene and benzocyclobutane calculated TDDFT/B3LYP/6$311++g(d, p) \quad u s i n g$ the program package Gaussian09 [194]
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are planned in Würzburg, to finally examine orthoxylylene using IR/UV ion dip spectroscopy, as was done recently with the propargyl radical ${ }^{[318]}$. It would also be interesting to examine the same possibly presursors in a 400 nm pump $/ 800 \mathrm{~nm}$ probe setup. If 400 nm acts as a pump laser for orthoxylylene, it is not surprising that no 266 nm pump/ 400 nm probe signal could be obtained, since 266 nm pumps the benzocyclobutane, and 400 nm the ortho-xylylene.

Another conclusion that can be drawn from this experiment concerns the cooling of the pyrolysis products in the molecular beam. It is likely that benzocyclobutane is formed directly in the SiC-tube, and should be cooled down in the supersonic beam expansion. But we still observe a decay in the mass spectra, which was not observed for benzocyclobutane without pyrolysis, showing that a supersonic beam expansion cannot completely compensate the heating from the pyrolysis (see section 3.2).

## Chapter 9 Halogen-containing radicals

### 9.1 Trichloromethyl radical

Halogen atoms and halogen-containing radicals act as catalysts leading to stratospheric ozone depletion. They are especially devastating considering the long lifetimes until they are washed out of the atmosphere: $\mathrm{CCl}_{4}$, for example has a lifetime of 42 years ${ }^{[17]}$. Halogen-containing radicals are often toxic, but their precursors are chemically inert and have long residence times. Another example is 2,3,7,8-tetrachlorodibenzodioxin, a carcinogen contaminant in the herbicide Agent Orange, which was released during the Vietnam war and is still persisting in the environment ${ }^{[323]}$.

The combustion of hazardous waste, which often contains chlorinated hydrocarbons ${ }^{[324]}$, can lead to the formation of the trichlormethyl radical, as proposed recently via chlorine abstraction of $\mathrm{CCl}_{4}{ }^{[325]}$. As one of the simpler chlorinated methyl radical derivatives, its kinetics, including the formation from various precursors and its reactions with other molecules/radicals such as $\mathrm{CH}_{3}$ and NO have received considerable interest. They have been studied extensively over the years ${ }^{[325-335]}$.

Spectroscopic studies of the $\mathrm{CCl}_{3}$ radical, however, are less abundant. Its pyramidal structure $\left(\mathrm{C}_{3 \mathrm{v}}\right)$ was confirmed by infrared spectroscopy ${ }^{[336]}$, ESR studies ${ }^{[337]}$ and theoretical calculations ${ }^{[338]}$. The cation has a planar $\mathrm{D}_{3 \mathrm{~h}}$-symmetry ${ }^{[322]}$ instead. As for the excited states of the $\mathrm{CCl}_{3}$ radical, a broad emission band between 420 and 700 nm with a max-

| state $[319-322]$ | $\begin{aligned} & \mathrm{E} / \\ & \mathrm{nm} \end{aligned}$ | $\begin{aligned} & \mathrm{E} / \\ & \mathrm{eV} \end{aligned}$ |
| :---: | :---: | :---: |
| $\mathrm{X}^{2} \mathrm{~A}_{1}$ |  |  |
| $\mathrm{A}^{2} \mathrm{~A}_{2}$ | 390 | 3.0 |
| $\mathrm{B}^{2} \mathrm{~A}_{1}$ | 400 | 3.1 |
| $\mathrm{C}^{2} \mathrm{~A}_{1}^{\prime}(3 \mathrm{~s})$ | 210 | 5.90 |
| $\mathrm{D}^{2} \mathrm{E}$ | 227 | 5.4 |
| $\mathrm{E}^{2} \mathrm{E}^{\prime}(3 \mathrm{p})$ | 212.0 | 5.848 |
| $\mathrm{F}^{2} \mathrm{~A}_{2}^{\prime \prime}(3 \mathrm{p})$ | 208.9 | 5.935 |
| $\mathrm{G}(3 \mathrm{~d})$ | 195.2 | 6.350 |
| $\mathrm{K}^{2} \mathrm{E}^{\prime}(4 \mathrm{p})$ | 177.8 | 6.972 |
| $\mathrm{L}^{2} \mathrm{~A}_{2}^{\prime \prime}(4 \mathrm{p})$ | 177.3 | 6.994 |
| $\mathrm{M}(4 \mathrm{~d})$ | 173.2 | 7.158 |
| $\mathrm{X}^{+1} \mathrm{~A}_{1}^{\prime}$ | 153.8 | 8.06 |

Table 9.1: Known electronic states of the $\mathrm{CCl}_{3}$ radical and cation. Energies written in italic correspond to estimates and not to experimental values
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imum at 490 nm measured in an electrical discharge of $\mathrm{CCl}_{4}$ was attributed to the $\mathrm{CCl}_{3}$ radical ${ }^{[339]}$. This claim was, however, contested. Three years later the same authors showed that $\mathrm{CCl}_{4}$ emits in the same range ${ }^{[340]}$, and Ibuki et al. attributed the band in this region to $\mathrm{CCl}_{2}{ }^{[341]}$.

Hintsa et al. examined the photodissociation of $\mathrm{CCl}_{3}$ with 308 nm to $\mathrm{CCl}_{2}$ and Cl in a molecular beam, showing that an average of $13 \mathrm{kcal} / \mathrm{mol}$ is released in translation. They did not, however, identify the electronic state from which dissociation occurs ${ }^{[326]}$, but it is probably the first excited electronic state.

At lower wavelengths the UV absorption spectrum shows a band between 190 and 270 nm , peaking at $210 \mathrm{~nm}{ }^{[320,342]}$. This band exhibits considerable fine structure, attributed to the $\mathrm{X}^{2} \mathrm{~A}_{1} \rightarrow$ $\mathrm{C}^{2} \mathrm{~A}_{1}^{\prime}(3 \mathrm{~s})$ Rydberg state transition ${ }^{[319]}$. Various other planar Rydberg states (summarized with other electronic states of the $\mathrm{CCl}_{3}$ radical and cation in table 9.1) were observed by Hudgens et al., out of which they extracted the adiabatic ionization energy $8.109 \pm 0.005 \mathrm{eV}{ }^{[321]}$. This value is considerably lower than the earlier determined values ( 8.28 eV ) obtained via monoenergetic electron impact ${ }^{[343]}$. From photoelectron spectra an adiabatic ionization energy of $8.06 \pm 0.02 \mathrm{eV}$ was obtained ${ }^{[322]}$, which was reproduced by DFT calculations $(8.05 \mathrm{eV}){ }^{[344]}$.

In conclusion even though the ionization energy of $\mathrm{CCl}_{3}$ is well characterized experimentally, its electronic states are not. This gap will therefore be closed by characterizing the different electronic transitions examined in the literature using TDDFT. This will allow interpretation of time-resolved experiments on the $\mathrm{X}^{2} \mathrm{~A}_{1} \rightarrow \mathrm{C}^{2} \mathrm{~A}_{1}^{\prime}$ transition into a 3 s Rydberg state.
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### 9.1.1 Experimental

The trichloromethyl radical was produced using pyrolysis from the precursor bromotrichloromethane (Sigma-Aldrich, used without further purification, see fig. 9.1), and examined using the Saclay setup (see section 5.4) with $266 / 800 \mathrm{~nm}$ (see section 5.4.2.1).

$$
\begin{array}{ccl}
\mathrm{BrCCl}_{3} & \text { pyrolysis } & \cdot \mathrm{CCl}_{3}+\cdots \mathrm{Br} \\
\mathrm{~m} / \mathrm{z}=196 / 198 / & \mathrm{m} / \mathrm{z}=117 / 119 / \quad \mathrm{m} / \mathrm{z}=79 / 81 \\
\mathbf{2 0 0 / 2 0 2 / ( 2 0 4 )} & \mathbf{1 2 1 / ( 1 2 3 )} &
\end{array}
$$

Figure 9.1: Production of the trichlormethyl radical by pyrolysis of bromotrichloromethane

The precursor was put in the source for liquids (see section 5.1), and seeded into the gas phase using argon as a carrier gas at 2 bar absolute pressure. 30 W were applied to the SiC tube. The angle of the pump laser polarization was varied for the timeresolved photoelectron spectra (pump-probe polarization parallel-parallel and pump-probe polarization vertical-paralel). The photoelectron spectra were inverted using the pBasex algorithm, decays were fitted using the fit program as detailed in section 13 , the plotted uncertainties correspond to fit uncertainties and not to experimental uncertainties.

### 9.1.2 Excited states of the $\mathbf{C C l}_{3}$ radical

All calculations were performed with the program package Gaussian09 ${ }^{[194]}$. In table 9.2 the parameters for the optimized ground state with DFT using the functionals B3LYP [208-211], CAM-B3LYP [195] and $\omega$ B97xD ${ }^{[196]}$ with a $\left.6-311++\mathrm{g}(\mathrm{d}, \mathrm{p})\right)^{[197]}$ basis set are compared to known experimental values.


Figure 9.2: Excited state difference for the third (a) and fourth (b) excited states. Red corresponds to decreasing electron intensity during the transition, blue to increasing electron density.

|  | B3LYP | CAM-B3LYP | $\omega$ B97xD | Exp |
| :---: | :---: | :---: | :---: | :---: |
| symmetry | $\mathrm{C}_{3 \mathrm{v}}$ | $\mathrm{C}_{3 \mathrm{v}}$ | $\mathrm{C}_{3 \mathrm{v}}$ | $\mathrm{C}_{3 \mathrm{v}}{ }^{[336]}$ |
| $\measuredangle(\mathrm{ClCCl}) /^{\circ}$ | 116.82 | 117.28 | 117.03 | $116.7^{[321]}$ |
| $\mathrm{r}(\mathrm{CCl}) / \AA$ | 1.73 | 1.71 | 1.72 |  |
| $\measuredangle(\mathrm{ClClClC}) /{ }^{\circ}$ | 20.15 | 18.68 | 19.50 | $10.6^{[321]}$ |

Table 9.2: Optimized geometries of the $\mathrm{CCl}_{3}$ radical in its ground state calculated with DFT using different functionals (basis set: 6-
a) $311++g(d, p)$ )

b)


Figure 9.3: Excited state difference for the fifth (a) and sixth (b) excited states. Red corresponds to decreasing electron intensity during the transition, blue to increasing electron density.


Figure 9.4: Excited state difference for the seventh excited states. Red corresponds to decreasing electron intensity during the transition, blue to in-

The correct symmetry is reproduced with all three functionals. The $\mathrm{Cl}-\mathrm{C}-\mathrm{Cl}$ angle deviates from the experimental values only with maximal deviations of $0.5 \%$, with the B3LYP functional performing best. The $\mathrm{C}-\mathrm{Cl}$ bond lengths are similar (maximal difference between the different functionals of $1 \%$ ), which is not the case for the dihedral angle. All three functionals considerably overestimate this dihedral angle compared to the experimental value (76-90\%). The experimental values were, however, obtained by taking into account $a b$ inito bond lengths.

In table 9.3 the excited states calculated with TDDFT ${ }^{[190]}$ and different functionals for $\mathrm{CCl}_{3}$ are listed with their symmetry attribution, energy, oscillator strength and spin expectation value. For B3LYP and $\omega$ B97xD the spin-contamination is negligible, only for CAM-B3LYP the deviation from the expected value ( 0.75 ) exceeds slightly $10 \%$.

The first excited state is dark for all three functionals, and the second excited state symmetryforbidden. In a molecular orbital scheme calculated for B3LYP $/ 6-311++\mathrm{g}(\mathrm{d}, \mathrm{p})$, displayed in fig. 9.5 , they correspond to the SOMO $\rightarrow$ LUMO and HOMO- $1 \rightarrow$ SOMO transition. The third/fourth and fifth/sixth excited states are degenerated, optically active and dominated by the orbital transition of two electrons. This two-transition character is dis-
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| state | TDDFT/ <br> B3LYP | TDDFT/ <br> CAM-B3LYP | TDDFT/ <br> $\omega$ B97xD |
| :---: | :---: | :---: | :---: |
| 0 | ${ }^{2} \mathrm{~A}_{1}$ | ${ }^{2} \mathrm{~A}_{1}$ | ${ }^{2} \mathrm{~A}_{1}$ |
| 1 | ${ }^{2} \mathrm{~A}_{1} 3.38$ | ${ }^{2} \mathrm{~A}_{1} 3.74$ | ${ }^{2} \mathrm{~A}_{1} 3.71$ |
|  | $(0.0$, | $(0.0$, | $(0.0$, |
|  | $0.78)$ | $0.80)$ | $0.79)$ |
| 2 | ${ }^{2} \mathrm{~A}_{2} 4.55$ | ${ }^{2} \mathrm{~A}_{2} 5.01$ | ${ }^{2} \mathrm{~A}_{2} 4.93$ |
|  | $(0.0$, | $(0.0$, | $(0.0$, |
|  | $0.77)$ | $0.78)$ | $0.78)$ |
| 3 | ${ }^{2} \mathrm{E} 5.11$ | ${ }^{2} \mathrm{E} 5.48$ | ${ }^{2} \mathrm{E} 5.48$ |
|  | $\left(2.5 \cdot 10^{-3}\right.$, | $\left(1 \cdot 10^{-4}\right.$, | $\left(2.5 \cdot 10^{-3}\right.$, |
|  | $0.79)$ | $0.85)$ | $0.82)$ |
|  | ${ }^{2} \mathrm{E} 5.11$ | ${ }^{2} \mathrm{E} 5.48$ | ${ }^{2} \mathrm{E} 5.48$ |
|  | $\left(2.4 \cdot 10^{-3}\right.$, | $\left(1 \cdot 10^{-4}\right.$, | $\left(2.5 \cdot 10^{-3}\right.$, |
|  | $0.79)$ | $0.85)$ | $0.82)$ |
| 5 | ${ }^{2} \mathrm{E} 5.33$ | ${ }^{2} \mathrm{E} 5.71$ | ${ }^{2} \mathrm{E} 5.70$ |
|  | $\left(3.2 \cdot 10^{-2}\right.$, | $\left(4.2 \cdot 10^{-2}\right.$, | $\left(3.6 \cdot 10^{-3}\right.$, |
|  | $0.79)$ | $0.80)$ | $0.82)$ |
| 6 | ${ }^{2} \mathrm{E} 5.33$ | ${ }^{2} \mathrm{E} 5.71$ | ${ }^{2} \mathrm{E} 5.70$ |
|  | $\left(3.2 \cdot 10^{-2}\right.$, | $\left(4.2 \cdot 10^{-2}\right.$, | $\left(3.62 \cdot 10^{-2}\right.$, |
|  | $0.79)$ | $0.80)$ | $0.82)$ |
| 7 | ${ }^{2} \mathrm{E} 5.62$ | ${ }^{2} \mathrm{~A}_{1} 5.98$ | ${ }^{2} \mathrm{E} 6.03$ |
|  | $\left(3.0 \cdot 10^{-2}\right.$, | $\left(9.5 \cdot 10^{-3}\right.$, | $(0.33$, |
|  | $0.78)$ | $0.81)$ | $0.79)$ |

Table 9.3: Excited states of $\mathrm{CCl}_{3}$ calculated with TDDFT (basis set: $6-311++g(d, p)$ ) using different functionals from optimized ground state structures, energy in eV (oscillator strength, $\langle S\rangle^{2}$ )
played schematically in fig. 9.5 as two arrows with the same color, the more intense arrow corresponds to the transition with slightly more weight. For these transitions two electrons and show considerable two-transition character. It makes therefore more sense to look at the excited state difference of the transition instead of the multiple initial and
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Figure 9.5: The four highest occupied and three lowest unoccupied molecular orbitals of $\mathrm{CCl}_{3}$ for the optimized ground state with B3LYP/6-311++g(d,p). The colored arrows correspond to the transitions of the respective excited state. When two arrows are shown, the state exhibits considerable ( $>35 \%$ ) two-transition character. The transparent arrow corresponds to the transitions with less weight.
final orbitals. These are displayed for the third and fourth excited state in fig. 9.2 a) and b) respectively, calculated with B3LYP $/ 6-311++\mathrm{g}(\mathrm{d}, \mathrm{p})$. Red corresponds to decreasing electron intensity during the transition, blue to increasing electron density. Electron density transfers from the one and two chlorine atoms to the carbon atom for the third and fourth electronic state respectively.
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The excited state difference for the fifth and sixth excited states are displayed in fig. 9.3, showing a similar situation: electron density transfer from the chlorine atoms to the central carbon atom.

The seventh electronic state, a bright state as well, is depicted in fig. 9.4. It gains electron intensity mainly in a $\mathrm{p}_{\mathrm{z}}$-like orbital centered on the carbon atom and is thus attributed to a p-Rydberg state. For completeness of the discussion of the excited state difference, the former are displayed in fig.9.6 for the first and second excited state.

With 266 nm we excite into the third/fourth excited state; the bright states which are energetically the closest to our pump energy (energy difference of $1.55 \mathrm{eV})$. An excitation into the fifth/sixth excited states is unlikely, since those states lie at least 0.7 eV energetically higher.

### 9.1.3 Experimental results and Discussion

## Pyrolysis on and off

As can be seen in fig. 9.7, the $\mathrm{CCl}_{3}$ radical is produced predominantly ( $\mathrm{m} / \mathrm{z}=117 / 119 / 121 / 123$; easily identifiable via the typical chlorine isotope intensity distribution of $0.43: 0.41: 0.13: 0.01$ ). The precursor could not be observed, the small peaks at high masses ( $\mathrm{m} / \mathrm{z}=162 / 164 / 166 / 168$ ) correspond to $\mathrm{BrCCl}_{2}$, easily identifiable as well by the typical isotope pattern. The small peaks at low masses ( $\mathrm{m} / \mathrm{z}=$ $79 / 81$ ) correspond to atomic bromine ( $\mathrm{m} / \mathrm{z}=79 / 81$ ), the large peaks ( $\mathrm{m} / \mathrm{z}=82 / 84 /(86)$ ) to dichlorocarbene out of dissociative photoionization. The sum of these small peaks is about a factor of 6 weaker than the sum of the $\mathrm{CCl}_{3}$ radical signal, measuring
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time-resolved photoelectron spectra in addition to time-resolved mass spectra is thus justified.

Time-resolved mass spectra


Figure 9.8: Decay of the mass signal of $\mathrm{CCl}_{3}$ (black circles) with the corresponding mono-exponential fit, the decay of the mass signal of $\mathrm{CCl}_{2}$ is depicted as gray diamonds. Both signals are normalized.

In fig. 9.8 the decay trace of the $\mathrm{CCl}_{3}$ signal is displayed. A very short mono-exponential decay is visible, shorter than the IRF. This is really a monoexponential decay, as can be seen in comparison with the $\mathrm{CCl}_{2}$ decay trace ( $\triangleright$ ). The $\mathrm{CCl}_{2}$ decay trace shows an even shorter decay (mainly autocorrelation) and is visibly shifted towards negative times. The decay traces of the other mass signals are depicted in fig. 9.9. The bromine signal shows an offset, whereas the $\mathrm{CCl}_{2}$ signal can be fitted well using a Gaussian function with a FWHM of 110 fs . The bromine signal could either stem from a dissociative photoionization of $\mathrm{BrCCl}_{2}$, or from ionization of atomic bromine produced in the pyrolysis. It is probably a combination of both: if the bromine signal were only from dissociative photoionization of $\mathrm{BrCCl}_{2}$, we would see the same temporal evolu-
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Figure 9.9: Decay traces of the mass signals of $\mathrm{CCl}_{2} \quad(\mathrm{~m} / z=82 / 84)$, atomic bromine ( $\mathrm{m} / \mathrm{z}=79 / 81$ ), $\mathrm{BrCCl}_{2} \quad(\mathrm{~m} / z=162 / 164 / 166 / 168)$ and $\mathrm{CCl}_{3} \quad(\mathrm{~m} / z=$ 117/119/121/123)
tion as for the $\mathrm{BrCCl}_{2}$-signal. If the bromine signal were only from atomic bromine produced in the pyrolysis, an offset is expected. Instead a combination of both evolutions, meaning a temporal evolution similar to the $\mathrm{BrCCl}_{2}$-signal combined with an offset is observed. The origin of the bromine signal in the offset from direct ionization of atomic bromine is confirmed by time-resolved photoelectron spectroscopy.
$\mathrm{CCl}_{3}$ and $\mathrm{BrCCl}_{2}$ show the same mono-exponential decay with a time constant of $\tau_{1}<50 \mathrm{fs}$. Even though both $\mathrm{CCl}_{3}$ and $\mathrm{BrCCl}_{2}$ show the same temporal behavior, the intensity of the $\mathrm{BrCCl}_{2}$ signal is of a factor of 14 smaller. Consequently the photoelectron spectrum should be dominated by the $\mathrm{CCl}_{3}$ signal.

### 9.1. TRICHLOROMETHYL RADICAL

## Time-resolved photoelectron spectra

For the time-resolved photoelectron experiments (contrary to the time-resolved mass spectra) the polar-


Figure 9.10: Rotational mean TRPES of the trichlormethyl radical. The upper panel shows the decay summed over all photoelectron energies with a mono-exponential fit; the middle panel shows the decay summed over all photoelectron energies with a bi-exponential fit. In both fits the black circles correspond to the experimental data points. In the left panel the photoelectron spectrum summed over all times is displayed. The ionization limits for $\mathrm{CCl}_{3}$ are depicted in blue (with an ionization energy of $8.06 \mathrm{eV}^{[322]}$ )
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ization of the pump laser was varied between horizontal and parallel. First the time-resolved photoelectron spectrum of the rotational mean will be discussed $\left(\left(\operatorname{Signal}_{\text {parallel }}+2 *\right.\right.$ Signal $\left.\left._{\text {ortho }}\right) / 3\right)$, then the rotational anisotropy in the photoelectron spectrum will be treated.

In fig. 9.10 the rotational mean of the timeresolved photoelectron spectrum is displayed. The photoelectron spectrum summed over all times is displayed in the left panel, the ionization limits are displayed as blue lines. Three peaks with the same distance to their respective ionization limit are visible (see the black arrows), one for $\left[1+3^{\prime}\right],\left[1+4^{\prime}\right]$ and $\left[1+5^{\prime}\right]$ signal (for $\left[1+5^{\prime}\right]$ it is very weak and hardly visible). This distance to the maximum of the peak is $0.39 \mathrm{eV}\left(3145.6 \mathrm{~cm}^{-1}\right)$, but the peaks themselves are quite large.

Horn and Boschwina calculated the vibrational structure of the first band of the photoelectron spectrum of $\mathrm{CCl}_{3}$ for one-photon ionization from the ground state and published all the vibrational term energies and the corresponding Franck-Condon factors ${ }^{[345]}$. The Franck-Condon spectrum is inlaid in fig. 9.11. The observed bands are well reproduced, even though the assumed temperature of 10 K is unrealistic with pyrolysis (see section 3.2) and even though we ionize in a multiphoton process instead of a one-photon process.

The upper panel shows the decay of the total photoelectron intensity. It can be fitted using only one time-constant ( $\tau_{1}=70 \pm 6 \mathrm{fs}$ ) just as the mass spectrum $\mathrm{CCl}_{3}$ (and $\mathrm{BrCCl}_{2}$ ) signal, though the observed time-constant is slightly longer. A monoexponential fit alone, however, does not reproduce the 'shoulder' around 0.4 ps . Fitting it using a biexponential fit (see middle panel in fig.9.10) repro-


Figure 9.11: Photoelectron spectrum with an inlaid Franck-Condon fit, assuming a temperature of 10 K . The red-line spectra corresponds to a Franck-Condon fit where all vibrational term energies are plotted with their corresponding Franck-Condon factors, for the blue-line spectra only those issued out of $v "=0$-state are plotted. The lines are convoluted with a Gaussian function.


Figure 9.12: Normalized decays for different peaks (in $e V$ ) for the rotational mean TRPES
duces well the whole decay and leads to a more reasonable first time constant ( $\tau_{1}=46 \pm 8 \mathrm{fs}$ ). Summing over all energies, however, is not reasonable. Looking closely at the 2D-map of the TRPES, not all photoelectron bands show the same temporal behavior. Looking at the temporal evolution of the different peaks, the peak around 0.5 eV in fig. 9.10 shows an offset. Decays for different integration zones are shown in fig. 9.12, the gray line corresponds to the total photoelectron signal as dis-
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played in the upper panel in fig. 9.10. The shoulder between $0.3-0.4 \mathrm{ps}$ comes from a combination of the slow photoelectrons ( $\mathrm{eKe}<0.29 \mathrm{eV},{ }^{+}$) and of the peak between $0.42-0.74 \mathrm{eV}(\odot)$. This one shows a small offset, though no near as large as the offset seen in the bromine signal (fig. 9.9). This is probably due to an overlap of the bromine signal and the $\mathrm{CCl}_{3}$ signal, which increases the autocorrelation signal.

Bromine has an ionization energy of 11.81381 $\mathrm{eV}{ }^{[346]}$. Eight 800 nm photons (or a $\left[1+5^{\prime}\right] /\left[2+2^{\prime}\right]$ ) are necessary to ionize bromine and would give a maximal excess energy of 0.57 eV - which corresponds exactly with the position of the offset band. The observed bromine signal therefore originates either from a $\left[1+5^{\prime}\right]$ or from a $\left[2+2^{\prime}\right]$ process and not out of a photodissociation from $\mathrm{BrCCl}_{2}$. Looking at the excited states of atomic bromine ${ }^{[347]}$, there is no state excitable with only one 266 nm ( 37 $594 \mathrm{~cm}^{-1}$ ) photon (the first excited state ${ }^{2} \mathrm{P}_{1 / 2}^{0}=3$ $685 \mathrm{~cm}^{-1}$; the next at ${ }^{4} \mathrm{P}_{5 / 2}=63436 \mathrm{~cm}^{-1}$ ). With two 266 nm photons ( $75171 \mathrm{~cm}^{-1}$ ), however, two states are energetically close, the ${ }^{4} \mathrm{P}_{3 / 2}^{0}$ state $=75$ $009.13 \mathrm{~cm}^{-1}(266.66 \mathrm{~nm})$ and the ${ }^{4} \mathrm{P}_{5 / 2}^{0}=74672.32$ $\mathrm{cm}^{-1}(267.84 \mathrm{~nm})$. The spectrum of the pump laser is depicted in fig. 9.13, averaged over the continuously measured spectrum during the TRPES. The pump laser spectrum is large enough to reach both the ${ }^{4} \mathrm{P}_{3 / 2}^{0}$ and ${ }^{4} \mathrm{P}_{5 / 2}^{0}$ states, resulting in excess energies between $0.58-0.54 \mathrm{eV}$. The bromine signal originates therefore from a $\left[2+2^{\prime}\right]$-process, where the bromine is excited into the ${ }^{4} \mathrm{P}_{3 / 2}^{0}$ and ${ }^{4} \mathrm{P}_{5 / 2}^{0}$ state, both long-lived.

The decay from $0.42-0.74 \mathrm{eV}$ is therefore a mixture of the bromine and $\mathrm{CCl}_{3}$ signal. The decays


Figure 9.13: Spectrum of the pump laser, mean of the spectra measured continously during the TRPES
of the other peaks at higher energy, at $0.66-1.1 \mathrm{eV}$ $(\diamond)$ and $2.03-2.43 \mathrm{eV}(\circ)$, are attributed to $\mathrm{CCl}_{3}$ only, and can be fitted - in accordance with the time-resolved mass spectra - using one very short time-constant ( $\tau_{1}=44 \pm 5 \mathrm{fs}, \mathrm{IRF}=102 \pm 5 \mathrm{fs}$ and $\tau_{1}=37 \pm 7 \mathrm{fs}, \mathrm{IRF}=128 \pm 7 \mathrm{fs}$ respectively).

## Rotational Anisotropy

A positive rotational anisotropy is observed in the TRPES (see fig. 9.14). This rotational anisotropy is a combination of anisotropy in the energy spectra and in the temporal decay. The observed intensity is significantly lower if the pump laser is polarized orthogonally with respect to the probe laser. The angles were not varied for the mass spectra, so no conclusion as to the rotational anisotropy in the mass spectra decays can be made. The decay of the rotational anisotropy (fig. 9.15) can be fitted with a mono-exponential decay, showing a change in electronic character.

This also indicates that the excited state presents some asymmetry. The third/fourth initially excited


Figure 9.15: Mono-exponential fit of the rotational anisotropy of the total photoelectron decay. The IRF was held fixed for the fit to converge to reasonable values.
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states (see fig. 9.2) show decreasing electron density in p-like orbitals going out of plane centered on the chlorine atoms, and increasing electron density on the central carbon atom and on three (two) chlorine atoms in plane. In the context of a molecular orbital scheme (see fig. 9.5) both show excitation into MO 29, which shows out-of-the plane symmetry. It is thus not surprising that a rotational anisotropy is visible.

### 9.1.4 Interpretation

With 266 nm we excite into the third/fourth initially excited states, which show rotational anisotropy. The initially excited states relax via a conical intersection into a lower-lying electronic state, the deposited wavepacket moves out of the Franck-Condon region. This change of electronic character is reflected in the rotational anisotropy. The different ionization cross sections of the different electronic states can be understood following the Koopman's theorem: The ionic ground state should have the electron configuration of SOMO-1. When the excited state no longer corresponds to the SOMO-LUMO-transition, the ionic state formed by the removal of an electron is not the ionic ground state. This is the case for example for the second electronic state in fig. 9.5.

All these three different formulations - conical intersection, move-out of the Franck-Condon region, Koopman's theorem - describe the same relaxation process.

### 9.2. MONOBROMOMETHYL RADICAL

### 9.2 Monobromomethyl radical

As mentioned in the previous section, halogen atoms and halogen-containing radicals are one of the key participants in the catalytic reactions leading to stratospheric ozone destruction ${ }^{[348-351]}$. Bromine atoms are even more effective at destructing ozone than chlorine atoms ${ }^{[352]}$, bromine and chlorine radicals even exhibit a synergistic effect which efficiently destroys catalytically the ozone layer $[353,354]$.

The smallest hydrocarbon radical containing a bromine atom is $\mathrm{CH}_{2} \mathrm{Br}$, the monobromomethyl radical, which constitutes an important source of atomic bromine in the atmosphere ${ }^{[355]}$. Hence the continued interest in its kinetics ${ }^{[354,356-358]}$ and its spectroscopy ${ }^{[358-368]}$.

In contrast to the other halogen-containing radical $\mathrm{CCl}_{3}$ examined in this thesis, the $\mathrm{CH}_{2} \mathrm{Br}$ radical is planar in its ground state ${ }^{[359-364]}$ and its ionized state ${ }^{[365]}$ with $\mathrm{C}_{2 \mathrm{v}}$ symmetry for both. The properties of the ground state of the $\mathrm{CH}_{2} \mathrm{Br}$ anion and the radical were examined with ab initio methods, yielding a computed electron affinity of 0.917-0.927 $\mathrm{eV}{ }^{[369]}$ for the radical (compared to an experimental value of $1.0 \pm 0.3 \mathrm{eV}^{[366]}$ ) and an ionization energy of $8.45 \mathrm{eV}{ }^{[370]}$. Its ionization energy was first determined experimentally in 1958 ( $8.34 \pm 0.11$ eV) ${ }^{[367]}$. This was refined in 1983 by Andrews et al. ${ }^{[371]}$, who determined the adiabatic $(8.61 \pm 0.01$ $\mathrm{eV})$ and vertical ( $8.72 \pm 0.01 \mathrm{eV}$ ) ionization energies of the monobromomethyl radical using photoelectron spectroscopy. The value of its adiabatic ionization energy was confirmed by Ma et al. ${ }^{[366]}$. Recently Steinbauer et al. ${ }^{[372]}$ reexamined the monobromomethyl radical using mass-selective threshold photoelectron spectra, resulting in an adiabatic ion-
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ization energy of $8.62 \pm 0.01 \mathrm{eV}$, in accordance with the result from Andrews et al. ${ }^{[371]}$.

Spectroscopic studies of the excited states of the monobromomethyl radical are still sparse. The UV spectrum measured by Villenave et al. ${ }^{[358]}$ shows one broad band between 270 and 210 nm , peaking at 230 nm , whereas Nielsen et al. ${ }^{[373]}$ measured a band between 340 and 220 nm , peaking at 270 nm . Their measured absorption spectrum looks very similar to the absorption spectrum of $\mathrm{CH}_{2} \mathrm{BrO}_{2}$ which they measured as well, a contamination of their spectrum is thus likely. Villenave et al. ${ }^{[358]}$ stated strongly that $\mathrm{CH}_{2} \mathrm{Br}$ does definitely not absorb at wavelengths longer than 270 nm .

The first five excited states were calculated using CASSCF and MRCI ${ }^{[374]}$ (see table 9.4). The lowest electronic excited state $2^{2} \mathrm{~A}^{\prime}$ lies at 4.45 eV ( 4.73 eV for CASSCF) and has an oscillator strength of 0.08 , whereas the second electronic excited state is symmetry forbidden. The third electronic excited state has an oscillator strength higher than one, which is questionable, and lies with 5.62 eV ( 6.01 eV for CASSCF) too high to be excited with $266 \mathrm{~nm}(4.66 \mathrm{eV})$. Bromine introduces a large spinorbit coupling effect in the molecule, which makes calculations complicated, but the gap between $3^{2} \mathrm{~A}^{\prime}$ and $2^{2} \mathrm{~A}^{\prime}$ is still large, so they can be considerated as seperate states.

The dynamics of the first excited state has been examined using transient resonance Raman spectroscopy ${ }^{[368]}$, concluding with the support of DFT calculations that the first excited state exhibits motion mostly along the $\mathrm{C}-\mathrm{Br}$ bond in the FranckCondon region. We therefore looked at the fs-dynamics of this first excited state in a 266 nm pump / 800 nm probe experiment.

### 9.2. MONOBROMOMETHYL RADICAL

### 9.2.1 Experimental

The monobromomethyl radical was examined using the Saclay setup (see section 5.4) with 266 nm as the pump laser and 800 nm as the probe laser. It was produced via pyrolysis at 30 W from bromonitromethane (Sigma-Aldrich, technical grade, used without further purification, see fig. 9.16), which was transferred into the gas phase using the source for liquids (see section 5.1) with argon at 2 bar absolute background pressure.


Figure 9.16: Scheme of production of the bromomethyl radical via pyrolysis from bromonitromethane

TOF delay scans were averaged over 2 series and PE delay scans over 5 series. The probe laser was polarized horizontally, the polarization of the pump laser was varied between horizontal and vertical polarization. The photoelectron spectra were inverted using the pBasex algorithm as implemented in the Analyse-program, fit constants were extracted as described in section 13, the plotted uncertainties correspond to fit uncertainties and not to experimental uncertainties.

### 9.2.2 Results and Discussion

## Pyrolysis on and pyrolysis off

As can be seen in fig. 9.17 in the mass spectrum at pump probe conditions, the bromomethyl rad-
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Figure 9.17: Mass spectra of bromonitromethane with pyrolysis on and pyrolysis off
ical at $\mathrm{m} / \mathrm{z}=93 / 95$ is the most intense peak, but $\mathrm{CHBr}_{2}$ at $\mathrm{m} / \mathrm{z}=173 / 175 / 177$ is also formed and is about $40 \%$ as intense as the bromomethyl radical. Both are easily identifiable via their typical isotopic pattern (for $\mathrm{CH}_{2} \mathrm{Br}$ : $\mathrm{m} / \mathrm{z}=93 / 95$ with an intensity distribution like those of atomic bromine of 1:0.98; $\mathrm{CHBr}_{2}: \mathrm{m} / \mathrm{z}=173 / 175 / 177$ with an intensity distribution of 1:2:1).
$\mathrm{CHBr}_{2}$ could be formed by an addition of bromine in the pyrolysis tube to the bromomethyl radical and a loss of a hydrogen atom. Looking closely at the mass spectrum without pyrolysis, however, a small $\mathrm{CHBr}_{2}$ signal is still visible. The $\mathrm{CHBr}_{2}$ signal consequently originates from an impurity (for example $\mathrm{CHBr}_{2} \mathrm{NO}_{2}$ or $\mathrm{CH}_{2} \mathrm{Br}_{2} \mathrm{NO}_{2}$ ) already present in the precursor. Bromine (at $\mathrm{m} / \mathrm{z}=79 / 81$, intensity distribution 1:1) is also visible with the pyrolysis on. The precursor is not visible neither with pyrolysis on nor off. $\mathrm{H}_{2} \mathrm{BrCNO}_{2}$ shows dissociative photoionization to $\mathrm{CH}_{2} \mathrm{Br}^{+}$above $10.95 \mathrm{eV}{ }^{[372]}$, which can be reached with three pump photons. This explains the weak, yet broad $\mathrm{CH}_{2} \mathrm{Br}$ peaks visible without pyrolysis.

### 9.2. MONOBROMOMETHYL RADICAL

## Time-resolved mass spectra

In fig. 9.18 the time-decay traces for $\mathrm{CH}_{2} \mathrm{Br}, \mathrm{CHBr}_{2}$ and for Br are displayed. Fitting the $\mathrm{CH}_{2} \mathrm{Br}$ and $\mathrm{CHBr}_{2}$ signals using only autocorrelation (blue curve) does not reproduce the experimental data between $0.1-0.2 \mathrm{ps}$ pump-probe-delay. Including one timeconstant $\tau_{1}$ leads to a good agreement and to a more reasonable IRF (previously measured IRFs were between $100-120 \mathrm{fs}$, see other experiments using $266 / 800 \mathrm{~nm}$ in this thesis). The obtained timeconstants are very short, 37 and 52 fs for $\mathrm{CH}_{2} \mathrm{Br}$ and $\mathrm{CHBr}_{2}$ respectively. For $\mathrm{CH}_{2} \mathrm{Br}$ the difference between the decay with orthogonal laser polarization ( + ) and parallel laser polarization ( + ) is negligible (rot. anisotropy $=-0.1$ ), whereas for $\mathrm{CHBr}_{2}$ it is much more pronounced (rot. anisotropy $=+0.40$ ).

For atomic bromine signal, even though weak it is weak compared to the $\mathrm{CH}_{2} \mathrm{Br}$ and $\mathrm{CHBr}_{2}$ signals, this difference is even more pronounced (rot. anisotropy $=0.8-1.0$ ). Its dynamic is also very interesting; on the observed timescale it converges to an offset with a visible damped oscillation. A fourier transform reveals that this oscillation is composed of two oscillations ( $\sim 100 \mathrm{~cm}^{-1}$ and $\sim 340 \mathrm{~cm}^{-1}$ ).

The atomic bromine signal can have two possible origins: either from free bromine present in the molecular beam produced via pyrolysis, or via dissociation of a bromine-containing molecule.

Several arguments are in favour of the ionization of free atomic bromine:

Just as in the $\mathrm{CCl}_{3}$ experiments (see section 9.1 ), atomic bromine can be ionized in a [ $2+2$ '] resonant ionization via the ${ }^{4} \mathrm{P}_{3 / 2}^{0}$ and ${ }^{4} \mathrm{P}_{5 / 2}^{0}$ states ${ }^{[347]}$. The energy difference between those two states is $337 \mathrm{~cm}^{-1}$, which corresponds to one of the oscillations. The oscillation could therefore be partly ex-


Figure 9.18: Fitted time-decay traces of the mass signals of (in order) $\mathrm{CH}_{2} \mathrm{Br}, \mathrm{CHBr}_{2}$ and Br . ${ }^{\circ}$ : rotational mean experimental data points ${ }^{+}$: pump laser and probe laser orthogonal polarized ${ }^{+}$: pump laser and probe laser parallel polarized.
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plained via oscillation of the wavepacket in atomic bromine between these two states. This phenomena should then also be present in the $\mathrm{CCl}_{3}$ experiments. No vibrations were observed, but this could be attributed to an insufficient $\mathrm{S} / \mathrm{N}$ ratio.

A photodissociation of a bromine-containing molecule or dissociative photoionization is also possible. Velocity map imaging techniques can help answer the question of the origin. Ion imaging of atomic bromine could answer this question, but no ion images of bromine were recorded. But the photoelectron spectrum alone should give insight into this process. If the atomic bromine signal stems exclusively from pyrolysis, the photoelectron spectrum should exhibit a narrow band centered at 0.540.58 eV analogous to the $\mathrm{CCl}_{3}$ photoelectron spectrum (see fig. 9.10). In the case of a dissociative process, a broad offset is expected.

## Time-resolved photoelectron spectra

In fig. 9.20 the rotational mean of the photoelectron spectrum is displayed, which, considering the mass spectrum, is essentially a mixture of $\mathrm{CH}_{2} \mathrm{Br}$ and $\mathrm{CHBr}_{2}$. The rotational anisotropy in the photoelectron spectrum is treated later.

The time-resolved photoelectron spectrum (left
 panel) shows two broad bands centered at 0.6 and 0.9 eV , which show the same fast decay (see fig. 9.21 ). The band centered at 0.5 eV shows an offset, which extends over the whole energy range (see fig. 9.21), which was not the case in the the $\mathrm{CCl}_{3}$ photoelectron spectrum. The excitation spectrum is identical in both cases (see fig. 9.19). Therefore the bromine signal can not stem exclusively from free atomic bromine produced in the pyrolysis, but

Figure 9.19: Spectrum of the pump laser, mean of the spectra
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Figure 9.20: Rotational mean time-resolved photoelectron spectra of $\mathrm{CH}_{2} \mathrm{Br} / \mathrm{CHBr}_{2}$. The blue ionization limits correspond to the ionization limits of $\mathrm{CH}_{2} \mathrm{Br}\left(\mathrm{IE}=8.72 \pm 0.01 \mathrm{eV}{ }^{[371]}\right)$, whereas the red ionization limits correspond to the ionization limits of $\mathrm{CHBr}_{2}(I E=8.40 \pm$ $\left.0.03 \mathrm{eV}{ }^{[371]}\right)$. The upper panels show the total photoelectron decay with different fits, whereas the left panel represent the photoelectron spectrum summed over all times.
also has to stem from photodissociation processes in the excited state of either $\mathrm{BrCH}_{2}$ or $\mathrm{Br}_{2} \mathrm{CH}$.

The attribution of the peaks in the photoelectron spectrum is relatively straightforward. The first peak at 0.6 eV in the photoelectron spectrum in fig. 9.20 is attributed to the photoelectron spec-
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Figure 9.21: Decay traces of the photoelectron spectrum over different energy ranges
trum of $\mathrm{CH}_{2} \mathrm{Br}$, whereas the second smaller peak at 0.9 eV is attributed to the photoelectron spectrum of $\mathrm{CHBr}_{2}$. This is in agreement with their intensities in the mass spectra $\left(\mathrm{CH}_{2} \mathrm{Br}: \mathrm{CHBr}_{2}=\right.$ $2: 1$ ). The two peaks cannot correspond to the two atomic states of bromine, ${ }^{4} \mathrm{P}_{3 / 2}^{0}$ and ${ }^{4} \mathrm{P}_{5 / 2}^{0}$, since they are seperated only by 0.04 eV .

Fitting the time-decay of the total photoelectron signal using only one time-constant (top timedecay trace in fig. 9.20) does not reproduce the observed offset. This can be corrected by including either an offset (middle time-decay trace in fig. 9.20) or by using a bi-exponential decay (lower time-decay trace in fig. 9.20). Since the photoelectron spectrum was recorded only up to a pump-probe delay of 3.5 ps , fitting it using a bi-exponential decay results in a second time-constant of $\tau_{2}=3.6 \mathrm{ps}$, which is equivalent to an offset on the measured timescale. This offset corresponds to the mass spectrum bromine signal, and the small mono-exponential decay with a time constant of $\tau_{1} \approx 40 \mathrm{fs}$ is comparable to the time constant of the $\mathrm{CH}_{2} \mathrm{Br}$ and $\mathrm{CHBr}_{2}$ signal. A marked oscillation is not observed in the photoelectron spectrum, but considering the relative intensities in the mass spectra (see fig. 9.17),
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this is not surprising.

## Rotational anisotropy

For the photoelectron spectra a positive rotational anisotropy ( +0.5 ) at the autocorrelation (see fig. 9.22 ) is observed, just as in the mass spectra. This is an indication that a $\sigma$ state is initially excited, since the rotational constants to randomize a $\sigma$ state are very big compared to a $\pi$ state (see fig. 9.23).

As to understand what happens after the excitation of $\mathrm{CHBr}_{2}$ and $\mathrm{CH}_{2} \mathrm{Br}$ with 266 nm , their excited states and the potential energy surface along the $\mathrm{C}-\mathrm{Br}$ bond were calculated using TDDFT as implemented in Gaussian09 [194].

### 9.2.3 Excited states of the $\mathrm{CH}_{2} \mathrm{Br}$ radical

Concerning the $\mathrm{CHBr}_{2}$ radical, Li et al. ${ }^{[374]}$ computed the first five electronic excited states using CASSCF and MRCI. They characterized their states in accordance with $\mathrm{C}_{\mathrm{S}}$ symmetry, in a lower symmetry than the experimentally confirmed $\mathrm{C}_{2 \mathrm{v}}$-symmetry ${ }^{[359-364]}$. In the following the calculations of Li et al. ${ }^{[374]}$ are compared with TDDFT [190] calculations with the functionals B3LYP [208-211], CAM-B3LYP ${ }^{[195]}$ and $\omega$ B97xD ${ }^{[196]}$ using the basis set $6-311++\mathrm{g}(\mathrm{d}, \mathrm{p}){ }^{[197]}$.

In table 9.5 the geometrical parameters of DFT calculations with different functionals for the ground state are compared with experimental values obtained from rotational spectra ${ }^{[362]}$. The correct symmetry is obtained each time and the agreement with the experimental values is excellent ( $\Delta<1 \%$ ). In table 9.6 the first five excited states for the $\mathrm{CH}_{2} \mathrm{Br}$


Figure 9.22: Rotational anisotropy, gray corresponds to points with no experimental intensity


Figure 9.23: $\mathrm{CH}_{2} \mathrm{Br}$
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|  | B3LYP | CAM-B3LYP | $\omega$ B97xD | $\exp ^{[362]}$ |
| :---: | :---: | :---: | :---: | :---: |
| symmetry | $\mathrm{C}_{2 \mathrm{v}}$ | $\mathrm{C}_{2 \mathrm{v}}$ | $\mathrm{C}_{2 \mathrm{v}}$ | $\mathrm{C}_{2 \mathrm{v}}$ |
| $\measuredangle \mathrm{HCH} /{ }^{\circ}$ | 124.83 | 124.43 | 124.42 | 124.5 |
| $\mathrm{r}(\mathrm{CBr}) / \AA$ | 1.864 | 1.851 | 1.850 | 1.848 |
| $\mathrm{r}(\mathrm{CH}) / \AA$ | 1.078 | 1.077 | 1.079 | 1.084 |

Table 9.5: Optimized geometries of the $\mathrm{CH}_{2} \mathrm{Br}$ radical calculated with DFT using different functionals (basis set: $6-311++g(d, p)$ )
radical calculated with TDDFT using three different functionals (B3LYP, CAM-B3LYP and $\omega$ B97xD) and the MRCI calculations by Li et al. ${ }^{[374]}$ are compared. All TDDFT calculations were started from the optimized ground state. It should be noted that the spin-orbit coupling of the bromine atom is not included in the TDDFT calculations. These transitions are visualized in fig. 9.24. The displayed orbitals correspond to the optimized ground state orbitals; the contribution of the displayed transition is higher than $95 \%$.

The excited states calculated with different functionals are energetically very close. But compared to the MRCI calculations they are all lower in energy. In the TDDFT calculations the first electronic ground state has a small oscillator strength, whereas the second and third excited states are dark. The fourth excited state is very bright, whereas the fifth is dark again. This is in contrast to the MRCI calculations.

Whereas for the first two excited states the oscillator strength is comparable, in the MRCI calculations the third electronic state is the brightest with an oscillator strength of 1.53 . Both the fourth and the fifth excited state have a small oscillator strength. Probably in the MRCI calculations the third and fourth excited states are switched as compared to the TDDFT calculations. But even
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| state | B3LYP | CAM-B3LYP | $\omega$ B97xD | MRCI ${ }^{[374]}$ |
| :---: | :---: | :---: | :---: | :---: |
| 0 | ${ }^{2} \mathrm{~B}_{1}$ | ${ }^{2} \mathrm{~B}_{1}$ | ${ }^{2} \mathrm{~B}_{1}$ | ${ }^{2} \mathrm{~A}^{\prime}$ |
| 1 | ${ }^{2} \mathrm{~B}_{1} 4.00$ | ${ }^{2} \mathrm{~B}_{1} 4.27$ | ${ }^{2} \mathrm{~B}_{1} 4.05$ | ${ }^{2} \mathrm{~A}^{\prime} 4.45$ |
|  | $\left(2.2 \cdot 10^{-3}\right.$, | $\left(1.9 \cdot 10^{-3}\right.$, | $\left(2.5 \cdot 10^{-3}\right.$, | $(0.08)$ |
|  | $0.80)$ | $0.83)$ | $0.80)$ |  |
|  | ${ }^{2} \mathrm{~A}_{2} 4.25$ | ${ }^{2} \mathrm{~A}_{2} 4.54$ | ${ }^{2} \mathrm{~A}_{2} 4.25$ | ${ }^{2} \mathrm{~A}^{\prime} 4.80$ |
|  | $(0.0$, | $(0.0$, | $(0.0$, | $(0.0)$ |
|  | $0.77)$ | $0.78)$ | $0.77)$ |  |
|  | ${ }^{2} \mathrm{~B}_{1} 5.09$ | ${ }^{2} \mathrm{~B}_{1} 5.41$ | ${ }^{2} \mathrm{~B}_{1} 5.06$ | ${ }^{2} \mathrm{~A}^{\prime} 5.62$ |
| 3 | $(0.0$, | $(0.0$, | $(0.0$, | $(1.53)$ |
|  | $0.81)$ | $0.84)$ | $0.77)$ |  |
|  | ${ }^{2} \mathrm{~A}_{1} 5.15$ | ${ }^{2} \mathrm{~A}_{1} 5.43$ | ${ }^{2} \mathrm{~A}_{1} 5.20$ | ${ }^{2} \mathrm{~A}^{\prime \prime} 6.96$ |
| 4 | $\left(6.4 \cdot 10^{-2}\right.$, | $\left(6.5 \cdot 10^{-2}\right.$, | $\left(6.7 \cdot 10^{-2}\right.$, | $(0.13)$ |
|  | $0.78)$ | $0.78)$ | $0.77)$ |  |
|  | ${ }^{2} \mathrm{~A}_{2} 5.86$ | ${ }^{3} \mathrm{~B}_{2} 6.14$ | ${ }^{2} \mathrm{~A}_{2} 5.81$ | ${ }^{2} \mathrm{~A}^{\prime \prime} 7.87$ |
| 5 | $(0.0$, | $(0.0$, | $(0.0$, | $(0.02)$ |
|  | 0.80 | $2.67)$ | $0.80)$ |  |

Table 9.6: Excited states of $\mathrm{CH}_{2} \mathrm{Br}$ calculated with TDDFT (basis set: 6$311++g(d, p))$ using different functionals from optimized ground state structures, energy in eV (oscillator strength, $\langle S\rangle^{2}$ ). The last column corresponds to MRCI calculations by Li et al ${ }^{\left[{ }^{[7} 74\right]}$ (energy in eV $\left(\left\langle S^{2}\right\rangle\right)$ ), they assumed a $C_{S}$ symmetry for their characterization of the electronic states, even though it has been shown in literature that this molecule has $C_{2 V}$ symmetry ${ }^{[359-364] .}$.
that does not explain why the symmetry of the fourth excited state is $\mathrm{A}_{1}$ in the TDDFT calculations, which corresponds to $\mathrm{A}^{\prime}$ ' in the $\mathrm{C}_{\mathrm{S}}$-symmetry. Combined with their obtained oscillator strength greater than one for the third excited state (in contrast to the definition of the oscillator strength ${ }^{[39]}$ ) makes the quality and validity of the MRCI transitions questionable.

The TDDFT calculations are mostly not significantly spin-contaminated, since the expectation value of the total spin (ideal: 0.75 ) differs from the


Figure 9.24: The three highest occupied and three lowest unoccupied molecular orbitals of $\mathrm{CH}_{2} \mathrm{Br}$ for the optimized ground state with B3LYP/6-311++g(d,p). The colored arrows correspond to the transitions of the respective excited state, where the contribution of the respective molecular orbital is at least $95 \%$. The colorcode is the same as in fig. 9.27.
obtained values by less than $10 \%$. The only exception are the fifth excited state calculated with CAM-B3LYP, which is very strongly spin-contaminated, and the first and third excited state calculated with CAM-B3LYP, where the value of the total spin slightly exceeds the $10 \%$ limit. CAMB3LYP performs worse than B3LYP and wB97xD based on the spin-contamination. All transitions, as displayed in fig. 9.24 for B3LYP $/ 6-311++g(d, p)$, have only one major contribution (calculated as de-
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tailed in the supplementary in ref. [375]). The two transitions with the major oscillator strength, the first and fourth excited state, are SOMO $\rightarrow$ LUMO and HOMO- $2 \rightarrow$ SOMO transitions.

With respect to our TDDFT calculations the excitation with 266 nm is attributed to the fourth most intense excited state, even though the calculated energy maximum is above the energy of $266 \mathrm{~nm}=4.66 \mathrm{eV}$. The calculated excitation energies range between $5.15-5.43 \mathrm{eV}$, which corresponds to a deviation of $10-16 \%$. Since even between the different functionals the difference is about $6 \%$, the attribution of the fourth excited state as the initially excited state is valid. The excited state difference for the fourth excited state is shown in fig. 9.25 . For the fourth excited state electron density transfers from the bromine atom towards the carbon atom.

To understand the dynamics of the fourth excited state, the energies of the excited states during elongation of the $\mathrm{C}-\mathrm{Br}$ bond were calculated with B3LYP $/ 6-311++\mathrm{g}(\mathrm{d}, \mathrm{p})$. This is depicted in fig. 9.27, where states with no oscillator strength have a $\bullet$ symbol. The gray line corresponds to the position of the optimized ground state.

Starting from the optimum in the ground state (following the gray line), with 266 nm the fourth excited state is not excited in its minimum. This state shows two minima separated by a barrier and crosses the third excited state, which is a dissociative. If the wavepacket were to oscillate in the first minimum, this oscillation should also be observed in the $\mathrm{CH}_{2} \mathrm{Br}$ mass signal, which was not the case. If the wavepacket, however, oscillates in the second minimum, $\mathrm{CH}_{2} \mathrm{Br}$ could no longer be ionized due to diagonal Franck-Condon factors. If the observed

Figure 9.25: Excited state difference for the fourth excited state. Red corresponds to decreasing electron intensity during the transition, blue to increasing electron density.


Figure 9.26: Excepted intensity increase with oscillations in the bromine mass signal after photodissociation.


Figure 9.27: PES of the $\mathrm{CH}_{2} \mathrm{Br}$ radical during elongation of the $C-B r$ bond, calculated with TDDFT/B3LYP. All other parameters were held fixed. Lines with $\diamond$ correspond to electronic states with no oscillator strength. The gray line corresponds to the equilibrium geometry in the ground state.
oscillations in the bromine mass signal were from a dissociation in the excited state, an increase in the intensity is to be expected (see fig. 9.26), which is not observed.

The fourth excited state could show dissociative photoionization, which explains the observed oscillations in the mass spectra as well as the energetically broad offset in the photoelectron spectrum. The short time-constant observed in the photoelectron spectrum and in the $\mathrm{CH}_{2} \mathrm{Br}$ mass signal corresponds to the time it takes for the wave packet to phase out of the Franck-Condon-region with the ion and towards the minimum of the fourth excited state.
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### 9.2.4 Excited states of the $\mathrm{CHBr}_{2}$ radical

To the best of our knowledge, only a few studies on the $\mathrm{CHBr}_{2}$ radical can be found in literature. 1992 Moc ${ }^{[370]}$ calculated the ground state using ab inito and hybrid UB3LYP DFT method. Experimentally it has been observed as a 267 nm photolysis product of bromoform ${ }^{[376]}$. Pyrolysis was used to produce $\mathrm{CHBr}_{2}$, so bromoform pyrolysis is negligible.

|  | B3LYP | CAM-B3LYP | $\omega$ B97xD |
| :---: | :---: | :---: | :---: |
| symmetry | $\mathrm{C}_{\mathrm{S}}$ | $\mathrm{C}_{\mathrm{S}}$ | $\mathrm{C}_{\mathrm{S}}$ |
| $\angle(\mathrm{BrCBr}) /^{\circ}$ | 120.80 | 121.04 | 120.80 |
| $\mathrm{r}(\mathrm{CBr}) / \AA$ | 1.874 | 1.857 | 1.858 |
| $\mathrm{r}(\mathrm{CH}) / \AA$ | 1.808 | 1.079 | 1.081 |
| $\angle(\mathrm{BrBrHC}) /{ }^{\circ}$ | 18.85 | 15.27 | 16.72 |

Table 9.7: Optimized geometries of the $\mathrm{CHBr}_{2}$ radical in its ground state calculated with DFT using different functionals (basis set: $6-311++g(d, p)$ )

Just as for the $\mathrm{CH}_{2} \mathrm{Br}$ radical, the ground state of $\mathrm{CHBr}_{2}$ was optimized with DFT (basis set: 6$311++\mathrm{g}(\mathrm{d}, \mathrm{p})$ ) using the three functionals B3LYP, CAM-B3LYP and $\omega$ B97xD. The parameters for the optimized ground states are summarized in table 9.7. All three calculations agree that $\mathrm{CHBr}_{2}$ is pyramidal, in contrast to the planar $\mathrm{CH}_{2} \mathrm{Br}$. The obtained values are in good agreement with those calculated by Moc, with exception of the out-ofplane angle ( $\measuredangle(\mathrm{BrBrHC})$ ), which is higher ( 25.8 $33.4^{\circ}$ ) in the calculations by Moc ${ }^{[370]}$. Based on these optimized ground states TDDFT calculations were performed, using again the three functionals B3LYP, CAM-B3LYP and $\omega$ B97xD. The results are summarized in table 9.8.
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| state | TDDFT/ <br> B3LYP | TDDFT/ <br> CAM-B3LYP | TDDFT/ <br> $\omega B 97 x D$ |
| :---: | :---: | :---: | :---: |
| 0 | ${ }^{2} \mathrm{~A}^{\prime}$ | ${ }^{2} \mathrm{~A}^{\prime}$ | ${ }^{2} \mathrm{~A}^{\prime}$ |
| 1 | ${ }^{2} \mathrm{~A}^{\prime} 3.16$ | ${ }^{2} \mathrm{~A}^{\prime} 3.43$ | ${ }^{2} \mathrm{~A}^{\prime} 3.47$ |
|  | $\left(5 \cdot 10^{-4}\right.$, | $\left(3 \cdot 10^{-4}\right.$, | $\left(3 \cdot 10^{-4}\right.$, |
|  | $0.79)$ | $0.82)$ | $0.81)$ |
| 2 | ${ }^{2} \mathrm{~A}^{\prime \prime} 4.16$ | ${ }^{2} \mathrm{~A}^{\prime \prime} 4.59$ | ${ }^{2} \mathrm{~A}^{\prime \prime} 4.53$ |
|  | $\left(3 \cdot 10^{-4}\right.$, | $\left(7 \cdot 10^{-4}\right.$, | $\left(1.0 \cdot 10^{-3}\right.$, |
|  | $0.78)$ | $0.78)$ | $0.78)$ |
| 3 | ${ }^{2} \mathrm{~A}^{\prime} 4.41$ | ${ }^{2} \mathrm{~A}^{\prime} 4.82$ | ${ }^{2} \mathrm{~A}^{\prime} 4.76$ |
|  | $(0.0$, | $\left(1 \cdot 10^{-4}\right.$, | $(0.0$, |
|  | $0.77)$ | $0.78)$ | $0.78)$ |
| 4 | ${ }^{2} \mathrm{~A}^{\prime \prime} 4.52$ | ${ }^{2} \mathrm{~A}^{\prime \prime} 4.89$ | ${ }^{2} \mathrm{~A}^{\prime \prime} 4.84$ |
|  | $\left(4.0 \cdot 10^{-2}\right.$, | $\left(4.0 \cdot 10^{-2}\right.$, | $\left(5.0 \cdot 10^{-2}\right.$, |
|  | $0.80)$ | $0.86)$ | $0.81)$ |
| 5 | ${ }^{2} \mathrm{~A}^{\prime \prime} 4.79$ | ${ }^{2} \mathrm{~A}^{\prime \prime} 5.05$ | ${ }^{2} \mathrm{~A}^{\prime \prime} 5.10$ |
|  | $\left(3.1 \cdot 10^{-2}\right.$, | $\left(3.6 \cdot 10^{-2}\right.$, | $\left(2.4 \cdot 10^{-2}\right.$, |
|  | $0.86)$ | $0.96)$ | $1.00)$ |

Table 9.8: Excited states of $\mathrm{CHBr}_{2}$ calculated with TDDFT (basis set: $6-311++g(d, p))$ using different functionals from optimized ground state structures, energy in eV(oscillator strength, $\left.\langle S\rangle^{2}\right)$.

The first three excited states are not spin-contaminated. The fourth and fifth excited states are moderately spin-contaminated (6-33 \%), for the B3LYP functional this contamination is the lowest and exceeds just barely the $10 \%$ limit ( $14 \%$ for the fifth excited state). Higher electronic states were also calculated, those were severely spin-contaminated. The first three electronic states have negligible oscillator strength for all three functionals, whereas the fourth and fifth excited state are not only energetically very close, but also very bright.

The transitions of $\mathrm{CHBr}_{2}$ are displayed in fig. 9.29 , with the molecular orbitals of the optimized


Figure 9.29: The four highest occupied and three lowest unoccupied molecular orbitals of $\mathrm{CH}_{2} \mathrm{Br}$ for the optimized ground state with B3LYP/6-311++g(d,p). The colored arrows correspond to the transitions of the respective excited state, where the contribution of the respective molecular orbital is at least $97 \%$ for the first three excited states, and at least $80 \%$ for the fourth and fifth excited state. The color-code is the same as in fig. 9.31.
ground state with B3LYP $/ 6-311++g(d, p)$. The fourth excited state is majorly a HOMO-2-SOMO excitation, the fifth majorly a SOMO-LUMO +3 excitation. Both show considerable character from another molecular orbitals (see table 9.9). Both excited states are shown in fig. 9.30. Red corresponds to decreasing electron intensity (where they come from) and blue to increasing electron inten-

| N | contribution | $\%$ |
| :---: | :---: | :---: |
| 4 | $37 \mathrm{~B} \rightarrow 42 \mathrm{~A}$ | 85 |
|  | $39 \mathrm{~A} \rightarrow 42 \mathrm{~B}$ | 10 |
| 5 | $39 \mathrm{~A} \rightarrow 42 \mathrm{~A}$ | 80 |
|  | $37 \mathrm{~B} \rightarrow 39 \mathrm{~B}$ | 10 |

Table 9.9: Transition contributions for the fourth and fifth excited state for $\mathrm{CHBr}_{2}$ exceeding 10 \%
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sity (where they go to). For the fourth state electron density mostly goes towards the carbon atom, wheras for the fifth excited state electron density also goes to the bromine atoms. With $266 \mathrm{~nm}(4.55$ eV ) both the fourth and the fifth excited state (4.524.89 eV and 4.79-5.10 eV respectively) could be excited.


Figure 9.31: PES of the CHBr, radical during elongation of the $C$ - Br bond, calculated with TDDFT/B3LYP. All other parameters were held fixed, so with execption of the ground state minima the symmetry is $C_{1}$. Lines with $\triangleright$ correspond to electronic states with no oscillator strength. The gray line corresponds to the equilibrium geometry in the ground state.

Just as for the $\mathrm{CH}_{2} \mathrm{Br}$ radical the excited state potential surface of $\mathrm{CHBr}_{2}$ along the C-Br elongation with B3LYP $/ 6-311++\mathrm{g}(\mathrm{d}, \mathrm{p})$ (see fig. 9.31) was examined as to understand what happens after excitation with 266 nm . The symmetry is hereby broken, while for the ground state minima it is $\mathrm{C}_{\mathrm{s}}$, elongation of the $\mathrm{C}-\mathrm{Br}$ leads to $\mathrm{C}_{1}$-symmetry. Lines with - symbolize states with very low or zero oscillator strength. Both the fourth and fifth excited state show a minimum near $2.6 \AA$, quite far away from the equilibrium geometry at $1.9 \AA$. If the wavepacket oscillates in this minimum, and the excited state
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shows dissociative photoionization, it leads to an oscillation as well. The short time-constant corresponds to the time it takes for the wave packet to move out of the Franck-Condon region for ionization to $\mathrm{CHBr}_{2}$.

### 9.2.5 Conclusion

The observed decay can be interpreted as follows: With $266 \mathrm{~nm} \mathrm{CH}_{2} \mathrm{Br}$ is excited in the first minimum of the fourth excited state, which shows a double minima seperated by a barrier. The wavepacket rapidly moves into the second minimum and out of the Franck-Condon region, this corresponds to the first observed time-constant $\tau_{1} \approx 50 \mathrm{fs}$. It then oscillates and an dissociative ionic state can be reached - which corresponds to the oscillations visible in the bromine mass signal.
$\mathrm{CHBr}_{2}$ is also excited in its fourth or fifth excited state with 266 nm , which show both a minimum far from the equilibrium geometry. The observed time-constant $\tau_{1} \approx 40 \mathrm{fs}$ corresponds to the move of the wavepacket in this minimum and out of the Franck-Condon region. Here it oscillates and an dissociative ionic state can be reached - which corresponds to the second oscillation frequency observed in the bromine mass signal.

The hypothesis of dissociative photoionization is in agreement with the observed offset over the whole photoelectron instead of an offset of the band between $0.54-0.58 \mathrm{eV}$.

The rotational anisotropy can be explained with the excited state difference of the fourth excited state for $\mathrm{CH}_{2} \mathrm{Br}$ (fig. 9.25) and of the fourth/fifth excited state of $\mathrm{CHBr}_{2}$ (fig. 9.30): Both show symmetry out of the $\mathrm{C}_{\mathrm{s}}$-plane, with the fourth excited state showing nearly no electron density in the $\mathrm{C}_{\mathrm{s}}{ }^{-}$
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plane. It is thus consistent that both show rotational anisotropy. $\mathrm{CHBr}_{2}$ shows more rotational anisotropy than $\mathrm{CH}_{2} \mathrm{Br}$, since its momentum of inertia is bigger.

Further experiments, especially ion imaging of bromine are necessary as to elucidate the origin of the bromine, since with this method bromine from the background (pyrolysis) and from dissociation processes can be distinguished. It would also be interesting to examine these dynamics on longer timescales ( $>3.5 \mathrm{ps}$ ).

## Chapter 10 Ortho-benzyne

Ortho-benzyne (see fig. 10.1) is just like the xylylenes another molecule with a biradical resonance structure, and has fascinated many chemists over the years ${ }^{[377]}$. Known to every organic chemist primarily as a reactive intermediate in nucleophilic aromatic substitution ${ }^{[378-380]}$, its formation has even been suggested in molecular clouds like TMC-1 ${ }^{\text {[381] }}$ as an important intermediate in the formation of interstellar polycyclic aromatic hydrocarbons ${ }^{[381,382]}$. But during a detailed search using the Green Bank Telescope of the Westbrook nebula (CRL 618) it hasn't been detected ${ }^{[383]}$. As an unimolecular decomposition product of the phenyl radical ${ }^{[384,385]}$ it is also an intermediate in the formation of polycyclic aromatic hydrocarbons ${ }^{[386]}$.

Numerous spectroscopic studies were undertaken to characterize this molecule; including NMR ${ }^{[387]}$, thermochemical $[388,389]$ and theoretical investigations ${ }^{[390-400]}$. Several different mesomeric structures can be formulated for ortho-benzyne, including a cumulene-like structure, a triple bond structure and a biradicaloid structure (top to bottom, fig. 10.1). According to NMR studies the cumulenestructure (top formula) is dominant in the liquid phase ${ }^{[387]}$. Microwave studies ${ }^{[401-406]}$ and IR measurements ${ }^{[407,408]}$ show that in gas phase the triple bond structure (middle formula) dominates.

Its excited electronic states were characterized in an Ar matrix ${ }^{[409]}$. The electronic absorption spectrum was very broad and contains little information. Five electronic states were assigned to these overlapping absorption bands based on semi-

| SE [409] | CASPT2D ${ }^{\text {[399] }}$ | CCSD ${ }^{\text {[398] }}$ | CASPT2 ${ }^{392]}$ |
| :---: | :---: | :---: | :---: |
| $\mathrm{A}^{1} \mathrm{~B}_{2}(\sigma \sigma *)$ | ${ }^{1} \mathrm{~B}_{1}$ | ${ }^{1} \mathrm{~A}_{2}$ | ${ }^{1} \mathrm{~A}_{2}$ |
| 3.26 | 4.03 | 4.32 | 4.33 |
| $\mathrm{C}^{\mathbf{1}} \mathrm{A}_{1}(\pi \pi *)$ | ${ }^{1} \mathrm{~A}_{2}$ | ${ }^{1} \mathrm{~B}_{1}$ |  |
| 4.09 | 4.05 | 4.45 |  |
| $\mathrm{D}^{1} \mathrm{~B}_{2}(\pi \pi *)$ | ${ }^{1} \mathrm{~A}_{1}$ | ${ }^{1} \mathrm{~B}_{2}$ |  |
| 5.03 | 4.33 | 5.40 |  |
| $\mathrm{F}^{1} \mathrm{~A}_{1}(\pi \pi *)$ | ${ }^{1} \mathrm{~B}_{2}$ | ${ }^{1} \mathrm{~A}_{1}$ |  |
| 6.69 | 4.91 | 5.45 |  |
| $\mathrm{G}^{1} \mathrm{~B}_{2}(\pi \pi *)$ | ${ }^{1} \mathrm{~B}_{1}$ | ${ }^{1} \mathrm{~B}_{1}$ |  |
| 6.64 | 5.28 | 5.67 |  |

Table 10.1: Vertical excitation energies of different electronic states of ortho-benzyne as known in the literature (SE are the semi-empirical valence electron calculations). Revised values are presented later in the discussion.
empirical valence electron calculations ${ }^{[390,409]}$, summarized in table 10.1.

Wheras semi-empirical valence electron calculations ${ }^{[390,409]}$ predict a ${ }^{1} \mathrm{~B}_{2}$-state at 3.26 eV as the first excited state, CASPT2D predicts ${ }^{1} \mathrm{~B}_{1}$-symmetry for the first excited state at $4.03 \mathrm{eV}{ }^{[399]}$. CCSD and CASPT2, however, state that the first excited state is of ${ }^{1} \mathrm{~A}_{2}$-symmetry. From the difference in the symmetry and energetic position of the first excited electronic state it is apparent that calculations of the excited states of ortho-benzyne are due to its unusual structure and low singlet-triplet gap by no means trivial.

The first electronic state of the ortho-benzyne cation is nearly degenerate with the cation ground state, measuring the ionization energy of the orthobenzyne proved therefore no easy task [410-414]. Dewar and Tien ${ }^{[411]}$ attributed three bands in the photoelectron spectrum at $9.24,9.75$ and 9.87 eV to the ortho-benzyne-cation. Simon et al. ${ }^{[413]}$, how-
ever, attributed the band at 9.24 eV to an impurity, and concluded that the first three peaks at 9.65 eV , 9.9 eV and 10.00 eV correspond to three different ionization processes of ortho-benzyne, into the first $\mathrm{B}_{1}(\pi) ; \mathrm{A}_{2}(\pi)$ and $\mathrm{A}_{1}(\sigma)$ respectively. This in contrast to the attribution of Zhang and Chen ${ }^{[414]}$, who reported to ionization potentials at $9.03 \pm 0.03$ eV and $9.77 \pm 0.03 \mathrm{eV}$ to the removal of an electron of the out-of-plane $\pi$-orbitals and the in-plane $\sigma$ orbitals respectively. The attribution of the 9.24 eV band to ortho-benzyne was also contested by Chrostowska et al. ${ }^{[410]}$, who assigned it to benzene. All these different experiments to determine the ionization energy were not mass-selective, and contamination by impurities are difficult to exclude.

Therefore our group measured recently the threshold photoelectron spectrum, of ortho-benzyne massselective with photoelectron-photoion coincidence measurements ${ }^{[415]}$. Ortho-benzyne was produced via pyrolysis from the precursor benzocyclobutendione. The attribution of the 9.24 eV band to benzene could be confirmed. Ortho-benzyne showed two ionization energies at $9.06 \pm 0.05 \mathrm{eV}$ and $9.65 \pm 0.05$ eV , attributed to the ionization from the $\pi$-orbitals and from the $\sigma$-orbitals respectively, in agreement with the measurements and attributions by Zhang and Chen ${ }^{[414]}$. The precursor benzocyclobutendione showed dissociative photoionization to orthobenzyne at an appearance energy of $12.96 \mathrm{eV}{ }^{[415]}$.

The dynamics of of the electronic states of or-tho-benzyne hasn't been examined yet, though such knowledge is necessary to understand its role in combustion chemistry and to gain insight in its reactivity under astrochemical conditions. Therefore we examined ortho-benzyne with fs-pump-probe spectroscopy after excitation with 266 nm . Time-resolved
mass spectra and ion images of ortho-benzyne were recorded, via which we can distinguish between or-tho-benzyne produced in pyrolysis and ortho-benzyne produced via dissociative photoionization. These experiments are complemented by calculations of the vertical and adiabatic excitation energies using different methods, allowing to assign the initially excited state and to interpret the observed decay. All calculations were carried out by D. Kaiser and E. Welz of the research group of Prof. Dr. Engels.

### 10.1 Experimental

All described experiments used the fs-setup in Saclay (see section 5.4) with 266 nm as a pump pulse and 800 nm as a probe pulse (see section 5.4.2.1). Ortho-


Figure 10.2: Scheme of the production of orthobenzyne via pyrolysis of benzocyclobutendione
benzyne was produced via pyrolysis from benzocyclobutendione ${ }^{1}$ (see fig. 10.2), synthesized as described in the master's thesis of Engelbert Reusch [415]. The benzocyclobutane was kept in the T-filter solid source at about $100-108^{\circ} \mathrm{C}$. The signal of 266 nm only and 800 nm only were recorded automatically

[^5]during each scan and subtracted from the obtained data. Decays were fitted as described in section 13, the obtained uncertainties are uncertainties from the fit program and not from the experimental data.

### 10.2 Results and Discussion

## Comparison of mass spectra at different pyrolysis powers

In fig. 10.3 mass spectra at different pyrolysis powers are displayed.


Figure 10.3: Mass spectra at different pyrolysis powers

With the pyrolysis off (black line), the precursor at $(\mathrm{m} / \mathrm{z})=132$ is not the only visible peak, but also products out of dissociative photoionization, namely $\mathrm{m} / \mathrm{z}=104, \mathrm{~m} / \mathrm{z}=76$ and $\mathrm{m} / \mathrm{z}=50$ are seen. The dissociative photoionization has already observed ${ }^{[415]}$ and happens sequentially, meaning that at low photon energies benzoyclobutendione loses one CO ( 9.35 eV ), and at higher photon energies two CO units $(12.19 \mathrm{eV}){ }^{[415]}$. $\mathrm{M} / \mathrm{z}=50$ is attributed to buta-1,3-diine (see fig. 10.4), which has been proposed previously as a possible fragmentation product of ortho-benzyne ${ }^{[394]}$. The peaks visible at $\mathrm{m} / \mathrm{z}=$

Figure 10.4: Structure formula of buta-1,3-diine

10.5:

Struc-
ture formula of 1,1dichlorobenzocyclobutane

172/ 174 (176) with the intensity distributions of 1.5:1.0:0.2 correspond to 1,1-dichlorobenzocyclobutene (see fig. 10.5), an intermediary product in the synthesis of benzocyclobutendione ${ }^{[415]}$.


Figure 10.6: Overview of the differen masses out of pyrolysis and dissociative photoionization of benzocyclobutendione and its pyrolysis products

Increasing the pyrolysis power to 29 W (green line) leads to a change in relative intensities of $\mathrm{m} / \mathrm{z}=104$ and 76 . With pyrolysis powers at 36 W (red line) the peak at $\mathrm{m} / \mathrm{z}=104$ (benzocyclopropenone ${ }^{[415]}$ ) has disappeared, and the peaks have sharpened considerably; showing that the signals come out of the molecular beam and not out of dissociative photoionization processes. Another signal at $\mathrm{m} / \mathrm{z}=152$ appears, corresponding to the mass of the dimer.

Increasing further the pyrolysis power leads to a more favorable intensity ratio between $\mathrm{m} / \mathrm{z}=76$ and 152.

The structural formula and the different formation possibilities for the different components are summarized in fig. 10.6. The ortho-benzyne mass signal ( $\mathrm{m} / \mathrm{z}=76$ ) can therefore be formed not only via pyrolysis, but also via dissociative photoionization of the precursor and also out of dissociative photoionization of the pyrolysis product $\mathrm{m} / \mathrm{z}=104$, which has been identified as benzocyclopropenone [415]. This has to be considered when interpreting the time-resolved mass spectra, and to distinguish those two processes, time-resolved ion images of orthobenzyne were recorded. Time-resolved photoelectron spectra were not recorded since the multitude of different masses would make interpretation of these spectra ambiguous.

The small peak at $\mathrm{m} / \mathrm{z}=112$, present for all pyrolysis settings, could not be identified.

## Time-resolved mass spectra at high pyrolysis power

In fig. 10.7 the sum over all time-resolved mass spectra at 60 W is displayed. Buta- 1,3 -diine ( $\mathrm{m} / \mathrm{z}=$ 50 ), ortho-benzyne ( $\mathrm{m} / \mathrm{z}=76$ ), benzocyclopropene ( $\mathrm{m} / \mathrm{z}=104$ ), hydrogen abstraction products of benzyne ( $\mathrm{m} / \mathrm{z}=74-75$ ), biphenylene ( $\mathrm{m} / \mathrm{z}=152$ ) and 1,1-dichlorobenzocyclobutane ( $\mathrm{m} / \mathrm{z}=172 / 174$ ) are visible. The broadness of the peak at $\mathrm{m} / \mathrm{z}=112-114$ is a hint at a photodissociative ionization process, but the question remains from which molecule. It does not correspond to any intermediary product in the synthesis of benzocyclobutane ${ }^{[415]}$. The difference between biphenylene and the unknown mass is


Figure 10.7: Sum over all time-resolved mass spectra with pyrolysis at $60 W$, the decays of $m / z=76$ (benzyne), $m / z=112$ and $m / z=152$ (biphenylene) are plotted in fig. 10.8
about $\mathrm{m} / \mathrm{z}=40-42$, corresponding to $\mathrm{C}_{3} \mathrm{H}_{4}-\mathrm{C}_{3} \mathrm{H}_{6}$, a possible fragment.

The decays of $\mathrm{m} / \mathrm{z}=50,76,112-114$ and 152 are shown in fig. 10.8, and their respective timeconstants are summarized in table 10.2.

The ortho-benzyne signal is well reproduced with a bi-exponential decay including an offset. The benzyne hydrogen abstraction products, however, show a longer second time constant and no offset. Benzocyclopropene shows just like ortho-benzyne a biexponential decay with an offset, though the observed time constants are considerably longer. The large peak at $\mathrm{m} / \mathrm{z}=114$ is well reproduced with a mono-exponential decay including an offset.

As stated previously, time-resolved mass spectra do not allow to unambiguously distinguish between products from pyrolysis and dissociative photoionization, and in the case of ortho-benzyne, we have a superposition of these two process. Therefore timeresolved ion images of ortho-benzyne were recorded, via which those two processes can be distinguished.


Figure 10.8: Mass spectra decays of selected signals at a pyrolysis power $=60 \mathrm{~W}$ (see mass spectra in fig. 10.7). ${ }^{+}: m / z=50 \circ$ : $m / z=76$ : $m / z=112 \bullet: m / z=152$

| $\mathrm{m} / \mathrm{z}$ | IRF $/ \mathrm{fs}$ | $\tau_{1} / \mathrm{fs}$ | $\tau_{2} / \mathrm{ps}$ | offset? |
| :---: | :---: | :---: | :---: | :---: |
| 50 | $123 \pm 12$ | $258 \pm 19$ |  | yes |
| $74-75$ | $129 \pm 4$ | $62 \pm 4$ | $3.6 \pm 0.6$ | no |
| 76 | $143 \pm 5$ | $73 \pm 8$ | $1.5 \pm 0.2$ | yes |
| 104 | $144 \pm 7$ | $154 \pm 12$ | $3.9 \pm 0.3$ | yes |
| $112-114$ | $125 \pm 16$ | $216 \pm 23$ |  | yes |
| 152 | $158 \pm 8$ | $93 \pm 9$ | $6.4 \pm 0.7$ | no |

Table 10.2: Overview of the different time constants out of the fit for the mass spectra at 60 W (see fig. 10.7 and fig. 10.8). If no second time-constant is listed, a monoexponential fit was sufficient to fit the data.


Figure 10.9: Ion images at zero pump-probe delay for a) obenzyne with high pyrolysis (50 W) b) o-benzyne with low pyrolysis(30 W) c) $m / z=104$ with low pyrolysis power (30W)

## Time-resolved ion imaging of benzyne and benzocyclopropene

In fig. 10.9 a) the ion image at pump-probe conditions for ortho-benzyne with high pyrolysis ( 50 W ) shows not only signal from the molecular beam (pyrolysis), but also signal from dissociative processes like dissociative photoionization. At lower pyrolysis powers ( 30 W , fig. 10.9-b) the molecular beam signal dissapears and only dissociative photoionization remains visible. Dissociative photoionization is also visible in the $\mathrm{m} / \mathrm{z}=104$ channel at low pyrolysis powers ( 30 W , fig. 10.9-c), this signal completely dissapears with high pyrolysis power.

In fig. 10.10 the temporal evolution of the molecular beam signal and dissociative processes at high pyrolysis powers (corresponding to the ion image in fig 10.9-a) is shown, both are markedly different. Ortho-benzyne out of pyrolysis ( ${ }^{\circ}$ ) shows a very fast decay. While it is possible to fit the observed signal using just a Gaussian function with an IRF of $151 \pm 3 \mathrm{fs}$, this IRF is too large compared with previous values obtained in other experiments (see for example chapter 7). Therefore ortho-benzyne shows a fast decay $\tau_{1}=31 \pm 8 \mathrm{fs}$, which convoluted with an IRF of $138 \pm 7 \mathrm{fs}$ reproduces the observed data.

The dissociative processes show a different behavior. The temporal evolution at high pyrolysis power is well reproduced with a bi-exponential decay (see fig. 10.11) with no visible offset. The evolution of $\mathrm{m} / \mathrm{z}=76$ in the mass spectra is therefore a superposition ortho-benzyne produced via pyrolysis and of ortho-benzyne produced via dissociative photoionization. At low pyrolysis power (corresponding to the evolution of the signal in fig. 10.9-c) only the second time constant gets longer.


Figure 10.10: Comparison of the decays of the ortho-benzyne ion image ( $m / z=76$ ), a representative ion image at time zero is displayed in fig. 10.9 a). ○ corresponds to the decay of ortho-benzyne in the molecular beam; - to the diffuse dissociative photoionization signal around the molecular beam. The red line corresponds either to a Gaussian function ( $I R F=151 \pm 3 \mathrm{fs}$ ) or to a very fast mono-exponential decay ( $I R F=138 \pm 7$ fs and $\tau_{1}=31 \pm 8$ fs).


Figure 10.11: Fitted temporal evolution of the ion images gated on orthobenzyne ( $m / z=76$ ), a representative ion image at time zero is displayed in fig. 10.9 a). ○ corresponds to the decay of ortho-benzyne in the molecular beam; - to the diffuse dissociative photoionization signal around the molecular beam. The signal corresponding to the diffuse dissociative photoionization signal for high pyrolysis power $\vee$ is fitted ( $\tau_{1}=98 \pm 11 \mathrm{fs}$, $\tau_{2}=2.8 \pm 0.3$ $p s, I R F=126 \pm 8 \mathrm{fs}$ ), the blue line corresponds to the total fit, the green, red and red dotted line to the population of the first state, to the population of the second state and to the IRF respectively.

This is not surprising, a faster decay is expected at higher temperatures as has been previously observed by Noller with styrene ${ }^{[139]}$ and also in the case of benzocyclobutane (see section 8.2.3).


Figure 10.12: Fitted temporal evolution of the ion image at $m / z=104$ (of all signal displayed in the representative image in fig.10.9c))

In fig. 10.9 c ) the ion image of $\mathrm{m} / \mathrm{z}=104$ at low pyrolysis power is dominated by dissociation. Its temporal evolution is shown in fig. 10.12. Fitting it with only the autocorrelation ( $159 \pm 5 \mathrm{fs}$ ) does not reproduce the experimental points near 0.2 ps , which are reproduced using a mono-exponential decay ( $\tau_{1}=54 \pm 5 \mathrm{fs}$, $\operatorname{IRF}=126 \pm 5 \mathrm{fs}$ ). This short decay is surprising, since the decay of the ortho-benzyne signal from dissociative photoionization shows a biexponential decay. Probably only the initally excited state of the precursor shows dissociative photoionization to the $\mathrm{m} / \mathrm{z}=104$ channel, whereas the lower channels and the initally excited states show dissociative photoionization to the $\mathrm{m} / \mathrm{z}=76$ channel.

CHAPTER 10. ORTHO-BENZYNE

### 10.3 Excited States of ortho-benzyne

Which state is initially excited with 266 nm ? The vertical excitation energies of the first four excited state of ortho-benzyne calculated with different methods are summarized in table 10.3.

|  | $\omega \mathrm{B} 97 \mathrm{xD}$ | CC 2 | CASPT(2) <br> $(10-10)$ |
| :---: | :---: | :---: | :---: |
| ${ }^{1} \mathrm{~A}_{2}$ | 3.96 <br> $(\mathrm{x})$ | 4.05 <br> $(3.52)$ <br> $[0.0]$ | 4.10 <br> $(3.49)$ |
| ${ }^{1} \mathrm{~B}_{1}$ | 4.16 <br> $(3.12)$ | 4.10 <br> $(3.49)$ <br> $\left[1.4 \cdot 10^{-3}\right]$ | 4.17 <br> $(3.68)$ |
| ${ }^{1} \mathrm{~A}_{1}$ | 5.67 <br> $(5.34)$ | 5.26 <br> $(\mathrm{x})$ | 4.94 <br> $\left[7.7 \cdot 10^{-3}\right]$ <br> $(\mathrm{x})$ |
| ${ }^{1} \mathrm{~B}_{2}$ | 4.76 <br> $(4.05)$ | 5.15 <br> $(\mathrm{x})$ <br> $\left[2.2 \cdot 10^{-2}\right]$ | 5.23 <br> $(4.56)$ |

Table 10.3: Vertical (adiabatic) excitation energies of the first four excited states of ortho-benzyne in eV with different computational methods. $x$ symbolizes calculations that did not converge for that state/method. Oscillator strengths are given for the CC2 calculations in square brackets.

All calculations were carried out by D. Kaiser and E. Welz of the research group of Prof. Dr. Engels. The hybrid second-order approximate coupled cluster (CC2) ${ }^{[416]}$ using the def2-cc-pVTZ ${ }^{[313,314]}$ basis set was calculated with turbomole ${ }^{[193]}$, complete active space perturbation theory $2^{\text {nd }}$ order (CASPT2) ${ }^{[417,418]}$ calculations (cc-pVDZ ${ }^{[198,199]}$ basis set) used MOLCAS $7.8^{[419]}$. Time-dependent


Figure 10.13: Molecular orbital scheme of the $\pi$-orbitals of ortho-benzyne, the grey lines correspond to the positions for benzene.
density functional theory (TDDFT) calculations with the $\omega$ B97xD ${ }^{[196]}$ functional $\left(6-311++\mathrm{g}(\mathrm{d}, \mathrm{p}){ }^{[197]}\right.$ basis set) were done with Gaussian09 ${ }^{[194]}$. All excitedstate calculations started from the optimized ground state.

All three methods agree that the first two excited states are nearly degenerate. These correspond to an excitation of an electron in the two highest $\pi$-orbitals, to a $\pi \pi^{*}$ transition. In fig. 10.13 a molecular orbital scheme of the $\pi$-orbitals of or-tho-benzyne is displayed, the gray lines correspond to the molecular orbitals of benzene. Due to the triplet bond ortho-benzyne is no longer as symmetric as benzene, the degeneracy of the $\pi$-orbitals is lifted. Therefore it is not surprising that the first two excited states are energetically very close.

The ${ }^{1} \mathrm{~A}_{1}$-state, whose order switches with the ${ }^{1} \mathrm{~B}_{2}$-state for $\operatorname{CASPT}(2)$, also corresponds to a $\pi \pi^{*}$ excitation. The ${ }^{1} \mathrm{~B}_{2}$-state corresponds to a $\sigma \sigma^{*}$ transition out of the biradicaloid molecular orbitals.

The first excited state is dark, whereas all other three show non-negligible oscillator strength. All these states are quite close in energy and can be reached with $266 \mathrm{~nm}(4.66 \mathrm{eV})$, if not in a vertical transition, than at least in an adiabatic transition. It is also interesting that no adiabatic excitation energy could be obtained for the ${ }^{1} \mathrm{~A}_{1}$-state, hinting that it might be dissociative. The oscillator strength for the ${ }^{1} \mathrm{~B}_{2}$-state is one order of magnitude higher than of the two lower-lying states, so we therefore assume that we initially excite this state, though it is probably coupled with the ${ }^{1} \mathrm{~B}_{1}$ - and ${ }^{1} \mathrm{~A}_{1}$-state.

### 10.4 Conclusion

So in conclusion ortho-benzyne shows a very short mono-exponential decay of about 50 fs after excitation with 266 nm into the ${ }^{1} \mathrm{~B}_{2}$-state. This state is probably dissociative, or it relaxes very rapidly to the energetically close lower-lying states. In both cases the wave-packet leaves the Franck-Condon region, so ortho-benzyne can no longer be ionized.

## Chapter 11 Further projects

In this chapter the results of experiments on other radicals and biradicals are presented. These experiments were either riddled with experimental difficulties, showed non-conclusive results or are preliminary results. They are summarized here to provide a guide and reference for future experiments on these systems.


Figure 11.1: Structure formula of fulvenallene

### 11.1 Fulvenallene

Fulvenallene (see fig.11.1) is an important intermediate in the combustion of toluene ${ }^{[420-424]}$, an octane number booster in fuels ${ }^{[425]}$. It is also involved in the formation of soot ${ }^{[426-428]}$ and its existence has been postulated in the interstellar medium ${ }^{[429]}$. Over the years it has thus evoked considerable interest which resulted in numerous studies, including matrix isolation studies ${ }^{[430]}$, photoelectron spectra studies ${ }^{4331,432]}$, kinetic ${ }^{[433]}$ and theoretical ${ }^{[434-438]}$ investigations. The photodissociation dynamics of fulvenallene ${ }^{[59,118]}$ to fulvenallenyl after excitation in the $\mathrm{D}^{1} \mathrm{~A}_{1}$-state with 250 nm have been examined recently.

Since it is a major photodissociation product of the benzyl radical ${ }^{[242]}$, and since thermal decomposition of toluene ${ }^{[219]}$ and of the benzyl radical ${ }^{[429,439,440]}$ also lead to the fulvenallene/fulvenallenyl radical, we decided to examine the femtosecond dynamics of these molecules, exciting them in the same electronic state as in the previous experiment.

### 11.1.1 Experimental conditions and results

Fulvenallene/fulvenallenyl were produced via pyrolysis from the precursor phthalide (Sigma-Aldrich, used without further purification, see fig. 11.2) using the Saclay setup (see section 5.4) with the sample in front of the pulse valve (see section 5.1). The pyrolysis alone at 36 W was enough to sufficiently heat the oven, seeding phthalide into the gas phase. Helium was used as the carrier gas with 3.0 bar absolute backing pressure. The NOPA at 250 nm (see section 5.4.2.3) was used as the pump laser and 800

## CHAPTER 11. FURTHER PROJECTS



Figure 11.2: Production of fulvenallene via pyrolysis from phthalide


Figure 11.3: Mass spectrum of phthalide with pyrolysis on
nm as the probe laser (see section 5.4.2.1). Both lasers were polarized horizontally in respect to the ground.

Even though the mass spectra (see fig. 11.3) showed that fulvenallene is produced, it is not a clean mass spectrum. Significant precursor signal is still visible, as well as the loss of $\mathrm{HCO}(\mathrm{m} / \mathrm{z}=105)$. This peak is very broad and originates most likely out of dissociative photoionization, as has been observed in synchrotron experiments with energies higher than $10.5 \mathrm{eV}^{[142]}$. No fulvenallene/fulvenallenyl signal out of dissociative photoionization between $7-13.9 \mathrm{eV}$ was observed, so this signal really originates from pyrolysis. The peak at $\mathrm{m} / \mathrm{z}=77$ cor-


Figure 11.5: Ion imaging of fulvenallene/fulvenallenyl at different intensity scales. The red rectangle corresponds to the 'molecular beam', the yellow one to 'dissociative photoionization' in fig. 11.6.
responds to phenyl, an impurity from previous experiments with diazobenzene. The different mass decays represented by the rectangles in fig. 11.3 show the same temporal evolution (fig. 11.4). Some (very noisy) decay is visible, but overall it is quite short compared to the instrument response function (IRF), which was estimated from previous experiments (ex. 1-methylallyl, see section 6.4).


Figure 11.4: Decays of the different masses as indicated in fig. 11.3

Ion images of the fulvenallene/fulvenallenyl signal $(\mathrm{T}(\mathrm{A})=8.71 \mu \mathrm{~s}, \mathrm{~T}(\mathrm{~B})=300 \mathrm{~ns})$ show that the molecular beam (see fig. 11.5) is surrounded by a 'halo', indicating formation by dissociative photoionization. The precursor for the dissociative photoionization formation can either be phthalide, but since this was not observed ${ }^{[142]}$ between $7-13.9 \mathrm{eV}$. It is more likely formed by dissociative photoionization of $\mathrm{m} / \mathrm{z}=105$. The temporal evolution of the molecular beam (red rectangle in fig.11.5) and of the dissociative photoionization processes (yellow rectangle in fig. 11.5, without the signal in the red rectangle) is plotted in fig. 11.6. The molecular beam signal only shows autocorrelation, whereas the fulvenallene/fulvenallenyl signal formed by dissociative photoionization shows a time decay.


Figure 11.6: Decay of the PI images, with the areas of interested depicted in fig. 11.5

In conclusion although we could produce fulvenallene, the ovserved signal was partially due to dissociative photoionization. The employed solid source source did not permit to increase the pyrolysis to high enough temperatures as to fully convert our precursor to fulvenallene/fulvenallenyl. Through time-resolved ion imaging we were able to distinguish the fulvenallene/fulvenallenyl signal produced by pyrolysis from the one produced via dissociative photoionization. Only autocorrelation was observed, though an excited state lifetime $<50$ fs can not be excluded. Excited in the $D{ }^{1} \mathrm{~A}_{1}$-state with 250 nm , fulvenallene is known to eject a hydrogen atom ${ }^{[118]}$, so we probably move out of the FranckCondon region faster than our temporal resolution and can no longer ionize fulvenallene.


Figure 11.7: The two isomeric naphthyl radicals: 1naphthyl (left) and 2-naphthyl (right) radical

### 11.2 Naphthyl radicals

The naphthyl radical has two isomers: the 1-naphthyl and 2-naphthyl radical (see fig. 11.7). Both are derivatives of the simplest polycyclic aromatic hydrocarbon (PAH) naphthalene, which is involved in the formation of soot ${ }^{[10]}$. In computational kinetic studies naphthyl radicals are incorporated to account for the formation of aromatic species in laminar flames ${ }^{[441]}$. The potential energy surface of their reaction with molecular oxygen has been examined, showing that the addition of $\mathrm{O}_{2}$ to the respective radical site is barrier-less and leads to the formation of naphthoxy radicals ${ }^{[442]}$.

Since the naphthalene cation was found recently in the Perseus molecular cloud ${ }^{[443]}$, it is not surprising that the naphthyl radicals and naphthyl cations are also possible candidate carriers of the diffuse interstellar bands, resulting in a number of computational studies of IR spectra ${ }^{[444,445]}$ and their excited-state energies ${ }^{[446]}$.

The naphthyl anions were studied quite extensively. Neumark et al. studied the vibronic structure of both radicals by doing slow photoelectron VMI spectroscopy of their anions, which allowed them to measure their electron affinities and vibrational frequencies. Their determined value of the electron affinity for 1-naphthyl is in good agreement with earlier measurements by Lineberger et al. using negative ion photoelectron spectroscopy [447]. The 1-naphthyl has has a higher electron affinity than the 2-naphthyl isomer ${ }^{[448]}$, in agreement with earlier calculations ${ }^{[449]}$. Neumark et al. also measured the lowest excited state of the naphthyl radicals (389 nm for the 1-naphthyl radical and 370 nm for the 2-naphthyl radical) ${ }^{[448]}$.

Less clear is situation for the ground state of the naphthyl cations. $\operatorname{CCSD}(\mathrm{T})$ studies yield singlet ground states for both naphthyl cations. These studies also predict that the energetically higher lying triplet states are different types for both isomers, $\pi \sigma$ for the 1-naphthyl, $\sigma \sigma$ ' for the 2-naphthyl cation ${ }^{[450,451]}$. Experimentally, however, IR spectra indicate a triplet ground state for both naphthyl cations ${ }^{[452]}$.

To pave the way for future experiments on the naphthyl radicals, two different precursors of the 1naphthyl radical have been examined and the production conditions optimized. No experiments on a precursor for the 2-naphthyl radical were performed, but an analogous behavior to the 1-naphthyl radical precursors is expected.

### 11.2.1 Experimental conditions and results

Using the setup in Würzburg (see section 5.3.1) two precursors for the 1-naphthyl isomer were examined using 118 nm , naphthalen-1-ylmethylnitrite and 1 iodonaphthalene (Sigma-Aldrich, used without further purification). The synthesis of naphthalen1 -ylmethylnitrite is described in the appendix 12. Both precursors were seeded into gas phase with the T-filter source with the pyrolysis setup mounted (see chapter 5.1). Pyrolysis of naphthalen-1-ylmethylnitrite produces the 1-naphthyl radical, formaldehyde and NO (see fig. 11.8, top), whereas pyrolysis of 1-iodonaphthalene simply cleaves the carboniodide bond (see fig. 11.8, bottom). Helium at 1.4 bar absolute pressure was used as a carrier gas. Signals for naphthalen-1-ylmethylnitrite and 1-iodonaphthalene were measured at temperatures of 140


Figure 11.8: Pyrolysis of naphthalen-1-ylmethylnitrite (top) and 1-iodonaphthalene (bottom) produces the 1naphthyl radical
and $134^{\circ} \mathrm{C}$ respectively.
In fig. 11.9 the mass spectrum for naphthalen-1ylmethylnitrite at different pyrolysis powers is plotted. With pyrolysis off (black line) two peaks at $\mathrm{m} / \mathrm{z}=127$ and $\mathrm{m} / \mathrm{z}=157$ are visible, corresponding to the 1-naphthyl radical and the precursor - 30 (probably NO) product out of dissociative photoionization by 118 nm . No precursor at $\mathrm{m} / \mathrm{z}=187$ is visible. With pyrolysis on the ratio between the $\mathrm{m} / \mathrm{z}=127$ and $\mathrm{m} / \mathrm{z}=157$ changes, both peaks grow more intense. For higher pyrolysis powers the $\mathrm{m} / \mathrm{z}=157$ peak (precursor-NO) decreases again in intensity, indicating that less precursor is available.

In fig. 11.10 the mass spectrum for 1-iodonaphthalene at different pyrolysis powers is displayed. With the pyrolysis off (black line), the precursor $(\mathrm{m} / \mathrm{z}=254)$ and also the radical at $\mathrm{m} / \mathrm{z}=127$ are both visible. The peak at $\mathrm{m} / \mathrm{z}=157$ corresponds to the precursor (naphthalen-1-ylmethylnitrite) minus NO, which was in the source just before. Increasing the pyrolysis decreases the precursor $\mathrm{m} / \mathrm{z}=254$


Figure 11.9: Mass spectra for different pyrolysis powers of naphthalen-1-ylmethylnitrite
signal, at 50 W it has completely disappeared. The radical signal visible with no pyrolysis stems from the nitrite precursor from previous experiments, since synchrotron measurements at the Swiss light source conducted recently showed no dissociative photoionization below $12 \mathrm{eV}{ }^{[453]}$.


Figure 11.10: Mass spectra for different pyrolysis powers of 1-iodonaphthalene

Since for 1-iodonaphthalene the precursor signal disappeared completely, contrary to naphthalen-1-ylmethylnitrite, where the precursor-30 remained even at high pyrolysis, the 1-iodonaphthalene precursor is to be preferred. Both precursor are suitable for the production of the 1-naphthyl radical and it is very likely that the mass spectra for the 2-naphthyl
isomer will look similar. Measurements with PEPICO to determine the ionization energy of the 1-naphthyl radical were conducted successfully and are to be published shortly ${ }^{[453]}$.

## CHAPTER 11. FURTHER PROJECTS

### 11.3 Phenyl radical

The phenyl radical (see fig. 11.11) is one of the central intermediates in the formation of soot ${ }^{[9]}$ and polycyclic aromatic hydrocarbons (PAH) ${ }^{[454-456]}$; it is the first aromatic molecule formed by the addition of acetylene to $n-\mathrm{C}_{4} \mathrm{H}_{3}{ }^{[457]}$. For the formation of polycyclic aromatic hydrocarbon (PAH)-like molecules in extraterrestrial conditions like carbon stars it is also one of the key participants ${ }^{[458,459]}$.

The phenyl has thus suscited considerable interest over the years, resulting in studies of its kinetics with small inorganic molecules such as NO ${ }^{[460]}$, $\mathrm{Cl}, \mathrm{Br}, \mathrm{Cl}_{2}$ and $\mathrm{O}_{2}{ }^{[461]}$ and organic molecules ${ }^{[462]}$ as well as in numerous spectroscopic studies. The phenyl radical is planar with $\mathrm{C}_{2 \mathrm{v}}$ symmetry. The geometry of the ground state was characterized via rotational spectroscopy ${ }^{[463,464]}$, ESR spectra ${ }^{[465,466]}$, infrared spectrum of the phenyl radical in the gas phase ${ }^{[467,468]}$ and in an argon matrix ${ }^{[469,470]}$ as well as the Raman spectrum in the argon matrix ${ }^{[471]}$.

Its absorption spectra was measured in aqueous solution ${ }^{[472]}$, in the gas phase ${ }^{[460,461,473,474]}$ and in solid argon ${ }^{[475]}$, and the excited states calculated using different methods ${ }^{[476-478]}$, showing (in order) a ${ }^{2} \mathrm{~B}_{1} \leftarrow{ }^{2} \mathrm{~A}_{1} \mathrm{n} \leftarrow \pi$ transition between $535-490 \mathrm{~nm}{ }^{[461,474]}, \mathrm{a}^{2} \mathrm{~A}_{1} \leftarrow^{2} \mathrm{~A}_{1}$ transition with $\lambda_{\text {max }}=235.1 \mathrm{~nm}{ }^{[474]}$ and a ${ }^{2} \mathrm{~B}_{2} \leftarrow^{2} \mathrm{~A}_{1}$ transition with the origin at $211.5 \mathrm{~nm}{ }^{[474]}$. Its vertical ionization energy is $9.20 \mathrm{eV}{ }^{[479]}$, nearly 1 eV above its adiabatic ionization energy $8.32 \pm 0.04 \mathrm{eV}{ }^{[480]}$.

The ${ }^{2} \mathrm{~B}_{1} \leftarrow{ }^{2} \mathrm{~A}_{1}$ transition was measured rotationally resolved ${ }^{[454,481]}$ and its rotational spectrum simulated using a B3LYP/TD-B3LYP //N07D model ${ }^{[482]}$. The dynamics of the photodissociation between 215-268 nm to hydrogen and ortho-
benzyne were examined by Song et al., showing an isotropic distribution in excellent agreement with RRKM predictions [385]. Neumark et al. examined the photodissociation to $\mathrm{C}_{4} \mathrm{H}_{3}$ and $\mathrm{C}_{2} \mathrm{H}_{2}$ at 193 $\mathrm{nm}{ }^{[483]}$. The results were at first in disagreement with theoretical calculations ${ }^{[484]}$, but agreed later when slightly different experimental conditions were applied ${ }^{[485]}$.

But no information on the lifetime of this deactiation is known, which is a prerequisition ofor the understanding of its dynamics. We were therefore examined the photodissociation in the $\mathrm{A}^{2} \mathrm{~A}_{1}$-state with 245 nm using pump-probe fs spectroscopy, hoping to observe via which electronic states this dissociation occurs.

### 11.3.1 Experimental

The phenyl radical was examined with the fs-pumpprobe setup in Saclay (see chapter 5.4) using the NOPA at 245 nm as the pump laser and 800 nm as the probe laser (see section 5.4.2.2 and 5.4.2.3). Diazobenzene (purchased from Sigma-Aldrich and used without further purification) in the solid source with the sample in front of the pulse valve (see chapter 5.1) was used to produce the phenyl radical using pyrolysis (see fig. 11.12). The solid source was


Figure 11.12: Scheme of the production of the phenyl radical via pyrolysis of diazobenzene
kept at temperatures between $60-70^{\circ} \mathrm{C}$, the pyrolysis power typically employed was 17 W . Helium at 1.8 bar absolute pressure was used as a carrier gas. Both lasers were polarized parallel to each other.

### 11.3.2 Results and Discussion



Figure 11.13: Mass spectra with pyrolysis on and pyrolysis off for diazobenzene

The mass spectra with pyrolysis on and pyrolysis off are displayed in fig. 11.13. The phenyl radical is the main peak with pyrolysis on ( $\mathrm{m} / \mathrm{z}=77$ ), but several other masses are present with non-negligible intensities. The peaks at higher masses correspond to $\mathrm{C}_{6} \mathrm{H}_{5} \mathrm{~N}_{2}(\mathrm{~m} / \mathrm{z}=105)$, the dimer of the phenyl radical (which was shown to be biphenyl ${ }^{[486]}$, $\mathrm{m} / \mathrm{z}=154$, see fig. 11.15) and to the precursor molecule ( $\mathrm{m} / \mathrm{z}=$ 182). This indicates an insufficient pyrolysis (not all precursor molecules are completely pyrrolized) and a too high concentration of phenyl radicals (presence of biphenyl). Unfortunately the pyrolysis power could not be increased further, since that lead to a rise in the temperature of the sample oven, and consequently to more dimerization. At lower masses $\mathrm{C}_{4} \mathrm{H}_{4}(\mathrm{~m} / \mathrm{z}=52)$ is visible. Several isomers (see fig. 11.14) are possible, for example cyclobutadiene,


Figure 11.14: Structure formula of (from top to bottom) cyclobutadiene, cyclobutyne, methylenecyclopropene, tetrahedrane, vinylacetene and butatriene


Figure 11.15: Structure formula of biphenyl
cyclobutyne, methylenecyclopropene, tetrahedrane, vinylacetene and butatriene. Though we cannot distinguish in our experiments between the different isomers, in other experiments vinylacetene was identified as a combustion product of the phenyl radical ${ }^{[487]}$.


Figure 11.16: Temporal evolution of the mass spectrum signals of the phenyl radical and the phenyl dimer

The normalized temporal evolution of the phenyl radical signal and of the dimer signal are displayed in fig. 11.16. The signal has a Gaussian shape and can be fitted using just the instrument-response function $\operatorname{IRF}=255 \pm 15 \mathrm{fs}$. Observing this autocorrelation with ion imaging (see fig. 11.17), the observed phenyl radical signal does not originate from the molecular beam, but from a dissociative process.

Most likely the observed phenyl radical signal originates from dissociative photoionization of biphenyl. Increasing the background pressure as to dilute the precursor and as to decrease the dimer formation did not lead to the appearance of a molecular beam signal in ion imaging. Most likely the dimer has a much better absorption cross section.
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In conclusion the phenyl radical could not be examined successfully, only phenyl produced by dissociative photoionization from the biphenyl was observed. The oscillator strength of the phenyl radical at 245 nm is probably a lot weaker compared to the oscillator strength of biphenyl.


Figure 11.17: Temporal evolution of the ion image $(T(A)=8.08 \mu s, T(B)=300 \mathrm{~ns})$, corresponding to the phenyl signal. The inlet image displays the ion image at time zero.




Figure 11.18: Picolyl isomers (top to bottom): para-, meta-, and ortho-picolyl

### 11.4 Picolyl radicals

Picolyl radicals (see fig. 11.18) are isoelectronic to $\mathrm{C}_{7} \mathrm{H}_{7}$, whose isomers benzyl and tropyl have been examined during this thesis (see chapter 7). The six-membered pyridinic rings are, along with the five-membered pyrrolic rings one of the main sources of nitrogen in fuels. Combustion of these ring systems lead to nitrogen oxides $\left(\mathrm{NO}_{\mathrm{x}}\right)$, whose production is severely limited in several countries [488] since they are pollutants [489].

Research on these isomers is still sparse. Mackie et al. modeled experimentally data on the pyrolysis of 2-picoline ${ }^{[490]}$, showing that the decomposition product 2-picolyl is not as much resonance stabilized as the benzyl radical [491]. The pyrolysis of 2-picoline leads to important formations of soot ${ }^{[492]}$. The combustion of its isomer 3 -picoline, with 3-picolyl as one of the principal initial decomposition routes, resembles more the combustion of toluene ${ }^{[493]}$. The lifetime of the $\mathrm{D}_{1}$-state of the 3 picolyl radical has been shown to be much shorter than the lifetime of the benzyl radical $\mathrm{D}_{1}$ state [494].

Our group recently determined the ionization energies of all three isomers using threshold photoelectron spectroscopy $[495,496]$, with $8.01,7.59$ and 7.70 eV for $4-, 3$ - and 2-picolyl respectively.

No work has been published so far on the higher electronic excited states, be it an experimental or calculated absorption spectrum. But the similarities and discrepancies to the benzyl radical should provide a fascinating insight in the changes of the electronic structure by the nitrogen group. We therefore examined this isoelectronic molecule using pumpprobe spectroscopy with 266 nm as a pump laser.

### 11.4.1 Experimental difficulties

The 3- and 2-picolyl radical were examined using the Saclay setup (see chapter 5.4) with 266 nm as a pump laser and 800 nm as a probe laser (see chapter 5.4.2.2). They were produced via pyrolysis from their amine analogues (see fig. 11.19), purchased from Sigma-Aldrich and used without further purification.


Figure 11.19: Pyrolysis of the amine precursor to produce the corresponding picolyl radical

For the 2-picolylamin the source for liquids (see chapter 5.1) with helium as a carrier gas at 2.2 bar absolute pressure and pyrolysis at 40 W was used. With 800 nm slightly focused (see fig. 11.20), the picolyl radical ( $\mathrm{m} / \mathrm{z}=92$ ) is produced once the py rolysis is turned on. Other masses like pyridine


Figure 11.20: 2-Picolylamine in source for liquids, pyrolysis off and pyrolysis on
$(\mathrm{m} / \mathrm{z}=79)$ and the precursor $(\mathrm{m} / \mathrm{z}=108)$ are still present, so only time-dependent mass spectra were recorded.

In the upper panel in fig. 11.21, the sum of all recorded tof-spectra for a time delay of 7 ps is plotted. The masses 79 (pyridine) and 80 (pyridine +H ) dominate the spectrum, the masses 108 (2-picolylamine) and 109 (2-picolylamine +H ) are also very intense. All four peaks show the same time-dependent behavior $\left(\tau_{1}=130 \pm 40 \mathrm{fs}\right.$, $\tau_{2}=$ $3.2 \pm 0.2 \mathrm{ps}, \mathrm{IRF}=110 \mathrm{fs})$, indicating that pyridine is formed from the picolylamine by dissociative photoionization. The small picolyl peak shows a slightly different behavior $\left(\tau_{1}=160 \pm 50 \mathrm{fs}\right.$, $\tau_{2}$ $=2.5 \pm 0.8 \mathrm{ps}, \operatorname{IRF}=110 \mathrm{fs})$, but the error bars are so large that this difference was not further explored. But the decay of the picolyl signal is also bi-exponential, as observed for the benzyl radical with 265 nm pump/ 798 nm probe.

The synthesis of another precursor, 2-picolyleth-


Figure 11.21: Upper panel: Sum of all mass spectra recorded. Lower Panel: TOF decays for different masses, the intensities are normalized

## CHAPTER 11. FURTHER PROJECTS

annitrite, using the same synthetic protocol as for the other nitrite precursors (see chapter 12) was unsuccessful.


Figure 11.22: 3-Picolylamine in source for liquids, pyrolysis off and the difference with pyrolysis on


Figure 11.23: 3-Picolylamine in solid source, pyrolysis off and with pyrolysis on

For the 3-picolylamine two different sources were used: the source for liquids and the oven in front of the pulse valve (see chapter 5.1), both with helium as the carrier gas at 2.1 bar absolute pressure and 52 W pyrolysis power. With the source for liquids and 800 nm slightly focused (fig. 11.22), the contrast between pyrolysis on and off is poor. The most intensive signal at $\mathrm{m} / \mathrm{z}=79$ corresponds to pyridine.

With the solid source mounted in front of the pulse valve a new peak at $\mathrm{m} / \mathrm{z}=92$ appears with pyrolysis on(fig. 11.23), which is attributed to the

## i

The T-filter source was not used because it was not at disposition at that time.

3-picolyl radical. Mounting the pyrolysis on the oven heats the oven very strongly, causing strong signal intensities changes, and a rapid emptying of the oven. No time-dependent scans could be obtained with the oven in front of the pulse valve as the source.
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### 11.5 Propargylene

Propargylene (see fig. 11.24, middle) is one of three stable $\mathrm{C}_{3} \mathrm{H}_{2}$ isomers, all three of astrochemical importance. Propadienylidene and cyclopropenylidene, the other two isomers (fig. 11.24 top and bottom structure formula respectively) have already been identified via characteristic absorption lines in the interstellar medium [497, 498]. Hints exist for the existence of propargylene in interstellar medium, but its existence has not yet been definitely proven ${ }^{[499]}$.

The structure of propargylene - whether it is a linear or bent chain, a singlet or triplet in its ground state - was object of several theoretical investigations ${ }^{[500-502]}$. This discussion was resolved experimentally by Seburg et al., combining IR, UVVis and EPR spectroscopy. Propargylene is a biradical has a triplet ground state with bent geometry, just as depicted in fig. 11.24, middle ${ }^{[503]}$. The adiabatic ionization energy of propargylene has been determined recently using mass selective photoelectron threshold spectra $(8.99 \pm 0.02 \mathrm{eV}){ }^{[504]}$, a more precise value than the one determined previously using photoionization efficiency ( $8.96 \pm 0.04$ eV) ${ }^{[505]}$.

Propargylene loses an hydrogen atom after excitation with 250 nm . This photodissociation was examined by Giegerich et al. using photofragment velocity-map imaging ${ }^{[119]}$. The hydrogen distribution remained nearly isototropic even at high kinetic energies of the hydrogen fragment, which are higher than expected for a pure statistical dissociation. Non-adiabatic trajectory surface hopping calculations attribute this to a predissociation in the $\mathrm{T}_{6}-\mathrm{T}_{4}$, where the triplet state $\mathrm{T}_{6}$ is initially excited with 250 nm . This predissociation happens




Figure 11.24: $C_{3} H_{2}$ isomers (from top to bottom): propadienylidene, propargylene and cyclopropenylidene
on the fs-time scale, several orders of magnitude faster than the ns-time resolution of the setup used by Giegerich et al., therefore the same process was examined using fs pump-probe spectroscopy.

### 11.5.1 Experiment

The experiment was carried out using the fs-pumpprobe setup in Saclay (see section 5.4). Propargylene was produced via pyrolysis from the precursor diazopropyne, see fig. 11.25.


Figure 11.25: Pyrolysis of the precursor diazopropyne produces propargylene.

Since the precursor is unstable at room temperature and decomposes after 4-6 hrs, diazopropyne was freshly synthesized from $N$-nitroso- N -(2-propinylurea) each day prior to each experiment ${ }^{1}$. It was synthesized directly into a liquid precursor container (see section 5.1), which was cooled using with an ethanol-liquid nitrogen bath. The synthesis is described in detail elsewhere $[59,506]$. The pump laser was the NOPA at 250 nm (see section 5.4.2.3) with 800 nm as a probe laser (see section 5.4.2.2). Argon at an absolute pressure of 1.5 bar was used as carrier gas, the pyrolysis was kept at about 30 V ,

[^6]
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which was more than sufficient for a complete conversion of the precursor in experiments in Würzburg. A complete conversion is quintessential for this experiment, since the diazopropyne precursor also absorbs at $250 \mathrm{~nm}{ }^{[59,119]}$.

### 11.5.2 Results and Discussion

In fig. 11.26 mass spectra at pump-probe conditions with different pyrolysis powers are shown. With pyrolysis off (upper trace) a clean mass spectrum consisting of two peaks at $\mathrm{m} / \mathrm{z}=66$ and 38 is obtained.

These correspond to diazopropyne and propargylene out of dissociative photoionization, which has been observed before ${ }^{[504]}$. With the pyrolysis at 18 W (middle panel), some precursor is still visible. At 31 W pyrolysis power the precursor peak has completely disappeared (lower trace), but no propargylene peak has appeared. Instead many


Figure 11.26: Mass spectrum at pump-probe conditions at different pyrolysis powers
other peaks, notably at $\mathrm{m} / \mathrm{z}=76,77,78$ are visible. These are already visible with the pyrolysis off, but are much weaker than the precursor peak. The observed peaks with pyrolysis on could correspond to impurities in the apparatus, like long $\mathrm{C}_{\mathrm{n}}$-chains.


Figure 11.27: Time-resolved mass spectra of diazopropargylene without pyrolysis

Several experimental conditions were optimized as to obtain a pump-probe radical signal, including different bath temperatures and carrier gases (He and Ar). The observed mass spectra did not change. On the precursor a pump-probe signal was easily identifiable, but with pyrolysis on this signal disappeared and no propargylene signal appeared. Adjusting the laser intensities also did not allow to observe a propargylene signal out of pyrolysis. Once it seemed as if there was a pump-probe propargylene signal out of pyrolysis visible on the oscilloscope, but in the subsequent time-resolved mass spectra it could not be reproduced.

A time-resolved mass spectra over the precursor only (no pyrolysis on) showed only autocorrelation, as is depicted in fig. 11.27. The autocorrelation is realistic for the NOPA.
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In conclusion propargylene could not be examined successfully using fs-pump-probe spectroscopy. The synthesis of the precursor was successful, but production of the radical via pyrolysis and pumpprobe signal could not be obtained. It is likely that the dissociation of propargylene is very fast, so that the molecule moves out of the Franck-Condon region too fast to be ionized and to be detectable with a fs-pump-probe laser scheme.

Part IV

## Appendix

## Chapter 12 Synthesis

All nitrite precursor synthesis were performed according to a literature-known procedure ${ }^{[174]}$.

If not otherwise stated, chemicals were purchased from the 'Chemikalienausgabe' of the University of Würzburg.

## 2-Phenylethylnitrite

In a 100 ml flask equipped with a dropping funnel with pressure equalizing tube a solution of 12 g ( $174 \mathrm{mmol}, 1.5 \mathrm{eq}$ ) sodiumnitrite in 20.5 ml water was cooled to $0^{\circ} \mathrm{C}$ in an ice-bath. 13.9 ml (14.17
 $\mathrm{g}, 116 \mathrm{mmol}, 1.0 \mathrm{eq}$ ) 2-Phenylethanol was added, the flask is covered with aluminum foil to exclude light. $26.5 \mathrm{ml} 30 \%$ sulfuric acid, prepared from 22.6 ml water and 5.3 ml conc. sulfuric acid, was slowly added via the dropping funnel over 40 minutes. Nitrose gases form and are evacuated via the pressure equalizing tube of the dropping funnel. After stirring for 90 min in the dark at $0^{\circ} \mathrm{C}, 20 \mathrm{ml}$ of a saline solution ( 20 ml water with 3.75 g NaCl and $0.5 \mathrm{~g} \mathrm{NaHCO}_{3}$ ) is added via the dropping funnel to the yellow reaction mixture. After stirring for another 20 minutes at room temperature the organic and aqueous phases are separated, the yellow organic phase is washed two times with 20 ml and 25 ml of a saline solution ( 20 ml water with 3.75 g NaCl and $0.5 \mathrm{~g} \mathrm{NaHCO} 3 ; 25 \mathrm{ml}$ water with 4.6 g NaCl and 0.5 g NaHCO 3$)$. Yield: $10.5 \mathrm{~g}(60 \%)$ of a yellow liquid IR (ATR): no O-H peak between $3500-3200 \mathrm{~cm}^{-1}, \mathrm{v}\left(\mathrm{C}_{\mathrm{sp}^{2}}-\mathrm{H}\right)=3064 \mathrm{~cm}^{-1}, \mathrm{v}\left(\mathrm{C}_{\mathrm{sp}^{3}}-\mathrm{H}\right)$ $=2947 \mathrm{~cm}^{-1}, \mathrm{v}(\mathrm{R}-\mathrm{O}-\mathrm{N}=\mathrm{O})_{\text {syn }}=1643 \mathrm{~cm}^{-1}, \mathrm{v}(\mathrm{R}-\mathrm{O}-$ $\mathrm{N}=\mathrm{O})_{\text {anti }}=1605 \mathrm{~cm}^{-1}$


## 2-Methyl-3-buten-1-nitrite

In a 250 ml three-necked flask equipped with a thermometer and a reflux condenser with a dropping funnel with pressure equalizing tube mounted on top 18.0 g ( $261 \mathrm{mmol}, 1.5 \mathrm{eq}$ ) sodiumnitrite in 31 ml water was cooled in an ice-bath to $0^{\circ} \mathrm{C} .17 .6 \mathrm{ml}$ ( 15 g, $174 \mathrm{mmol}, 1.0 \mathrm{eq}$ ) 3-Methyl-3-buten-1-ol (SigmaAldrich, CAS: 763-32-6) was added, the flask was then covered with aluminum foil. $39.7 \mathrm{ml} 30 \%$ sulfuric acid, prepared from 33.9 ml water and 7.6 ml conc. sulfuric acid, was slowly added via the dropping funnel over one hour. Nitrose gases are formed and are evacuated via the pressure equalizing tube. After stirring for 90 min in the dark at $0^{\circ} \mathrm{C}, 30 \mathrm{ml}$ of a saline solution $(30 \mathrm{ml}$ water with 5.6 g NaCl and 0.75 g NaHCO 3 ) were added via the dropping funnel to the blue solution. The phases were separated and the organic phase was washed two times with 30 and 37 ml of a saline solution $(30 \mathrm{ml}$ water with 5.6 g NaCl and $0.75 \mathrm{~g} \mathrm{NaHCO} 3 ; 37 \mathrm{ml}$ water with 6.9 g NaCl and 0.94 g NaHCO 3 ). Yield: 17.2 g ( $85 \%$ ) of a blue-turquoise liquid, which is stable for about a week at room temperature. The decay can be seen visually as the solution turns green and then yellow. IR(ATR): no O-H peak between 3500$3200 \mathrm{~cm}^{-1}, \mathrm{v}\left(\mathrm{C}_{\mathrm{sp}^{2}}-\mathrm{H}\right)=3087 \mathrm{~cm}^{-1}, \mathrm{v}\left(\mathrm{C}_{\mathrm{sp}^{3}}-\mathrm{H}\right)=$ $2989-2906 \mathrm{~cm}^{-1}, \mathrm{v}(\mathrm{R}-\mathrm{O}-\mathrm{N}=\mathrm{O})_{\operatorname{syn}}=1643 \mathrm{~cm}^{-1}, \mathrm{v}(\mathrm{R}-$ $\mathrm{O}-\mathrm{N}=\mathrm{O})_{\mathrm{anti}}=1566 \mathrm{~cm}^{-1}$

## (Z)-3-Penten-1-ylnitrite

In a 100 ml three-necked flask equipped with a thermometer and a reflux condenser with a dropping funnel with pressure equalizing tube mounted on top, $8.8 \mathrm{~g}(127 \mathrm{mmol}, 1.4 \mathrm{eq})$ sodiumnitrite in 17 ml water was cooled to $0^{\circ} \mathrm{C}$ in an ice-bath. 9.2 ml
( $7.85 \mathrm{~g}, 89 \mathrm{mmol}, 1.0 \mathrm{eq}$ ) cis-3-Penten-1-ol ( $A B C R$, CAS: 764-38-5) was added and the flask covered with aluminum foil. $19.1 \mathrm{ml} 30 \%$ sulfuric acid, prepared from 19.0 ml water and 4.26 ml conc. sulfuric acid, were slowly added via the dropping funnel over an hour, then stirred in the dark for 90 min at $0^{\circ} \mathrm{C} .17 \mathrm{ml}$ of a saline solution ( 17 ml water with 3.13 g NaCl and $0.42 \mathrm{~g} \mathrm{NaHCO}_{3}$ ) was added via the dropping funnel, the phases separated and the yellow organic phase was washed two times with 17 and 19 ml of the same saline solution $(17 \mathrm{ml}$ water with 3.13 g NaCl and $0.42 \mathrm{~g} \mathrm{NaHCO} 3 ; 17$ ml water with 2.80 g NaCl and 0.38 g NaHCO 3 ). Yield: $7.2 \mathrm{~g}(75 \%)$ of a yellow liquid IR(ATR): no O-H peak between $3500-3200 \mathrm{~cm}^{-1}, \mathrm{v}\left(\mathrm{C}_{\mathrm{sp}^{2}}-\mathrm{H}\right)$ $=3077 \mathrm{~cm}^{-1}, \mathrm{v}\left(\mathrm{C}_{\mathrm{sp}^{3}-\mathrm{H}}\right)=2992-2905 \mathrm{~cm}^{-1}, \mathrm{v}(\mathrm{R}-$ $\mathrm{O}-\mathrm{N}=\mathrm{O})_{\mathrm{syn}}=1643 \mathrm{~cm}^{-1}, \mathrm{v}(\mathrm{R}-\mathrm{O}-\mathrm{N}=\mathrm{O})_{\mathrm{anti}}=1567$ $\mathrm{cm}^{-1}$

## Naphthalen-1-ylmethylnitrite

In a 100 ml flask equipped with reflux condenser and a dropping funnel with pressure equalizing tube mounted on top 3.3 g sodiumnitrite ( $47.4 \mathrm{mmol}, 1.5$ eq) in 12 ml water were cooled in an ice-bath to $0^{\circ} \mathrm{C} .5 .0 \mathrm{~g}(31.6 \mathrm{mmol}, 1.0 \mathrm{eq})$ of naphthalen-1ylmethanol (Sigma-Aldrich, CAS: 225-324-1) was
 added, the flask was then covered with aluminum foil. $7.65 \mathrm{ml} 30 \%$ sulfuric acid, prepared from 6.2 ml water and 1.45 ml conc. sulfuric acid, was slowly added via the dropping funnel over ten minutes. Nitrose gases form and the solution changes color to whitish-yellow. After stirring for 90 min in the dark, 20 ml of a saline solution ( 30 ml water with 5.6 g NaCl and 0.75 g NaHCO 3 ) is added via the dropping funnel. The phases are separated and the
organic phase is washed once with 7 ml of the saline solution. Yield: $1.4 \mathrm{~g}(23 \%)$ of a yellow-orange oil ${ }^{1} \mathrm{H}-\mathrm{NMR}\left(400 \mathrm{MHz}, \mathrm{CDCl}_{3}\right):[\mathrm{ppm}]=6.02(\mathrm{~s}$, $\left.2 \mathrm{H}, \mathrm{CH}_{2}\right), 7.11-7.46(\mathrm{~m}, 4 \mathrm{H}, \mathrm{CH}$ naphthyl), $7.73-$ 7.78 (m, 2H, CH naphthyl), $7.83-7.85(\mathrm{~m}, 1 \mathrm{H}, \mathrm{CH}$ naphthyl)

## Tropyliumbromide



Both the synthesis of tropyliumbromide and of ditropyl were carried out as described in the literature ${ }^{[507]}$ with some minor changes. In a threenecked 500 ml flask equipped with reflux condenser and dropping funnel $26.1 \mathrm{ml}(23 \mathrm{~g}, 250 \mathrm{mmol}, 1.0$ eq) cycloheptatriene (Sigma-Aldrich, CAS: 544-252) in 200 ml dichloromethane was cooled in an icebath to $0^{\circ} \mathrm{C}$. Over 3.5 h a solution of $12.8 \mathrm{ml}(40 \mathrm{~g}$, $250 \mathrm{mmol}, 1.0 \mathrm{eq}$ ) bromine in 50 ml dichloromethane was added under cooling via the dropping funnel. The solvent was removed via a rotary evaporator and the dark-brown (red) oil was heated at $90^{\circ} \mathrm{C}$ over 24 hours at a pressure $<1$ mbar. The solution turns into an ocher-brown solid. The solid was pestled and washed with dichloromethane until the dichloromethane ran clear. The ocher-green solid was dried for several days under reduced pressure in an dessicator. Yield: $25.7 \mathrm{~g}(30 \%){ }^{\mathbf{1}} \mathbf{H}-\mathbf{N M R}$ ( $400 \mathrm{MHz}, \mathbf{C D C l}_{3}$ ): $[\mathrm{ppm}]=9.31$ ( $\mathrm{s}, 7 \mathrm{H}$ )


## Ditropyl

In a one-necked 100 ml round flask $5.0 \mathrm{~g}(29.2 \mathrm{mmol}$, 1.0 eq) tropyliumbromide were dissolved in 40 ml water. To the dark solution 2.0 g zinc powder was added and the solution was shaken vigorously. The solution turns yellow. In a waterbath the solution was heated at $40^{\circ} \mathrm{C}$ for three hours, the solu-
tion turns colorless. The solution was then filtered and the aqueous phase extracted four times with 20 ml dichloromethane. The solvent was removed. Yield: $2.127 \mathrm{~g}(40 \%)$ of a brown crystalline solid ${ }^{1} \mathbf{H}-$ NMR ( $400 \mathrm{MHZ}, \mathbf{C D C l}_{3}$ ): $[\mathrm{ppm}]=1.89$ ( s , $2 \mathrm{H}, \mathrm{CH}), 5.20-5.24(\mathrm{dd}, 4 \mathrm{H}, 4.36 \mathrm{~Hz}, 9.51 \mathrm{~Hz}, \mathrm{CH})$, $6.17-6.22(\mathrm{dt}, 4 \mathrm{H}, 10.0 \mathrm{~Hz}, 3.1 \mathrm{~Hz}, \mathrm{CH}), 6.62-6.64$ (t, $4 \mathrm{H}, 3.1 \mathrm{~Hz}, \mathrm{CH})$

## Chapter 13 Fitting decay curves

### 13.1 Two-state model

A two state model of the form $\mathrm{A} \xrightarrow{\tau_{1}} \mathrm{~B}$, where only A is detectable, is described by the differential equation

$$
\begin{equation*}
\lambda[\mathrm{A}]=-\frac{\mathrm{d}[\mathrm{~A}]}{\mathrm{dt}} \tag{13.1}
\end{equation*}
$$

Solving this equation leads to

$$
\begin{equation*}
\mathrm{A}(\mathrm{t})=\mathrm{A}_{0} \mathrm{e}^{-\lambda \mathrm{t}} \tag{13.2}
\end{equation*}
$$

If the physical impulse (here the two lasers) were a Dirac delta-function-like impulse, the following decay could be modeled very simply using this equation. But in reality the physical impulse, meaning the two lasers, has a Gaussian temporal profile:

$$
\begin{equation*}
y(t)=B e^{-\frac{(t)^{2}}{2 \sigma^{2}}} \tag{13.3}
\end{equation*}
$$

For the evolution of the measured signal the two functions $\mathrm{A}(\mathrm{t})$ and $\mathrm{y}(\mathrm{t})$ need to be convoluted.

$$
\begin{equation*}
S(t)=\int_{0}^{\infty} A(x) \cdot y(t-x) d x=A_{0} B \int_{0}^{\infty} e^{-\lambda x} \cdot e^{-\frac{(t-x)^{2}}{2 \sigma^{2}}} d x \tag{13.4}
\end{equation*}
$$

The expression in the exponent is rewritten to its canonical form

$$
\begin{equation*}
-\left(\lambda \mathrm{x}+\frac{(\mathrm{t}-\mathrm{x})^{2}}{2 \sigma^{2}}\right)=\left(\frac{\sigma^{2}}{2} \lambda^{2}-\lambda \mathrm{t}\right)-\frac{\left(\mathrm{x}-\mathrm{t}+\sigma^{2} \lambda\right)^{2}}{2 \sigma^{2}} \tag{13.5}
\end{equation*}
$$

The time-independent part can be factored out of the integral, and only the time-dependent part needs to be integrated. Performing a change of variables with $s=\frac{x-t+\sigma^{2} \lambda}{\sqrt{2} \sigma}$ results in a complementary error function

$$
\begin{align*}
S(t) & =A_{0} B \int_{0}^{\infty} e^{-\lambda x} * e^{-\frac{(t-x)^{2}}{2 \sigma^{2}}} d x \\
& =A_{0} B \cdot e^{-\left(\frac{\sigma^{2}}{2} \lambda^{2}-\lambda t\right)} \int_{\frac{-t+\sigma^{2} \lambda}{\sqrt{2 \sigma}}}^{\infty} e^{-s^{2}} d s \\
& =A_{0} B \cdot e^{\left(\frac{\sigma^{2}}{2} \lambda^{2}-\lambda t\right)} \operatorname{erfc}\left(\frac{-t+\sigma^{2} \lambda}{\sqrt{2} \sigma}\right)  \tag{13.6}\\
& =A_{0} B \cdot \Lambda_{1}(t)
\end{align*}
$$

The measured signal is consequently:

$$
\begin{equation*}
\mathrm{S}(\mathrm{t})=\sigma_{1} \Lambda_{1}\left(\mathrm{t}, \lambda_{1}\right) \tag{13.7}
\end{equation*}
$$

where the factor $\sigma_{1}$ incorporates the scaling factors $\mathrm{A}_{0}$ and B , which represent physical parameters like the ionization efficiency and the detection efficiency. The exponential decay constant $\lambda$ and the parameter $\sigma$ are not commonly used when describing decays. More commonly used are the time constant $\tau_{1}=\frac{1}{\lambda}$ and the full-width-half-maximum of the laser response FWHM $=2 \sqrt{2 \ln 2} \sigma$. Since $\Lambda_{1}$ incorporates one exponential function, a decay following this model is also referred to as monoexponential decay.

### 13.2 Three-state model

A three state model $\mathrm{A} \xrightarrow{\tau_{1}} \mathrm{~B} \xrightarrow{\tau_{2}} \mathrm{C}$, where both A and B are detectable, gives following two differential
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equations:

$$
\begin{gather*}
\frac{\mathrm{d}[\mathrm{~A}]}{\mathrm{dt}}=-\lambda_{1}[\mathrm{~A}]  \tag{13.8}\\
\frac{\mathrm{d}[\mathrm{~B}]}{\mathrm{dt}}=\lambda_{1}[\mathrm{~A}]-\lambda_{2}[\mathrm{~B}] \tag{13.9}
\end{gather*}
$$

Solving these two differential equations:

$$
\begin{gather*}
\mathrm{A}(\mathrm{t})=\mathrm{A}_{0} \mathrm{e}^{-\lambda_{1} \mathrm{t}}  \tag{13.10}\\
\mathrm{~B}(\mathrm{t})=\frac{\lambda_{1}}{\lambda_{2}-\lambda_{1}} \mathrm{~A}_{0}\left(\mathrm{e}^{-\lambda_{1} \mathrm{t}}-\mathrm{e}^{-\lambda_{2} \mathrm{t}}\right) \tag{13.11}
\end{gather*}
$$

The total signal will be the sum of $\mathrm{A}(\mathrm{t})$ and $\mathrm{B}(\mathrm{t})$. For a physical signal the sum of $\mathrm{A}(\mathrm{t})$ and $\mathrm{B}(\mathrm{t})$ has to be convoluted with the Gaussian temporal profile of the laser. Since both $A(t)$ and $B(t)$ are a monoexponential function and a sum of monoexponential functions respectively, for each exponential a complementary error function analagous to eq. 13.6 is obtained.

$$
\begin{equation*}
\mathrm{S}(\mathrm{t})=\sigma_{1} \Lambda_{1}\left(\mathrm{t}, \lambda_{1}\right)+\sigma_{2} \Lambda_{2}\left(\mathrm{t}, \lambda_{1}, \lambda_{2}\right) \tag{13.12}
\end{equation*}
$$

where $\sigma_{1} / \sigma_{2}$ represent different scaling factors. $\Lambda_{1}$ refers to the convolution of $A(t)$ with the Gaussian laser pulse and is composed of only one complementary error function. $\Lambda_{2}$ refers to the convolution of $\mathrm{B}(\mathrm{t})$ with the Gaussian laser pulse and is composed of two complementary error functions subtracted from each other. Again in practice the time constant $\tau_{2}=\frac{1}{\lambda_{2}}$ is more commonly used instead of $\lambda_{2}$. Systems following this model are said to exhibit a bi-exponential decay, since for $B(t)$ two exponentials are required.

### 13.3 Four-state model

A four-state model $\mathrm{A} \xrightarrow{\tau_{1}} \mathrm{~B} \xrightarrow{\tau_{2}} \mathrm{C} \xrightarrow{\tau_{3}} \mathrm{~d}$, with $\mathrm{A}, \mathrm{B}$ and C detectable, gives the following three differential equations:

$$
\begin{equation*}
\frac{\mathrm{d}[\mathrm{~A}]}{\mathrm{dt}}=-\lambda_{1}[\mathrm{~A}] \tag{13.13}
\end{equation*}
$$

$$
\begin{equation*}
\frac{\mathrm{d}[\mathrm{~B}]}{\mathrm{dt}}=\lambda_{1}[\mathrm{~A}]-\lambda_{2}[\mathrm{~B}] \tag{13.14}
\end{equation*}
$$

$$
\begin{equation*}
\frac{\mathrm{d}[\mathrm{C}]}{\mathrm{dt}}=\lambda_{2}[\mathrm{~B}]-\lambda_{3}[\mathrm{C}] \tag{13.15}
\end{equation*}
$$

Solving now these three equations:

$$
\begin{gather*}
\mathrm{A}(\mathrm{t})=\mathrm{A}_{0} \mathrm{e}^{-\lambda_{1} \mathrm{t}}  \tag{13.16}\\
\mathrm{~B}(\mathrm{t})=\frac{\lambda_{1}}{\lambda_{2}-\lambda_{1}} \mathrm{~A}_{0}\left(\mathrm{e}^{-\lambda_{1} \mathrm{t}}-\mathrm{e}^{-\lambda_{2} \mathrm{t}}\right)  \tag{13.17}\\
\mathrm{C}(\mathrm{t})=\frac{\lambda_{1} \lambda_{2}}{\lambda_{2}-\lambda_{1}} \mathrm{~A}_{0}\left(\frac{\mathrm{e}^{-\lambda_{1} \mathrm{t}}}{\lambda_{3}-\lambda_{1}}-\frac{\mathrm{e}^{-\lambda_{2} \mathrm{t}}}{\lambda_{3}-\lambda_{2}}\right) \\
+\mathrm{A}_{0} \frac{\lambda_{2} \lambda_{1}}{\left(\lambda_{3}-\lambda_{1}\right)\left(\lambda_{3}-\lambda_{2}\right)} \mathrm{e}^{-\lambda_{3} \mathrm{t}} \tag{13.18}
\end{gather*}
$$

Just as for the three-state model, the total signal is the sum of $\mathrm{A}(\mathrm{t}), \mathrm{B}(\mathrm{t})$ and $\mathrm{C}(\mathrm{t})$ convoluted with the Gaussian laser pulse. All three subfunctions are composed of sums of exponentials, and the total signal is obtained analogous to the three-state model described previously.

## CHAPTER 13. FITTING DECAY CURVES

$$
\begin{equation*}
\mathrm{S}(\mathrm{t})=\sigma_{1} \Lambda_{1}\left(\mathrm{t}, \lambda_{1}\right)+\sigma_{2} \Lambda_{2}\left(\mathrm{t}, \lambda_{1}, \lambda_{2}\right)+\sigma_{3} \Lambda_{3}\left(\mathrm{t}, \lambda_{1}, \lambda_{2}, \lambda_{3}\right) \tag{13.19}
\end{equation*}
$$

where $\sigma_{1} / \sigma_{2} / \sigma_{3}$ represent the different scaling factors, and $\Lambda_{1} / \Lambda_{2} / \Lambda_{3}$ the convolution of $\mathrm{A}(\mathrm{t}), \mathrm{B}(\mathrm{t})$ and $C(t)$ with a Gaussian function. Since $C(t)$ involves three exponentials with three different constants, $\lambda_{1}, \lambda_{2}$ and $\lambda_{3}$, observed signals following this model are also reffered to as tri-exponential decays.

### 13.4 State with a long lifetime

An initially excited state A can have a long lifetime compared to the time resolution (ns-lifetimes compared to fs-time resolution), resulting in an offset in the decay trace. But for a correct description the Gaussian laser pulse has to be convoluted as well, this time with the function $A(t)=1$.

$$
\begin{equation*}
\mathrm{S}_{\text {offset }}(\mathrm{t})=\int_{0}^{\infty} \mathrm{A}(\mathrm{x}) * \mathrm{y}(\mathrm{t}-\mathrm{x}) \mathrm{dx}=\int_{0}^{\infty} \mathrm{e}^{-\frac{(\mathrm{x}-\mathrm{t})^{2}}{2 \sigma^{2}}} \mathrm{dx} \tag{13.20}
\end{equation*}
$$

solving this results again to an error function

$$
\begin{equation*}
\mathrm{S}_{\text {offset }}(\mathrm{t})=\operatorname{erfc}\left(\frac{-\mathrm{t}}{\sqrt{2} \sigma}\right) \tag{13.21}
\end{equation*}
$$

The total signal is consequently (with $\sigma_{\text {offset }}$ being a scaling factor):

$$
\begin{equation*}
S(t)=\sigma_{\text {offset }} S_{\text {offset }}(t) \tag{13.22}
\end{equation*}
$$

### 13.5 Final state ionizable

Whether it is a two-, three- or four-state model, the total amount of molecules is constant. So for a
two-state model $\mathrm{A} \xrightarrow{\tau_{1}} \mathrm{~B}$ the amount of $[\mathrm{B}]$ is:

$$
\begin{equation*}
\mathrm{B}(\mathrm{t})=\mathrm{A}_{0}-\mathrm{A}(\mathrm{t})=\mathrm{A}_{0}\left(1-\mathrm{e}^{-\lambda \mathrm{t}}\right) \tag{13.23}
\end{equation*}
$$

This has to be convoluted with the Gaussian of the laser pulses, leading to

$$
\begin{align*}
\Lambda_{\text {final }}(\mathrm{t}) & =\mathrm{A}_{0}\left(\operatorname{erfc}\left(\frac{-\mathrm{t}}{\sqrt{2} \sigma}\right)-\mathrm{e}^{\left(\frac{\sigma^{2}}{2} \lambda^{2}-\lambda \mathrm{t}\right)} \operatorname{erfc}\left(\frac{-\mathrm{t}+\sigma^{2} \lambda}{\sqrt{2} \sigma}\right)\right) \\
& =\mathrm{A}_{0}\left(\mathrm{~S}_{\text {offset }}(\mathrm{t})-\Lambda_{1}(\mathrm{t})\right) \tag{13.24}
\end{align*}
$$

The total signal for a two-state model where the final state is ionizable is consequently:

$$
\begin{equation*}
\mathrm{S}(\mathrm{t})=\sigma_{1} \Lambda_{1}\left(\mathrm{t}, \lambda_{1}\right)+\sigma_{\mathrm{final}} \Lambda_{\mathrm{final}}\left(\mathrm{t}, \lambda_{1}\right) \tag{13.25}
\end{equation*}
$$

The scaling factor $\sigma_{\text {final }}$ incorporates the fact that the states A and B don't have the same ionization efficiency. Indeed, were they the same, only a constant signal after the laser pulses would be observed.

For a three-and four-state model the reasoning is the similar. For a three-state model the following formulas are obtained for $\mathrm{C}(\mathrm{t})$ and $\mathrm{S}(\mathrm{t})$ :

$$
\begin{align*}
\Lambda_{\text {final }}(\mathrm{t}) & =\mathrm{A}_{0}\left(\mathrm{~S}_{\text {offset }}(\mathrm{t})-\Lambda_{1}\left(\mathrm{t}, \lambda_{1}\right)-\Lambda_{2}\left(\mathrm{t}, \lambda_{1}, \lambda_{2}\right)\right)  \tag{13.26}\\
\mathrm{S}(\mathrm{t}) & =\sigma_{1} \Lambda_{1}\left(\mathrm{t}, \lambda_{1}\right)+\sigma_{2} \Lambda_{2}\left(\mathrm{t}, \lambda_{1}, \lambda_{2}\right)+\sigma_{\text {final }} \Lambda_{\text {final }}\left(\mathrm{t}, \lambda_{1}, \lambda_{2}\right) \tag{13.27}
\end{align*}
$$

and for a four-state model:

$$
\begin{align*}
\Lambda_{\text {final }}(\mathrm{t}) & =\mathrm{A}_{0}\left(\mathrm{~S}_{\text {offset }}(\mathrm{t})-\Lambda_{1}\left(\mathrm{t}, \lambda_{1}\right)-\Lambda_{2}\left(\mathrm{t}, \lambda_{1}, \lambda_{2}\right)-\Lambda_{3}\left(\mathrm{t}, \lambda_{1}, \lambda_{2}, \lambda_{3}\right)\right)  \tag{13.28}\\
\mathrm{S}(\mathrm{t}) & =\sigma_{1} \Lambda_{1}\left(\mathrm{t}, \lambda_{1}\right)+\sigma_{2} \Lambda_{2}\left(\mathrm{t}, \lambda_{1}, \lambda_{2}\right)+\sigma_{3} \Lambda_{3}\left(\mathrm{t}, \lambda_{1}, \lambda_{2}, \lambda_{3}\right)+  \tag{13.29}\\
& \sigma_{\text {final }} \Lambda_{\text {offset }}\left(\mathrm{t}, \lambda_{1}, \lambda_{2}, \lambda_{3}\right)
\end{align*}
$$

## Chapter 14 Developed Software

### 14.1 Anja's fit decays v3.5

The solved differential equations (see section 13) were implemented in a python gui using pyqt, allowing fast and visually easy fitting of decays. A screenshot of the program is shown in fig. 14.1. Via the button 'Load .evol file' decay data, saved in a xyxy... file ( x and y as columns with x in fs) is loaded into the listWidget (white area) as fitfunc0, fitfunc1 etc. If the radiobutton '2 Angles?' is checked, the xy file is considered to have the decays of orthogonal and parallel orientations of pump/probe laser in the format $\mathrm{xy}_{\text {fitfunco }}$ (angle $0) x_{\text {fitfunco }}$ (angle 1) $x y_{\text {fitfunc1 }}$ (angle 0).... Loading two angles like this, activates the 'Make the rot. mean' button, which opens a subwidget to calculate the rotational mean.

The selected data is displayed in the center plot. Changing the slider ( $\mathrm{A} \longrightarrow>\mathrm{B} \longrightarrow \mathrm{C} \longrightarrow>$ D) selects either a one-state, two-state, three-state or four-state model. A good fit convergence requires suitable starting values before pushing the button 'fit', which will do a least-square fit based on these starting values. The autocorrelation, the first time-constant $\tau_{1}$ and the FWHM can be held fixed if the corresponding radiobutton is checked. The user has also the choice of considering an offset, he can choose between three options: 'No Offset', 'y_offset?', and 'y_offset final population'. As their names imply respectively, 'No Offset' considers that the last state is dark (default), 'y_offset?' just adds an offset with no consideration to the mechanism, whereas 'y_offset final population' considers that the final
state is a bright state.
The result of the fit is given with an uncertainty, if the uncertainty reads $\pm \mathrm{inf}$, the fit diverged. This means that either the starting values were not correct or that the assumed model fails. Once fitted, a new entry is added to the listwidget with the fitted parameters. Using the button 'Save selected File', the original data, the total fit and the populations are saved as columns, the fit constants are saved as comments (entries starting with \# at the beginning of the file).

It is also possible to treat the loaded data before fitting; to decide how many points should be used for the baseline subtraction (using the button 'subtract'), to invert the decay if it negative (button 'Invert Decay', useful for mass spectra decays) and to normalize a decay (button 'Normalize decay'). Using the last one is obligatory if two data sets are fitted using the same constants - to compare, for example, whether a photoelectron decay and time-of-flight mass decay show the same temporal behavior. Changing the radiobutton selection from 'Fit one decay' to 'Fit two decays' allows to select two data sets; via the radiobutton 'Fit FWHMs separately' the autocorrelation of both can be fitted separately. The offset of both graphs is always considered separate.

Should more functionality or different decays be desired, the python macro 'fit_class.py' can be used, to implement new models based on these preexisting ones.

### 14.2 Plotting 2D matrices v 0.0

This python macro is designed to help with the analysis of photoelectron spectra as inverted by the
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Figure 14.1: Screenshot of the the program 'Anja's fit decays v3.5'

Analyse-program. A screenshot of this python macro is shown in fig. 14.2. Via the button 'Load 3D data', it loads xyz-files, saved previously by the python macro 'make_XYZ_severalAngle.py'. Via the button 'load Times', the .html file, characterizing the temporal delay (output by Lionel's measuring program) is loaded. With both the 'Time' and 'Radius' radiobuttons checked, a click on the 'Convert'-button plots the raw xyz-file as the middle graph. The time calibration is directly read from the 'time' file, whereas the energy calibration can be changed using the 'Load Energy Calibration' button and the entries for the repeller and extractor values. If two angles (orthogonal and parallel pump-probe laser polarization, for example) were measured, two entries appear in the 'Data:' listwidget upon 'Convert'-button-click; named angle1 and angle2 respectively. Selecting them will show the respective data in the plot. On the right of the plot the user has several options for data manipulation.

The button ' xX ' multiplies the data with the pixel value; the button 'Smooth' smoothes the data. The user can also choose to change the range of the z values ( $Z$ _max and $Z \_$min, a zoom into $x$ and $y$ can be done using the matplotlib buttons under the plot itself). The 'Display-options' button allows changing the title and $x / y$-axis labels. Switching from the 'Intensity' to the 'Beta' Radiobutton changes Z_max and Z_min. The user has also the possibility to correct for the background, namely for signal from pump only /probe only signals. This can be done either by subtracting the first few (default 6) data points (Method 1), or by choosing xy files containing the signal of pump only/probe only and subtracting them separately from the data. Each time the data is changed, a new entry with the changed data appears in the 'Data:' listwidget.

On the left of the plot the user has more options. The button 'Make PECD' makes a PECD matrix of the two angles (useful if they correspond to left and right circularly polarized light). Via the button 'CorrectBeta' an anisotropy matrix can treated in


Figure 14.2: Screenshot of the python program 'Plotting $2 D$ matrices v0.0'
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respect to another matrix (e.g. the total intensity), setting values in the anisotropy matrix to a userdefined value, if the same point in the other matrix is under a certain value. The button 'Go make some intensity' allows the user to add matrices, whereas the button 'Go make rot.anisotropy and mean' allows the user to calculate a rotational anisotropy and a rotational mean matrix. Each matrix can be saved using the 'Save' button on the right of the 'Convert' button.


Figure 14.3: Screenshot of the widget, which opens if the user clicks on the button 'Make Sum of 2D' in the program 'Plotting 2D matrices v0.0'

A short comment on the button 'Make Sum of 2D': This opens a new widget (see fig. 14.3) which allows the user to sum the xyz matrix either over the delay to display a summed photoelectron spectrum (left plot), or to sum over all energies to display
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the total photoelectron decay (upper plot). The energy and time limits can be changed using either the sliders or by entering the numbers in the respective field. Using the buttons 'Save Time to xy.dat File' and 'Save Energy to xy.dat File' the time decay and summed photoelectron spectrum can be saved respectively in a xy-file. Using the button 'Start Fitprogram', a leaner version of the Anja's fit decays is opened, and via the button 'Transfer decay' the user can transfer the decay to the program. It should be noted, however, that this fit program is only useful for preliminary fitting, since several functionalities are amiss, moreover, the fwhm does not correspond to the IRF (factor of $2 \ln 2$ ).

## 14.3 pBasex** notes on implementation

The complete code (including comments) is available on request. In the following some crucial issues/main points of the program are listed:

- pBasex** was implemented in a python class, called aim, short for anja image. Its methods incorporate all necessary functionality for treatment of an image, namely (excluding submethods):
$\triangleright$ set_center $(x, y)$ : Sets the center of an image.
$\triangleright$ transpose(keep_center=False): Transposes the image and, if keep_center=False, transposes also the center:
$\triangleright$ symmetrize(axis='Y'): Symmetrizes the image along a given axis, either the ' X ' or the ' Y ' axis in respect to the chosen center.
$\triangleright \operatorname{show}()$ : Plots a graphic of the image data.
$\triangleright$ draw_circle(r, intensity=10): Plots a circle of thickness 1 and with the intensity 10 (default)
at a radius $r$ from the center
$\triangleright$ draw_circle_legendre( $r, c$, intensity=1): Plots a circle of thickness 1 with the intensity 1 (default) at a radius r from the center, the intensity distribution corresponds to a Legendre polynomial c. c is a list specifying the Legendre polynomial, ex: $[1,0,0]$ corresponds to $\mathrm{P}_{0}$, $[0,0,1]$ to $\mathrm{P}_{2},[0,0,0,0,1]$ to $\mathrm{P}_{4}$.
$\triangleright$ draw_angles( $c, r$, intensity=4): Sets the pixels corresponding to the angle where the intensity of the Legendre polynomial c is zero to the intensity $=4$ (default).
$\triangleright$ sort_data_angles_radius(rmax,, , $d r=3$ ): Sorts the data into the different radii and angles until the radius rmax is reached, depending on the Legendre polynomial c , for $\mathrm{P}_{0} \mathrm{P}_{2} \mathrm{P}_{4} \mathrm{c}$ would be $[1,0,1,0,1] . \quad \mathrm{dr}=3$ specifies the distance between the radial data points.
$\triangleright$ forward_Abel(f): ForwardAbel transforms the given data set f . It is based on the algorithm of Hansen and Law ${ }^{[105]}$ as implemented in py Abel [508].
$\triangleright$ plot_cylindrical_gaussian(c, $k$, sigma): Plots the a basis function centered on a distance k from the center with sigma corresponding to the square root of the variance of the Gaussian base function.
$\triangleright$ invert_image(rmax, $c$, sigma $=6, N=0.5, d r=3$, basisfunction_file=' '): Inverts the image based on the Legendre polynomial c and a distance between the radial data points $\mathrm{dr}=3$ (default). If the basisfunction_file remains on the default value, a new basis set will be calculated. Sigma $=6$ corresponds to the standart deviation of the Gaussian base function; $\mathrm{N}=0.5$ determines that for every second radial point a
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basis function will be calculated.

- The python module numpy.linalg.pinv2 was used for the SVD procedure.
- Setting the center correctly is crucial. For the correct sorting the center should be chosen as the middle of a pixel, e.g. $x=300.5, y=300.5$, since it calculates the distance towards the next pixels center as well.
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