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Abstract

The thesis deals with the automated generation and efficient evaluation of scattering amplitudes

in general relativistic quantum field theories at one-loop order in perturbation theory. At the

present time we lack signals beyond the Standard Model which, in the past, have guided the

high-energy physics community, and ultimately led to the discovery of new physics phenomena.

In the future, precision tests could acquire this guiding role by systematically probing the Stan-

dard Model and constraining Beyond the Standard Model theories. As current experimental

constraints strongly favour Standard Model-like theories, only small deviations with respect to

the Standard Model are expected which need to be studied in detail. The required precision

demands one-loop corrections in all future analyses, ideally in a fully automated way, allowing

to test a variety of observables in different models and in an effective field theory approach.

In the process of achieving this goal we have developed an enhanced version of the tool

Recola and on this basis the generalization Recola2. These tools represent fully automated

tree- and one-loop-amplitude providers for the Standard Model, or in the case of Recola2

for general models. Concerning the algorithm, we use a purely numerical and fully recursive

approach allowing for extreme calculations of yet unmatched complexity. Recola has led to

the first computation involving 9-point functions.

Beyond the Standard Model theories and Effective Field theories are integrated into the

Recola2 framework as model files. Renormalized model files are produced with the newly

developed tool Rept1l, which can perform the renormalization in a fully automated way, start-

ing from nothing but Feynman rules. In view of validation, we have extended Recola2 to

new gauges such as the Background-Field Method and the class of Rξ gauges. In particular, the

Background-Field Method formulation for new theories serves as an automated validation, and is

very useful in practical calculations and the formulation of renormalization conditions. We have

applied the system to produce the first results for Higgs-boson production in Higgs strahlung

and vector-boson fusion in the Two-Higgs-Doublet Model and the Higgs-Singlet Extension of

the Standard Model. All in all, we have laid the foundation for an automated generation and

computation of one-loop amplitudes within a large class of phenomenologically interesting the-

ories. Furthermore, we enable the use of our system via a very flexible and dynamic control

which does not require any intermediate intervention.
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Kurzzusammenfassung

In dieser Arbeit behandeln wir die automatisierte Generierung und effiziente Auswertung von

Streuamplituden in allgemeinen relativistischen Quantenfeldtheorien auf Einschleifen-Niveau.

Gegenwärtig gibt es keine konkreten Hinweise auf Physik jenseits des Standard Models und da-

her auch keine Möglichkeit, gezielt nach neuer Physik in Teilchenbeschleuniger-Experimenten zu

suchen. In der Zukunft könnten Präzisionstests eine richtungsweisende Rolle übernehmen und

Aufschluss über Abweichungen zum Standard Model geben, und dabei möglicherweise erlauben,

indirekt auf neue Physik zu schließen. Nach dem derzeitigen experimentellen Stand werden

Standard-Model-artige Theorien deutlich bevorzugt. Infolgedessen werden nur kleine Abwe-

ichungen zum Standard Model erwartet, die mit hoher Präzision untersucht werden müssen.

Auf der theoretischen Seite erfordert die nötige Präzision die Berechnung von Einschleifen-

Korrekturen in allen zukünftigen Analysen, die, idealerweise, vollautomatisiert durchgeführt

werden, um alle grundsätzlich zugänglichen Observablen in verschiedensten Theorien testen zu

können.

Um dieses Ziel schrittweise zu erreichen, haben wir das Programm Recola weiterentwickelt,

und auf dieser Basis die Verallgemeinerung Recola2 entwickelt. Die Programme erlauben eine

vollautomatisierte Erzeugung und Auswertung von Baumgraphen- und Einschleifen-Amplituden

für das Standard Model, beziehungsweise, im Falle von Recola2, für allgemeine Theorien. Der

zugrundeliegende numerische Algorithmus arbeitet vollständig rekursiv und erlaubt die Berech-

nung von Prozessen mit bislang unerreichter Komplexität. Beispielsweise hat Recola zur ersten

Berechnung mit 9-Punkt Funktionen geführt.

In Recola2 werden neue Theorien durch spezifische Recola2 Modelfiles in das System

integriert. Die Renormierung wird mit dem neu entwickelten Programm Rept1l vollautoma-

tisch durchgeführt, wobei lediglich die Feynman Regeln als externe Abhängigkeit benötigt wer-

den. Zur Validierung des Systems wurden zum einen Vergleiche mit unabhängigen Rechnungen

durchgeführt, und zum anderen Recola2 soweit verallgemeinert, dass dessen Konsistenz in

verschiedenen Eichungen getestet werden kann. Besonders die Background-Field Formulierung

erlaubt es neue Theorien automatisch zu validieren und ist darüberhinaus sehr nützlich für

praktische Rechnungen, sowie für die Formulierung von Renormierungsbedingungen. Mit diesem

System haben wir die ersten Berechnungen zur Higgs-Boson-Produktion in Higgs-Strahlung und

Vektor-Boson-Fusion im Zwei-Higgs-Doublet Model und der Higgs-Singlet Erweiterung des Stan-

dard Models durchgeführt. Alles in allem wurden die Voraussetzungen geschaffen, Einschleifen-

Amplituden in einer großen Klasse von phänomenologisch interessanten Theorien automatisiert

erzeugen zu können. Darüberhinaus ermöglichen wir die Nutzung für andere durch eine sehr

flexible und dynamische Bedienung, die keinerlei Zwischenschritte benötigt.

viii



Contents

1 Introduction 1

2 Probing Beyond Standard Model theories with precision 5

2.1 Beyond Standard Model theories and the necessity for precision . . . . . . . . . . 5

2.2 Aspects of the Standard Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7

2.2.1 Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7

2.2.2 Kinetic terms for gauge bosons . . . . . . . . . . . . . . . . . . . . . . . . 8

2.2.3 Kinetic terms for fermions . . . . . . . . . . . . . . . . . . . . . . . . . . . 8

2.2.4 Brout-Englert-Higgs mechanism . . . . . . . . . . . . . . . . . . . . . . . 9

2.3 Two-Higgs-Doublet Model and the Higgs-Singlet extension of the Standard Model 11

2.3.1 Fields and potential in the symmetric basis . . . . . . . . . . . . . . . . . 11

2.3.2 Parameters in the physical basis . . . . . . . . . . . . . . . . . . . . . . . 12

2.3.3 Yukawa Interactions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14

3 Matrix elements for generic theories with Recola2 17

3.1 Berends-Giele recursion relation . . . . . . . . . . . . . . . . . . . . . . . . . . . 18

3.2 Tree skeletons for general theories . . . . . . . . . . . . . . . . . . . . . . . . . . . 20

3.3 Extension to one-loop level . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24

3.4 Off-shell currents for general theories . . . . . . . . . . . . . . . . . . . . . . . . . 26

4 Calculational framework for one-loop corrections 31

4.1 Regularization and computation of rational terms . . . . . . . . . . . . . . . . . 32

4.1.1 Computation of R1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33

4.1.2 Computation of R2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33

4.1.3 Treatment of γ5 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34

4.2 Tadpole counterterm schemes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35

4.2.1 The FJ Tadpole Scheme for a general Higgs sector . . . . . . . . . . . . . 35

4.2.2 The FJ Tadpole Scheme in the SM . . . . . . . . . . . . . . . . . . . . . . 40

4.2.3 Interplay of tadpoles with MS subtraction . . . . . . . . . . . . . . . . . . 45

4.2.4 Automation of the FJ Tadpole Scheme . . . . . . . . . . . . . . . . . . . . 47

4.3 Renormalization conditions for physical particles . . . . . . . . . . . . . . . . . . 48

4.3.1 Mass and field renormalization counterterms . . . . . . . . . . . . . . . . 49

4.3.2 Renormalization conditions for mixing and self-energies . . . . . . . . . . 49

4.3.3 IR rational terms in self-energies . . . . . . . . . . . . . . . . . . . . . . . 52

4.4 Treatment of unstable particles . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53

4.4.1 Complex-Mass Scheme at one-loop order . . . . . . . . . . . . . . . . . . . 53

4.4.2 Aspects of automation for general theories . . . . . . . . . . . . . . . . . . 55

ix



Contents

4.5 Renormalization of couplings in the SM and extended Higgs sector . . . . . . . . 56

4.5.1 Renormalization of α . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56

4.5.2 Renormalization of αs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58

4.5.3 Renormalization of Msb in the THDM . . . . . . . . . . . . . . . . . . . . 59

4.6 Renormalization of mixing angles . . . . . . . . . . . . . . . . . . . . . . . . . . . 60

4.6.1 Mixing angle α . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61

4.6.2 Mixing angle β . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62

4.6.3 Conceptual problems in the MS scheme . . . . . . . . . . . . . . . . . . . 63

5 Automated generation of renormalized model files in Rept1l 66

5.1 Model-file generation with Rept1l . . . . . . . . . . . . . . . . . . . . . . . . . . 67

5.1.1 Model-file generation flow . . . . . . . . . . . . . . . . . . . . . . . . . . . 67

5.1.2 Colour-flow computation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68

5.1.3 Off-shell current basis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69

5.2 Counterterm expansion, renormalization and computation of R2 terms . . . . . . 70

5.2.1 Counterterm expansion . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70

5.2.2 Renormalization conditions . . . . . . . . . . . . . . . . . . . . . . . . . . 71

5.2.3 Computation of R2 terms . . . . . . . . . . . . . . . . . . . . . . . . . . . 72

6 Validation methods 73

6.1 Background-Field Method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73

6.1.1 The background-field effective action . . . . . . . . . . . . . . . . . . . . . 74

6.1.2 Background and quantum fields in extended Higgs sectors . . . . . . . . . 75

6.1.3 Background-field gauge-invariant gauge-fixing function . . . . . . . . . . . 75

6.1.4 Construction of the ghost function . . . . . . . . . . . . . . . . . . . . . . 77

6.1.5 Renormalization and implementation details . . . . . . . . . . . . . . . . 78

6.2 Rξ gauge for massive vector bosons . . . . . . . . . . . . . . . . . . . . . . . . . . 80

6.2.1 Gauge-fixing function . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80

6.2.2 Implementation details of the Rξ gauge . . . . . . . . . . . . . . . . . . . 81

6.3 Automated testing suite . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82

7 Phenomenology in the HSESM and THDM 84

7.1 Interface to HAWK 2.0 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84

7.1.1 Process generation with Recola2 . . . . . . . . . . . . . . . . . . . . . . 85

7.1.2 Infrared divergences . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86

7.2 Setup and benchmark points . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86

7.2.1 Input parameters . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86

7.2.2 Cut setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86

7.3 Renormalization conditions for mixing angles . . . . . . . . . . . . . . . . . . . . 88

7.4 Numerical results for total cross sections . . . . . . . . . . . . . . . . . . . . . . . 91

8 Conclusion and outlook 97

x



Contents

Appendices 99

A Tensor integrals . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101

A.1 Tensor-integral conventions . . . . . . . . . . . . . . . . . . . . . . . . . . 101

A.2 Selected PV reduction results . . . . . . . . . . . . . . . . . . . . . . . . . 101

B The FJ Tadpole Scheme applied to the THDM and HSESM . . . . . . . . . . . . 104

B.1 Results for tadpoles in the THDM . . . . . . . . . . . . . . . . . . . . . . 105

B.2 Results for 2-point tadpole counterterms in the FJ Tadpole Scheme in the

THDM . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106

B.3 Results for tadpoles in the HSESM . . . . . . . . . . . . . . . . . . . . . . 107

C Alternative tadpole counterterm schemes . . . . . . . . . . . . . . . . . . . . . . . 108

C.1 Gauge dependence of the mixing angle α in popular tadpole schemes . . . 110

C.2 Gauge dependence of the mixing angle β in popular tadpole schemes . . . 115

C.3 Feynman rules in the ξβ gauge . . . . . . . . . . . . . . . . . . . . . . . . 120

D Two-loop Higgs-boson self-energy in the FJ Tadpole Scheme . . . . . . . . . . . . 122

E Distributions for Higgs strahlung and VBF in Higgs-boson production . . . . . . 124

Bibliography 138

xi





CHAPTER 1
Introduction

The Standard Model (SM) is undoubtedly one of the most successful fundamental theories of

our time due of its vast predictive power allowing for precision tests which are in almost perfect

agreement with current experiments. Despite its success, the SM is not the final fundamental

theory and at energies beyond the Large Hadron Collider (LHC)’s current reach the SM will fail

as it does not include the gravitational force. The compatibility with gravity, however, is only one

of many other aspects the SM cannot account for in its current form. For instance, the SM does

not have a proper dark matter candidate as required by cosmological observations, nor does it

explain dark energy. The matter-antimatter asymmetry induced by CP violation is too small to

account for our matter-dominated world. In its minimal form the SM does not explain neutrino

oscillations. Then, there is the long-standing issue with the anomalous magnetic moment of the

muon showing a significant discrepancy to the SM, though it is not clear yet if the discrepancy

is caused by new physics or if we do not control the uncertainties well enough. Finally, some

people also argue that the SM lacks naturalness which is disputable. There is still space left for

extensions of the SM, and Beyond Standard Model (BSM) theories can account for many of the

SM shortcomings. Relevant BSM theories include the SM in one way or the other. For instance,

they can be built on top of the SM by either enlarging the space-time symmetry group as done

in Supersymmetry (SUSY), e.g. the Minimal Supersymmetric Standard Model (MSSM), or by

extending the internal symmetries, e.g. additional U(1) gauge boson(s), or keeping the symmetry

structure, but extending the field content, e.g. extended Higgs models. Alternatively, effects on

new theories can be studied in a model-independent way keeping the SM symmetry and adding

higher dimensional operators in order to capture new physics at higher energy scales.

Since the discovery of a Higgs boson at the LHC [1, 2] the community is moving forward focus-

ing on precision which serves as the new guiding principle for new physics searches. Precision is

the key to probe the SM and BSM physics and potentially allows, together with automation, to

disprove the SM or single out new models. Progress in this direction requires the best possible

measurements as they are provided by the LHC, upcoming upgrades and future experiments, as

well as accurate theoretical predictions with small uncertainties. On the theoretical side higher

precision is achieved by including loops in calculations, which are much more complex to com-

pute. One of the many reasons is that the number of contributions growing rapidly with the

number of particle multiplicities and loops, pushing even modern computers to their limits of

memory and CPU workload. Further, numerical instabilities become apparent and need to be

treated with care. Besides the technical problems, the procedure of renormalization, rendering

theories valid beyond leading order (LO), and making the results ready for practical application

still raises many questions in view of BSM models, even though from a conceptual point of view,
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Chapter 1 Introduction

the renormalization procedure is well understood.

In the last decades huge effort was made in the automation of next-to-leading order (NLO)

corrections. Originally, the progress was initiated by the so-called NLO revolution and driven

by the unitarity techniques [3, 4, 5, 6, 7, 8]. The resulting tools could overcome many of the

drawbacks of the traditional Feynman-diagrammatic approach, allowing for the first time fully

automated computations at NLO Quantum Chromodynamics (QCD). A distinct feature of these

new approaches was the fact that amplitudes could be written directly in terms of scalar integrals,

thus, bypassing the necessity for costly tensor reduction methods, but at the price of having to

address numerical instabilities with higher precision. The reduction techniques nowadays have

evolved and circumvent the need for higher numerical precision by performing the reduction with

suitable phase-space dependent methods which avoid spurious singularities. Despite the fact that

the Feynman-diagrammatic approach can be improved via a factorized treatment of colour and

further posterior algebraic simplifications, it is still not suited for high particle multiplicities. A

few years ago the Feynman-diagrammatic approach has been combined with recursive techniques

succeeding in the efficient computation of QCD corrections for general processes. The arisen

tools [9, 10] have now become standard tools for phenomenological studies at colliders. As a

result, the calculation of NLO QCD corrections is considered as a solved problem and with

the need of higher precision, the focus shifts to the calculation of QCD corrections of next-to-

next-to-leading order (NNLO) and of NLO Electroweak (EW) corrections. EW corrections are

important for many observables at the LHC. Typically they are of the order of NNLO QCD

corrections, i.e. of several percent. However, they can be enhanced for various reasons, e.g.

Sudakov logarithms. For BSM models EW corrections are as important as QCD corrections

and can easily reach 50%. The reason being large parameter choices in the Higgs-potential, i.e.

λ = O (10) which are still allowed and only constrained by tree-level perturbativity, but not yet

by searches.

SM EW corrections became available recently in various approaches, e.g. OpenLoops [11],

MadGraph5 aMC@NLO [12], GoSam [13, 14], FeynArts/FormCalc [15, 16]. As an al-

ternative to these pure or semi Feynman-diagrammatic approaches, with recursive elements, the

method in Ref. [17] has been proposed for evaluating one-loop gluonic amplitudes. It relies on

the representation of the amplitude in terms of tensor integrals, whose coefficients are computed

recursively [18] without resorting to Feynman diagrams at any stage. Thus, the algorithm bene-

fits from the stable and universal reduction methods for tensor integrals and recursive techniques

which tame the vast number of contributions to one-loop amplitudes. This is the basis for the

fully recursive approach in Recola [19, 20], in combination with the tensor-integral library

Collier [21]. Recola has been successfully used in many NLO QCD and EW computations.

The first computations were carried out for various lepton-pair-production channels in associa-

tion with two hard jets [22, 23]. In a new series of publications the NLO QCD and EW off-shell

vector-boson-pair-production channels were investigated [24, 25, 26]. Yet in another series the t̄t

and t̄th fully off-shell final states were computed at NLO QCD and EW [27, 28, 29, 30]. Finally,

the first fully off-shell prediction of vector-boson scattering has been computed in Ref. [31] at

NLO EW. In all of the calculations Recola has been used with in-house Monte Carlo inte-

grators. However, in order to make contact with experimental data the integration of matrix

2



elements is only the beginning of a proper theoretical prediction. In this respect it is advanta-

geous to combine amplitude providers, such as Recola, with advanced event generators, which

go beyond the standard Monte Carlo integration, in the sense that besides the simulation of

the hard process via matrix elements, also soft processes via parton shower algorithms and

hadronization processes are taken into account. This requires flexible and user friendly ampli-

tude providers which can be used as a black box working in a fully automated way. Recola

perfectly meets these requirements and has been interfaced to the general purpose event gener-

ator Sherpa [32, 33] which has been made publicly accessible [30]. Soon also Whizard [34, 35]

will have an official support [36].

Amplitude providers are confronted with the needs of the future, namely the ability to cal-

culate NLO QCD and EW corrections in general weakly interacting theories, similarly to the

existing automated tools for the calculation of QCD corrections. However, the automation for

one-loop BSM physics is more involved and requires the following three ingredients: First, new

models need to be defined, typically in form of a Lagrangian and followed by the computation of

the Feynman rules. For this kind of task Feynrules [37] and Sarah [38] are established tools.

Then, a systematic and yet flexible approach to renormalization and computation of further

ingredients is required to deal with generic models. Finally, the renormalized models need to be

interfaced to a generic one-loop matrix element generator. As for the automation of renormal-

ization, there has been progress in the Feynrules/FeynArts approach [39]. In this thesis a

fully automated procedure to renormalization and computation of amplitudes in general models

has been developed, thus, combining the second and third step. Our approach makes use of

bare Universal FeynRules Output (UFO) model files [40] and results in renormalized one-loop

model files for Recola2, a generalized version of Recola, allowing anyone, in principle, to

compute any process in the underlying theory at the one-loop level. Much effort has been spent

in the validation of the system which resulted in the support for additional gauges such as the

Background-Field Method or the Rξ gauges, and a systematic treatment of the tadpole renor-

malization. As an application of the system, we focused on two BSM Higgs-production processes

at the LHC, namely Higgs production in association with a vector boson and Higgs production

in association with two jets, in the Two-Higgs-Doublet Model (THDM) and the Higgs-Singlet

extension of the SM (HSESM). Those processes are particularly interesting for an extended

Higgs sector, as they represent the next-to-most-dominant Higgs-production mechanisms at the

LHC.

The outline of the thesis is as follows

• In Chapter 2 we motivate BSM physics and give a brief description of the key aspects of

the SM. We introduce the THDM and the HSESM, and derive the physical parameter

basis which is used throughout the thesis.

• In Chapter 3 we introduce Recola2, focussing on the generalization with respect to

Recola. The generalization is two-fold and concerns the dynamic process generation

and the computation of processes.

• In Chapter 4 we discuss our framework for one-loop renormalized BSM theories, which

3



Chapter 1 Introduction

consists of the regularization scheme, the renormalization of 1-point functions (tadpoles),

two-point functions (self- and mixing eneriges) and higher-point functions (couplings). We

discuss the application of the Complex-Mass Scheme (CMS) with a focus on automation.

Further, basic commonly used renormalization schemes in the SM are extended to BSM

theories.

• In Chapter 5 we introduce the computer program Rept1l and describe our approach

to a fully automated renormalization procedure, covering the model-file generation in a

format suited for Recola2, the counterterm expansion, the formulation of renormalization

conditions and the computation of R2 rational terms.

• In Chapter 6 the main validation tools are presented. In particular we apply the Background-

Field Method (BFM) to extended Higgs sectors and highlight differences with regard to

the renormalization.

• In Chapter 7 we present our numerical analysis for Higgs-production processes in the

THDM and HSESM. We study various renormalization schemes and investigate genuine

effects from the underlying models.

The thesis is supplemented by analytic calculations and results in the appendices which are

referred to whenever suited. In App. A the reader finds our conventions for scalar and tensor

integrals. In App. B we give the effective prescriptions for the FJ Tadpole Scheme and explicit

tadpole expressions in the THDM and HSESM. In App. C we discuss the gauge dependence of

the mixing-angle renormalization in the THDM and its implication on the gauge dependence

of the S-matrix. In App. D we investigate the FJ Tadpole Scheme at two-loop order at the

example of a scalar self-energy. Finally, in App. E we discuss shape-distortion effects on selected

distributions in the considered processes of Chapter 7.
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CHAPTER 2
Probing Beyond Standard Model theories

with precision

Despite of all the successes of the SM it remains an incomplete theory with many shortcomings

which demand explanation. Some of these questions can be addressed by simple extension, e.g.

extended Higgs sectors as discussed in this chapter. In Section 2.1 we argue in favour for BSM

theories and the necessity for precision in future investigations. In Section 2.2 we review the

SM, focusing on the aspects relevant for the later discussion. Finally, we discuss simple, but yet

viable extensions of the SM Higgs sector in Section 2.3, namely the THDM and HSESM. These

models are then subject to the automated renormalization discussed in Chapter 5.

2.1 Beyond Standard Model theories and the necessity for

precision

The overall agreement of observables predicted by the SM and measured by particle colliders such

as the LHC, does not show, at the time of writing, any deviation larger than 3σ. Nevertheless,

the SM is clearly not the final answer to nature as many questions remain unanswered. Among

the fundamental ones is the compatibility with the theory of gravity, namely General Relativity

(GR). GR is a well-established theory and has been confirmed recently once again by the

discovery of the gravitational waves at LIGO [41], which, in its importance, is comparable to

the discovery of the Higgs boson. Yet, both GR and the SM are expected to break down at very

high energies, namely at the Planck scale, where they should be replaced by a unified quantum

version. The idea of unification is most appealing and is deeply rooted in our understanding of

nature via simple principles as encountered in gauge theories and GR. Besides, unification is

nothing new and has already successfully lead to the unification of EW theory. Therefore, there

are good reason to believe in a unification, but there is no guarantee that we are able to see it, if

it happens at all. The new physics scale might be separated by a large gap from the electroweak

scale and we would not be able to see anything, at least not with human-build machines like the

LHC. However, astrophysical observations make hope for new physics which may very well reside

within our grasp. For instance, neither the SM nor GR are able to describe the preponderance

of matter over antimatter as seen in our universe, or the existence of dark matter as nowadays

accepted to explain the rotational velocity curves, or dark energy which is responsible for the

acceleration of the universe [42, 43]. All of these phenomena can be addressed and explained by

non-gravitational interactions which should leave an imprint at particle colliders. Besides the

astrophysical observations the SM arguably suffers from aesthetic deficiencies which demand an

5



Chapter 2 Probing Beyond Standard Model theories with precision

explanation. This concerns e.g. the fermionic mass hierarchies or the true nature of neutrinos

which is yet to be discovered. The SM is not restricted to its current form and allows for various

simple extensions. In particular, there is no reason why the Higgs-sector should be composed

of just a single Higgs doublet. In fact, non-minimal extensions of the scalar sector can account

for astrophysical observations concerning matter antimatter asymmetry, or dark matter. For

instance, the THDM is (still) viable for a successful baryogenesis [44]. All in all there is enough

motivation to believe that the SM is not complete up to the Planck scale and new physics might

yet show up, even if there is a large gap between the EW scale and new physics.

With this in mind two strategies can be pursued in investigating new physics. On the one

hand, we can study concrete new models, and the relevant ones should behave SM like, at least

at low energy, otherwise we would have seen something at the LHC. On the other hand, we can

consider decoupling scenarios which are based on the assumption that new physics scale is much

higher compared to, e.g. the Higgs-boson mass. Decoupling scenarios are not excluded by any

means and a systematic approach without considering concrete models is possible via Effective

Field Theory (EFT). The quest is to search for small deviations in both approaches, and finding

evidence for BSM indirectly.

There are several ways to constrain the parameter space of theories with precision. For

instance, in the days of LEP the oblique parameters S, T and U were computed to study

universal corrections [45]. The closely related ρ parameter, defined as [43]

ρ =
M2

W

c2
wM

2
Z

, (2.1)

equals exactly one in the SM at tree level. The experimental value, currently given by [43]

ρ = 1.00040± 0.00024, (2.2)

strongly favours theories which fulfil ρ = 1 at tree-level. In the THDM and HSESM discussed

in Section 2.3 this requirement is fulfilled without fine-tuning, yet, radiative corrections to (2.1)

differ from the SM and can be used as a testing ground for BSM benchmark points. In extended

Higgs sectors the oblique parameters can be studied in a systematic way, as done e.g. in Ref. [46]

for theories with additional SU(2)w doublets and singlets. Further, the tools HiggsBounds [47]

and HiggsSignals [48] incorporate these and other precision tests, including the comparison

to measured Higgs rates, automatically. In the THDM this has been automated via an interface

to the dedicated tool 2HDMC [49]. Finally, to ultimately test models one has to confront them

directly with experimental data, which requires accurate predictions for realistic final states.

This is where Recola2 comes into play.
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Figure 2.1: The particle content of the SM. The innermost region unifies strongly interacting
particles. The next to innermost region describes the QED interactions with the
photon. The outermost region represents the weak force mediated by the massive
gauge bosons, which includes interactions with neutrinos. The Higgs boson interacts
with all massive particles.1

2.2 Aspects of the Standard Model

2.2.1 Overview

The SM is a relativistic Quantum Field Theory (QFT) based on the postulation of matter fields

in specific representations of the Poincaré and gauge groups, compatible with nature. More

precisely, the SM gauge group is

SU(3)c × SU(2)w ×U(1)Y, (2.3)

composed of the QCD (SU(3)c) and EW (SU(2)w × U(1)Y) components. Interactions between

fields are introduced by promoting the invariance under (2.3) to a local gauge invariance, i.e.

making this particular symmetry transformation space–time dependent. As a consequence, new

dynamic fields emerge, mediating gauge interactions. The strong force is mediated by the

gluon, which solely interacts with colour-charged particles, namely the quarks in the SM. The

EW force is mediated by the photon and the massive gauge bosons Z,W, which interact with

quarks and leptons. Together with the Higgs boson, which couples to all massive particles in

the SM, the complete SM particle content is depicted in Fig. 2.1.

1Modified template source code from http://www.texample.net/tikz/examples/model-physics/

7

http://www.texample.net/tikz/examples/model-physics/


Chapter 2 Probing Beyond Standard Model theories with precision

Field Representation Dimension Gauge coupling

Ga 8× 1× 1(0) 8 gs

W i 1× 3× 1(0) 3 g
B 1× 1× 1(0) 1 g′

Table 2.1: Gauge-boson fields and associated gauge couplings in the SM. 8 stands for octet, 3
for triplet and 1 for singlet representations. The value in the parenthesis denotes the
hypercharge.

2.2.2 Kinetic terms for gauge bosons

Vector bosons are defined in the adjoint representation of the gauge group (2.3) as given in

Table 2.1. In this classification the fields are in the so-called gauge eigenbasis allowing for a

straightforward gauge-invarant definition of the Yang-Mills Lagrangian in terms of the field-

strength tensors Gaµν ,W
i
µν , Bµν as follows

LYM = −1

4

8∑
a=1

GaµνG
a,µν − 1

4

3∑
i=1

W i
µνW

i,µν − 1

4
BµνB

µν . (2.4)

The field-strength tensors are constructed from the commutator of covariant derivatives in the

adjoint representation with the following result

Gaµν = ∂µG
a
ν − ∂νGaµ +

8∑
b,c=1

gsf
abcGbµG

c
ν ,

W i
µν = ∂µW

i
ν − ∂νW i

µ +
3∑

j,k=1

gεijkW j
µW

k
ν ,

Bµν = ∂µBν − ∂νBµ, (2.5)

where fabc and εijk are the structure constants of SU(3)c and SU(2)w, respectively.

2.2.3 Kinetic terms for fermions

The fermions can be decomposed into left-and right-handed components which in the SM trans-

form under different representations. The left-handed ones form an SU(2)w doublet, whereas

the right-handed ones are defined as singlet fields,

QL =

(
uL

dL

)
, LL =

(
νL

lL

)
, uR, dR, lR, (2.6)

with u, d, l and ν generically denoting up-type quark, down-type quark, charged lepton and

neutrino, respectively. Notice that the minimal SM does not anticipate right-handed neutrinos.

Table 2.2 summarizes the fermion-field representations. The fermions come in three different

generations which can be thought of as two additional copies of (2.6). Denoting the generation

8



2.2 Aspects of the Standard Model

Field Representation Dimension

QL 3× 2× 1
(

1
3

)
6

LL 1× 2× 1 (−1) 2
uR 3× 1× 1

(
4
3

)
3

dR 3× 1× 1
(
−2

3

)
3

lR 1× 1× 1 (−2) 1

Table 2.2: Fermion-field representations of (2.3) in the SM. 3 stands for triplet, 2 for doublet and
1 for singlet representations. The value in the parenthesis denotes the hypercharge
Y.

index by i, the complete kinetic term reads

LDirac =

3∑
i=1

(
iQ̄iL /DQ

i
L + iL̄iL /DL

i
L + iūiR /Du

i
R + id̄iR /Dd

i
R + il̄iR /Dl

i
R

)
, (2.7)

with /D = γµD
µ denoting the covariant derivative contracted with the Dirac gamma matrices.

The covariant derivative is defined as

Dµ = ∂µ −
8∑

a=1

igst
aGaµ −

3∑
i=1

igtiW i
µ − ig′tBµ, (2.8)

with ta, ti, t being the generators in appropriate representation when acting on the fields. For

quarks one chooses the Gell-Mann matrices λa as ta = λa/2. For the left-handed isospin doublets

the generator ti = σi/2 is given by the Pauli matrices σi, and weak hypercharge generator

t = −Y/2 is just the value for the weak hypercharge as given in Table 2.2.

2.2.4 Brout-Englert-Higgs mechanism

The SM is a chiral theory and the naive mass terms for fermions

−mf

(
ψ̄LψR + ψ̄RψL

)
(2.9)

are forbidden by the requirement of gauge invariance, since left- and right-handed fermions

transform differently under the gauge group (2.3). The Brout-Englert-Higgs (BEH) mechanism

circumvents this apparent problem by generating masses dynamically in a gauge-invariant way, at

the cost of introducing new dynamic fields and interactions. The precondition for the mechanism

is a suited scalar potential exhibiting Spontaneous Symmetry Breaking (SSB). In the SM one

chooses

VSM =
λ

4

(
Φ†Φ

)2
− µ2Φ†Φ, (2.10)

9
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Field Representation Dimension

Φ 1× 2× 1 (1) 2

Table 2.3: SM Higgs doublet field representations. 2 stands for doublet and 1 for singlet repre-
sentations. The value in the parenthesis denotes the hypercharge Y. Since the Higgs
doublet is chosen to be complex, it comes with 4 dof instead of 2.

with the parameters λ and µ chosen to be real and positive. The field Φ is a complex SU(2)w

doublet defined in components as follows

Φ =

(
φ+

1√
2

[vh + h + iχ]

)
. (2.11)

The linear combination vh + h represents the neutral component of Φ. Note that the vacuum

expectation value (vev) vh is not a parameter of the theory, but merely a convenient field

parametrization. The scalar potential is minimized by imposing the condition

∂V

∂Φ

∣∣∣∣
Φ=(0, vh/

√
2)

T
= 0, (2.12)

which yields the solutions for the vev vh

v2
h =

4µ2

λ
. (2.13)

The Higgs Lagrangian is composed of the potential (2.10) and the standard scalar kinetic term,

augmented by covariant derivatives as follows

LH = (DµΦ)†(DµΦ)− VSM. (2.14)

The kinetic term couples the Higgs doublet field to gauge bosons, which gives rise to the gauge-

boson masses2

MW =
gvh

2
, MZ =

√
g2 + g′2vh

2
, Mγ = 0. (2.15)

For the fermions additional Yukawa interactions are postulated as follows

LYukawa = −
3∑

i,j=1

(
Γijd Q̄

i
LΦdjR + Γiju Q̄

i
LΦ̃ujR + Γijl L̄

i
LΦljR + h.c.

)
, (2.16)

where Φ̃ = iσ2Φ is the charge-conjugated Higgs doublet, and h.c. denotes the inclusion of the

hermitian conjugate terms in order to make (2.16) hermitian. With this we conclude the review

of the SM.

2The identification of MZ requires to diagonalize the neutral gauge-boson sector. See e.g. Ref. [50].
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2.3 Two-Higgs-Doublet Model and the Higgs-Singlet extension of the Standard Model

2.3 Two-Higgs-Doublet Model and the Higgs-Singlet extension

of the Standard Model

In this section we give an introduction to the THDM and the HSESM which are simple extensions

of the SM Higgs sector. Parts were taken from Refs. [51, 52] and extended in order to be self-

contained. We start with the definition of the fields and the scalar potential in Section 2.3.1.

In the second part in Section 2.3.2 we translate the potential to the mass eigenbasis, identifying

suitable physical parameters. Finally, in Section 2.3.3 the Yukawa Lagrangian of the THDM is

discussed, which for the HSESM coincides with the one of the SM (2.16). All models are given

with the restriction of a CP-conserving Z2 symmetric scalar potential, which in the case of the

THDM is allowed to be softly broken. For the THDM we stick to the conventions of Refs. [53, 54].

For the HSESM we follow Refs. [55, 56, 57, 58] which are based on the original literature [59,

60, 61]. The HSESM conventions are adapted to the ones used in the THDM. The models

were incorporated in Recola2 as model files allowing for an automated computation of any

process, with the only limitations being internal memory and CPU power. The renormalization

is performed as generically described in Chapter 4. The generation of the renormalized model

file is presented in Chapter 5.

2.3.1 Fields and potential in the symmetric basis

Both models are simple extensions of the SM, only affecting the form and fields entering the

scalar potential and for the THDM also the Yukawa interactions. In the case of the THDM we

have two Higgs doublets with hypercharge Y = 1, generically denoted as Φi with i = 1, 2 and

defined component-wise by

Φi =

(
φ+
i

1√
2

(vi + ρi + iηi)

)
, (2.17)

with vi denoting the vevs. Under the constraint of CP conservation plus the Z2 symmetry

(Φ1 → −Φ1,Φ2 → Φ2), the most general renormalizable potential reads [53]

VTHDM = m2
1Φ†1Φ1 +m2

2Φ†2Φ2 −m2
12

(
Φ†1Φ2 + Φ†2Φ1

)
+
λ1

2

(
Φ†1Φ1

)2
+
λ2

2

(
Φ†2Φ2

)2
+ λ3

(
Φ†1Φ1

)(
Φ†2Φ2

)
+ λ4

(
Φ†1Φ2

)(
Φ†2Φ1

)
+
λ5

2

[(
Φ†1Φ2

)2
+
(

Φ†2Φ1

)2
]
, (2.18)

with five real couplings λ1 . . . λ5, two real mass parameters m2
1 and m2

2, and the soft Z2-breaking

parameter m2
12.

The HSESM scalar potential involves one Higgs doublet Φ with Y = 1 and a singlet field S

with Y = 0 defined as

Φ =

(
φ+

1√
2

(v + ρ1 + iη)

)
, S =

vs + ρ2√
2

. (2.19)
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Note that ρ1, ρ2 are intentionally identified with the same symbols appearing in the Higgs dou-

blets of the THDM (2.17) which allows for a treatment on equal footing in the mass diagonal-

ization and renormalization of mixing angles for both models. Under the same constraints, the

most general potential reads

VHSESM = m2
1Φ†Φ +m2

2S
2 +

λ1

2

(
Φ†Φ

)2
+
λ2

2
S4 + λ3Φ†ΦS2, (2.20)

with all parameters being real.

2.3.2 Parameters in the physical basis

Both potentials are subject to SSB which requires a rotation of fields to the mass eigenstates

in order to identify the physical degrees of freedom. For the THDM there are five physical

Higgs bosons Hl, Hh, Ha, H
± and in the HSESM there are two physical Higgs bosons Hl and

Hh, intentionally identified with the same symbols as in the THDM. Besides the physical Higgs

bosons, there are the three would-be Goldstone bosons G0 and G± in the ’t Hooft–Feynman

gauge. The mass eigenstates for the neutral Higgs-boson fields are obtained in both models by

the transformation(
ρ1

ρ2

)
= R(α)

(
Hh

Hl

)
, with R(α) =

(
cosα − sinα

sinα cosα

)
, (2.21)

with α being fixed such that the mass matrix

Mij :=
∂2V

∂ρi∂ρj

∣∣∣∣
ϕ=0

(2.22)

is diagonalized via R(−α)MR(α), with the potential V being either (2.18) or (2.20). The

solution to (2.22) for symmetric 2× 2 matrices is generically given by (see Ref. [53])

sin 2α =
2M12√

(M11 −M22)2 + 4M2
12

. (2.23)

In the THDM there are additional mixings between charged and pseudo-scalar bosons and

Goldstone bosons, which are diagonalized as follows(
φ±1
φ±2

)
= R(β)

(
G±

H±

)
,

(
η1

η2

)
= R(β)

(
G0

Ha

)
, (2.24)

with

R(β) =

(
cosβ − sinβ

sinβ cosβ

)
. (2.25)

The angle β is related to the vevs according to tβ ≡ tanβ = v2/v1 in the THDM. For the

HSESM we define tβ ≡ tanβ = vs/v. The Higgs sector is minimally coupled to the gauge

bosons. Collecting quadratic terms and identifying the masses one obtains the well-known tree-

12
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level relations

MW =
1

2
gv, MZ =

1

2

√
g2 + g′2 v, (2.26)

where g and g′ denote the weak isospin and hypercharge gauge couplings, and MW and MZ the

W- and Z-boson masses, respectively. For the THDM we identify v =
√
v2

1 + v2
2. Then, one

employs the minimum conditions for the scalar potential which, in both models, read

〈ρi〉 = 0, (2.27)

and obtains solutions for m2
1 and m2

2. Finally, physical mass parameters are identified as the

quadratic terms in the Lagrangian after SSB and after diagonalization. The physical mass

parameters are identified with the Higgs-boson masses, MHl
(light Higgs boson), MHh

(heavy

Higgs boson), MHa (pseudoscalar Higgs boson), MH± (charged Higgs boson), the two mixing

angles α and β, the soft-Z2-breaking scale Msb, and the vacuum expectation value v. Whereas

for the HSESM we have MHl
(light Higgs boson), MHh

(heavy Higgs boson), and the two mixing

angles α and β.

The mass parameters are obtained in terms of the λi parameters which are given separately

for the THDM and HSESM in the following:

THDM: The solutions to (2.27) read

m2
1 = M2

sb sin2 β − 2M2
W

g2

[
λ1 cos2 β + (λ3 + λ4 + λ5) sin2 β

]
,

m2
2 = M2

sb cos2 β − 2M2
W

g2

[
λ2 sin2 β + (λ3 + λ4 + λ5) cos2 β

]
, (2.28)

where we have defined the soft-breaking scale Msb as

M2
sb =

m2
12

cosβ sinβ
. (2.29)

and the vev v has been substituted using Eq. (2.26). The λi parameters are expressed by

the physical Higgs-boson masses MHl
, MHh

, MHa , MH± and the soft-breaking scale Msb

as follows

λ1 =
g2

4M2
W cos2 β

[
cos2 αM2

Hh
+ sin2 αM2

Hl
− sin2 βM2

sb

]
,

λ2 =
g2

4M2
W sin2 β

[
sin2 αM2

Hh
+ cos2 αM2

Hl
− cos2 βM2

sb

]
,

λ3 =
g2

4M2
W

[
cosα sinα

cosβ sinβ

(
M2
Hh
−M2

Hl

)
+ 2M2

H± −M2
sb

]
,

λ4 =
g2

4M2
W

(
M2
Ha
− 2M2

H± +M2
sb

)
,

λ5 =
g2

4M2
W

(
M2

sb −M2
Ha

)
. (2.30)
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Using the identities

cosβ =
1√

1 + t2β

, sinβ =
tβ√

1 + t2β

,

cosα =
cαβ − sαβtβ√

1 + t2β

, sinα =
sαβ + cαβtβ√

1 + t2β

, (2.31)

the angles can be converted to the basis [53]

α, β → cαβ := cos(α− β), tβ := tanβ, (2.32)

which is a natural choice for studying (almost) aligned scenarios. The angle α is defined

in the window [−π/2, π/2], whereas the angle β is defined in the window [0, π/2]. This

implies cosα =
√

1− sin2 α, cosβ =
√

1− sin2 β and tβ > 0. The solutions are valid only

for MHh
> MHl

.

HSESM: The stability conditions for the potential (2.27) yield

m2
1 = −2M2

W

g2

[
λ1 + λ3t

2
β

]
,

m2
2 = −2M2

W

g2

[
λ2t

2
β + λ3

]
. (2.33)

The solutions to the λi parameters expressed by the physical Higgs-boson masses MHl
and

MHh
read

λ1 =
g2

4M2
W

[
cos2 αM2

Hh
+ sin2 αM2

Hl

]
,

λ2 =
g2

4M2
Wt

2
β

[
sin2 αM2

Hh
+ cos2 αM2

Hl

]
,

λ3 =
g2

4M2
Wtβ

[
cosα sinα

(
M2
Hh
−M2

Hl

)]
. (2.34)

The mixing angle α is defined in the window [−π/2, π/2], which implies cosα =
√

1− sin2 α.

Further tβ is taken positive tβ > 0, and the solutions are valid only for MHh
> MHl

.

In Table 2.4 we summarize the independent parameters related to the Higgs potential in both

Models.

2.3.3 Yukawa Interactions

The fermionic sector in the HSESM is the same as in the SM, whereas the THDM allows for

a richer structure. In the general case of the THDM, fermions can couple to both Φ1 and Φ2,

leading to flavour-changing neutral currents (FCNC) already at tree level. Since FCNC processes

are extremely rare in nature they highly constrain BSM models. In order to prevent tree-level
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V2HDM LGauge

Before SSB m1,m2,m12, λ1, λ2, λ3, λ4, λ5 g, g′

After SSB (choice) MHl
,MHh

,MHa ,MH± , cαβ, tβ,Msb,MW e, sw

VHSESM LGauge

Before SSB m1,m2, λ1, λ2, λ3 g, g′

After SSB (choice) MHl
,MHh

, sα, tβ,MW e, sw

Table 2.4: Independent parameters in the gauge and mass eigenbasis of the THDM and HSESM.
The EW gauge couplings need to be considered in order to properly identify the
independent parameters in the mass eigenbasis after SSB. Note that there are no
additional independent parameters, and we intentionally did not list vev or tadpole
parameters.

FCNC, one imposes the Z2 symmetry

Z2 : Φ1 → −Φ1, Φ2 → Φ2, (2.35)

as already introduced in the Higgs potential in Section 2.3.2. This Z2 symmetry is motivated

by the Glashow–Weinberg–Paschos theorem in Refs. [62, 63], which states that for an arbitrary

number of Higgs doublets, if all right-handed fermions couple to exactly one of the Higgs dou-

blets, FCNCs are absent at tree level. This can be realized by imposing, in addition to (2.35), a

parity for right-handed fermions under Z2 symmetry. One obtains four distinct THDM Yukawa

terms which are given by:

Type I: By requiring for all fermions an even parity under Z2, all have to couple to the second

Higgs doublet Φ2. The corresponding Yukawa Lagrangian reads

LY = −ΓdQLΦ2dR − ΓuQLΦ̃2uR − ΓlLLΦ2lR + h.c., (2.36)

where Φ̃2 is the charge-conjugated Higgs doublet of Φ2. Neglecting flavour mixing, the

coefficients are directly expressed by the fermion masses md, mu and ml, and the mixing

angle β,

Γd =
gmd√

2MW sinβ
, Γu =

gmu√
2MW sinβ

, Γl =
gml√

2MW sinβ
. (2.37)

Again, the vev v has been substituted using Eq. (2.26).

Type II: This is the MSSM-like scenario obtained by requiring odd parity for down-type quarks

and leptons: dR → −dR, lR → −lR and even parity for up-type quarks. It follows that

the down-type quarks and leptons couple to Φ1, while up-type quarks couple to Φ2. The

corresponding Yukawa Lagrangian reads

LY = −ΓdQLΦ1dR − ΓuQLΦ̃2uR − ΓlLLΦ1lR + h.c.. (2.38)

Again, neglecting flavour mixing, the coefficients are expressed by the fermion masses md,
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mu and ml, and the mixing angle β,

Γd =
gmd√

2MW cosβ
, Γu =

gmu√
2MW sinβ

, Γl =
gml√

2MW cosβ
. (2.39)

Type Y: This type, also referred to as lepton-specific, is obtained by requiring odd parity only

for leptons: lR → −lR.

Type X: This type, also referred to as flipped, is obtained by requiring odd parity only for

down-type quarks: dR → −dR.

In the numerical analysis in Chapter 7 we focus on Type II, which is the most popular and

most constrained type due to the connection to the MSSM scalar potential, which is also of

type II. There is, however, a difference to the THDM, namely the λis are constrained by gauge

symmetry in the MSSM. Further, in Chapter 7 we consider all fermions as massless except for

the top quark which makes Type I equivalent to Type II. This restriction only applies to the

numerical analysis and not to the model file derivation and renormalization which we kept fully

general. In particular, we note that the THDM Recola2 model file can handle all Yukawa

types, and switching between different Yukawa types is done by a simple function call. To this

end, the Lagrangian has been defined as the sum of all possible combinations of Fermion doublets

coupling with Φ1 and Φ2, and additional parameters enforcing a specific potential type.
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CHAPTER 3
Matrix elements for generic theories with

Recola2

Recola2 is a tree and one-loop matrix-element provider for general models involving scalars,

fermions and vector particles. It is based on its predecessor Recola [19, 20], which uses Dyson-

Schwinger (DS) equations [64, 65, 66] to compute matrix elements in a fully numerical and

recursive approach. The implementation at tree-level follows the strategy developed in Ref. [67],

supplemented by a special treatment of the colour algebra. The one-loop extension, inspired

by Ref. [17], relies on the decomposition of one-loop amplitudes as linear combination of tensor

integrals and tensor coefficients. The former are evaluated by means of the library Collier

[21], while the latter can be computed by making use of similar recursion relations as for tree

amplitudes. The key task of Recola2 is the construction of the proper tensor structure of the

coefficients at each step of the recursive procedure, which has been implemented in Recola

relying on the fact that in the Standard Model in the ’t Hooft–Feynman gauge the combination

(vertex)×(propagator) is at most linear in the momenta. Recola2 circumvents these and other

limitations of Recola and allows, in particular, to deal with different gauges, such as Rξ gauge

or BFM, and more generic structures as well as higher n-point vertices as encountered in SM

EFT.1 Recola2 is written in pure Fortran95 and depends, besides the Collier library, on

Recola2 specific model files.

In the following Section 3.1 we give a short overview of the core algorithm, and derive some

aspects from first principles. The Recola2 algorithm operates in two stages which we discuss

separately. The first stage concerns the dynamic process generation where the so-called tree

skeletons are constructed, dictating the order in which the off-shell currents are computed in

the process-computation stage, i.e. the second stage. In Section 3.2 we discuss implementation

details of the skeleton construction, focusing on parts which have been extended in order to

support general QFT. In Section 3.3 we discuss the extension to the one-loop order. Several of

the building blocks used in Recola in the process-computation stage now need be provided by

the model file as they are no longer part of Recola2. This concerns, in particular, the rules

for computing outgoing off-shell currents in terms of incoming ones at the tree and one-loop

level. Since they are closely linked to the Recola2 algorithm we discuss their structure in this

chapter in Section 3.4, again with a focus on generalizations.

1For instance, Recola2 supports the operators encounterered in Higgs SM EFT of Refs. [68], [69].
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Chapter 3 Matrix elements for generic theories with Recola2

3.1 Berends-Giele recursion relation

The principle behind the Berends-Giele recursion (BGR) is the DS equation which is derived

from the generating functional and using vanishing boundary terms in the path integral, i.e.∫
Dφ

∂

∂φ(x)
ei(S[φ]+

∫
d4y φ(y)j(y)) = 0, (3.1)

with Dφ being the path-integral measure. Performing the differentiation on the exponential of

the generating functional yields a relation between the action S and its sources j as a quantum

mechanical expectation value as follows

0
(3.1)
=

∫
Dφ

(
δS [φ]

δφ(x)
+ j(x)

)
ei(S[φ]+

∫
d4y φ(y)j(y)) ≡

〈
δS [φ]

δφ(x)
+ j(x)

〉
. (3.2)

In order to make the recursive structure explicit we exemplify the implications of (3.2) for a

generic scalar theory S with n-point interactions. Omitting any space–time dependence, we

have

δS [φ]

δφ
= −∆−1φ− λ3

2!
φ2 − λ4

3!
φ3 − λ5

4!
φ4 + . . . , (3.3)

where ∆−1 = � + m2 is the Klein-Gordon differential operator. Multiplying the DS Equation

(Eq). (3.2) with the Feynman propagator ∆, performing an integration over space–time and using

∆−1
y ∆(x, y) = δ4 (x− y), permits to solve (3.2) for the single field φ in (3.3). By replacing each

φ with functional derivatives with respect to (wrt) the corresponding sources j, the integrand

(3.2) can be pulled out and one obtains the chain rule for the functional derivative of this theory

as

δ

iδj(x)
=

∫
d4y ∆(x, y)

[
j(y)− λ3

2!

(
δ

iδj(y)

)2

− λ4

3!

(
δ

iδj(y)

)3

− λ5

4!

(
δ

iδj(y)

)4

+ . . .

]
, (3.4)

where we left out the 〈. . .〉, keeping in mind that the action of this operator is defined on

expectation values. Eq. (3.4) allows to compute general Green’s functions by computing multiple

derivatives

δ

δj(x1)
. . .

δ

δj(xn)
, (3.5)

without the need to resort to Feynman diagrams. The perturbative expansion is performed by

the recursion of (3.4) up to certain powers of λi. For instance, consider the computation of a

4-point function via

δ

δj(x1)

δ

δj(x2)

δ

δj(x3)

δ

δj(x4)
=

(
δ

δj(x1)

δ

δj(x2)

δ

δj(x3)

)
δ

δj(x4)
, (3.6)

where on the right-hand side (rhs) one of the derivatives is singled out, predestined for the

expansion. Next, we iteratively expand the derivative with Eq. (3.4) to the order of O
(
λ2

3, λ
1
4

)

18



3.1 Berends-Giele recursion relation

and require products of three currents j × j × j. Then, (3.4) can be depicted as

δ

δj(x4)
=

2

2!2!

λ3

λ3

+
1

3!

λ4

+O
(
λ3

3, λ
2
4, λ

1
5

)
, (3.7)

with the open line ending in the space–time point x4, the black dots being integrated space–

time points, and the white dots representing source terms j. Equal structures have been grouped

resulting in the given combinatorial factors. The remaining three derivatives (3.6) can be applied

to Eq. (3.7), realizing that no further expansion is necessary because the only non-zero and

connected contributions are the ones with all derivatives connecting to a source j in (3.7).

Finally, taking all sources to zero, performing a Fourier transformation to momentum space and

applying the Lehmann-Symanzik-Zimmermann (LSZ) formula yields the S-matrix element for

a 4-particle process

M4→1,2,3 =

p1
p2

p3

p2 + p3
+

p3

p1

p2

p2 + p3
+ p2

p1

p3

p1 + p3

+ p2

p1

p3

.

(3.8)

The combinatorial factors drop out and the vertices are given by the usual Feynman rules.

Berends and Giele were the first to propose a procedure in the spirit of (3.4) for S-matrix

computations at tree-level not using Feynman diagrams at any stage in the computation. Their

algorithm was originally derived for n-gluon amplitudes [18] and is easily extended to the SM

or other QFT. They introduce the notion of an off-shell current which can be identified with

the left-hand side (lhs) of (3.4) in momentum space

wi = , (3.9)

with the generic index i being related to the spin. For example, in the case of a vector field, i

is a Lorentz index or in the case of a fermionic field, i is a spinor index. The BGR relation in

momentum space reads

=
λ3

+
λ4

+
λ5

+ . . . , (3.10)

with the vertices being given by the usual Feynman rules. Note that (3.10) constitutes a gen-

eralization of the recursion relation of Recola (see Eq. (2.2) of Ref. [19]) for general models,

where not only triple and quartic couplings are present. Each term on the right-hand side of

the BGR equation (3.10) combines currents, referred to as incoming currents, and contributes
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Chapter 3 Matrix elements for generic theories with Recola2

to the construction of the current on the left-hand side, referred to as outgoing current. The

contribution to the outgoing current generated in each term of equation (3.10), can be formally

seen as the result of the action of the BGR operator defined by:

BGR (wIn,1, . . . , wIn,N) :=

wIn,1

wIn,N

⇒ wOut =
∑

(3.10)

BGR (wIn,1, . . . wIn,N) , (3.11)

with N being the number of incoming currents and the sum running over all contributions on

the rhs of (3.10). The explicit form of the BGR operator depends on the underlying theory and

is discussed in Section 3.4.

In the process-generation phase Recola2 derives the graphs of processes based on the recur-

sion (3.10), which we call the tree skeletons. This is done by iteratively inserting the right-hand

side of (3.10) into itself, resulting in all possible graphs differing from one another by different

independent momentum combinations, as indicated in (3.8). The recursion stops for a desired

final state which respects four-momentum conservation. The skeleton construction is imple-

mented in a model-independent way, treating all currents on equal footing, i.e. independent of

their particle nature.2 Finally, S-matrix elements at tree-level are computed by taking the last

current in the recursion and putting it on-shell via

iM0 = lim
p2→m2

p
( )−1 , (3.12)

with m being the mass of the external field. With this we conclude the computation of the

BGR at tree level. In the next section we discuss the implementation details of the skeleton

construction which is the basis for the computation of BGR in general theories at tree level and

one-loop order.

3.2 Tree skeletons for general theories

The iterative recursion of (3.10) results in all possible graphs which respect momentum con-

servation, the so-called skeletons. A systematic approach to their generation is possible in the

binary representation of momenta [70] which is defined as follows. For a given process of n

external particles we assign each particle i (i = 1, . . . , n) a momentum pki , with the momen-

tum integer ki := 2i−1. The set of independent external momentum integers is denoted by

Pext = {ki|i ∈ [1, . . . , n − 1]}, and restricted to, in total, n − 1 independent momenta due to

momentum conservation. Defining the momentum flow for all momenta as incoming, except for

the last one, momentum conservation reads∑
k∈Pext

pk = pkn . (3.13)

2We use model file information to omit contributions which are zero due to conservation laws or because of
vanishing couplings.
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3.2 Tree skeletons for general theories

In order to define linear combinations in the binary representation, we consider a set A of distinct

momentum integers k with k ∈ A. The sum of momenta in A is denoted as PA. The binary

representation of PA, denoted as BPA , is defined as the sum of the corresponding momentum

integers as follows

PA :=
∑
k∈A

pk ⇒ BPA =
∑
k∈A

k. (3.14)

For example, the binary representation of the sum of the first and third particle momentum is

given by

pk1 + pk3 ⇒ k1 + k3 = 1 + 4 = 5 = Bpk1+pk3
. (3.15)

The requirement for distinct momentum combinations in this basis is realized by requiring that

the sum of two momenta is forbidden if their binary representations have a non-zero bitwise

overlap. For instance, the sum of the numbers 21 and 12 is forbidden because 21 ∧ 12 = 4 6= 0,

with ∧ being the bitwise AND operation. The number 4 stands for the momentum pk3 , which

is included in both 21 and 12. This can be seen by mapping back from binary representation to

momentum sums

21 = 1 + 4 + 16⇔ p21 = pk1 + pk3 + pk5 ,

12 = 4 + 8 ⇔ p12 = pk3 + pk4 . (3.16)

Momentum conservation (3.13) implies that BPext needs to be identified with Bpn

Bpn ∼ BPext ⇔ 2n−1 ∼
n−1∑
i=1

2i−1 = 2n−1 − 1. (3.17)

The number BPext = 2n−1 − 1 is an integer number with all bits set to one up to the bit

position n− 1. This number plays the role of the recursion stop in the BGR, signalling that no

further independent momentum combinations exist. Finally, we can define the set of all distinct

momentum combinations in the binary representation

INV(n) = {k|1 ≤ k < Bpn}. (3.18)

The proof follows directly from the fact that each integer in INV(n) has a unique decomposition

in bits and since every number is distinct we have all possible combinations. The distinct

momenta can be classified by their number of bits in the binary representation. For instance,

the set of external momenta is a subset of INV(n) with exactly one bit set

Pext = {k|k ∈ INV(n), bits(k) = 1}. (3.19)
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Chapter 3 Matrix elements for generic theories with Recola2

Current Momentum Binary

w(1) := 1 pk1 0001
w(2) := 1 pk2 0010
w(4) := 1 pk3 0100

w(3) = (w(2), w(1)) pk1 + pk2 0011
w(5) = (w(4), w(1)) pk1 + pk3 0101
w(6) = (w(4), w(2)) pk2 + pk3 0110
w(7) = (w(6), w(1)) + (w(5), w(2)) + (w(4), w(3))
+(w(4), w(2), w(1))

pk1 + pk2 + pk3 0111 = 1000

Table 3.1: Recursive computation of a 4-particle process using BGR ordered in increasing num-
ber of bits. The external currents are set to one, treating them as scalars. Note that
the computation order in Recola2 is slightly different.

External momenta can be identified in various ways, for instance, the following conditions are

equivalent

bits(k) = 1 ⇔ ∃i⇒ k = 2i ⇔ k ∧ (k − 1) = 0, (3.20)

with the last version being used in Recola2 to test whether a momentum is external.3 In

general, counting the number of bits is more involved. For not too large numbers4 the most

efficient method are lookup tables, which is used in Recola2.

The numbers in INV(n) represent all possible off-shell currents which need to be computed in

a process with n particles. In order to account for dependencies among off-shell currents their

computation needs to be performed in the ascending order defined by their momentum integers

starting from the smallest number one. In each step, the evaluation of the BGR consists in the

construction of all contributions on the rhs of (3.10). For an off-shell current with momentum

integer i the contributions are identified as the ordered and distinct integer partitions of i with

no bitwise overlap among partition elements. In the following we exemplify the construction and

computation of the rhs of the (3.10) for the 4-particle process (3.8) (see overview Table 3.1),

making use of the BGR operator defined in (3.11) and abbreviated as

BGR (. . .) = (. . .) . (3.21)

We have BPext = 7 and thus INV(n) = {1, 2, 3, 4, 5, 6, 7}. Recola2 proceeds as follows:

(1,2): The first two numbers 1 and 2 represent external fields due to (3.20). Their corresponding

currents w(1) and w(2) are identified with polarization vectors.

(3): The number 3 decomposes into 2 + 1. Thus, the corresponding current is given by

– w(3) = (w(2), w(1)).

(4): The current associated to 4 is identified with a polarization vector due to (3.20).

3Since for p ∈ Pext only one bit is set in Bp, subtracting the number 1 from Bp results in a binary number where
all bits are set to one up to the position of the original bit. Thus, Bp and Bp − 1 have no bitwise overlap.

4We typically consider processes with less than 12 external particles. The number 212 is not large in that respect.
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3.2 Tree skeletons for general theories

(5,6): These numbers decompose as 5 = 4+1 and 6 = 4+2. Therefore, the currents are computed

via

– w(5) = (w(4), w(1)),

– w(6) = (w(4), w(2)).

(7): The number 7 decomposes into multiple valid partitions, namely 6 + 1, 5 + 2, 4 + 3 and

4 + 2 + 1. Thus, we obtain

– w(7) = (w(6), w(1)) + (w(5), w(2)) + (w(3), w(4)) + (w(4), w(2), w(1)).

The steps 1, 2 and 4 are initial conditions and depend on the choice of external particles and

their polarization. The steps 3, 5 and 6 correspond to the computation of the subamplitudes.

In the final step 7 four different currents are computed. Performing the recursion and inserting

the expressions in one another results in a sum of contributions which can be identified with the

sum of Feynman diagrams in (3.8).

In this last part we discuss the generalization for generic theories. The key ingredient for the

skeleton construction is the (efficient) generation of integer partitions. More precisely, we are

interested in partitions of the integer i with the following properties:

I True partition: i = i1 + i2 + . . .+ in

II Ordering: ik > ik+1 ∀k

III No bitwise overlap : ik ∧ il = 0 for ∀k, l with k 6= l.

IV Max n-point: n < N

Certainly, the partitions can be computed iteratively by a simple brute force approach starting

from the hypercubus

(i1, i2, . . . , in) ∈ Dn
i := [1, . . . , i− 1]× · · · × [1, . . . , i− 1]︸ ︷︷ ︸

n

, (3.22)

and deriving the subset of vectors inDn
i which fulfil the conditions I-IV. However, the efficiency of

the partition generation has a significant impact on the speed of the dynamic process generation.

In particular for higher n point vertices naive brute force approaches or precomputed linked lists

of the partitions are slow, and an efficient algorithm is desirable. In Algorithm 1 we sketch our

recursive algorithm for arbitrary partition size n as used in Recola2.5 Note that even though

the algorithm is general, in Recola2 only up to 8-point interactions are supported due to

internal optimizations. The procedure expects five arguments, but only i and n are chosen

freely. The argument i is an integer which is subject to being decomposed into integer partitions

of size n. The arguments {iq}, k and u are auxiliary variables which are set automatically in

the recursion. The argument {iq} represents an integer array of size k − 1 filled recursively

and fulfilling condition II-IV in every intermediate step. The integer k represents the level of

recursion. Each level k deals with the construction of the k-th element ik. The argument u is

5For better readability we left out details on the implementation of condition IV in Algorithm 1.
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Algorithm 1 Recursive Binary Partitioning

1: procedure partition(i, n, {iq}, u, k)
2: for ik = u, 1,−1 do
3: if {ik ∧ iq 6= 0 ∀q, q < k} then . Condition III
4: continue 2
5: end if
6: if n == k + 1 then
7: ik+1 = i−∑q<k+1 iq . Condition I
8: if {ik+1 > ik} or {ik+1 ∧ iq 6= 0 ∀q, q < k + 1} then . Condition II,III
9: continue 2

10: end if
11: yield (i1, . . . , ik) . Valid partition
12: else
13: partition

(
i, n, {iq},Min

[
ik − 1, i−∑q<k iq − 1

]
, k + 1

)
14: end if
15: end for
16: end procedure

the highest possible value for ik compatible with the conditions I-IV. The recursion is properly

initiated with {iq} = {}, k = 1, u = i−1, and i, n chosen freely. In line 2 the algorithm performs

a loop over possibly allowed values for ik in descending order which is natural due to condition

II and the increase in k with each additional level of recursion. A test for bitwise overlap is

performed in line 3 to make sure that the value is not in conflict with previous elements in {iq}.
In line 6 the algorithm verifies if a partition of size n can be finalized which requires precisely

n = k + 1 recursion steps. If this condition is not yet satisfied a recursion step k to k + 1 is

performed in line 13. In each recursion step an appropriate highest value u for the next element

in the partition is computed based on previous elements in the partition. Finally, in line 7 the

condition I is used to construct the last element in, and in line 8 it is verified that the last

element respects the conditions II and III. Anything passing line 8 represents a valid partition

of i of size n. With this we conclude the generation of tree skeletons for processes with arbitrary

n-point interactions, which represent the basis for the dynamic generation of tree- and one-loop

amplitudes in Recola2.

3.3 Extension to one-loop level

The extension of the BGR to one-loop amplitudes in Recola2 follows the implementation in

Recola in Refs. [19, 20] which has been inspired by the algorithm in Ref. [17], originally pro-

posed for one-loop QCD amplitudes. In contrast to the evaluation of tree-level S-matrix elements

(3.12), one-loop amplitudes cannot be computed directly by the same recursion techniques due

to the presence of tensor integrals. In general, a one-loop amplitude M1 can be cast into the

form

iM1 =
∑
k

ck,µ1µ2...T
µ1µ2...
k , (3.23)
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with ck and Tk being the k-th tensor coefficients and associated tensor integrals, respectively.

The focus in this work is on the efficient computation of c, whereas for the computation of T the

Collier library [21] is used. The tensor coefficients c are model and process dependent and can

become very complicated if evaluated analytically in standard diagrammatic approaches. Thus,

a numerical and recursive approach for the evaluation of tensor coefficients is desirable, which

can be realized by a modified BGR. To this end, the correspondence between loop and cut-loop

amplitudes is used to reconstruct tensor coefficients from tree amplitudes with two more legs.

The correspondence can be depicted as follows

⇐⇒ , (3.24)

with the dashed (dark) lines symbolising ordinary trees which can be computed by the usual

BGR (3.10). The plain (red) lines represent the loop line. The position of the cuts, marked with

crosses, are not unique and lead to ambiguities in the selection of contributing tree amplitudes.

These ambiguities can be resolved by applying selection rules on cut one-loop amplitudes which

can be formulated in a model-independent way in the binary representation as follows [19]:

• The first rule fixes the starting point of the loop by requiring that the tree which is

connected to the first loop binary, i.e. the one of the two crosses in (3.24) which is identified

with a lower momentum number, has a bitwise overlap with 1.

• The second rule fixes the loop flow direction by requiring a special order for three of the

trees attached to the loop. Those three trees are identified by having a bitwise overlap

with the smallest binary numbers in different trees.

For instance, the smallest binary numbers in 3, 8, 20, 32, . . . are:

3 = 2 + 1, 8 = 8, 20 = 16 + 4, 32 = 32, . . . . (3.25)

Thus, the second rule together with the first one dictate the order for 3, . . . 20, . . . 8, . . ., and

32, . . . being anywhere in between. The second rule is not applicable to one- and two-point

topologies. These cases are handled by ignoring the second rule and including a symmetry

factor of 1/2 [19]. In analogy to the definition of off-shell currents (3.9), tensor coefficients are

defined as off-shell currents

ci := , (3.26)

carrying additional information on powers of the loop momentum. The computation of the

loop line is consistently implemented by imposing, in addition to the BGR (3.10), the following
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recursion rule

=
λ3

+
λ4

+
λ5

+ . . . . (3.27)

The plain (red) line features a loop-momentum dependence. The hatched objects are off-shell

currents with a loop-momentum dependence (3.26), and the shaded objects are the usual off-

shell currents (3.9). Note that at the one-loop level it is enough to consider one loop line as

there is only one independent loop momentum. In view of the BFM discussed in Section 6.1,

the loop lines correspond to quantum fields, i.e. fields only appearing in the loops, whereas the

tree lines correspond to background fields.

3.4 Off-shell currents for general theories

Off-shell currents are the central objects in the computation of tree-level amplitudes (3.12) and

tensor coefficients (3.23). The process skeletons introduced in Section 3.2 lay the foundation for

a systematic computation of off-shell currents in terms of other off-shell currents. In this section

we address the actual computation of off-shell currents, which, besides the evaluation of tensor

integrals, is where Recola2 spends most of the time when computing S-matrix elements. Note

that the necessary analytic expressions for the computation of off-shell currents are derived by

Rept1l in a fully automated way in the model-file generation (see Section 5.1), and we shall

only discuss their structure here. To this end, we consider a simple example occurring in EFT at

one-loop order which demonstrates a few subtleties. More concretely, we discuss the Feynman

rule V1V2S3 involving two (possibly) different vector bosons V1, V2 and a scalar field S3

µ1

p1

µ2
p2

:= Lµ1µ2(p1, p2) = C1g
µ1µ2 + C2p1 · p2g

µ1µ2 + C3p
µ1
1 pµ22 + C4p

µ2
1 pµ12 , (3.28)

with µi and pi being the Lorentz index and momentum of the vector boson i, and Ci being

arbitrary couplings, not to be confused with the tensor coefficient ci. The momentum of the

scalar field is fixed by momentum conservation, in this case p3 = p1 − p2 if p3 is considered

incoming. Typically, models imply −C2 = C3, C4 = 0, which shall not be assumed. The BGR

operator (3.11) corresponding to (3.28) needs to be derived for each distinct outgoing field. In

the following we assume V1 as the outgoing field. All other cases can be handled analogously.
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Using (3.10) and (3.28) the BGR operator is given by

wµ11 (p1) =
p1

×wµ2

2
p2

×w3

=
−igµ1µ

p2
1 −m2

1

Lµµ2(p1, p2)wµ22 (p2)w3(p3)

= (wµ12 (p2) (C1 + C2p1 · p2) + pµ11 C3p2 · w2(p2) + pµ12 C4p1 · w2(p2))w3(p3)
−i

p2
1 −m2

1

, (3.29)

where we assumed the ’t Hooft–Feynman gauge for simplicity. For an efficient evaluation on

modern CPUs it is essential to write expressions like (3.29) in vectorized form, which is done in

Rept1l by default whenever possible. In addition, Rept1l supports identifying similar struc-

tures and subsequent replacement by smaller expressions, which is known as Common Subex-

pression Elimination (CSE). This feature is essential in one-loop computations for preventing

unnecessary repetitive computation as will be demonstrated below.

The computation of the loop BGR (3.27) is more involved as different powers of loop momenta

need to be isolated. Note that the loop line is not fixed a priori, and, in general, we have to

consider all possible loop lines attached to the outgoing current. In this example we only consider

the loop line flow from V2 to V1. Then, the vertex structure corresponding to (3.28) is given by

Lµ1µ2(p1 + q, p2 + q) =C1g
µ1µ2 + C2 (p1 + q) · (p2 + q) gµ1µ2

+ C3 (p1 + q)µ1 (p2 + q)µ2 + C4 (p1 + q)µ2 (p2 + q)µ1 (3.30)

with q being the loop momentum. Note that the shift in the momenta is consistent with

momentum conservation. The off-shell current is derived using (3.27), which yields

cµ11 (p1, q) =

×cµ2

2 (q)

p1 + q

p2 + q

×w3

= −igµ1µ L
µ
µ2(p1 + q, p2 + q)cµ22 (p2, q)w3(p3), (3.31)

where, again, we assumed the ’t Hooft–Feynman gauge for simplicity. Note that the propagator

denominator is included in the tensor integrals, and thus left out in (3.31). First, we discuss the

case C1 6= 0, and C2 = C3 = C4 = 0, which corresponds to a vertex in a renormalizable theory.

For renormalizable theories in the ’t Hooft–Feynman gauge the rank6 can be increased only by

one in the BGR (3.27). The outgoing tensor coefficient c1 is proportional to the incoming one

c2 according to

cµ11 (q, p1) = −icµ12 (q, p2)C1w3(p3). (3.32)

To make this more explicit, we decompose tensor coefficients according to different ranks as

6The rank corresponds to the power of loop-momenta q. The precise definition for the rank of a tensor integral
is given in App. A.1
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follows

cµi (q, p) = cµi,0(p) + qνc
µ,ν
i,1 (p) + qνqρc

µ,νρ
i,2 (p) + . . . . (3.33)

The index µ is intentionally separated from the other indices ν, ρ, . . . as it is related to the

particle nature of V1, and not (necessarily) to the rank. Performing the rank classification (3.33)

on both sides of Eq. (3.32) we obtain

cµ1,0(p1) = −icµ2,0(p2)C1w3(p3),

cµ,ν1,1 (p1) = −icµ,ν2,1 (p2)C1w3(p3),

cµ,νρ1,2 (p1) = −icµ,νρ2,2 (p2)C1w3(p3),

. . . . (3.34)

Therefore, the proportionality (3.32) holds on the level of components of tensor coefficients.

For C2 6= 0 the outgoing tensor coefficient c1 is no longer proportional to c2 and needs to be

reordered according to the rank. The solution for c1 changes in the following way

cµ1,0(p1) = −i
[
cµ2,0(p2) (C1 + C2p1 · p2)

]
w3(p3),

cµ,ν1,1 (p1) = −i
[
cµ,ν2,1 (p2) (C1 + C2p1 · p2) + cµ2,0(p2)C2 (p1 + p2)ν

]
w3(p3),

cµ,νρ1,2 (p1) = −i
[
cµ,νρ2,2 (p2) (C1 + C2p1 · p2) + cµ,ν2,1 (p2)C2(p1 + p2)ρ + cµ2,0(p2)C2g

νρ
]
w3(p3),

. . . . (3.35)

The computation of these rules and the classification according to the rank has been automated

in Rept1l. In fact, a large part of Rept1l is devoted to the computation of tree and one-

loop BGR relations and exporting the results to Fortran95. One could argue, that not too

many different operators are required, at least for renormalizable theories, which could have

been hard-coded, as it is done in Recola. However, in view of different conventions, different

gauges and non-renormalizable theories, we decided for a flexible system which is essential for

a full automation. Our implementation is kept fully general concerning the Feynman rules, i.e.

it is possible to derive the BGR in the form of (3.35) starting from any Feynman rule, with the

result (optionally) exported to Fortran95. For instance, for the one-loop BGR (3.31) Rept1l

calls7

write loop current(C1g
µ1µ2 + C2p1 · p2g

µ1µ2), (3.36)

with the argument being the (tree-level) vertex structure (3.28) with two generic couplings C1

and C2. In this case the open index µ1 is considered as the outgoing one, which also defines

the propagator type, whereas all other open indices are considered as incoming ones. The loop

momentum shift is performed automatically assuming the loop line going from V2 to V1. The

7The argument form has been slighly altered. In Rept1l all structures have to be given in the UFO syntax as
strings.
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3.4 Off-shell currents for general theories

Algorithm 2 BGR of (3.31) for tensor coefficients as computed by Rept1l.

1: procedure BGR VVS(c1, c2, w3, C1, C2, ri
max, rmax)

2: ! Metric(1,2)*C1
3: ! Metric(1,2)*P(-1,1)*P(-1,2)*C2
4: for ri = rimax, 0,−1 do
5: x0(:) = −iC2w3c2(:, ri)
6: c1(:, ri) = p1 · p2x0(:)− iC1w3c2(:, ri)
7: if rmax < 1 continue
8: for µ = 0, 3 do
9: riout = Inc(µ, ri)

10: c1(:, riout)+ = x0(:) (p1(µ) + p2(µ))
11: if rmax < 2 continue
12: riout = Inc (µ, Inc(µ, ri))
13: c1(:, riout)+ = gµµx0(:)
14: end for
15: end for
16: end procedure

result of this call is the Fortran95 subroutine given in Algorithm 2. The generated code has

been translated to pseudo code and adapted to the conventions used here. The structure has

not been modified and is kept as generated by Rept1l. In order to make the transition from

(3.35) to the algorithm, a few ingredients need to be explained:

ri : ri is a multi index grouping symmetrized Lorentz indices and the rank of tensors. For

instance, the first ri can be identified with the components of the usual tensor integrals as

follows

rank Tµνρ... ri

0 T 0

1 T 0, T 1, T 2, T 3 (1, 2, 3, 4)

2 T 00, T 01, T 02, T 03, T 11, T 12, T 13, T 22, T 23, T 33 (5, . . . , 15)

Inc(µ, ri) : The mapping Inc(µ, ri) combines a symmetrized index ri with the Lorentz index µ

and creates a new combined symmetrized index. The mapping is used to increase the rank

of symmetrized tensors as follows

T ri
′

= qµT ri, with ri′ = Inc(µ, ri). (3.37)

ci(µ, ri) : Tensor coefficients carry an explicit dependence on the combined symmetrized index

ri. The index µ refers to the field nature. In this example for both c1, c2 the associated

index µ is a Lorentz index since the loop line connects V1 and V2 which are vector-bosons.

rmax : rmax is the highest rank increase for the BGR. The rank increase may occasionally

decrease when couplings are zero. In our example this is the case for C2 = 0 and the rank

increase drops from rmax = 2 to rmax = 0.
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rimax : rimax is the highest value for the combined symmetrized index of the incoming tensor

coefficient c2.

xµ0 : Rept1l introduces auxiliary variables when applying the CSE. These variables can be

scalar-, vector- or even tensor-valued and may depend on the combined symmetrized index

ri.

The algorithm starts with a loop in line 4 running over all incoming symmetrized indices. First

consider the case C2 = 0 with no rank increase. The only calculation occurs in line 6 (colour

code blue) and corresponds to (3.34) handling all cases at once. For C2 6= 0 the algorithm is

allowed to continue on line 7, entering a Lorentz index loop. A new combined symmetrized

index riout is computed in line 9, and in line 10 the rank is increased by one corresponding to

the terms proportional to cµ2,0 in the second and to cµ,ν2,1 in the third line in (3.35) (colour code

red). Finally, the rank increase by two, corresponding to the term proportional to cµ2,0 in the

third line in in (3.35) (colour code green), is computed in the lines 12 and 13, but without an

additional Lorentz index sum. This is possible because the rank is increased by the symmetric

product q2 = qµqµ and can be handled within the same µ loop. For C3 6= 0, C4 6= 0 this is no

longer the case and one has to extend the procedure by an additional loop over a free Lorentz

index, say ν. In this situation Rept1l can optimize the loop by symmetrization of the current

which allows to restrict the additional loop to the domain ν < µ.

With this we conclude the discussion of the generalization of the BGR to general theories. Fur-

ther aspects related to the model-file generation and renormalization are discussed in Chapter 5.
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CHAPTER 4
Calculational framework for

one-loop corrections

Canonically formulated QFT is known to suffer from divergences in loop amplitudes which are

cured by a reinterpretation via the renormalization procedure. In this formulation [71] every

theory is considered as an effective one, being valid up to a certain energy scale. In practice, this

picture is enforced by cutting theories at a given energy scale, and imposing renormalization

group equations (RGE) invariance, which guarantees that the theory’s prediction are unaffected

by the precise cut-off.1 Among potential fundamental theories are the so-called renormalizable

theories, e.g. in this work the SM, HSESM or THDM, which differ from non-renormalizable

ones by the fact that the cut-off can be shifted to infinity, making them, in principle, valid

up to arbitrary high energies. Nowadays non-renormalizable theories are not less attractive.

On the contrary, a lot of effort has gone into the study of EFTs which allow for a systematic

parametrization of deviations wrt e.g. the SM,2 and being well-defined at higher order3 as

opposed to the usual κ framework.

The cut off procedure, also known as the regularization, can be shown to have no physical

meaning, and a favoured scheme can be chosen. Over the years many elegant and mathemati-

cally rigorous regularization methods have emerged, but for computational purposes dimensional

regularization (DREG) [75] and variants thereof have the distinction of respecting most sym-

metries while allowing for straightforward analytic computations of loop integrals in QFT. The

basics of this regularization method are discussed in Section 4.1. There, we present the analytic

computation of rational terms of type R1 and R2 and the treatment of γ5 in combination with

DREG.

Besides the regularization, theories need to be renormalized permitting to connect parameters

of the theory, with a priori no physical meaning, to actually measurable quantities like couplings

or masses. In the renormalization procedure one considers a set of relevant Green’s functions,

imposing conditions which fix their values in given subtraction schemes. For renormalizable

theories it is enough to consider a finite set of Green’s functions to render all others finite and

uniquely fix their values. This fact is exploited in the automated renormalization procedure

in Chapter 5 for renormalizable theories. In the following we discuss the renormalization of

a standard set of Green’s functions consisting of the tadpoles, i.e. the one-point functions, in

Section 4.2, and the two-point functions in Section 4.3. In the presence of unstable particles,

1A scale dependence remains when theories are truncated to finite order.
2For instance, see the EFT program for vector-boson pair production [72, 73] of Higgs related anomalous cou-

plings [74].
3See e.g. precision calculations in Higgs EFT at NLO [68, 69].
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the renormalization of two-point functions is extended and handled in the CMS as described in

Section 4.4. Concerning the renormalization of couplings we consider the standard renormal-

ization conditions for gauge and other couplings in Section 4.5. In the theories with extended

Higgs sector (see Chapter 2.3) independent mixing-angle parameters make their appearance.

Their renormalization requires special attention and will be discussed in the MS scheme in

Section 4.6. Alternative renormalization schemes concerning the mixing angles are presented in

Chapter 7.

4.1 Regularization and computation of rational terms

As mentioned in the introduction we use DREG [75] for the regularization of tensor integrals in

the conventions given in App. A.1. In order to preserve symmetries which manifest themselves

in form of Slavnov-Taylor Identities (STI) as a consequence of Becchi, Rouet, Stora and Tyutin

(BRST) invariance [76, 77, 78], the space–time algebra needs to be handled appropriately. As

long as non-supersymmetric theories are concerned, as it is the case in this work, DREG is

an appropriate choice. In order to preserve supersymmetry DREG can to be replaced by e.g.

dimensional reduction (DRED) [79].

In DREG all fields, momenta, momentum integrals, and γ-matrices are analytically continued

to D dimensions. From a practical point of view this requires to replace the metric with its D

dimensional analogue, which fulfils

gµµ = 4→ gµµ = D. (4.1)

Similar identities result for γ-matrices as e.g.

γµγµ =
1

2
{γµ, γµ} = gµµ14×4 = D14×4, (4.2)

where we used the anticommutation relation for γ-matrices and (4.1).4 The analytic contin-

uation to D dimensions gives rise to so-called rational terms, which emerge from products of

D-dimensional objects and divergent terms for D → 4, e.g.[
α+ (D − 4)β +O

(
(D − 4)2

)]
× 1

D − 4
=

α

D − 4
+ β +O (D − 4) . (4.3)

The α term leads to a divergence when taking the limit D → 4 and requires renormalization,

whereas β remains finite and is not necessarily subtracted in the renormalization procedure,

e.g. in MS subtraction. The β term defines the notion of a rational term, namely a finite non-

zero remnant of products like (4.3). Rational terms are classified according to their origin, as

discussed in the following sections.

4In DRED (4.2) is purely 4-dimensional γµγµ = 414×4 6= D14×4.
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4.1 Regularization and computation of rational terms

4.1.1 Computation of R1

The rational terms of type R1 emerge in the tensor-integral reduction as a consequence of a

Lorentz-covariant decomposition and the identity (4.1). For instance, the Passarino-Veltman

Reduction (PVR) of the 1-point tensor integral of rank 2

Aµν(m0) = gµνA00(m0), (4.4)

can be contracted with a metric tensor which then relates A00 with the standard scalar integral

A0 (A.4). Using the integral representation (A.4) and (4.1) yields

Aµµ(m0) = m2
0A0(m0) = DA00. (4.5)

Solving for A00 and expanding to 4 dimensions gives

A00(m0) =
m2

0

D
A0(m0) =

m2
0

4

(
1− D − 4

4
+O

(
(D − 4)2

))
A0(m0)

=
m2

0

4

(
A0(m0) +

m2
0

2

)
+O (D − 4) , (4.6)

where we used

lim
D→4

(D − 4)A0(m0) = −2m2
0. (4.7)

Thus, we see an additional term in the reduction which would not be present if we had not used

(4.1). We have derived further PVR expressions for 1- and 2-point functions up to rank 6 given

in App. A.2. The PVR can be employed in Rept1l when deriving counterterms, but is disabled

by default.

4.1.2 Computation of R2

The rational terms of type R2 originate as remnants of products of tensor coefficients and tensor

integrals. Consider the one-loop part of a vertex function Γs with definite external state s,

expressed in terms of tensor coefficients and tensor integrals as follows

Γs =
∑
c∈Cs

cµ1...µpT
Nc,µ1...µp , (4.8)

with Nc and p denoting an Nc-point integral with rank p. The set Cs of tensor coefficients defines

the vertex Γs and is constructed according to the Feynman rules of the underlying model. The

tensor coefficients can be expanded around D = 4 as follows

cµ1...µp = c0
µ1...µp + (D − 4) c1

µ1...µp +O
(

(D − 4)2
)
. (4.9)
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Regarding the R2 terms only the pole parts of tensor integrals are relevant. Defining the pole

part as

PP
[
TN,µ1...µP

]
= lim

D→4
(D − 4)TN,µ1...µP , (4.10)

the rational term of type R2 associated to the vertex Γs is given by

ΓR2
s =

∑
c∈Cs

c1
µ1...µpPP

[
T
N,µ1...µp
c

]
. (4.11)

Again, this kind of rational term arises from products like (4.3). In purely numerical approaches

with only c0 (4.9) being computed, the additional terms (4.11) need to be included in the com-

putation. The actual computation of (4.11) requires two ingredients. The analytic computation

of tensor coefficients in D dimensions is done with Recola2 for generic models and arbitrary

vertex functions which is described in Chapter 5. The computation of pole parts follows the

standard methods in Ref. [80]. Fortunately, the results need to be derived only once in analytic

form as they are model independent. To this end, one can start from a generic Lorentz-covariant

decomposition Ref. [80]

TN,µ1...µP =

bP/2c∑
n=0

N−1∑
i2n+1,...,iP=1

{
g . . . g︸ ︷︷ ︸

2n

p . . . p
}µ1...µP
i2n+1...iP

T 0...0︸︷︷︸
2n

i2n+1...iP , . (4.12)

The term bP/2c is the rounded integer number smaller or equal to P/2. The index i labels

different momentum indices. For N point functions there are N − 1 independent momentum

combinations. The curly bracket denotes the symmetrization wrt to Lorentz indices only. With

(4.12) the computation of pole parts is a matter of computing pole parts of scalar integrals.

Finally, one can make use of the Feynman parameter representation to extract the pole part. In

fact, a closed algebraic expression has been derived for the generic scalar integrals T0...0i2n+1...iP

in Ref. [81].

4.1.3 Treatment of γ5

Chiral theories face the problem of a consistent treatment of γ5 in D dimensions, which is non-

trivial since the standard Dirac algebra is incompatible with arbitrary dimensions. Yet, there are

solutions to describe anomalies in theories within DREG correctly, and we refer to a summary of

popular methods collected in Ref. [82]. As our focus is on anomaly-free theories, we use the naive

Dirac algebra in 4 dimensions with an anti-commuting γ5 matrix. Note that potential anomalies

can only appear in the R2 terms, and Rept1l explicitly checks that the anomaly terms drop out.

This naive treatment has to be done with care and requires an additional ad-hoc prescription,

which dictates that each closed fermion loop has to start from the very same Lorentz index, e.g.

by selecting a specific vector boson as the starting point. Since this prescription is based on the

Feynman-diagram representation it cannot be used in Recola. Instead, the cyclic property of

the Dirac trace is used on the final result to bring all closed fermion loops in a specific order

compatible with the ad-hoc prescription, before applying any further algebraic identities. To
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see how the anomaly terms cancel, consider the vertex Γγ1γ2Z with two photons γ1, γ2 and a Z

boson. Rept1l obtains for the rational term R2

ΓR2
γ1γ2Z = − ie3(Nc − 3)

24π2cwsw
(pγ1 − pγ2)ν ε

µγ1µγ2µZ
ν , (4.13)

which is zero for Nc = 3, i.e. for three quark families, thus, consistent with the SM being anomaly

free.

4.2 Tadpole counterterm schemes

This section deals with various aspects of tadpoles and tadpole renormalization schemes encoun-

tered in the literature. The arguments are all given in the perspective that we have developed

in Ref. [51]. This work is essential for a consistent renormalization in general weakly inter-

acting theories, in particular, when working with MS renormalization schemes, discussed in

Section 4.6. The FJ Tadpole Scheme clarifies common misunderstandings concerning the gauge

(in-)dependence of counterterm parameters and the S-matrix and helps to understand the origin

of large contributions in the presence of mixing angles as discussed in Section 7.4.

In Section 4.2.1 we give an introduction to the FJ Tadpole Scheme, a consistent tadpole

counterterm scheme for arbitrary theories. The scheme is applied to the SM in Section 4.2.2,

followed by a discussion on gauge dependence related to tadpoles. The corresponding results

for the HSESM and THDM are given in App. B. The importance of the FJ Tadpole Scheme in

combination with physical renormalization schemes is discussed in Section 4.2.3, where we point

out misunderstandings in the literature related to tadpoles and their renormalization. Several

arguments concerning the gauge dependence are reinforced by explicit calculations presented in

App. C.1 and App. C.2, and are referred to whenever suited. Finally, we discuss the automation

of the FJ Tadpole Scheme on the level of Feynman rules in Section 4.2.4.

4.2.1 The FJ Tadpole Scheme for a general Higgs sector

Among all tadpole counterterm schemes the FJ Tadpole Scheme is the most complicated one in

terms of numbers of contributions which may be the reason why it has been ignored so far in

BSM theories. The original idea in Ref. [83] has been presented for the SM. The generalization

to BSM theories is straightforward and is given in the following, focussing on the renormalization

of tadpoles in two-point functions. We stress that any of these results concerning the tadpoles

directly translate to n-point (vertex) functions.

We start with the bare Higgs Lagrangian given in terms of bare fields Φi,B and the theory-

defining bare parameters cj,B, being defined in the unbroken phase and being by definition gauge

independent, as follows

LH,B (Φ1,B, . . . , Φl,B; c1,B, . . . , ck,B; . . .) , (4.14)

with i = 1, . . . , l and j = 1, . . . , k. After spontaneous symmetry breaking, the neutral scalar

components ϕi,B of the Higgs multiplets obtain vevs vi,B + ∆vi, and the Lagrangian can be
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written as

LH,B (ϕ1,B + v1,B + ∆v1, . . . , ϕl,B + vl,B + ∆vl; . . . ; c1,B, . . . , ck,B; . . .) , (4.15)

where the shifts of the vevs ∆vi are introduced for later convenience. The vi,B are chosen in

such a way that the vevs of the shifted fields ϕi,B

〈ϕi,B〉 = 0 + ti (∆v1, . . . ,∆vl) + higher-order corrections, (4.16)

vanish at tree level, where ∆v = 0. Here, ∆v = 0 is the short notation for ∆v1 = 0, . . . ,∆vl =

0. Note that the ∆vi are introduced as shifts to vevs for reasons of sticking to the original

formulation. It is, however, safer to think of ∆vi as shifts of the bare fields ϕi,B, because,

from a technical point of view, shifting the vevs has to be done prior to solving (4.16), but

a field redefinition can be done after any manipulation of the Lagrangian. Since the vi,B are

thus defined to minimize the bare scalar potential, they are directly given in terms of the bare

(theory-defining) parameters of the Lagrangian [see (4.42) for the SM].

The tadpole counterterms are defined as the ∆vi-dependent terms in the Lagrangian, where

at L-loop order terms up to the power (∆vi)
L need to be kept. All tadpole counterterms in the

theory are contained in the Lagrangian ∆L in the FJ Tadpole Scheme, which is defined as

∆L := L − L|∆v=0 . (4.17)

The tadpole counterterm ti is obtained by taking the derivative of ∆L with respect to the field

ϕi, and setting all fields to zero

ti (∆v1, . . . ,∆vl) ≡ ∆Li (∆v1, . . . ,∆vl; . . .) with ∆Li :=
∂∆L
∂ϕi

∣∣∣∣
ϕ=0

, (4.18)

where the field ϕi can be any scalar in the theory. The tadpole counterterms to two-point

functions are given by derivatives of (4.17) with respect to ϕi and ϕj , i.e.

tij (∆v1, . . . ,∆vl) ≡ ∆Lij (∆v1, . . . ,∆vl; . . .) with ∆Lij :=
∂2∆L
∂ϕi∂ϕj

∣∣∣∣
ϕ=0

, (4.19)

where the fields ϕi and ϕj can be scalars, vector bosons or fermions. Analogously, the tadpole

counterterms to the interactions of three fields is obtained via

tijk (∆v1, . . . ,∆vl) ≡ ∆Lijk (∆v1, . . . ,∆vl; . . .) with ∆Lijk :=
∂3∆L

∂ϕi∂ϕj∂ϕk

∣∣∣∣
ϕ=0

, (4.20)

where the fields ϕi, ϕj and ϕk can only be scalars or vector bosons in renormalizable quantum

field theories. Tadpole counterterms to scalars arise from the Higgs potential, while the tadpole

counterterms involving vector bosons and fermions originate from the kinetic terms and the

Yukawa terms, respectively, of the Lagrangian of the theory.

Moving towards the tadpole renormalization, the one-particle irreducible (1PI) tadpole loop
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corrections are generically denoted as Ti, which should not be confused with the tadpole coun-

terterms ti. The 1PI tadpole loop corrections are graphically given by

Ti = 0 + ϕi

1

︸ ︷︷ ︸
T

(1)
i

+ ϕi

2

︸ ︷︷ ︸
T

(2)
i

+ . . . =: ϕi, (4.21)

with the contributions at tree level (0), one loop (T
(1)
i ), two loops (T

(2)
i ), and the hatched graph

denoting the sum of all 1PI tadpole graphs.5 Choosing the shifts of the vevs as ∆v = 0 implies

that all tadpole counterterms ti vanish (∆L = 0), and 〈ϕi,B〉 = 0 holds at tree level. At the

one-loop order, the bare fields receive a non-vanishing vev due to the tadpole loop corrections

in (4.21).

With this we move on to the renormalization of tadpoles in full self-energies. The self-energy

Σii(q
2) of a field i is defined as the higher-order (beyond tree-level) contributions to the inverse

connected two-point function, and the corresponding 1PI contributions are denoted by Σ1PI
ii .

Renormalized objects are indicated by a hat. The renormalized self-energy at one-loop order

can be written in terms of 1PI graphs as follows

Σ̂
(1)
ii

(
q2
)

= 1 +︸ ︷︷ ︸
Σ̂

(1),1PI
ii

+
∑
n

( ϕn

1

+
ϕn )

︸ ︷︷ ︸
T̂

(1)
ii

(4.22)

= 1R +
∑
n

ϕn

1R

, (4.23)

where the subscript R indicates renormalized 1PI graphs. At two-loop order the two-loop con-

tributions are

Σ̂
(2)
ii

(
q2
)

= 2R +

2R

+

1R 1R

+

1R 1R

+

1R

1R +

1R

1R
, (4.24)

where the summation over tadpoles of different fields is suppressed for simplicity. In the FJ Tad-

pole Scheme the counterterm corresponding to the two-point irreducible part reads

= tii (∆v1, . . . ,∆vl)− δm2
i +

(
p2 −m2

i

)
δZi, (4.25)

5Note that when tadpoles are renormalized order by order, the 1PI tadpole graphs T
(N)
i contain (N − 1)-loop

counterterm contributions cancelling subdivergencies. See (D.135) in App. D for an explicit two-loop example.

37



Chapter 4 Calculational framework for one-loop corrections

with the tadpole counterterm tii being defined in (4.19), δm2
i being the mass counterterm, and

δZi being the field-renormalization counterterm.

Both, ti and tii vanish for ∆v = 0, therefore, the non-renormalized sum of the tadpole diagrams

Tii, i.e. the third contribution in (4.22), has to be taken into account. To avoid calculating these

contributions, one can use the freedom of choosing ∆v 6= 0 in (4.15) and relate ∆v to the

loop tadpole corrections. More precisely,the shift ∆v is chosen such that the fields ϕ do not

develop a vev to any order in perturbation theory, which is equivalent to setting all renormalized

tadpole contributions T̂i of the theory to zero. The shifts ∆v are thus determined by solving

the non-linear equations

−Ti = ti (∆v1, . . . ,∆vl) , (4.26)

with ti defined in (4.18). This equation is solved order by order in perturbation theory upon

using the perturbative expansion of ∆v,

∆vi = ∆v
(1)
i + ∆v

(2)
i + . . . , (4.27)

and the perturbative expansion of the tadpole contributions (4.21).

As an important consequence of the consistent inclusion of tadpole contributions, as in (4.23)

and (4.24), connected Green’s functions do not depend on a particular choice of ∆v. To proof

this, consider the generating functional of Green’s functions Z[j] defined using the Lagrangian

(4.15) with ∆v = 0 and the generating functional Z ′[j] based on (4.15) with an arbitrary ∆v 6= 0.

Restricting for simplicity to the case with only one Higgs field ϕ, the two functionals can be

related by a field redefinition ϕ → ϕ − ∆v in Z ′[j] using the invariance of the path integral

measure under a constant shift. The corresponding generating functionals of connected Green’s

functions W [j] = logZ[j] and W ′[j] = logZ ′[j] are related by

W ′[j] = W [j]− i∆v

∫
d4x j(x). (4.28)

Consequently, it follows for the connected Green’s functions

δnW ′

iδj(x1) . . . iδj(xn)

∣∣∣∣
j=0

=
δnW

iδj(x1) . . . iδj(xn)

∣∣∣∣
j=0

, for n > 1, (4.29)

δW ′

iδj(x1)

∣∣∣∣
j=0

=
δW

iδj(x1)

∣∣∣∣
j=0

−∆v. (4.30)

Note that this does not imply that the vertex functions are the same. The connection between

the vertex functions in both formulations is given by

Γ′[ϕ̄′(j)] = Γ[ϕ̄(j)] with ϕ̄(j(x)) :=
δW

iδj(x)
and ϕ̄′ = ϕ̄−∆v. (4.31)

Eq. (4.29) states that the tadpole counterterm dependence originating from Γ∆ cancels in con-

nected Green’s functions with more than one external leg.
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4.2 Tadpole counterterm schemes

According to (4.29) the tadpole renormalization condition T̂i = 0 does not modify connected

Green’s functions in the FJ Tadpole Scheme since ∆v can be freely chosen, in particular, such

that the tadpole equations (4.26) are fulfilled. This has interesting consequences for the interpre-

tation of the tadpole counterterms. For example, using that the expression (4.22) is independent

of ∆v, the one-loop two-point tadpole counterterm derived from (4.17) obeys

tij
= −

∑
n

ϕn

, (4.32)

independently of the nature of the external particle(s). This can also be seen directly at one-

loop order by computing the two-point tadpole contribution tij . To this end, assume a typical

scalar potential V in the Lagrangian (4.14) without derivative interactions. Expanding tij to

first order in ∆v and using that ∆v acts as a field shift, one obtain

tij
= F.T.

∑
n

∆vn
∂δ2S

∂∆vnδϕiδϕj

∣∣∣∣
ϕ=0,∆v=0

+O
(
(∆v)2

)
,

= F.T.
∑
n

∆vn
δ3S

δϕnδϕiδϕj

∣∣∣∣
ϕ=0,∆v=0

+O
(
(∆v)2

)
, (4.33)

where we used that Γ is given by the action S at tree-level6 and F.T. denotes the Fourier trans-

form that translates Green’s functions from configuration space to momentum space. Defining

the mass squared matrix of the scalar fields as

(M2)ij :=
∂2V

∂ϕi∂ϕj

∣∣∣∣
ϕ=0,∆v=0

, (4.34)

the explicit tadpole counterterm to the two-point function reads

∑
n

ϕn

=
∑
n,k

(
F.T.

δ3S

δϕnδϕiδϕj

∣∣∣∣
ϕ=0,∆v=0

)
(M2)−1

nk tk. (4.35)

For the tadpole counterterm, one finds

ti =
∂∆L
∂ϕi

∣∣∣∣
ϕ=0

=
∑
n

∂2L
∂ϕi∂∆vn

∣∣∣∣∣
ϕ=0,∆v=0

∆vn +O
(
(∆v)2

)
= −

∑
n

∂2V

∂ϕi∂ϕn

∣∣∣∣∣
ϕ=0,∆v=0

∆vn +O
(
(∆v)2

)
= −

∑
n

(
M2
)
in

∆vn +O
(
(∆v)2

)
. (4.36)

Inserting this into (4.35), yields

∑
n

ϕn

=
∑
n,k,l

F.T.
δ3S

δϕnδϕiδϕj

∣∣∣∣
ϕ=0,∆v=0

(
M2
)−1

nk

[
−
(
M2
)
kl

∆vl

]
+O

(
(∆v)2

)
6The contribution (4.33) is a higher-order contribution because ∆v is identified with a higher-order correction.
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= −F.T.
∑
n

δ3S

δϕnδϕiδϕj

∣∣∣∣
ϕ=0,∆v=0

∆vn +O
(
(∆v)2

)
. (4.37)

Combining this result with (4.33), Eq. (4.32) is explicitly verified at one-loop order.

Using the tadpole renormalization condition (4.26), the one-loop two-point tadpole countert-

erm can be expressed as

tij
= −

∑
n

ϕn

=
∑
n

ϕn

1

, if tn = −Tn ∀n. (4.38)

Therefore, the tadpole counterterms mimic the contribution of tadpole diagrams Ti, once Ti is

identified with −ti.
We conclude that the FJ Tadpole Scheme is equivalent to not renormalize tadpoles at all,

which corresponds to setting ∆v to zero in (4.15) and computing all tadpole diagrams explicitly.

The consistent use of the FJ Tadpole Scheme defined in (4.15) and (4.18)–(4.20) guarantees the

independence of the chosen tadpole renormalization, meaning that the value for any physical

quantity is independent of the value of ti and thus T̂i. The ∆vi can be used to solve the

tadpole equation (4.26) order by order in perturbation theory, and relating them to the tadpole

counterterms ti, which is consistent within the freedom of field reparametrization invariance of

QFT. After spontaneous symmetry breaking, the bare physical parameters like particle masses

can be expressed through the theory defining parameters, i.e. the coupling constants in the Higgs

potential before spontaneous symmetry breaking.

4.2.2 The FJ Tadpole Scheme in the SM

Derivation of the FJ Tadpole Scheme in the SM

In this section, we derive the FJ Tadpole Scheme in the SM at two-loop order and apply the

results to the renormalized self-energy at one-loop order. An explicit two-loop example for the

Higgs self-energy is given in App. D. The starting point is the bare Lagrangian for the Higgs

field ΦB defined in (4.14), which is identified with the SM Higgs Lagrangian (2.14) and the Higgs

doublet Φ being replaced by the bare Higgs doublet ΦB parametrized as follows

ΦB =

(
φ+

B
1√
2

[vB + ∆v + hB + iχB]

)
. (4.39)

Collecting the terms linear, V 1
B , and quadratic, V 2

B , in the bare, neutral, scalar Higgs field hB,

yields

V (ΦB) ⊃ (vB + ∆v)

(
λB

4
(vB + ∆v)2 − µ2

B

)
hB +

(
3λB

8
(vB + ∆v)2 − 1

2
µ2

B

)
h2

B

≡ V 1 (∆v, hB) + V 2 (∆v, hB) . (4.40)
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4.2 Tadpole counterterm schemes

The relation between ∆v and the tadpole counterterm th is determined according to (4.18),

thhB = −V 1. (4.41)

Using the tree-level condition, ∆v = 0⇔ th = 0, gives the relations between the bare parameters

λB =
4µ2

B

v2
B

, µ2
B =

M2
h,B

2
, vB =

2MW,B

gB
, (4.42)

where the last relation defines the bare W-boson mass. The exact form of the shift ∆v in terms

of the tadpole counterterm th can be obtained from (4.18), which requires the knowledge of the

linear term of the Higgs potential (4.40) for ∆v 6= 0,

V 1 (∆v, hB) = (vB + ∆v)

(
λB

4
(vB + ∆v)2 − µ2

B

)
hB

=
M2

h,B∆v

8M2
W,B

(2MW,B + gB∆v) (4MW,B + gB∆v)hB,

!
= −thhB. (4.43)

Eq. (4.43) is used to relate ∆v to the tadpole counterterms th at every order in perturbation

theory. With the ansatz ∆v = ∆v(1) +∆v(2) + . . . and t
(L)
h being the L-loop tadpole counterterm

corresponding to the SM Higgs boson, one obtains

∆v(1) = − t
(1)
h

M2
h,B

(4.44)

at one-loop order and

∆v(2) = − t
(2)
h

M2
h,B

− 3gB

(
∆v(1)

)2
4MW,B

(4.45)

at two loops. The tadpole counterterm to the two-point function of the SM Higgs boson is

derived from (4.19)

V 2 (∆v, hB) =

(
3λB

4
(vB + ∆v)2 − µ2

B

)
h2

B

2

!
=
M2

h,B − thh
2

h2
B, (4.46)

where λB, µ2
B, and vB are replaced according to (4.42) as before. This yields

thhh
2
B = −

(
3gBM

2
h,B∆v

2MW,B
+

3gBM
2
h,B (∆v)2

8M2
W,B

)
h2

B, (4.47)

which is valid to all orders. At one-loop order the bare parameters in (4.47) can be replaced by

renormalized ones. Omitting anything beyond one loop, the two-point tadpole counterterm is
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given by

t
(1)
hh =

3gt
(1)
h

2MW
. (4.48)

Using the on-shell condition q2 = M2
h,R, where Mh,R denotes the renormalized Higgs-boson mass,

and the tadpole renormalization condition T̂h = 0, the renormalized on-shell two-point function

of the Higgs boson reads

Σ̂
(1)
hh (M2

h,R) = Σ
(1),1PI
hh (M2

h,R)− 3gT
(1)
h

2MW
−
(
δM2

h

)(1)
. (4.49)

This expression can be used to determine the counterterm of the Higgs-boson mass δM2
h , as

discussed in Section 4.3.2. The on-shell renormalization is a gauge-independent renormaliza-

tion condition, and since the bare parameters are defined in a gauge-independent way in the

FJ Tadpole Scheme, the mass counterterm is necessarily gauge independent. We stress that the

renormalized self-energy (4.49) is independent of the choice of ∆v. Beyond one-loop order there

is a mixing of the usual counterterms and the tadpole counterterm (4.44) contributing to the

same loop order, which can be seen from (4.47) and expanding the bare parameters and ∆v up

to e.g. two-loop order.

We showed how to derive the FJ Tadpole Scheme in the SM at the example of the SM Higgs-

boson self-energy. Yet, the work is not complete and many additional tadpole counterterms need

to be derived for two- and three-point functions involving scalars, vector bosons and fermions.

Tadpole counterterms for two- and three-point functions involving vector bosons originate from

the kinetic terms of the SM Higgs sector, while tadpole counterterms to fermion self-energies

result from the Yukawa terms of the SM Lagrangian.

Gauge independence of physical parameters in the SM

In this section, we use the SM to demonstrate potential problems with gauge dependence in

tadpole counterterm schemes commonly used in the literature. However, it is pointed out that

no problems emerge for S-matrix elements computed in the SM as typically on-shell renormal-

ization conditions are employed for all parameters emerging through SSB. In this case, gauge

dependencies introduced by careless treatments of tadpoles cancel in all renormalized physical

quantities. Nevertheless, a conceptual problem is present in the SM, which would, in case MS

renormalization schemes were employed, lead to a gauge-dependent S-matrix unless the FJ Tad-

pole Scheme is used. In order to illustrate the effect of different tadpole renormalization schemes

on the gauge dependence of the counterterms of physical parameters, we compare the gauge de-

pendence of the Higgs-boson mass counterterm δM2
h in the scheme described in Ref. [84] and

the βh scheme from Ref. [85] to the FJ Tadpole Scheme.

The scheme described in Ref. [84] requires the vev of the bare Higgs-boson field to vanish at

one-loop order

〈hB〉 = 0, (4.50)
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4.2 Tadpole counterterm schemes

such that th is fixed via (4.26). At the same time, the bare Higgs-boson mass M2
h,B is defined as

the coefficient of the quadratic term in the Higgs field. As a consequence, no tadpole counterterm

thh appears in the two-point function. However, the so-defined bare Higgs-boson mass, e.g. at

one loop

M2
h,B = 2µ2

B − thh = 2µ2
B −

3gBth
2MW,B

, (4.51)

depends on the tadpole counterterm th and thus becomes gauge dependent as well. If the

tadpoles are not renormalized, then th = thh = 0 and the scheme is equivalent to the FJ Tadpole

Scheme. In the original reference of this scheme in Ref. [84] the tadpoles are included in the

definition of bare parameters (4.51). This mismatch can be resolved by comparing to e.g. (4.46).

The mass counterterm of the Higgs boson, defined as the difference between the bare mass

squared M2
h,B and the renormalized Higgs-boson mass squared M2

h,R,

M2
h,B ≡M2

h,R + δM2
h , (4.52)

is determined by requiring that the renormalized self-energy (4.22) vanishes on-shell, i.e. for

q2 = M2
h,R. Since the renormalized tadpole contribution T̂

(1)
h vanishes [according to Eq. (4.50)],

the Higgs-boson mass counterterm is given by the 1PI contribution

Σ̂1PI
hh

(
M2

h,R

)
= Σ1PI

hh

(
M2

h,R

)
− δM2

h
!

= 0. (4.53)

The gauge dependence of Σ1PI
hh (M2

h,R), which results in a gauge-dependent mass counterterm

δM2
h , can be shown by means of an explicit calculation as in Ref. [86]. In the scheme of Ref. [84]

the gauge-dependence of bare masses is not restricted to the Higgs-boson mass, but applies to

all massive fields acquiring their mass through SSB, since they are defined using the shifted vev

(vB + ∆v). For instance, the bare W-boson mass is given by

MW,B =
1

2
gB(vB + ∆v) =

1

2
gB

(
vB −

th
M2

h,B

)
(4.54)

at one-loop order.

The gauge dependence of the Higgs-boson mass counterterm can also be understood from

its definition (4.52). As the renormalized mass parameter is identified with the physical mass

in the on-shell scheme, which has to be gauge independent, the gauge dependence of a bare

parameter must be compensated by the gauge dependence of the counterterm. Using the short-

hand notation ∂ξ for ∂/∂ξ, (4.52) leads to

∂ξM
2
h,B = ∂ξM

2
h,R + ∂ξδM

2
h , (4.55)

with ξ denoting the gauge parametrization of a generic gauge choice. As ∂ξM
2
h,R = 0, the

gauge dependence of M2
h,B is directly related to the gauge dependence of δM2

h . From the gauge

independence of the mass counterterm in the FJ Tadpole Scheme and Eq. (4.49) it follows using
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(4.53)

∂ξδM
2
h

(4.53)
= ∂ξΣ

1PI
hh

(
M2

h,R

) (4.49)
=

3g∂ξT
(1)
h

2MW
= −3g∂ξt

(1)
h

2MW
, (4.56)

which is consistent with the bare mass definition (4.51).

A similar discussion applies to the βh scheme in Ref. [85] which also requires the vev 〈hB〉 to

vanish at higher orders and defines the bare masses using the shifted vev, e.g.

M2
h,B =

1

2
λB(vB + ∆v)2 =

1

2
λBvB

(
vB − 2

th
M2

h,B

)
=

1

2
λBv

2
B −

gBth
MW,B

, (4.57)

MW,B =
1

2
gB(vB + ∆v) =

1

2
gB

(
vB −

th
M2

h,B

)
, (4.58)

at one-loop order. In this scheme, the parameter µB is eliminated from the bare Lagrangian in

favour of th and M2
h,B, while λB is expressed in terms of M2

h,B, M2
W,B and gB. As a consequence,

all tadpoles to 3-point functions are absorbed into the definition of the bare physical parameters.

This has the advantage that tadpole counterterms appear exclusively in one- and two-point

functions for the Higgs and would-be Goldstone bosons. However, the bare masses become

gauge dependent via the dependence on the tadpole th. The Higgs-boson mass counterterm

reads

δM2
h = Σ1PI

hh

(
M2

h,R

)
− gBT

(1)
h

2MW,B
. (4.59)

This definition differs from the one resulting from (4.49) upon imposing the on-shell mass renor-

malization condition Σ̂hh(M2
h,R) = 0 by gauge-dependent tadpole terms. In Ref. [85], the βt

scheme has been introduced to cure this problem. There, the bare particle masses are defined

in terms of the bare vev and are therefore gauge independent. When tadpoles are renormalized

requiring T̂h = 0, the FJ Tadpole Scheme in the SM is equivalent to the βt scheme.

For convenience we have derived simple prescriptions to generate tadpole counterterms in

different tadpole counterterm schemes from the original bare Lagrangian (4.15) or (2.14) aug-

mented by gauge, fermion and Yukawa terms. The results for the SM, THDM and HSESM are

given in App. C.

We conclude that the FJ Tadpole Scheme is a natural scheme for dealing with the tadpoles,

as it prevents tadpoles from being absorbed into the definition of bare parameters. Moreover,

the tadpole renormalization condition T̂ = 0 is very useful, since no explicit tadpole loop contri-

butions have to be computed. We stress that the presented tadpole renormalization procedure

is general and not restricted to the SM, THDM or HSESM, and can be automated as described

in Section 4.2.4.
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4.2 Tadpole counterterm schemes

4.2.3 Interplay of tadpoles with MS subtraction

In this section, we come back to the original motivation for the FJ Tadpole Scheme, namely a

consistent MS subtraction in the presence of SSB. For every new BSM model the question of

renormalization conditions arise for new physical parameters. As there is no guiding principle

for yet unmeasured parameters, one usually relies on the MS scheme which is simple, universal,

and allows for estimations of higher-order corrections via scale variations. Thus, the MS scheme

should always be favoured, unless serious problems with perturbativity are encountered.7

Even though the MS scheme is straightforward to apply, there are subtleties in the EW theory

in the presence of SSB. The difficulties are mainly caused by a confusing and inconsistent

treatment of tadpoles and tadpole counterterms in the literature, which, we think, is caused by

two common misbeliefs. The first one is related to the definition of vertex functions as being

1PI. The vertex functional yields 1PI graphs for fields ϕ̄′ fulfilling the stationary condition

δW [j]

δj

∣∣∣∣
j=0

= ϕ̄′(0) = 0 ⇔ δΓ′[ϕ]

δϕ

∣∣∣∣
ϕ=ϕ̄′(0)=0

= j(0) = 0 (4.60)

to all orders. This is exactly the situation in the FJ Tadpole Scheme if the tadpoles are renor-

malized via the tadpole condition (4.26), i.e. with a suited choice for the shift ∆v the field ϕ̄′

fulfils (4.60). However, by cancelling all explicit tadpoles, new n-point counterterms make their

appearance through (4.17) in vertex-functions. We have shown that these counterterms behave

precisely like explicit tadpole graphs [see (4.38)], which is a necessity of the independence of

Green’s functions of the ∆v shifts. This is perfectly compatible with the connection between

vertex and connected Green’s functions via Legendre transformation. For instance, from the

definition of the two-point function one obtains

iG(x, x′) =
δ2W [j]

iδj(x)iδj(x′)

∣∣∣∣
j=0

=
δϕ̄′(j)

iδj

∣∣∣∣
j=0

(x, x′) = −
(
δj(ϕ)

iδϕ

)−1
∣∣∣∣∣
ϕ=ϕ̄′(0)

(x, x′)

= −
(
δ2Γ′[ϕ]

δϕδϕ

)−1
∣∣∣∣∣
ϕ=ϕ̄′(0)=0

(x, x′) := −
(

Γ′(2)(0)
)−1

(x, x′) (4.61)

with Γ′(2) being 1PI. However, if one chooses not to renormalize the tadpoles (∆v = 0) Eq. (4.61)

raises the question whether vertex functions remain 1PI, since explicit tadpole graphs show up on

the lhs in the two-point Green’s function. The difference between the vertex functional with the

tadpoles renormalized, denoted as Γ′, and the vertex functional without tadpole renormalization,

denoted as Γ, can be derived using the FJ Tadpole Scheme. The solution for the two-point

function at one-loop order8 reads

Γ(2)(0) = Γ′(2)(0)− tϕϕ, (4.62)

7This is the case for the renormalization of mixing angles. See Section 4.6.
8The argument can be extended to all orders. However, for beyond one-loop order the difference between the

two vertex functionals involves mixing terms including tadpole counterterms, normal counterterms and bare
loop parts. One can work out the difference based on the discussion in App. D.
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i.e. Γ(2)(0) is 1PI and free of tadpoles or tadpole counterterms. But since Γ(2)(0) is 1PI it cannot

fulfil (4.61). This is because in (4.61) ϕ̄′(0) = 0 is assumed as the stationary point, and the

apparent contradiction can be resolved by again making use of the FJ Tadpole Scheme which

interpolates between Γ′ and Γ. Eq. (4.31) implies

Γ(n)(ϕ(0)) = Γ(n)(∆v)
(4.31)

= Γ′(n)(0) = Γ′(n)(ϕ′(0)), (4.63)

with (n) denoting the n-fold differentiation wrt ϕ, and ∆v determined from (4.26). For the case

n = 1 the condition (4.60) together with (4.63) imply

Γ′(1)(0) = 0 ⇒ Γ(1)(∆v) = 0, (4.64)

which determines the stationary point for Γ. Therefore, Eq. (4.63) states that independent of the

tadpole renormalization all vertex functions are precisely the same if evaluated at the stationary

points which is essential when comparing to Green’s functions as they are defined for j = 0. We

conclude that Γ(2)(∆v) contains tadpole contributions which make their way through the field

expansion via [compare with (4.37) and (4.62)]

Γ(2)(∆v) = Γ(2)(0) + ∆vΓ(3)(0) +O
(
∆v2

)
, (4.65)

and there is no contradiction with (4.61) when tadpoles are not renormalized.

The other confusion concerns alternative tadpole counterterm schemes in combination with

the tadpole condition T̂Hi = 0, which is very useful because it allows to omit graphs with

explicit tadpoles everywhere. However, in the literature the tadpole condition is realized by

tadpole counterterms which are not based on the freedom of field reparametrization, which,

unfortunately, is never mentioned. Since there is no other freedom for an independent tadpole

parameter this inevitably leads to inconsistencies which manifest themselves in tadpoles being

absorbed into the definition of bare parameters, as exemplified in the previous Section 4.2.2.9

The problem with the dof can be seen already at the example of the SM (see Section 2.2). The

parameters of the Higgs potential λ and µ can be traded for physical parameters in the following

way

VSM LGauge

Before SSB µ, λ g, g′

After SSB (choice) Mh,MW e, sw

with the vev not being an independent parameter, but determined after SSB by minimizing the

scalar potential. Therefore, in the Higgs sector there are only two dof which can be used to

define, e.g. the renormalized Higgs-boson mass Mh and the renormalized W-boson mass MW.10

There is no freedom for an independent tadpole counterterm parameter based on the freedom of

parameter choice.

9This is also evident from the effective prescriptions given in App. C
10The counterterm to MZ can be traded for the counterterm of the gauge coupling g′ and is thus independent of

MW.
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We come back to MS subtraction and to the question when a rigorous renormalization of

tadpoles is required. In tadpole counterterm schemes other than the FJ Tadpole Scheme, the

bare parameters absorb tadpole contributions, which can ultimately lead to a gauge-dependent

S-matrix due to the gauge dependence of the tadpoles. Yet, as a matter of fact, tadpoles

always cancel for on-shell schemes or momentum-subtraction schemes. The reason is that within

those subtraction schemes any renormalized vertex can be written as a difference of the bare

vertex and the subtraction part corresponding to the vertex evaluated at a specifc kinematic

point. Since tadpoles have no momentum dependence they drop out in this difference. This

implies that in the SM the standard renormalization schemes used in Ref. [84] and Ref. [85]

yield physical amplitudes independent of the tadpole renormalization, since all renormalization

conditions are based on complete subtraction of the relevant vertex functions. Once MS schemes

are used this no longer has to be true. However, if one chooses to renormalize the bare theory-

defining parameters, e.g. the λi, then BRST invariance guarantees the gauge independence of S-

matrix elements [87]. The only situation where the gauge independence of the S-matrix is spoiled

in an MS scheme is when MS subtraction is applied to gauge-dependent bare parameters, e.g.

parameters in the physical basis in combination with alternative tadpole counterterm schemes.

This is precisely the case in the THDM, HSESM or MSSM with the definition of mixing angles

in an MS scheme.11 In the THDM, we prove the gauge dependence of the S-matrix at one-loop

order resulting from a careless tadpole treatment in the Rξ gauge for the renormalization of the

mixing angle α in the MS scheme in App. C.1. A similar proof can be given for β at one-loop

order in MS schemes which is more involved and requires mixing propagators propagating the

gauge dependence. In App. C.2, we prove the gauge dependence for the pole part of δβ in the

THDM which can be used to prove the gauge dependence of the S-matrix.

Finally, we conclude that dealing with tadpoles is always a delicate issue, since a careless

treatment can easily lead to a gauge-dependent S-matrix. The situation is aggravated by the

fact that the treatment of tadpoles for practical calculations in the literature is confusing, and,

as a consequence, no preferred scheme has emerged. From the point of view of applicability,

automation and gauge independence, the FJ Tadpole Scheme is the only reliable scheme, which

can be employed for arbitrary theories [51] and is easily automated as presented in the next

section.

4.2.4 Automation of the FJ Tadpole Scheme

The FJ Tadpole Scheme presented in the previous sections is based on the freedom of field

reparametrization. Under the general assumption that the theory under consideration is ex-

pressed in the physical basis without tree-level mixings and restricting to the one-loop case, the

solutions to the tadpole equations (4.18) can be translated to a field redefinition as follows

Hi → Hi + ∆vi := Hi −
δtHi
m2
Hi

, (4.66)

11Note the same applies to a definition of masses in the MS scheme, but in EW theory they are usually defined
in the on-shell scheme.
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Chapter 4 Calculational framework for one-loop corrections

which is performed for every physical field Hi developing a vev, and δtHi being the associated

tadpole counterterm. By fixing tHi to the tadpole graphs THi via

tHi = −THi , (4.67)

explicit tadpoles are cancelled and only tadpole counterterms to 1PI graphs remain. In Rept1l

the tadpole counterterms in the FJ Tadpole Scheme can be derived automatically, which is

done on the level of the Feynman rules as Rept1l does not have access to the Lagrangian

nor can it derive Feynman rules. Here, one has to be careful with combinatorial factors. For

instance, consider a vertex with two equal flavour Higgs bosons Hi and several other particles

not developing a vev. We denote the vertex as V...,Hi,Hi and the associated coupling as c...,Hi,Hi .

Then, at the one-loop level V...,Hi,Hi gives rise to a tadpole counterterm vertex V...,Hi with a

coupling proportional to ∆vi. The Feynman rule is derived by applying the shift (4.66) on the

term in the Lagrangian corresponding to V...,Hi,Hi , and mapping back to the Feynman rule with

one less leg as follows

V...,Hi,Hi ≡ V...
δ2

δHiδHi

H2
i

2!

(4.66)→ V...
δ

δHi

2∆viHi

2!
≡ ∆viV...,Hi , (4.68)

with the functional derivatives symbolising the derivation of the Feynman rules from the La-

grangian. Thus, the tadpole counterterm coupling is c...HiHi∆vi.

This rule is generalized in the presence of various Higgs flavours by taking one representative

for each Higgs flavour in a Feynman rule and performing the shift (4.66) for every different Higgs

flavour once, i.e. without including any combinatorial factors. For instance, the Feynman rule

for V...HiHiHjHk gives rise to the three different tadpole counterterms

V...,Hi,Hi,Hj ,Hk
(4.66)→ ∆viV...,Hi,Hj ,Hk , ∆vjV...,Hi,Hi,Hk , ∆vkV...,Hi,Hi,Hj , (4.69)

Finally, we note that different vertices can contribute to the same tadpole counterterm vertex.

In this case the couplings originating from different vertices are merged to one counterterm

coupling.

4.3 Renormalization conditions for physical particles

In this section we apply the standard on-shell renormalization conditions imposed on two-point

functions associated to physical fields and translate them to conditions for mixing and self-

energies following Ref. [84]. The restriction to physical fields is not mandatory and Rept1l can

renormalize two-point functions involving unphysical fields, which, however, is not necessary

for a finite S-matrix. We start by introducing mass and field renormalization counterterms

associated to physical fields in Section 4.3.1. The same conventions are used by Rept1l in

the default counterterm expansion. We proceed with generic on-shell conditions for mixing

and self-energies in Section 4.3.2, and we conclude with subtleties concerning rational terms in

self-energies in Section 4.3.3.
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4.3 Renormalization conditions for physical particles

4.3.1 Mass and field renormalization counterterms

We split the bare masses in the Lagrangian into renormalized masses and mass counterterms.

Our convention for the splitting depends on the spin of the associated field and differs for scalars

(S), vector bosons (V) and fermions (f) in the following way

M2
V,B = M2

V + δM2
V , M2

S,B = M2
S + δM2

S , mf,B = mf + δmf . (4.70)

Bosonic fields ϕi are renormalized uniformly according to

ϕi,B =
∑
j

Z
1
2
ijϕj , (4.71)

where j runs over all of fields having the same quantum numbers as the field i. The field

renormalization constant Zij is expanded around the unit matrix as follows

Zij =

{
1 + δZii i = j

δZij i 6= j
. (4.72)

For instance, for the SM gauge-fields we obtain

W±B =

(
1 +

1

2
δZWW

)
W±,

(
ZB

AB

)
=

(
1 + 1

2δZZZ
1
2δZZA

1
2δZAZ 1 + 1

2δZAA

)(
Z

A

)
. (4.73)

Any other possible mixing in the scalar sector is defined in the same way. Note that, in general,

we include off-diagonal field renormalization constants for the mixings between physical Higgs

and Goldstone bosons, e.g. in the THDM for the mixings Ha, G0 and H±, G±. For fermionic

fields ψ the left-handed (L) and right-handed (R) components are renormalized independently,

i.e. with different field renormalization constants, via

ψL
f,B =

(
1 +

1

2
δZf,L

)
ψL
f , ψR

f,B =

(
1 +

1

2
δZf,R

)
ψR
f , (4.74)

for each fermion flavour f . We do not consider a possible mixing between different fermions

which, in general, requires the renormalization of the Cabibbo Kobayashi Maskawa (CKM)

matrix. Note there is no obstacle and Rept1l can deal with the CKM renormalization and

mixing in the fermion sector.

4.3.2 Renormalization conditions for mixing and self-energies

The mass and field renormalization counterterms are fixed by imposing conditions on full two-

point functions, generically denoted as Ĝ
αiβj
ij , with the hat indicating renormalized functions.

The indices i and j specify the external flavour, and the associated indices αi and βj are the

indices related to the spin of the corresponding particle flavour. The generic on-shell renormal-
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Chapter 4 Calculational framework for one-loop corrections

ization conditions read

εαi(q)Ĝ
−1,αiβj
ij (q2)

∣∣∣
q2=M2

i

= 0, ∀i, j, (4.75)

lim
q2→M2

i

εαi(q)
Ĝ−1,αiβi
ii (q2)

q2 −M2
i

= 1, ∀i (4.76)

with εαi being a physical polarization vector associated to flavour i, and the masses being, in

general, complex-valued.12 For i = j (4.75) corresponds to the usual on-shell renormalization

condition with the mass Mi being identified as the physical mass. Further, for i 6= j the condition

(4.75) prevents a mixing from the flavour j to on-shell i, with j not necessarily being a physical

field. The off-diagonal condition (4.75) for i 6= j and the residue condition (4.76) can be left

out, however, for a properly normalized S-matrix according to the LSZ theorem they should

be included whenever possible. Otherwise it is necessary to include additional LSZ factors in

S-matrix computations.

The renormalization conditions can be translated to conditions for mixing and self-energies

which can be solved subsequently in terms of coefficients of Lorentz covariants. The decompo-

sition into covariants depends on the spin representations and conventions for the projections

which are defined in the following. We assume the tadpole renormalization condition T̂i = 0 [see

Eq. (4.26)] which makes the mixing and self-energies strictly 1PI. Nevertheless, certain tadpole

counterterms may still be present which depend on the actual counterterm scheme.

Spin 0: The connection between the renormalized diagonal scalar two-point function Ĝ and the

renormalized scalar self-energy Σ̂ is given by

iĜ−1
(
q2
)

= q2 −M2
S + Σ̂

(
q2
)
. (4.77)

With the expansion rules for masses (4.70) and fields (4.71), we obtain the renormalized

self-energy components as

Σ̂SS

(
q2
)

= Σ1PI
SS

(
q2
)

+
(
q2 −M2

S

)
δZSS − δM2

S + tSS . (4.78)

Σ1PI
SS denotes the pure scalar 1PI bare-loop contribution and δZSS , δMS , tSS denote the

scalar diagonal field renormalization constant, mass and tadpole counterterm, respectively.

The tadpole counterterm tSS is defined implicitly and stands for all tadpole counterterms

to the self-energy. The scalar mixing energy is defined in analogy to (4.77), (4.78), and is

given by

Σ̂SS′
(
q2
)

= Σ1PI
SS′(q

2) +
1

2
(q2 −M2

S)δZSS′ +
1

2
(q2 −M2

S′)δZS′S + tSS′ . (4.79)

Spin 1: Within the ’t Hooft–Feynman gauge the connection between the diagonal two-point

12Details on the treatment of complex momenta in the CMS are given in Section 4.4.
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4.3 Renormalization conditions for physical particles

function and the self-energy for vector bosons is given by

iĜ−1,µν
V V (q) = −gµν

(
q2 −M2

V

)
− Σ̂µν

V V (q) . (4.80)

The decomposition for the renormalized vector-boson self-energy is defined as

Σ̂µν
V V (q) = Σ̂T

V V

(
q2
)(

gµν − qµqν

q2

)
+ Σ̂L

V V

(
q2
)(qµqν

q2

)
, (4.81)

with the transverse component given by

Σ̂T
V V

(
q2
)

= Σ1PI,T
V V

(
q2
)

+
(
q2 −M2

V

)
δZV V − δM2

V − tV V . (4.82)

Notice the different sign convention for the tadpole counterterm tV V compared to the

scalar case. Similar to the diagonal case the mixing vector energies read

Σ̂T
V V ′

(
q2
)

= Σ1PI,T
V V ′

(
q2
)

+
1

2
(q2 −M2

V ′)δZV V ′ +
1

2
(q2 −M2

V )δZV V ′ − tV V ′ . (4.83)

Note for the SM gauge group the only possible mixing is between the photon and the Z

boson. Further, for all tadpole counterterm schemes under considerations we have tγZ = 0.

Spin 1/2: The fermionic self-energy is related to the diagonal two-point function via

iĜ−1
ff (q) = /q −mR + Σ̂ff (q) , (4.84)

with /q = qµγ
µ. The decomposition for the renormalized fermionic self-energy is defined as

Σ̂ff (q) = /q
1− γ5

2
Σ̂L
ff

(
q2
)

+ /q
1 + γ5

2
Σ̂R
ff

(
q2
)

+ Σ̂S
ff

(
q2
)
, (4.85)

with the coefficients given by

Σ̂L
ff

(
q2
)

= Σ1PI,L
ff

(
q2
)

+ δZf,L,

Σ̂R
ff

(
q2
)

= Σ1PI,R
ff

(
q2
)

+ δZf,R,

Σ̂S
ff

(
q2
)

= Σ1PI,S
ff

(
q2
)
− 1

2
mf (δZf,L + δZf,R)− δmf + tff . (4.86)

With this the renormalization conditions (4.75), (4.76) can be expressed in terms of renormalized

mixing and self-energy form factors. For the diagonal bosonic parts one can derive the following

conditions for the transverse renormalized self-energies

Σ̂T
V V (M2

V ) = 0,
∂Σ̂T

V V

(
q2
)

∂q2

∣∣∣∣∣
q2=M2

V

= 0,

Σ̂SS(M2
S) = 0,

∂Σ̂SS

(
q2
)

∂q2

∣∣∣∣∣
q2=M2

S

= 0. (4.87)
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The off-diagonal renormalization conditions impose the following conditions on the scalar and

vector mixing energies

Σ̂T
V V ′

(
M2
V ′
)

= 0, Σ̂T
V V ′(M

2
V ) = 0,

Σ̂SS′
(
M2
S

)
= 0, Σ̂SS′

(
M2
S′
)

= 0. (4.88)

As for the fermionic self-energies the renormalization conditions read

mf Σ̂L
ff

(
m2
f

)
+ Σ̂S

ff

(
m2
f

)
= mf Σ̂R

ff

(
m2
f

)
+ Σ̂S

ff

(
m2
f

)
= 0,

Σ̂R
ff

(
m2
f

)
+ Σ̂L

ff

(
m2
f

)
+ 2

∂

∂q2

[
m2
f

(
Σ̂R
ff

(
q2
)

+ Σ̂L
ff

(
q2
))

+ 2mf Σ̂S
ff

(
q2
) ]∣∣∣∣∣

q2=m2
f

= 0. (4.89)

Inserting the expressions (4.78), (4.79), (4.82), (4.83), (4.86) into the renormalization conditions

(4.87)–(4.89), we obtain the mass and field renormalization constants in terms of the 1PI mixing

and self-energies and tadpole counterterm contributions. We note that Rept1l follows precisely

this procedure, but none of the scalar form factors (4.78), (4.79), (4.82), (4.83), (4.86) are hard-

coded. Instead the projections are computed explicitly which guarantees the independence of

the precise counterterm expansion.

4.3.3 IR rational terms in self-energies

As any vertex function, self-energies give rise to rational terms which need to be included as

explained in Section 4.1.2 for the rational terms of type R2. In the on-shell renormalization there

is a subtlety concerning the reduction to four dimensions. Since the self-energies are evaluated

at exceptional kinematic points they can give rise to R2 terms originating from IR divergences.

To see this, consider the B0 function which gives rise to the following UV rational term

lim
D→4

(D − 4)B0 (0,m,m) = −2, (4.90)

with m denoting a non-zero mass. If we decide to regularize the mass in dimensional regular-

ization, the expression (4.90) turns dimensionless and the result has to vanish

lim
D→4

(D − 4)B0 (0, 0, 0) = 0, (4.91)

which, as already mentioned, is due to a IR rational term cancelling the UV one. This situation

is encountered in theories with massless gauge bosons and fermions whose masses are treated

in dimensional regularization. As Recola2 supports dimensional and mass regularization for

fermions, model files need to provide counterterms in the corresponding regularization schemes.

To this end, a particle can be assigned a light particle attribute in the UFO format which tells

Rept1l to regularize this particle in dimensional and mass regularization as well as keeping

the full mass dependence. In Ref. [88] it has been shown that IR rational terms cancel in

all truncated unrenormalized amplitudes, and may enter in renormalized amplitudes only via

external self-energy corrections. This allows to compute the IR rational terms only for field
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renormalization constants which is what is done in Rept1l.

4.4 Treatment of unstable particles

The majority of the known fundamental particles are unstable and their study at particle colliders

is of utmost interest. As the short lifetime of the heavier particles does not allow for a direct

detection, a discovery of unstable particles requires the study of so-called signal- and background-

processes. From a field-theoretic point of view signal processes can be defined as a (gauge-

invariant) collection of initial and final states and the occurrence of one or more specific resonant

(unstable) particles. Typically, signal processes are approximated with the assumption that the

intermediate resonance can be considered as stable, i.e. as an asymptotic state in QFT.13 For

instance, the Higgs-boson fulfils this requirements as it has a tiny width over mass ratio, and

the so-called narrow-width approximations can be applied. However, in many other cases this

LO approximation breaks down. An alternative approximation is given by the pole scheme

[90, 91, 92] which is well-defined, allowing for the inclusion of higher orders. Recola2 supports

the pole approximation which is automated for the so-called factorisable corrections. Yet, the

pole approximation does not capture all the physics (see e.g. the distributions in Ref. [30]) and

exact results are highly desirable. Recola2 has the ability to compute many particle final states

at NLO exactly, i.e. including all of the production and decay, but one-loop computations with

intermediate resonances require a proper treatment of finite-width effects in a gauge-independent

way which is problematic [93, 94, 95]. A possible solution to this problem is given by the CMS

[96, 97, 98] which is the natural choice due to its gauge-independence, validity in all phase-space

and applicability to higher-orders [99, 100]. In Section 4.4.1 we give a short introduction to the

CMS at the one-loop order. Then, in Section 4.4.2, we discuss implementation details.

4.4.1 Complex-Mass Scheme at one-loop order

The CMS prescription is straightforward to apply and the underlying idea is just an analytic

continuation of real-valued masses to complex-valued ones. At tree-level this merely implies the

use of complex valued masses µ defined in the following way

µ2 = M2 − iΓM, (4.92)

with M and Γ being the real mass and width of the unstable particle, respectively. In the case of

the EW theory implicit dependencies on the masses have to be resolved. For instance, the cosine

of the weak mixing angle cw, which is defined via the mass ratio of W and Z bosons, necessarily

becomes complex. In general, for a proper application of the CMS all the parameters of the

theory need to be expressed in terms of an independent set of parameters which has to include

the masses of the unstable particles. In cases where this is not possible new solutions must first

be developed.

13 From a conceptual point of view, unstable particles need to be excluded from asymptotic states to make the
S-matrix unitary [89].
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The generalization to one-loop order in combination with on-shell renormalization conditions

requires an analytic continuation of 2-point scalar integrals to complex momenta. For instance,

in the CMS the W-boson on-shell renormalization conditions read

Σ̂T
WW (p2)

∣∣∣
p2=µ2W

= 0,
∂Σ̂T

WW (p2)

∂p2

∣∣∣∣∣
p2=µ2W

= 0. (4.93)

The mass counterterm is defined as δµ2
W = M2

W,B−µ2
W, with MW,B and µW being the bare and

renormalized (complex) W-boson mass, respectively. The first condition in (4.93) determines

the mass counterterm as follows

δµ2
W = Σ1PI,T

WW (p2)
∣∣∣
p2=µ2W

. (4.94)

Therefore, the self-energy needs to be evaluated at the complex pole of the two-point function

which can be shown to be gauge independent. Since the bare masses of the theory are real-valued

the width has to fulfil the consistency equation

ΓWMW = − Im
[
µ2

W

]
= Im

[
δµ2

W

]
= Im

[
Σ1PI,T
WW (p2)

∣∣∣
p2=µ2W

]
, (4.95)

which can be shown to be consistent with the unitarity of the S-matrix [101]. In practice,

the evaluation of scalar integrals of the form (4.94), (4.95) is done via an expansion around

the real mass since the analytic continuation of the two-point function to complex momentum

arguments is not available for all necessary cases. The proper expansion can be motivated using

the one-loop corrected self-energy denoted as f(k2) (see Ref. [97])

f
(
k2
)

=
Σ
(
k2
)
− δµ2

P

k2 − µ2
P

+ δZP , (4.96)

with δµP and δZP being the mass and field renormalization counterterm for a particle P . As

approximated solutions to the CMS on-shell renormalization conditions we choose

δµ2
P = Σ

(
M2
P

)
− iMPΓPΣ′

(
M2
P

)
+O

(
α4
)
,

δZP = −Σ′
(
M2
P

)
+O

(
α2
)
. (4.97)

Note that the field renormalization constant is kept at one-loop order, but the mass counterterm

includes specific higher order terms of the order α2, i.e. formally of two-loop order. Using (4.96)

yields

f
(
k2
)

=
Σ
(
k2
)
− Σ

(
M2
P

)
−
(
k2 −M2

P

)
Σ′
(
M2
P

)
+O

(
α2
)

k2 − µ2
P

. (4.98)

which represents a strict one-loop expansion O (α) of the numerator of two-point functions,

justifying the ansatz (4.97).
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4.4.2 Aspects of automation for general theories

In Rept1l the approximated on-shell renormalization conditions within the CMS are imple-

mented as conditions without performing the expansion (4.97) explicitly as required by (4.98).

In fact, the expansion is circumvented since it is equivalent to require that the one-loop corrected

CMS two-point function (4.96) vanishes exactly on the real mass squared value f(M2
P )

!
= 0.

The truncation (4.97) comes at the cost of several problems. One is that gauge-dependent

terms make their way in the mass counterterm. The gauge-dependence can be seen directly

by comparing to the BFM which is discussed in Section 6.1.5. Another complication is that

the expansion is not always applicable due to terms not being Taylor expandable. From a

physical point of view the reason is the exchange of massless particles which lead to resonant

contributions known as non-factorisable corrections.14 To correct for the false expansion a term

can be added to self-energies as given for the individual cases [84]. In Rept1l a general solution

is implemented which can be applied independent of the precise model or physics. To this

end, we have related the origin of the non-analytic terms to the scalar function B0 which, in

combination with the PVR, can be used to handle all cases. The relevant cases are the ones

with the following on-shell configurations

B0

(
µ2
P , µP , 0

)
= ∆UV + 2− log

µ2
P

µ2
UV

B0

(
M2
P , µP , 0

)
= B0(µ2

P , µP , 0)− M2
P − µ2

P

µ2
P

log
µ2
P −M2

P

µ2

B′0
(
M2
P , µP , 0

)
= − 1

M2
P

− µ2
P

M4
P

log
µ2
P −M2

P

µ2
P

. (4.99)

Computing the expansion of B0(µ2
P , µP , 0) around the real mass and subtracting the exact result

yields

B0

(
M2
P , µP , 0

)
+
(
µ2
P −M2

P

)
B′0(M2

P , µP , 0)−B0

(
µ2
P , µP , 0

)
= i

ΓP
MP

+O
(

Γ2
P

M2
P

log
ΓP
MP

)
,

(4.100)

with the expansion parameter being defined as

ΓP
MP

:=
M2
P − µ2

P

iM2
P

. (4.101)

Note that the order O (ΓP /MP log(ΓP /MP )) cancels, but the term of order O (ΓP /MP ) remains.

The leading term on the rhs of (4.100) can be incorporated, after solving the approximated

on-shell conditions in the CMS, by shifting specific derivatives of scalar integrals in the mass

counterterm. The shifts have been determined for all scalar functions up to rank two and the

only non-vanishing cases read

B′0
(
M2
P , µP , 0

)
→ B′0

(
M2
P , µP , 0

)
+

1

M2
P

,

14The technical reason is that in the expansion a branch cut is crossed.
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B′0
(
M2
P , 0, µP

)
→ B′0

(
M2
P , 0, µP

)
+

1

M2
P

,

B′1
(
M2
P , µP , 0

)
→ B′1

(
M2
P , µP , 0

)
− 1

M2
P

,

B′11

(
M2
P , µP , 0

)
→ B′11

(
M2
P , µP , 0

)
+

1

M2
P

. (4.102)

These rules depend on the conventions of the tensor reduction which are listed in App. A.1.

In addition to the shift, Rept1l makes sure that no higher-order terms are introduced via

couplings. For instance, if a coupling c(µ) (with a width dependence) is multiplied with

B′0(M2
P , µP , 0), then the correction term will be included as

c (µP )B′0
(
M2
P , µP , 0

)
→ c (µP )B′0

(
M2
P , µP , 0

)
+
c (MP )

M2
P

, (4.103)

and note the different arguments of the coupling on the rhs.

4.5 Renormalization of couplings in the SM and extended Higgs

sector

In this section we discuss standard renormalization conditions concerning the SM gauge cou-

plings and the parameter Msb in the THDM. The renormalization of couplings can only be

automatized to some extent since in new theories new physical situations are encountered which

require alternative renormalization conditions. Nevertheless, our approach can be considered

as automatized since we provide a simple framework for implementing custom renormalization

conditions. Further, we provide standard renormalization conditions for SM gauge couplings

which have been implemented in a model-independent way, being valid for each of the models in

Chapter 2. Yet, for each new model it is necessary to verify whether the schemes are applicable.

In any case, the MS schemes can always be employed which is fully automated.

In Section 4.5.1 we discuss the renormalization of α, which is related to the electric charge e.

The renormalization of αs is covered in Section 4.5.2, representing the QCD sector of the SM.

Finally, we deal with the renormalization of Msb in the THDM in Section 4.5.3.

4.5.1 Renormalization of α

Thomson limit

The Thomson-Limit (TL) defines a non-relativistic kinematic configuration which can be used

to identify the renormalized electric charge e with the electric charge measured in low-energy

experiments. More precisely, the renormalized electric charge e in the TL is defined via a
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4.5 Renormalization of couplings in the SM and extended Higgs sector

fermion–fermion–photon vertex Γγf̄fµ at vanishing photon momentum as follows

γ, k, ε R

f̄ , p′, ū

f, p, u

∣∣∣∣∣∣∣∣
k=0,p2=p′2=m2

f

!
= −iQfe ū(p′)/ε(k)γµu(p), (4.104)

with ε, ū and u being the polarization vectors/spinors of the photon, anti-fermion and fermion,

respectively. Qf represents a multiplicity of the electric charge associated to the fermion flavour

f which can be a rational number if f is a quark.15 The renormalization of the charge is universal

and simultaneously fulfilled for all fermions. The universality is guaranteed by the STI, which,

in the case of QED, takes the simple form of a Ward identity (WI) relating the vertex to the

fermionic self-energies as follows (see e.g. [102])

kµΓγf̄fµ (k, p, p′) = −eQf
[
Γf̄f (p)− Γf̄f

(
p′
)]
. (4.105)

Requiring (4.105) for the renormalized vertex yields the well-known one-loop relation

δZe = −1

2
δZA, (4.106)

which is consistent with the TL if the photon is renormalized on shell. Yet, this relation is not

valid in the EW SM sector and needs to be extended as follows [102]

δZe = −1

2
δZA −

sw

2cw
δZZA, (4.107)

which is compatible with the conventions for field renormalization constants (4.73) and on-shell

renormalization conditions (4.87).

The Fermi scheme

For LHC phenomenology the TL does not provide an appropriate renormalization due to the

difference of the scale in the underlying processes. One possibility is to run the coupling to a

more suited scale, e.g. the Z-mass scale. Another possibility is to use a different renormalization

condition. A popular choice is the GF scheme [84, 103, 104] which can be defined via the muon

decay. To this end, the renormalized electric charge is related to the experimentally measured

value for the Fermi constant GF in an EFT approach. The scale of the process is taken to be

smaller than the W-mass MW which implies that the process is effectively mediated by the 4-

point interaction involving a muon, a muon-neutrino, an electron and an electron-anti-neutrino.

The full computation in the SM, excluding pure QED corrections, can be expanded in the limit
s

M2
W
, t
M2

W
, u
M2

W
� 1, resulting in simple functions. The final result is solved for the renormalized

electric charge and higher order corrections are shifted in δZe. This defines ∆r

δZGF
e = δZTL

e − ∆r

2
, (4.108)

15For electrons the sign of the charge is Qf = −1.
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with ∆r given by [105, 106, 107]

∆r =
Σ1PI,T
WW (0)− Σ1PI,T

WW (MW)

M2
W

+
2

cwsw

Σ̂1PI,T
AZ (0)

M2
Z

+
2δg

g

+
g2

16π2

[
log(c2

w)

s2
w

(
7

2
− 2s2

w

)
+ 6

]
, (4.109)

and Σ1PI being the bare-loop 1PI self-energy. Equation (4.109) is valid for the conventional

formulation in the ’t Hooft–Feynman gauge. All terms except for the W self-energy originate

from vertex and box corrections, in particular, the term Σ̂1PI,T
AZ has been identified to match the

divergence structure and to make the expression independent of the scalar integral conventions.

4.5.2 Renormalization of αs

The renormalization of the QCD charge gs is performed in a combined MS and momentum

subtraction (MOM) scheme. The renormalization condition can be written as

g R

q̄

q

∣∣∣∣∣∣∣∣
P.P./ MOM

!
= 0, (4.110)

and will be explained in the following. Here, g is the gluon and q is a quark. P.P. denotes the

modified pole part subtraction used in the MS renormalization which subtracts, besides the pole

terms, universal finite parts encoded in ∆ as given in (A.7). The MOM subtraction is applied

on individual contributions in loop amplitudes whenever a heavy quark line is encountered. To

be more precise, consider the counterterm vertex

g, a, µ
q̄, i

q, j

= igst
a
ijγµ

(
δZgs +

δZg
2

+ δZq

)
, (4.111)

with taij being the SU(3) generator (see Chapter 2.2), δZgs being the counterterm to gs, and δZg,

δZq being the field-renormalization constants of the gluon and quark, respectively. According

to (4.110) and (4.111) the renormalization decomposes into the renormalization of the loop part

of the gqq̄ vertex and the determination of field renormalization constants. By choosing a light

quark16 for q the loop part of the gqq̄ vertex and the quark self-energy have no massive internal

line, at least in the theories under consideration (see Chapter 2), which implies the use of the

MS subtraction. However, in the gluon self-energy all quarks, i.e. massive and massless ones,

appear in the loop and a mixed MS-MOM subtraction is applied. With the transverse self-energy

defined in (4.81), the MS-MOM subtracted gluon self-energy is given by

Σ̂T,MS/MOM
g

(
q2
)

= Σ̂T,MS
g,light

(
q2
)

+ ΣT
g,heavy

(
q2
)
− ΣT

g,heavy(0)

16The quarks u, d, or s are usually considered as massless in perturbative calculations.
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= Σ̂T,MS
g,light

(
q2
)

+ Σ̂T,MOM
g,heavy

(
q2
)
, (4.112)

where heavy and light refer to contribution with and without massive quark lines, respectively.

The number of light quarks defines the Nf -flavour scheme. For instance, in the Nf = 5 scheme

five quarks are considered as light, i.e. all quarks except for the top quark. Solving (4.112) yields

a solution for gluon field renormalization constant δZ
MS/MOM
g .17 Finally, (4.110) reduces to

g, a, µ

q̄, i

q, j

∣∣∣∣∣∣∣∣∣∣
P.P.

+ igsT
a
ijγµ

(
δZgs +

δZ
MS/MOM
g

2
+ δZMS

q

)
!

= 0, (4.113)

which can be solved for δZgs . For SM-like quark content, the solution is given by

δZgs = −αs

4π

(11

2
− Nf

2

)
∆UV −

1

3

∑
f

(
∆UV + log

µ2
UV

m2
f

) , (4.114)

with the sum running over all heavy quarks f . ∆UV is given by (A.7) and µUV is the correspond-

ing UV renormalization scale. The implementation in Rept1l assumes no heavy quark lines in

the vertex. Otherwise the scheme is implemented in fully generic way starting from (4.110).

The dual subtraction prescription combining MS and MOM subtraction is motivated by de-

coupling properties [108] which are not fulfilled in a pure MS subtraction (see e.g. [109]). The

renormalization scheme is viable beyond one loop, but requires a concise prescription of the

MOM subtraction for vertex functions since heavy lines make their appearance in the two-loop

part of the vertex function. This can be bypassed by the use of the BFM (see Section 6.1)

where the renormalization of gs is a matter of renormalizing the gluon two-point function, thus,

zero-momentum subtraction can be employed as done in (4.112).18

4.5.3 Renormalization of Msb in the THDM

The origin of the Msb parameter is the soft Z2 breaking term m12 in the THDM scalar potential

(2.18), defined in (2.29). The motivation to consider Msb as an external parameter is mainly

due to the fact that it appears in couplings in the same way as the other Higgs-boson masses,

i.e. MHl
, MHh

, MHa , and MH± . From a phenomenological perspective, all relevant scenarios are

restricted to cases where Msb is between 0 and, roughly speaking, the highest mass scale which

is typically of the order of O(MHh
,MHa ,MH±), thus, the input value has a natural size. As a

default, we renormalize Msb using the MS subtraction of the process Hh → HlHl,

Hh R

Hl

Hl

∣∣∣∣∣∣∣∣
P.P.

=

 +


P.P.

!
= 0. (4.115)

17Note this gluon field renormalization constant is not used in the final calculation. Instead we use the on-shell
renormalized to avoid LSZ factors.

18For a recent three-loop calculation of the β-function in the BFM see Ref. [110]
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The dependence of this vertex on δMsb reads

=
e

MWsw

[
(. . .) +

(
−2cαβ + 3c3

αβ +
3

2
sαβc

2
αβ

(
1

tβ
− tβ

))
δM2

sb

]
+ tHhHlHl

,

where (...) stands for other counterterms and tHhHlHl
is the tadpole counterterm. As an alter-

native, we can trade Msb for other parameters and renormalize those in the MS scheme instead.

For instance, in Ref. [111] m12 is renormalized, and in Ref. [112] the renormalization of λ5 is

proposed. It is possible to employ alternative MS renormalization schemes while keeping Msb

as an external parameter. To this end, the counterterm for Msb can be shifted by finite parts.

In the case of m12 being renormalized MS we obtain

δM2
sb
mMS

12 :=
δm2

12
MS

cosβ sinβ
+M2

sb

sin2 β − cos2 β

cosβ sinβ
δβ

=
δm2

12
MS

cosβ sinβ
+M2

sb

sin2 β − cos2 β

cosβ sinβ

(
δβMS + δβfin

)
=δM2

sb
MS

+M2
sb

sin2 β − cos2 β

cosβ sinβ
δβfin. (4.116)

From the second to the third line in (4.116) we combined the pole parts allowing to identify

δM2
sb

MS
. After this step finite parts, denoted as “fin”, remain which depend on the precise

renormalization of the mixing angle β.

4.6 Renormalization of mixing angles

Mixing phenomena emerge for particles which carry the same conserved quantum numbers. In

the SM, mixings are encountered between the photon and the Z boson which is parametrized by

the weak mixing angle and between fermions when allowing for non-diagonal entries in the CKM

matrix. For every independent mixing angle the question of a proper renormalization condition

arises. In the SM the mixing of the neutral gauge bosons is governed by gauge symmetry

which relates the weak mixing angle to the gauge-boson masses. Thus, the renormalization does

not pose any problems since the Z and W boson can be renormalized in the on-shell scheme

which fixes the renormalized weak mixing angle in a physical way. In the MSSM a similar

gauge mechanism is observed for neutral Higgs-boson mixings, but for e.g. squark mixings the

renormalization needs to be addressed. As for the SM the renormalization of the CKM has

been approached many times. The first proposal was a a simple on-shell renormalization via

mixing field renormalization constants [113], which has also been applied to inter-family mixing

of Dirac and Majorana fermions [114]. Later it has been observed that these on-shell schemes

are gauge-dependent [115], which has led to a new series of alternative proposals [116, 117,

118, 119, 120, 121]. Yet, all of them are not satisfying due to arising complications or lack of

generality. Simpler prescriptions were proposed [122, 123, 124] which successfully extract the

gauge-dependence in the class of Rξ gauges at one-loop order, but cannot be applied to other
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mixing scenarios, in particular not to mixings in extended scalar sectors as e.g. in the HSESM,

THDM or MSSM. Hence, in Ref. [125] a process-independent renormalization of the mixing

angles has been proposed based on the original on-shell scheme which addresses the problem of

gauge dependence with the pinch technique [126, 127].

In the following we introduce the MS renormalization schemes for the mixing angles α and β

in the HSESM and THDM in the FJ Tadpole Scheme (see Section 4.2.1). Even though the MS

scheme is manifestly gauge independent, it suffers from conceptual problems in the sense that

important finite terms, to be made more precise, are not subtracted. In the numerical analysis

in Section 7.3 alternative on-shell schemes are discussed which can avoid these kind of problems,

but at the cost of having to choose a specific gauge for the renormalization of α and β to render

the S-matrix gauge independent.

4.6.1 Mixing angle α

At LO the angle α describes the mixing between the interaction and mass basis via the rotation

(2.21). At NLO we define the renormalized mixing angle in the MS scheme, and determine the

counterterm δα using a suited vertex, e.g. Hl → τ−τ+, as follows

Hl

τ+

τ−

R

∣∣∣∣∣∣∣∣∣∣
P.P.

=

 +


P.P.

!
= 0. (4.117)

where P.P. denotes the projection onto the pole part including the generic finite parts ∆ (see

(A.7)) that are subtracted within the MS scheme. In the THDM the corresponding counterterm

is given by

=
iemτ

2MWsw

[
(sαβ + cαβtβ)

(
δmτ

mτ
+
δe

e
+
c2

w − s2
w

2s2
w

δM2
W

M2
W

− c2
w

2s2
w

δM2
Z

M2
Z

+ tβδβ

)

+ (cαβ − sαβtβ)

(
δα− δZHhHl

2

)]
, (4.118)

whereas in the HSESM it is given by

=
iemτ

2MWsw

[
sα

(
δmτ

mτ
+
δe

e
+
c2

w − s2
w

2s2
w

δM2
W

M2
W

− c2
w

2s2
w

δM2
Z

M2
Z

)
+ cα

(
δα− δZHhHl

2

)]
.

(4.119)

Notice that there is no tadpole counterterm in the FJ Tadpole Scheme which would imply

the existence of non-renormalizable vertices of dimension 5 or higher. As an alternative to
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Chapter 4 Calculational framework for one-loop corrections

performing the MS renormalization at a vertex (4.117), one can use the following identity

δαMS =
δZMS

HhHl
− δZMS

HlHh

4
, (4.120)

which has been remarked before (e.g. Refs. [128, 129]). Note that (4.120) depends on the con-

ventions for the field renormalization constants (4.71) and the definition of the mixing angle α

(2.21). The identity (4.120) holds to all orders and is a simple consequence of the renormaliz-

ability within a minimal (diagonal) renormalization in the interaction basis ρi,B = δZiρi, with ρi

being one of the Higgs doublets or Higgs singlet fields in the THDM (2.17) and HSESM (2.19).19

The MS scheme is gauge-independent only in the FJ Tadpole Scheme, which is explicitly shown

for different tadpole counterterm schemes in general Rξ gauge in App. C.1.

4.6.2 Mixing angle β

In the THDM β enters the Lagrangian as an additional mixing angle (see Eq. (2.24)) and can

be renormalized in the MS scheme following the same steps as for α. For instance, the process

Ha → τ−τ+ is suited for the renormalization:

Ha

τ+

τ−

R

∣∣∣∣∣∣∣∣∣
P.P.

=

 +


P.P.

!
= 0. (4.121)

The corresponding counterterm in the THDM reads

=
emτ tβ

2MWsw

[
δmτ

mτ
+
δe

e
+
c2

w − s2
w

2s2
w

δM2
W

M2
W

− c2
w

2s2
w

δM2
Z

M2
Z

1 + t2β
tβ

δβ − 1

tβ

δZG0Ha

2

]
.

(4.122)

Again, there is no tadpole counterterms for this vertex in the FJ Tadpole Scheme, and δβ

is gauge independent only in the FJ Tadpole Scheme, but gauge dependent in popular tadpole

counterterm schemes already at one-loop order as shown in App. C.2. The proof is more involved

as no gauge-dependence can be seen in the class of Rξ gauges at the one-loop level as argued in

App. C.2. The renormalizability of the model with a symmetric field renormalization allows to

derive the following UV identities for δβ

δβMS =
δZMS

G0Ha
− δZMS

HaG0

4
, δβMS =

δZMS
G±H∓ − δZMS

H±G∓

4
, (4.123)

which can be used instead of performing renormalization at the vertex. In the HSESM β is not

a mixing angle and appears only in the Higgs potential. In this case the MS renormalization can

be performed e.g. on the vertex HhHlHl. In the HSESM as well as THDM β can be expressed in

19See e.g. [112] for the derivation of (4.120) and other UV identities.

62



4.6 Renormalization of mixing angles

terms of the ratio of vevs (see Section 2.3.2), which allows to deduce further pole part identities20

δβ =
sinβ cosβ

2(sin2 α− cos2 α)

(
δZMS

HhHh
− δZMS

HlHl

)
+

g

2MW

(
sinβ∆vMS

1 − cosβ∆vMS
2

)
, (4.124)

δβ =
sinβ cosβ

4 sinα cosα

(
δZMS

HhHl
+ δZMS

HlHh

)
+

g

2MW

(
sinβ∆vMS

1 − cosβ∆vMS
2

)
, (4.125)

with the solutions for ∆v1,∆v2 given in (B.31). In the case of the THDM the following additional

relations are obtained

δβ =
1

4

(
δZMS

HaG0
+ δZMS

G0Ha

)
+

g

2MW

(
sinβ∆vMS

1 − cosβ∆vMS
2

)
, (4.126)

δβ =
1

4

(
δZMS

H±G∓ + δZMS
G±H∓

)
+

g

2MW

(
sinβ∆vMS

1 − cosβ∆vMS
2

)
. (4.127)

4.6.3 Conceptual problems in the MS scheme

Moving towards S-matrix elements it becomes apparent that MS schemes for the mixing angles

suffer from conceptual problems. The most striking one is that the S-matrix does not have a

continuous limit in the degenerate mass scenario i.e. MHl
→MHh

. This behaviour can be traced

back to the off-diagonal LSZ factors which in our framework are included in the solutions to the

mixing field renormalization constants. For instance, δZHhHl
is given by

δZHhHl
=

Σ1PI,BFM
HlHh

(
M2
Hl

)
+ tHlHh

2
(
M2
Hh
−M2

Hl

) , (4.128)

which is divergent in the degenerate limit

lim
MHl

→MHh

|δZHhHl
| =∞, (4.129)

because the self-energy is non-zero in that limit. The S-matrix is also divergent since the LSZ

theorem requires to include those finite terms of δZHhHl
. When it comes to the counterterm

of the mixing angle α, one observes that it always appears in vertices as a combination of the

following terms

δα− δZHhHl

2
, δα+

δZHlHh

2
,
(
M2
Hl
−M2

Hh

)
δα (4.130)

The first two terms, where δα is accompanied by the mixing field renormalization constants,

originate from the counterterm expansion of the field rotation (2.21) and a subsequent mixing

field renormalization. The third term emerges from the counterterm expansion of the Higgs

potential parameters λi. For instance, the δα dependence of the expansion of λ1, λ2, λ3 in the

HSESM derived from (2.34) is given by

δλ1 =
g2

4M2
W

(
M2
Hl
−M2

Hh

)
sαcαδα+ . . . ,

20The pole parts of the vevs renormalize in the same way as the corresponding fields.
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δλ2 =
g2

4M2
Wt

2
β

(
M2
Hh
−M2

Hl

)
sαcαδα+ . . . ,

δλ3 =
g2

4M2
Wtβ

(
sin2 α− cos2 α

) (
M2
Hh
−M2

Hl

)
δα+ . . . , (4.131)

The same follows for the THDM directly from the definition of λi in (2.30). From (4.130) the

solution to cure the singularity introduced by the LSZ factors is perfectly clear, namely the

divergences can be avoided by absorbing UV-finite terms in δα which cancel the problematic

terms in δZHhHl
, δZHlHh

. This is not in conflict with the third term (4.130) and the singularity

is not shifted elsewhere. The divergent terms in the degenerate limit are necessarily gauge

independent as the S-matrix is gauge independent in the MS scheme. The difficulty lies in the

extraction of gauge-independent parts of mixing energies in the non-degenerate mass case which

to this date remains an unsolved problem. In the context of the CKM-matrix renormalization

the momentum-independent terms in the fermionic mixing energies are expected to be gauge

independent, which can be shown in the class of Rξ gauges via e.g. extended BRST symmetry

[115]. This has been used in Ref. [122] to construct the gauge-independent parts at the one-loop

order. Unfortunately this prescription is not applicable in our case and can not be used at higher

orders.

One might think that the whole problem is due to the bad choice of α for the MS renormal-

ization. For instance, we can trade α for another parameter e.g. one of the λi and perform an

MS renormalization for this parameter. This is equivalent to perform an MS renormalization of

α and include finite terms which relate both parameters at NLO, in the same way as done for

Msb and m12 in Section 4.5.3 [see Eq. (4.116)]. In the HSESM this succeeds in cancelling the

degenerate mass divergence in the case that α is traded for

[vsvλ3]MS =
[(
M2
Hh
−M2

Hl

)
cαsα

]MS
, (4.132)

leading to a universal and gauge-independent finite term of the form

δα = δαMS +
sαcα
c2
α − s2

α

1

M2
Hh
−M2

Hl

(
δM2

Hh
− δM2

Hl

)fin
. (4.133)

The underlying mechanism cancelling the degenerate mass singularity is the following relation

between the on-shell mixing and self-energies21

lim
MHl

→MHh

ΣHlHh

(
M2
Hh

)
− f1f2

f2
1 − f2

2

(
ΣHh

(
M2
Hh

)
− ΣHl

(
M2
Hl

))
= 0, (4.134)

with suited mixing angles fi chosen as follows

HSESM: f1 = cα, f2 = −sα,

THDM: f1 = cαβ, f2 = −sαβ.

From (4.134) one can easily see that (4.133) cures the problem in the degenerate limit, i.e.

21This relation can be checked via explicit calculation in the considered models.
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renders (4.130) finite in this limit, but merely trades it for another singularity in the limit

f1 → f2, which is again unsatisfying. Finally trading all critical parameters, i.e. α, β in the

HSESM and α, β,Msb in the THDM, does not solve the problem and divergences associated to

degenerate scenarios remain in pure MS schemes.

In principle, one could ignore all of this discussion since one is typically interested in non-

degenerate scenarios where additional Higgs bosons are heavier than the SM-like one. However,

it turns out that the momentum-independent contributions that remain in the degenerate mass

limit and that are not subtracted by the MS scheme, give rise to unnaturally large corrections

which render the MS scheme in the FJ Tadpole Scheme useless. Surprisingly by including the

finite correction (4.133) partially succeeds in subtracting the large contributions, but benchmark

scenarios can be found where it fails nevertheless. The on-shell schemes discussed later in

Chapter 7 avoid the conceptual problems and yield corrections in the expected ballpark for all

benchmark scenarios, but at the cost of having to fix the gauge, and without the possibility for a

proper estimation of higher orders. We conclude that, at the moment, the community is unable

to define an MS or on-shell scheme for the mixing angles which is well-defined in QFT, gauge

independent, and free of singularities related to the LSZ factors (4.129).
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CHAPTER 5
Automated generation of renormalized model

files in Rept1l

In this chapter we address the generation of renormalized model files for Recola2 which is

based on Ref. [52]. For this purpose the new tool Rept1l (Recola’s rEnormalization Procedure

Tool at 1 Loop) has been developed which is a multi-purpose tool for analytic computations

at the one-loop order. The necessity for an additional tool for the generation of model files is

due to the inner workings of Recola2 which requires the Feynman rules in a very particular

format as described in Section 3.4. As Recola has proved to be an extremely efficient tool,

Recola2 has been designed closely to Recola in order to benefit from all the experience

acquired in its development. The support for general models requires a flexible tool that meets

Recola2’s requirements. Rept1l has been written in Python 2.71 allowing for a flexible meta

programming approach which can generate source code in languages such as Fortran95 and

Form [130]. Rept1l depends on other tools, most notably Recola2 for the process generation

(see Section 3.2), which is used in combination with Form to construct analytic vertex functions,

and SymPy [131], which is a computer algebra system (CAS) for Python. Rept1l requires the

Feynman rules in the UFO format [40] which can be derived via Feynrules [37] or Sarah

[38]. There has been progress for an automated renormalization in the Feynrules framework

[39], but we do not make use of these results. In our approach the counterterms and rational

terms are automatically derived from the tree-level Feynman rules in a self-contained fashion as

explained in the following.

The generation of renormalized model files is a two-pass process. In the first pass a model

file is generated as described in Section 5.1. This step involves several manipulations of the

Feynman rules, most notably the computation of colour flows and the transformation of these

colour-ordered structures to a BGR operator basis. The model file thus obtained is linked to

Recola2 and used by Rept1l to set up and solve renormalization conditions analytically and

to compute rational terms as discussed in Section 5.2. In the second pass the renormalized

model file is generated, including explicit counterterm parameters and rational terms.

1There is ongoing work for Python 3.x compatibility.
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UFO
model file

UFO Vertex

UFO Particles
UFO Parameters

BGR basis

CT expansion

R2
(pre-computed)

Phase I

BGR
(Subroutines)

Vertices
(hash table)

Couplings
CT Couplings
R2 Couplings

(Modules)

Particles
Parameters

CT Parameters
(Modules)

Phase II

Recola2 model file

Figure 5.1: The Recola2 model file generation. UFO vertices are taken as input and each
vertex is permuted and mapped to a suited BGR operator. Given a counterterm
expansion (5.9), Rept1l can generate all counterterm vertices and include them in
the BGR. Once the renormalization is done and the R2-terms are computed, the
model file is derived once again, including solutions to counterterm parameters and
R2 terms.

5.1 Model-file generation with Rept1l

5.1.1 Model-file generation flow

The Recola2 model-file generation consists of two phases. In the first phase Rept1l loops

over all vertices in the UFO model file, disassembling each one into the vertex particles, Lorentz

and colour structures, and couplings. The colour structure is transformed to the colour-flow

basis possibly rearranging Lorentz structures and couplings. This is discussed in more detail

in Section 5.1.2. The resulting Lorentz structures are used to derive the BGR operators in a

model-independent way. For every Feynman rule Rept1l tries to map the encountered Lorentz

structure onto one of those operators. If a new structure cannot be mapped onto an existing

operator a new operator is added. In an optional second pass, the existing base of operators is

minimized as discussed in Section 5.1.3.

In the second phase of the model-file generation the information is exported as Fortran95

code in form of a model-file library, visualized in Fig. 5.1. Particle configurations are linked to

the individual contributions on the right-hand side of (3.10), which differ in the underlying BGR

(3.11), colour flow, colour factors, couplings, coupling orders or other information, via a For-

tran95 hash table, allowing for a flexible and efficient access. The actual BGR are computed

and exported as Fortran95 subroutines in different forms. For the numerical evaluation tree

and loop BGR are used to construct tree-level and one-loop amplitudes. The tree BGR are a

special case of the loop BGR, with no loop-momentum dependence. An example for a tree and

loop BGR as used by Recola2 in the numerical evaluation is given in Section 3.4. As a new

feature in Recola2, an analytic version of the BGR allows to generate amplitudes as Form

code,2 using precisely the same code segment in Recola2 for the process generation. This con-

struction guarantees that the numerical and analytic amplitudes are not independent. Finally,

2Rept1l is exporting Fortran95 subroutines which are able to write the analytic expression for the BGR in
Form.
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Chapter 5 Automated generation of renormalized model files in Rept1l

Recola2 requires particle information such as the mass, spin, and colour of particles. This

information is directly obtained from UFO particle instances and is translated to Fortran95

code.

These steps conclude the tree-level model file generation. In Section 5.1.2 we elaborate in

more detail on the translation to the colour-flow basis, and in the Section 5.1.3 we exemplify

the derivation of the off-shell current basis.

5.1.2 Colour-flow computation

In Recola2 the colour flow is constructed recursively. For a given off-shell current the out-

going colour configuration is determined from the incoming ones and the possible colour flows

associated to the interaction vertex. As the UFO format does not incorporate the colour flow,

we need to translate between the two representations. We implemented a dynamical system for

computing the colour flow from the generators and structure constants, rather than substituting

for known results. In the conventions of Ref. [20] the colour flow associated to a given colour

structure

Ca1,...,
i1,...
j1,...

(5.1)

is obtained by multiplying (5.1) with the normalized generator (∆ap)
ip
jp

for each index ap

corresponding to an open index in the adjoint representation. The indices ip and jp refer to

the colour and anti-colour indices, respectively. The generators ∆a and structure constants fabc

define the SU(3) Lie algebra3

[∆a,∆b] = i
√

2fabc∆c, Tr {∆a∆b} = δab, ∆a =
λa√

2
, (5.2)

with λa being the Gell-Mann matrices. The computation then consists of eliminating the struc-

ture constants and the generators by solving (5.2) for the structure constants and using the

(Fierz) completeness relation for the generators as follows

fabc = − 1√
2

iTr {∆a [∆b,∆c]} ,∑
a

(∆a)
i1
j1

(∆a)
i2
j2

= δi1j2δ
i2
j1
− 1

3
δi1j1δ

i2
j2
. (5.3)

Performing all contractions yields a sum of Kronecker deltas which represent the individual

colour flows. For instance, the quartic gluon vertex of the SM reads

g2
s

∑
k

(fka1a2fka3a4L
µ1µ2µ3µ4
1 + fka1a3fka2a4L

µ1µ2µ3µ4
2 + fka1a4fka2a3L

µ1µ2µ3µ4
3 ) , (5.4)

3The ∆a generators are related to the conventional ones Ta, as used e.g. in Feynrules via (∆a)ij =
√

2(Ta)ij
with Tr {TaTb} = δab/2 and [Ta, Tb] = ifabcTc. Note that the structure constants f̃abc in Ref. [20] are related
to the ones in this paper via f̃abc =

√
2fabc.
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5.1 Model-file generation with Rept1l

with L1, L2, L3 being Lorentz structures which, for the following discussion, are left unspecified.

Focusing on the colour structure δi1j2δ
i2
j3
δi3j4δ

i4
j1

, we obtain for the two relevant contributions

∑
k,a1,a2,a3,a4

(∆a1)i1j1(∆a2)i2j2(∆a3)i3j3(∆a4)i4j4fka1a2fka3a4 =
1

2

(
−δi1j2δ

i2
j3
δi3j4δ

i4
j1

+ . . .
)
,

∑
k,a1,a2,a3,a4

(∆a1)i1j1(∆a2)i2j2(∆a3)i3j3(∆a4)i4j4fka1a4fka2a3 =
1

2

(
+δi1j2δ

i2
j3
δi3j4δ

i4
j1

+ . . .
)
. (5.5)

Combining this result with (5.4), results in the contribution

δi1j2δ
i2
j3
δi3j4δ

i4
j1
× g2

s

2
(L3 − L1) . (5.6)

Thus, diagonalizing the vertex in the colour-flow basis requires, in general, to redefine Lorentz

structures and couplings.

5.1.3 Off-shell current basis

For a given Lorentz structure and a definite colour-flow state the BGR is derived from the

Feynman rules by selecting one of the particles as the outgoing one, multiplying with the cor-

responding propagator and the incoming currents of the other particles. Since the structure of

currents depends on the outgoing particle, one needs to derive the BGR for all distinct outgo-

ing particles. Consider for instance the QED vertex e+e−γ. Rept1l constructs three different

recursion relations

wα = ie
∑
β,δ,µ

De−
αβ (γµ)βδ × wµ × wδ,

w̄β = ie
∑
α,δ,µ

De+

αβ (γµ)δα × wµ × w̄δ,

wµ = ie
∑
α,β,ν

Dγ
µν (γν)αβ × w̄α × wβ, (5.7)

with wi, w̄j , wµ being either incoming or outgoing off-shell currents, depending on whether they

are on the right- or left-hand side of (5.7). For many Feynman rules, the underlying BGR are

formally the same if the couplings or masses of the particles are not further specified. Assuming

that the colour flow has been factorized as explained in App. 5.1.2, all fermion–fermion–vector

rules, e.g. Ze→ e, γe→ e, gu→ u, Zu→ u, can be mapped onto the same structures realizing

that γµω+ and γµω− form a suitable basis,

wα =
∑
β,δ,µ

Df
αβ

(
c1γ

µω+ + c2γ
µω−

)
βδ
× wµ × wδ,

w̄β =
∑
α,δ,µ

Df̄
αβ

(
c1γ

µω+ + c2γ
µω−

)
δα
× wµ × w̄δ,

wµ =
∑
α,β,ν

DV
µν

(
c1γ

νω+ + c2γ
νω−

)
αβ
× w̄α × wβ, (5.8)
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Chapter 5 Automated generation of renormalized model files in Rept1l

with Df
αβ, D

f̄
αβ, D

V
µν denoting generic propagators for fermions, anti-fermions and vector bosons,

respectively. Rept1l has the ability to derive a minimal basis, dynamically, i.e. depending on

the operators of the theory, without relying on the Lorentz basis in the UFO format. This is

done in two steps. In the first step, all distinct BGR in the underlying theory are registered.

In the next step the BGR are merged recursively until a minimal basis is obtained. The size of

the BGR can be controlled by a parameter for the maximal number of allowed distinct generic

couplings. If a merge yields a BGR size larger than allowed, the merging is not accepted. Finally,

all vertices are mapped to the minimal basis.

5.2 Counterterm expansion, renormalization and computation

of R2 terms

Rept1l supports an automated renormalization of model files following the standard procedure

(see e.g. Ref. [84]). Here we give a quick summary of all the steps, followed by details on the

counterterm expansion, the renormalization conditions, and the computation of rational terms

of type R2.

The starting point is a tree-level UFO model file. In the first step an independent set of pa-

rameters is identified, followed by a counterterm expansion. The Recola2 model file is derived

once, enabling the formal counterterm expansion in Rept1l and leaving the values for coun-

terterm parameters unspecified. Renormalization conditions are used to solve for counterterm

parameters. The rational terms of type R2 are derived from vertex functions of the underlying

theory. The model file is derived once again, including the counterterm expansion and explicit

results for counterterm parameters and R2 terms. This yields the desired renormalized model

file, ready for computation of processes supported by the underlying theory.

5.2.1 Counterterm expansion

In the default setup, Rept1l defines the counterterm expansion rules of the masses MV , MS ,

mf , associated to scalars (S), vector bosons (V ) and fermions (f), of the not necessarily physical

bosonic (φ) and fermionic fields (ψ), and of a set of external couplings gk, according to (see also

Section 4.3.1)

M2
V →M2

V + δM2
V , M2

S →M2
S + δM2

S , mf → mf + δmf ,

φj →
∑
l

(
δjl +

1

2
δZjl

)
φl, ψL

i →
(

1 +
1

2
δZL,i

)
ψL,i, ψR

i →
(

1 +
1

2
δZR,i

)
ψR,i,

gk → gk + δgk, (5.9)

with δZjl being, in general, a non-diagonal matrix and L, R denoting the left-and right-handed

components of fermionic fields, which, by default, are assumed to be diagonal. Rept1l auto-

matically deals with counterterm dependencies if the parameters, being assigned a counterterm

expansion, are declared as external parameters in the UFO format. Here, an external param-

eter is an independent parameter, whereas internal parameters depend on external ones and
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5.2 Counterterm expansion, renormalization and computation of R2 terms

their counterterm expansion can be determined by the chain rule. Once all parameters have a

counterterm expansion, the most efficient way to generate counterterm vertices of the theory is

through an expansion of the bare vertices via (5.9). It is possible to add counterterm vertices

by hand, or, as a third alternative, to induce counterterm vertices from bare ones, which are not

included in the model, via counterterm expansion rules. The latter is used to handle 2-point

counterterms and counterterms originating from the gauge-fixing function since both of these

types have no corresponding tree-level Feynman rules.

5.2.2 Renormalization conditions

The standard set of renormalization conditions given in Chapter 4 are implemented in Rept1l as

conditions, rather than solutions to conditions, which are solved upon request. As an advantage

of solving equations, the form of vertex functions or conventions can change without breaking

the system. We assume standard renormalization of the physical fields and masses from the

complex poles of Dyson-resummed propagators and their residues (see Section 4.3.2), while we

allow for several choices of renormalization conditions for the gauge-fixing function and for

unphysical fields. If the normalization condition is not fulfilled because e.g. the theory does not

allow to employ the on-shell conditions, the LSZ factors need to be included by hand.4 For

the renormalization of couplings we support all the general schemes introduced in Section 4.5

and special schemes concerning the mixing angles in the THDM and HSESM, later given in

Section 7.3. Note that Rept1l is not restricted to these renormalization conditions and custom

ones can be implemented in Python. Setting up renormalization conditions requires a Recola2

model file including counterterms.

The model-file derivation is done as discussed in the previous section with enabled vertex-

counterterm expansion (see Fig. 5.1) and leaving the counterterm parameter unspecified. The

renormalization conditions are derived analytically. To this end, Rept1l uses Recola2 to

generate all the process skeletons required by the renormalization conditions. The results are

written to a Form file and evaluated, yielding vertex functions, which are parsed to Python and

processed with SymPy. The procedure is visualized in Fig. 5.2. Rept1l supports the renormal-

ization of the same parameters in different schemes. All schemes are exported to the Recola2

model file and for a given parameter a specific scheme can be selected before the process gener-

ation phase. For instance, this system can be used to allow the user to choose between different

QCD and EW renormalization schemes within the same model file. The same system is used for

dealing with light fermions. In general, particles can be tagged as light particles, which, when

a particle is subject to on-shell renormalization, makes Rept1l to renormalize the associated

diagonal two-point function in three different setups, namely dimensional regularization, mass

regularization and keeping the full mass dependence. In a Recola2 session a suited renormal-

ization scheme for light particles is set automatically, depending on the choice of the mass value,

unless a particle is explicitly required in a specific scheme. In the case of unstable particles,

i.e. massive particles with finite widths, Rept1l applies, by default, the CMS as discussed in

Section 4.4.

4The LSZ factors can be computed with Rept1l.
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REPT1L
(Python2.7)

Renormalization R2

FORM
Sympy
(CAS)

Off-shell currents

FORM Amplitudes

Numerical Amplitudes

Analytics

RECOLA2
(Fortran95)

Model file
(Fortran95)

Numerics

Model file generation

Figure 5.2: The Rept1l–Recola2 tool chain. Rept1l can generate tree-level model files which
can then be used in combination with the Recola2 library to generate building
blocks required in the renormalization process. The process generation is done via
the same off-shell currents also used in numerical computations. The currents are
evaluated analytically with Form and further processed with SymPy. The results
are then available to Rept1l and are used in the renormalized model-file derivation.
The red box indicates the analytic computations which uses the tool chain combining
Recola2, Form and SymPy. After the renormalized model-file derivation, this tool
chain and Rept1l are no longer needed. The blue box, i.e. Recola2 and model files,
can be used as stand-alone versions (pure Fortran95) for numerical computations.

5.2.3 Computation of R2 terms

In Section 4.1.2 we exemplified the computation of R2 which is inspired by the methods de-

veloped in Refs. [132, 133, 134]. Rept1l follows the same computation flow as for solving

renormalization conditions as depicted in Fig. 5.2. For renormalizable theories it is possible to

compute all R2 terms. To this end, Rept1l can generate the skeletons for all vertex functions

of the theory that are potentially UV divergent according to power counting. Form is used to

construct each vertex function, replace tensor integrals by their pole parts and take the limit

D → 4. The finite parts are identified as Feynman rules associated to the original vertices,

which are precisely the R2 terms. These steps are done in Python with the help of SymPy.

The computation of tensor coefficients is performed in conventional dimensional regularization.

Different regularizations will be supported in the future by exchanging the responsible Form-

procedure files.

In view of EFTs, the power counting can be disabled, and specific vertex functions can be

selected. Further, the R2 extraction rules [132, 133, 134] have been extended to higher n-

point functions and higher rank.5 Finally, we remark that the computation of R2 can be run

parallelized, which is done by default.

53-and 4-point functions up to rank 6, 5- point functions up to rank 7 and 6-point functions up to rank 8.
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CHAPTER 6
Validation methods

The validation of S-matrix elements is one of the most difficult and time-consuming issues

in the calculation of processes in QFT. Recola2 did benefit from the parallel development

with Recola which allowed to validate intermediate steps, finally guaranteeing the consistency

with results tested at that time against independent approaches. At last, the automation and

generality of Recola2 allowed to systematically validate all hard-coded elements in Recola,

i.e. all the SM Feynman rules and BGR subroutines.

For BSM theories there are no other automated tools for EW corrections to compare with,

if at all only individual calculations. For this reason, we decided to improve the reliability

of Recola2 by supporting the BFM, which we introduce in Section 6.1 (partly taken from

Ref. [52]). Alternatively, but less useful in practical calculations, we support the Rξ gauge

which is discussed in Section 6.2. The Rξ gauge was used in App. C.1 to prove the gauge (in-

)dependence (in that class of gauges) of specific S-matrix elements. Beyond that, the Rξ gauge

validated many aspects of Recola2 and Rept1l concerning high rank computations. Finally,

in Section 6.3 further validation efforts are discussed.

6.1 Background-Field Method

The quantum realization of gauge theories requires to replace the concept of gauge invariance by

the quantum analogue known as BRST invariance [76, 77, 78]. One of the reasons is the gauge-

fixing procedure, being a necessity for a well-defined gauge-field propagator in perturbation

theory, which breaks gauge, but not BRST invariance. Besides all the important consequences

of BRST invariance, it implies non-linear symmetry transformations involving ghost fields in

intermediate steps. Owing to the non-linearity, the resulting STI are less useful in practical

calculations compared to the linear WI encountered in abelian theories. A quantum realization

of gauge invariance is nevertheless possible within the BFM. The BFM is a powerful formulation

for gauge theories which renders analytic calculations easier owing to a simple structure of the

Feynman rules and additional symmetry relations. The method was originally derived by DeWitt

in Refs. [135, 136] and has since then been used in many applications. The additional symmetry

relation emerge for gauge theories in combination with a suited gauge-fixing term and imply

the invariance of the theory under so-called Background-Field (BF) gauge invariance. This

property is particularly useful for the calculations of β functions [137] in higher orders and is

also of interest in beyond flat space-time quantum field theory. The BFM has been incorporated

in Rept1l and Recola2 as an alternative way to calculate S-matrix elements,1 and provides

1 The construction of the S-matrix in the BFM requires special attention as has been shown in Ref. [138].
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a powerful check of the consistency of the Rept1l/Recola tool-chain upon comparing to the

conventional formulation. This feature is particularly useful for the validation of R2 terms where

mistakes are difficult to spot. Besides the computational aspects, we use the BFM to formulate

gauge-independent renormalization conditions in BSM models, presented in Section 7.3.2 We

stress that the BFM can be used as a complementary method in Recola2 and does not replace

the usual formulation. Even though the use of the BFM in practical calculations is steered in

precisely the same way as for model files in the conventional formulation, the internal machinery

is different. In particular, the derivation of the Feynman rules and renormalization procedure

requires special attention which is discussed in the following.

In Section 6.1.1 we give an introduction to the construction of the BFM action, following

Ref. [140]. The application to THDM and HSESM is discussed in the Sections 6.1.2 and 6.1.3,

starting with the definition of the fields, and followed by the construction of gauge-fixing func-

tions and ghost terms. We make use of many ingredients of the SM BFM formulation [50] which

are also valid in the THDM and HSESM. Finally, we conclude with subtleties concerning the

renormalization in the BFM in Section 6.1.5.

6.1.1 The background-field effective action

The BF effective action ΓBFM[φ̂], as a functional of background fields φ̂, is constructed from

an action S as follows. In the first step an auxiliary generating functional Z̃ is defined in the

presence of background fields φ̂ via

Z̃
[
j; φ̂
]

:=

∫
D [φ] exp

(
iS
[
φ+ φ̂

]
+ i

∫
d4x j(x)φ(x)

)
, (6.1)

where j generically denotes the source of a quantum field φ. The usual generating functional

is recovered as Z[j] = Z̃[j; 0]. Following the standard computations for the effective action

via Legendre transformation, denoting Γ and Γ̃ as the effective actions corresponding to the

generating functionals Z and Z̃, respectively, the original effective action Γ is related to Γ̃ as

Γ̃
[
φ̄, φ̂

]
= Γ

[
φ̂+ φ̄

]
, (6.2)

with the field φ̄ being defined as

φ̄(j) =
∂ log Z̃

[
j; φ̂
]

∂j

∣∣∣∣∣∣
j=0

. (6.3)

Therefore, the original effective action Γ can be computed using Γ̃[0, φ̂] instead, performing

functional derivatives wrt background fields. The quantum fields exclusively appear in loops,

whereas the background fields appear as external lines. Thus, the splitting of fields in (6.1)

separates the classical solutions of the field equations, represented by background fields, from

2Note that the formulation of renormalization conditions in a definite gauge is controversial. Nevertheless, if
done in the BFM, one benefits from gauge invariance and the fact that the BFM is viable beyond one-loop
order (see e.g. Ref. [139]).
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the excitation modes, represented by quantum fields. Finally, we define the BF effective action

via Γ̃, requiring in addition gauge invariance under BF gauge transformations

ΓBFM

[
φ̂
]

:= Γ̃
[
φ̄, φ̂

]∣∣∣
φ̄=0

= Γ
[
φ̂
]
, δΓBFM

[
φ̂
]

= 0. (6.4)

The requirement of BF gauge invariance severely restricts the structure of the gauge-fixing

function as discussed in Section 6.1.3. Once a suited gauge-fixing function is found, the standard

procedure for constructing a ghost term is performed as done in Section 6.1.4.

6.1.2 Background and quantum fields in extended Higgs sectors

The BFM splits fields into background and quantum fields and combines the new action with

a special choice for the gauge-fixing function resulting in a manifest BF gauge invariance for

the effective action on the quantum level. The Feynman rules are derived as usual, treating

background and quantum fields on equal footing.3 In principle, the splitting can be done for

every field in the theory, however, as one is only interested in a BF gauge-invariant action, it is

sufficient to shift fields which enter the gauge-fixing function. Thus, we perform

W a,µ →W a,µ := W a,µ + Ŵ a,µ, Bµ → Bµ := Bµ + B̂µ,

Φi → Φi := Φi + Φ̂i, S → S := S + Ŝ, (6.5)

where W a (Ŵ a) and B (B̂) are the SM quantum (background) gauge fields in the gauge eigenba-

sis with a = 1, 2, 3. The index i runs over all Higgs doublets Φi in the theory under consideration

and S is a singlet field, absent in the THDM or SM. The singlet field S does not appear ex-

plicitly in the gauge-fixing function [see (6.11)], but the inclusion of S in the splitting (6.5) is

necessary due to the mixing with the neutral component of a Higgs doublet. The components

for the background and quantum field doublets are defined as

Φi =

(
φ+
i

1√
2

(ρi + iηi)

)
, Φ̂i =

(
φ̂+
i

1√
2

(vi + ρ̂i + iη̂i)

)
. (6.6)

6.1.3 Background-field gauge-invariant gauge-fixing function

Before dealing with the gauge-fixing term we demonstrate how BF gauge invariance is realized

which is somewhat less obvious than the usual proofs of gauge invariance. The details discussed

in the following are relevant if the reader is interested in understanding the BRST quantization in

the BFM, in particular, the precise form of the gauge-fixing functions and ghost terms, otherwise

skip to Eq. (6.11). We follow the arguments of Ref. [140] and extend them to the case with SSB

focusing only on the EW sector.

The background fields are defined to transform in the same way as the fields in the conventional

3The UFO model files in the BFM were derived with Feynrules.
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formulation, i.e. under representations of the SM gauge group in the following way

δŴµ = ∂µα
a − g

3∑
b,c=1

εabcŴ b
µα

c, δB̂µ = ∂µβ, δΦ̂i =
i

2

(
g

3∑
a=1

σaαa − g′σ0β

)
Φ̂i, (6.7)

with σa(αa) being the generators (gauge parameters) of SU(2)w with structure constants εabc,

and σ0(β) being the generator (gauge parameter) of the hypercharge, represented by a 2 × 2

unit matrix. By performing a BF gauge transformation (6.7) on (6.1), gauge invariance is only

manifest upon using additional gauge rotations as follows

δW a
µ = −gεabcαbW c

µ, δjaµ = −gεabcαbjcµ,

δΦi =
i

2

(
g

3∑
a=1

σaαa − g′σ0β

)
Φi, δji =

i

2

(
g

3∑
a=1

σaαa − g′σ0β

)
ji, (6.8)

where jaµ(ji) represents the source to the W a
µ (Φi) field. The field transformations of quantum

fields are based on the freedom of choosing coordinates in the path integral, but the transforma-

tions for the sources δjaµ, δji need to be included in the BF transformations in (6.7). It follows

that source terms remain invariant

δ
(
W a
µ j

a,µ
)

= 0, δ
(

Φ†i ji

)
= 0, δ

(
j†iΦi

)
= 0. (6.9)

One observes that the BF gauge transformations (6.7) and the subsequent gauge rotations (6.8)

act as uniform gauge transformation on shifted fields, e.g.

δ
(

Φi + Φ̂i

)
(6.7),(6.8)→ i

2

(
g

3∑
a=1

σaαa − g′σ0β

)(
Φi + Φ̂i

)
. (6.10)

From this we conclude the BF gauge invariance of the shifted action S[φ + φ̂] because it was

gauge-invariant prior to the field-shift by definition.

The gauge-fixing function is constructed in such a way to prevent mixings between the quan-

tum gauge and quantum Goldstone bosons. This requirement can be realized in a family of

gauge-fixing functions parametrized by one gauge parameter, similar to the Rξ gauges in the

conventional formulation. Since the Rξ gauge in the BFM is not supported in Recola,4 we

restrict ourselves to the ’t Hooft–Feynman gauge. The quantum gauge-fixing term has the

traditional form. In the gauge eigenbasis it reads

LGF = −1

2

3∑
a=1

(F aW )2 − 1

2
F 2
B. (6.11)

The standard ansatz for the gauge-fixing functions F ∼ ∂µAµ − igvG with A being a quantum

gauge field, v the vev and G a Goldstone boson is not BF gauge invariant, but can be made

so at the cost of non-linear gauge-fixing functions. To this end, the derivatives in the usual

4This is due to the necessity of having an Rξ gauge photon propagator which is not supported. See Section 6.2
for more details.
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gauge-fixing functions are augmented to covariant derivatives and the Higgs doublets are used

to construct triplet and singlet states under SU(2)w×U(1)Y. The resulting gauge-fixing functions

are simple generalizations of the ones given in Ref. [50]

F aW = D̂µW a
µ − i

g

2

∑
i

[
Φ̂†iσ

aΦi − Φ†iσ
aΦ̂i

]
,

FB = ∂µBµ + i
g′

2

∑
i

[
Φ̂†iΦi − Φ†i Φ̂i

]
, (6.12)

with i running over the number of Higgs-doublets in the theory.5 The gauge-fixing term (6.11)

with gauge-fixing functions (6.12) is invariant under BF gauge transformations (6.7), (6.8).

Notice that the covariant derivatives in (6.11) are defined with a pure BF gauge connection.

6.1.4 Construction of the ghost function

For the construction of the ghost term we follow the standard BRST quantization procedure,

see e.g. Ref. [102]. In a first step the BRST transformation for physical fields and Goldstone

boson fields are derived from the gauge transformations (6.7) by replacing the gauge parameters

with

α→ uW , β → uB, (6.13)

where (ūaW ) uaW and (ūB) uB are (anti-) ghost fields of the gauge eigenstates W a and B. From

the requirement of BRST invariance together with the precise structure of gauge-fixing term

(6.11) the ghost Lagrangian can be constructed as

Lghost = −
3∑

a=1

ūaW δBF
a
W − ūBδBFB. (6.14)

After SSB the gauge fields are rotated into mass and charge eigenstates in the following way

W 1
µ =

W−µ +W+
µ√

2
, W 2

µ =
W−µ −W+

µ

i
√

2
, W 3

µ = cwZµ − swAµ, Bµ = swZµ + cwAµ,

u1
W =

u−W + u+
W√

2
, u2

W =
u−W − u+

W

i
√

2
, u3

W = cwuZ − swuA, uB = swuZ + cwuA. (6.15)

The BRST transformations are defined on quantum-fields, and are obtained by applying (6.13)

to the corresponding gauge transformations (6.7) for quantum fields, with shifted gauge-field

connections (6.5). Expressing the result in the gauge eigenbasis yields

δBW
1
µ = Dµu

1
W =

1√
2
∂µ
(
u−W + u+

W

)
− ie√

2

[(
u−W − u+

W

)(
Aµ −

cw

sw
Zµ

)
+

(
uA −

cw

sw
uZ

)(
W+

µ −W−µ
)]
, (6.16)

δBW
2
µ = Dµu

2
W =

5i = 1, 2 for the THDM and i = 1 for the SM and HSESM model.
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i√
2
∂µ
(
u+
W − u−W

)
− e√

2

[(
u−W + u+

W

)(
Aµ −

cw

sw
Zµ

)
−
(
uA −

cw

sw
uZ

)(
W+

µ +W−µ
)]
, (6.17)

δBW
3
µ = Dµu

3
W = ∂µ (cwuZ − swuA)− ie

sw

(
u−WW

+ − u+
WW

−) , (6.18)

δBBµ = DµuB = ∂µ (cwuA + swuZ) . (6.19)

Note that in contrast to the conventional formalism, the covariant derivatives entering the

BRST transformations use the shifted gauge fields (6.5). For the Higgs doublets the BRST

transformation rules can be defined at the level of components as follows

δBΦi :=

(
δBφ

+
i

1√
2

(δBρi + iδBηi)

)
, (6.20)

with

δBφ
+
i =

ie

2sw
(iη

i
+ ρ

i
+ vi)u

+
W +

ie
(
c2

w − s2
w

)
2cwsw

φ+
i
uZ − ieφ+

i
uA, (6.21)

δBρi =
e

2cwsw
η
i
uZ +

ie

2sw

(
φ+
i
u−W − φ−i u

+
W

)
, (6.22)

δBηi = − e

2cwsw

(
ρ
i
+ vi

)
uZ +

e

2sw

(
φ+
i
u−W + φ−

i
u+
W

)
. (6.23)

The transformations for δBρi and δBηi are fixed by taking the real and imaginary parts of the

BRST transformation of the lower doublet component, respectively. In this way, if the ghost

term is formulated directly in the physical basis, as it is done in Ref. [50], the Lagrangian is

guaranteed to be hermitian.

6.1.5 Renormalization and implementation details

The renormalization in the BFM follows the same procedure as described in Section 4.3, except

that only background fields need to be renormalized. Moreover, the fully automated renormal-

ization procedure as implemented in Rept1l (see Chapter 5) can be used within the BFM.

This is made possible since Rept1l can distinguish between both types of fields by checking the

field-type attribute. A field can be assigned to be a background and/or quantum field. In the

conventional formalism, all fields play both roles and can thus appear in tree and loop ampli-

tudes. In the presence of pure quantum fields, as it is the case in the BFM, the only contributing

Feynman rules to tree and one-loop amplitudes are the ones with exactly none or two quantum

fields.

Since we aim at the computation of S-matrix elements, an on-shell renormalization of physical

fields is suited, and the conditions of Section 4.3.2 are employed for background fields. However,

fixing the field renormalization constants of background fields via on-shell conditions breaks BF

invariance and, as a consequence, some BF WI are not fulfilled. The reason is that BF gauge

invariance requires e.g. a uniform renormalization of all covariant derivatives in the theory

which is only possible if the field renormalization constants are not independent parameters

but chosen accordingly [50]. The breaking of the BF WI does not pose a problem since this
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additional symmetry is not mandatory for the renormalizability of the theory. Yet, one does

not break the QED BF WI (4.105), which is valid also for EW theory in the BFM in contrast

to the conventional formalism. Thus, requiring (4.105) yields the well-known one-loop relation

in the BFM [50]

δZe = −δZA
2
, (6.24)

corresponding to the TL (Section 4.5.1).

Concerning the Fermi scheme introduced in Section 4.5.1 one cannot make use of the expres-

sion for ∆r given in (4.109) which is valid for the conventional formulation in the ’t Hooft–

Feynman gauge, but not in the BFM since mixing and self-energies, or, in general, vertex func-

tions differ by gauge-dependent terms in both formulations. Since the parameter ∆r connects

physical quantities it is necessarily gauge-independent, which implies that both formulations dif-

fer merely by a reshuffling of gauge-dependent terms between the self-energy and vertex parts.

We have determined the difference in the vertex corrections between the BFM and conventional

formulation in the ’t Hooft–Feynman gauge, and, as expected, it cancels against the difference in

the W self-energy. For a model-independent evaluation in the BFM, the result can be expressed

in the same form as (4.109), but with a modified vertex correction6

∆r =
Σ1PI,BFM,T
WW (0)− Σ1PI,BFM,T

WW

(
µ2

W

)
µ2

W

+
2

cwsw

Σ1PI,BFM,T
AZ (0)

µ2
Z

+
2δg

g

+
g2

16π2

[
log
(
c2

w

)
s2

w

(
−1

2
+ 2s2

w

)
+ 2

]
, (6.25)

which is valid only in the ’t Hooft–Feynman gauge in the BFM.

Another subtlety concerns the renormalization within the CMS. Rept1l automatically renor-

malizes unstable particles in the CMS following the steps given in Section 4.4. The corresponding

on-shell renormalization conditions require scalar integrals to be analytically continued to com-

plex squared momenta. As we explained, this can be avoided by using an expansion around

real momentum arguments,7 which, however, gives rise to gauge-dependent terms of higher

perturbative orders. Thus, comparing the BFM to the conventional formalism leads to some-

what different results for finite widths. The effect can be traced back to the difference of full

self-energies in both formulations, e.g. the difference in the W self-energy is given by

Σµν,BFM
WW (p)− Σµν

WW (p) =
g2

4π2

(
µ2

W − p2
)
gµν

[
c2

wB0

(
p2, µZ, µW

)
+ s2

wB0

(
p2, 0, µW

)]
, (6.26)

with the conventions for scalar integrals given in App. A.1. The gauge dependence drops out in

the mass renormalization constant, i.e. δµ2
W

BFM
= δµ2

W in the CMS, because the self-energy is

evaluated on the complex pole, i.e. for p2 = µ2
W. However, performing an expansion of the self-

6Note that Σ1PI,BFM,T
AZ (0) is zero in the BFM due to a Ward identity.

7The expansion breaks down for IR-singular contributions resulting from virtual gluons or photons. This can be
corrected by including additional terms (see Ref. [97]), which is automatically handled in Rept1l as described
in Section 4.4.2.
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energy around the real mass M2
W results in differences of the order of O

(
α3
)
. For a comparison

of both formulations it is useful to modify the expanded (exp) mass counterterm to match the

conventional formalism in the following way

δµ2
W

BFM
,exp → δµ2

W,exp =

= δµ2
W

BFM
,exp −

g2

4π2

(
M2

W − µ2
W

)2 [
c2

wB
′
0

(
M2

W, µZ, µW

)
+ s2

wB
′
0

(
M2

W, 0, µW

)]
, (6.27)

with B′0 being defined as the derivative of B0 with respect to p2. Note that the difference is

phenomenologically irrelevant.

6.2 Rξ gauge for massive vector bosons

The original motivation for the implementation of the Rξ gauge in Recola2 was an alternative

check of the gauge-parameter (in)dependence of S-matrix elements in combination with an MS

renormalization of the mixing angles as discussed in Section 4.2.3 (see also App. C.1). Beyond

validation the Rξ gauge is not very useful due to its additional computational cost at the one-

loop level. Nevertheless, the implementation is valuable since the Rξ gauge has validated, until

then, untested aspects of Rept1l, most notably the capability of computations involving higher

tensor ranks, both, in analytic as well as numerical calculations, thus proving the viability of

Rept1l and Recola2 for more complicated theories.

In the following we describe the basic framework for the Rξ gauge starting with the gauge-

fixing function in Section 6.2.1. In Section 6.2.2 further details of the implementation are given,

focusing on the numerator structure of the Rξ gauge vector-boson propagators in one-loop BGR

(3.27).

6.2.1 Gauge-fixing function

Recola2 supports Rξ gauge propagators only for massive vector bosons. The restriction to the

massive case comes from the fact that the photon Rξ gauge propagator cannot be decomposed

into single poles, but Recola2 only supports propagators with single poles and polynomial loop-

momentum numerator structure. The use of the Rξ gauge in Recola2 requires the Feynman

rules to be derived in the Rξ gauge with suited gauge-fixing functions. Starting from the generic

gauge-fixing term defined as

LGF = − 1

ξW
C+C− − 1

2ξZ

(
CZ
)2 − 1

2ξA

(
CA
)2
, (6.28)

a valid Rξ gauge is given by the following gauge-fixing functions

CA = ∂µAµ, CZ = ∂µZµ − ξZMZG0, C+ = ∂µW±µ ∓ iξWMWG
±. (6.29)

Here, ξA = 1 is assumed and only listed in (6.28) for completeness. The Rξ propagator for
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massive vector bosons can be written as

µ ν
= −i

gµν − pµpν/M2
V

p2 −M2
V

− i
pµpν

M2
V

(
p2 −M2

G

) , (6.30)

with V = W,Z and M2
G = ξVM

2
V being identified with the Goldstone-boson or ghost mass.

Note that the decomposition only makes sense for MV 6= 0. The Goldstone-boson and ghost

propagators are given by

=
i

p2 −M2
G

, =
i

p2 −M2
G

, (6.31)

which justifies the identification with MG. In the literature typically two conventions are found

for the gauge-fixing functions which differ by powers in the gauge-parameter, namely ξ ↔ ξ2.

6.2.2 Implementation details of the Rξ gauge

The reason for the mass identification MG is two-fold. Unless the structure of the Fortran95

BGR subroutines are changed, Recola2 currently only allows for couplings, momenta, masses

and the propagator denominator to be passed to the BGR computation. However, even with

the possibility for passing gauge parameters separately, the way gauge parameters enter the

propagator depends on the precise conventions used in the gauge-fixing functions (6.29) which

are not accessible by Rept1l. Absorbing the gauge-parameter dependence of the quadratic part

in the Lagrangian into Goldstone-boson and ghost masses allows for a convention-independent

treatment which naturally fits into the framework of Recola2 without the need for significant

extension or rewriting. Therefore, the implementation in the UFO format needs the Goldstone-

boson and ghost masses to be defined in terms of the gauge-boson masses and gauge parameters.

Other occurrences of gauge parameters are constrained to vertices which simply implies modified

gauge-parameter dependent UFO couplings.

In order to handle the Rξ propagator (6.30) Rept1l makes use of branches for the individual

pole parts of the Rξ gauge propagators in the following way

( )
Rξ

=
∣∣∣
MV

(
−gµν +

pµpν

M2
V

)
+

∣∣∣
MG

(
−p

µpν

M2
V

)
, (6.32)

with nominator structures being pulled out of the propagator which requires a suited connection

to the rest of the BGR. Here, a branch refers to individual contributions which are added up to

the final outgoing current. For every rule with outgoing vector-bosons Rept1l generates two

different branches. Note that this technique is also used for handling different colour flows and

orders in fundamental couplings. The total number of branches for a BGR is given by8

#branches = #colour flows×#coupling orders×#propagators. (6.33)

8 Note that in the ’t Hooft–Feynman gauge the number of different propagators is always one.
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The one-loop BGR requires to introduce a loop momentum q in propagator numerators as

follows ( )
Rξ

=
∣∣∣
MV

(
−gµν +

(p+ q)µ (p+ q)ν

M2
V

)
+

∣∣∣
MG

(
−(p+ q)µ (p+ q)ν

M2
V

)
. (6.34)

The numerator structure needs to be combined with the vertex structure and ordered according

to proper rank structure as explained in Section 3.4.

The automated renormalization and computation of rational terms presented in Chapter 5

can be used in the Rξ gauge. Typically, we do not renormalize the gauge-fixing Lagrangian, i.e.

we write it directly in terms of renormalized fields, which is sufficient to assure that all S-matrix

elements are finite [75, 141]. Rept1l allows for alternative renormalization of the gauge-fixing

term. Concerning the renormalization procedure, the only constraint is when employing the

Fermi scheme where ∆r (4.109) needs to be fixed to ξW = ξZ = 1 since we have not determined

the Rξ gauge parameter dependence of the vertex and box corrections to the muon decay.

6.3 Automated testing suite

Since the release of Recola many further comparisons against independent approaches have

been performed.9 In order to prevent regression in the development of Recola2 an automated

testing suite has been developed and integrated into Rept1l.10 The starting point for each

test is the tree-level UFO model file. For each test a minimal renormalization is performed and

necessary rational terms are computed. The tests are defined for fixed phase-space points and

compared to expected numerical results. All test are carried out in a fully automated way. In

the current version, the following test cases are implemented:

Pole approximation: Various channels ff̄ → V → ff̄ with a resonant vector boson V are

compared to validated results in Recola.

Loop induced processes: The loop-induced processes gg → γγ, hZ, WW, hh are validated

against MadGraph5 aMC@NLO.

Off-shell tt̄ production in the SM: We provide several tests for the off-shell production of tt̄ in

the SM for the channels ūu→ e+νebµ
−ν̄µb̄ and gg→ e+νebµ

−νµb̄. The QCD corrections

are compared against MadGraph5 aMC@NLO and Recola. The EW corrections are

compared against Recola. Optionally, the tests for the full renormalized amplitudes can

be run using the BFM in Recola2. These tests were performed together with M. Pellen.

RG running of αs: We test the running of αs to three different scales for tt̄ off-shell production

in the channels uū → e+νebµ
−ν̄µb̄ and gg → e+νebµ

−νµb̄. The tests were performed

together with M. Pellen.

9See Appendix B in Ref. [20] for a list of checks in Recola.
10Almost every aspect of Rept1l is tested thoroughly. More than 150 internal consistency tests, so-called unit

tests, are implemented.
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Scalar 2-point functions in THDM: All renormalized scalar two-point function of the extended

Higgs-sector in the THDM are tested off-shell against an independent approach in QGRAF

[142] and QGS, which an extension of GraphShot [143]. The tests were performed together

with L. Jenniches.

Hl → 4f in the THDM: This test compares results for Higgs decays into four fermions, which is

closely related to the considered processes in Chapter 7, to an independent calculation [112]

based on FeynArts/FormCalc [15, 16] for various channels. The tests were performed

together with L. Altenkamp.

Anomalous TGC: This test checks the anomalous CP-even and CP-odd triple gauge couplings

(TGC) for the processes d̄u → νee
+γ, uū → W+W−, uū → ZZ, γZ, νeν̄e → ZZ, γZ.

The tests are performed at NLO QCD, except for the neutrino-induced ones, which are

performed at LO. The tests were compiled by M. Chiesa.

Besides the direct tests against independent calculations, Rept1l and Recola2 support

several other consistency checks. For instance, during the renormalization procedure Rept1l

explicitly checks that for massless particles the self-energy is proportional to the momentum

squared p2. For light particles, e.g. fermions in mass regularization, this has to hold in the

massless limit such that indeed no mass counterterm is required. For the Fermi scheme (see

Section 4.5.1) Rept1l verifies that ∆r [Eq. (4.109)] is UV finite. In general, the UV finiteness

of the theory can be verified numerically in Recola2 on a process by process approach at the

phase-space level by varying the µUV scale. This check also works in combination with MS

subtraction schemes, even though in this case amplitudes have an intrinsic scale dependence. To

this end, we separate the scale dependence originating from the MS subtraction, denoted as µMS,

from the UV one. The variation of the scale µMS can be used to estimate missing higher-orders.
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CHAPTER 7
Phenomenology in the

HSESM and THDM

This chapter is based on Ref. [52]. We investigate two BSM Higgs-production processes at the

LHC, namely Higgs production in association with a vector boson, usually referred to as Higgs

strahlung, and Higgs production in association with two jets, known as Vector-Boson Fusion

(VBF), in the THDM and HSESM. Those processes are particularly interesting for an extended

Higgs sector, as they represent the next-to most dominant Higgs-production mechanisms at the

LHC.

There has been enormous progress in higher-order calculations to Higgs strahlung and VBF in

the SM and BSM. For Higgs strahlung the QCD corrections are known up to NNLO for inclusive

[144, 145, 146] and differential [147, 148] cross sections. On-shell EW corrections were computed

in Ref. [149] and followed by the off-shell calculation in Refs. [150, 151]. Higgs strahlung has also

been investigated in the THDM with QCD [152] and EW [51] corrections. For VBF, the first one-

loop QCD corrections were obtained in a structure-function approach [153] followed by the first

two-loop prediction [154, 155] in the same framework. As for differential results, the first one-loop

QCD and EW corrections were calculated in Ref. [156] and Refs. [157, 158], respectively. Since

recently also the differential two-loop [159] and three-loop [160] QCD corrections are available.

VBF has been interfaced to parton showers [161] and has been subject to studies for a 100 TeV

collider [162]. In view of BSM, VBF has been studied in the MSSM [163]. Higgs strahlung and

VBF are nowadays available in public codes, such as V2HV [164], MCFM [165], Hawk 2.0

[166] and vh@nnlo [167].

In Section 7.1 we give a brief description of the interface of Recola2 to Hawk 2.0, which

has been used as Monte Carlo integrator. In Section 7.2 we fix the calculational setup and

define the benchmark points, which were mainly taken from the Higgs Cross Section Working

Group (HXSWG). For the numerical analysis we use different renormalization conditions for the

mixing angles, which we introduce in Section 7.3. In Section 7.4 we present numerical results,

discussing total cross sections in view of different renormalization schemes for light and heavy

Higgs-boson production.

7.1 Interface to HAWK 2.0

In this section we describe the interface between Hawk 2.0 and Recola2 which allows for an

automated computation of NLO EW and QCD corrections to observables in associated Higgs

production with a vector boson and two jets. We start with the LO partonic channels and virtual
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corrections and conclude with the computation of the real corrections. The implementation has

been realized in a model-independent way, allowing in the future, apart from the two presented

BSM models, for predictions in alternative models.

7.1.1 Process generation with Recola2

In the case of associated Higgs production with a vector boson, also known as Higgs strahlung,

we consider processes with an intermediate vector boson decaying leptonically as

pp→ HV→ Hl+l−/Hl±ν/Hνν. (7.1)

Depending on the initial-state partons, the intermediate vector boson can be a Z or a W boson.

For example for the signature pp → HZ → Hl+l−, neglecting the bottom contributions in the

Parton Distribution Function (PDF), there are four different initial-state parton combinations:

uū, dd̄, cc̄, ss̄. (7.2)

Whenever possible, we optimize computations involving different quark generations. For in-

stance, in (7.2) the processes involving the second generation are not computed explicitly, but

the results for the first generation are employed instead. For the first generation of quarks the

Recola2 library is used to generate the processes at tree and one-loop level.

The second process class under consideration is Higgs production in association with two hard

jets

pp→ Hjj, (7.3)

also known as VBF. There are plenty of partonic channels and, again, we exploit optimizations

with respect to the different quark generations. For the LO, virtual NLO EW, virtual NLO

QCD, real emission EW, and real emission QCD contributions Recola2 generates 32 partonic

channels each, with the real kinematic channels corresponding to the Born kinematic ones, with

an additional gluon or photon. For the gluon- and photon-induced channels Recola2 generates

20 channels each.

At the stage of the process definition the Higgs boson entering in (7.1) or (7.3) can be chosen

freely1 as long as it is supported by the Recola2 model file currently in use. For instance, in

the case of the THDM the Higgs flavour can be set to Hl, Hh or Ha (see Section 2.3), which is

done in the Hawk 2.0 input file. In Hawk 2.0 the relevant parameters for process generation

and computation are set by input files. This information is forwarded to Recola2, allowing

to choose specific contributions. The selection works for individual corrections such as QCD

or EW either virtual or real. For the results presented in this work we selected the pure EW

corrections, including photon-induced corrections.

1Charged Higgs bosons are not supported by the Hawk 2.0 Monte Carlo. Pseudo-scalar Higgs-boson production
is possible, but suppressed in the considered CP-conserving THDM.
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7.1.2 Infrared divergences

The processes under consideration are not infrared safe and an IR subtraction scheme needs

to be employed. We adhere to the Catani–Seymour dipole subtraction [168] which is used

in Hawk 2.0 and employ mass regularization for soft and collinear divergences, i.e. a small

photon mass and small fermion masses are used wherever needed. From the point of view of

the interface, dealing with EW dipoles is a matter of replacing certain Born amplitudes with

the ones computed by Recola2. As for the QCD dipoles one needs in general colour-correlated

matrix elements. For processes with only two partons, as it is the case for Higgs strahlung,

the colour correlation is diagonal due to colour conservation (see Eq. A1 [168]) and again no

colour-correlated matrix elements are required. For VBF the internal construction of Hawk

2.0’s colour-correlated matrix elements has been replaced because intermediate building blocks,

as used by Hawk 2.0, cannot be produced with Recola2. Instead, the colour-correlated matrix

elements are computed directly with Recola2 and we use colour conservation to minimize the

number of required computations. The dipoles are taken as implemented in Hawk 2.0. For the

QCD dipoles consider Refs. [168, 169] and for EW dipoles see Refs. [170, 171].

7.2 Setup and benchmark points

7.2.1 Input parameters

For the numerical analysis in the two Higgs-boson production processes we use the following

values for the SM input parameters [43]:

GF = 1.16638 · 10−5 GeV−2, mt = 173.21 GeV, Mh = 125.09 GeV,

MW = 80.385 GeV, ΓW = 2.0850 GeV, MZ = 91.1876 GeV, ΓZ = 2.4952 GeV. (7.4)

For the THDM we present updated and new results for the benchmark points in Tables 7.1 and

7.2 as proposed by the HXSWG [172]. For the HSESM we compiled a list of benchmark points

featuring different hierarchies and being compatible with the limits given in Refs. [56, 57].2 The

results include the SM-like and heavy Higgs-boson production for both models. The computation

was carried out in the ’t Hooft–Feynman gauge both in the conventional formalism and in the

BFM.

7.2.2 Cut setup

For the analysis of Higgs strahlung we consider the case of two charged muons in the final state,

pp→ Hµ+µ− +X. The muons are not recombined with collinear photons, and are assumed to

be perfectly isolated, treated as bare muons as described in Ref. [150]. We use the cuts given in

Ref. [173], i.e. we demand the muons to

• have transverse momentum pT,l > 20 GeV for l = µ+, µ−,

• be central with rapidity |yl| < 2.4 for l = µ+, µ−,

2Our conventions differ from those of Ref. [56]. We identify cα, tβ in Ref. [56] with −sα, 1/tβ in our conventions.
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7.2 Setup and benchmark points

MHh
MHa MH± m12 tβ Msb

BP21A 200 GeV 500 GeV 200 GeV 135 GeV 1.5 198.7 GeV

BP21B 200 GeV 500 GeV 500 GeV 135 GeV 1.5 198.7 GeV

BP21C 400 GeV 225 GeV 225 GeV 0 GeV 1.5 0 GeV

BP21D 400 GeV 100 GeV 400 GeV 0 GeV 1.5 0 GeV

BP3A1 180 GeV 420 GeV 420 GeV 70.71 GeV 3 129.1 GeV

Table 7.1: THDM benchmark points in the alignment limit, i.e. sαβ → −1, cαβ → 0, taken from
Ref. [176]. The parameter Msb depends on the other parameters and is given for
convenience.

MHh
MHa MH± m12 tβ cαβ Msb

a-1 700 GeV 700 GeV 670 GeV 424.3 GeV 1.5 −0.0910 624.5 GeV

b-1 200 GeV 383 GeV 383 GeV 100 GeV 2.52 −0.0346 204.2 GeV

BP22A 500 GeV 500 GeV 500 GeV 187.08 GeV 7 0.28 500 GeV

BP3B1 200 GeV 420 GeV 420 GeV 77.78 GeV 3 0.3 142.0 GeV

BP3B2 200 GeV 420 GeV 420 GeV 77.78 GeV 3 0.5 142.0 GeV

BP43 263.7 GeV 6.3 GeV 308.3 GeV 52.32 GeV 1.9 0.14107 81.5 GeV

BP44 227.1 GeV 24.7 GeV 226.8 GeV 58.37 GeV 1.8 0.14107 89.6 GeV

BP45 210.2 GeV 63.06 GeV 333.5 GeV 69.2 GeV 2.4 0.71414 116.2 GeV

Table 7.2: THDM benchmark points outside the alignment limit taken from Ref. [177] (a-1, b-1)
and Ref. [176]. The parameter Msb depends on the other parameters and is given for
convenience.

• have a pair invariant mass mµµ of 75 GeV < mµµ < 105 GeV.

Further, we select boosted events with a

• transverse momentum pT,µµ > 160 GeV.

For VBF we employ the cuts as suggested by the HXSWG in Ref. [172], i.e. we require two hard

jets ji, i = 1, 2, emerging from partons i with

• pseudo-rapidity |ηi| < 5.

The recombination is done in the anti-kT algorithm [174] with jet size D = 0.4. Further, events

pass the cuts if the two hard jets have

• a transverse momentum pT,ji > 19 GeV each,

• a rapidity |yji | < 5 each,

• a rapidity difference |yj1 − yj2 | > 3,

• an invariant mass Mj1j2 > 130 GeV.

We present the results for hadronic cross sections at the centre-of-mass energy of 13 TeV using

the NLO PDF set NNPDF2.3 with QED corrections [175].
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MHh
/GeV tβ sα

BP1 500 2.2 −0.979796

BP2 400 1.7 −0.96286

BP3 300 1.3 −0.950737

BP4 200 0.85 −0.932952

MHl
/GeV tβ sα

BP5 100 0.35 −0.35

BP6 50 0.2 −0.06

Table 7.3: HSESM benchmark points compiled from Ref. [178]. In the upper table typical sce-
narios are depicted with a heavy additional scalar Higgs boson. In the lower table
inverted scenarios are listed with Hh identified as the SM Higgs boson and mass
MHh

= 125.09 GeV.

7.3 Renormalization conditions for mixing angles

The prime vertices of interest in the processes studied in Section 7.4 are the HlVV and HhVV

vertices. Thus, the relevant one-loop corrections require to renormalize α and β in the THDM

and α, but not β, in the HSESM. We present the counterterms for the mixing angles in an MS

scheme and two different on-shell schemes in the following:

MS: The mixing angles α, β are renormalized using MS subtraction [51] for the vertices Hl →
τ+τ−, Ha → τ+τ−, respectively, with β only being renormalized in the THDM. This is

equivalent to using the identities

δα =
δZMS

HhHl
− δZMS

HlHh

4
=

Σ1PI,MS
HhHl

(
M2
Hh

)
+ Σ1PI,MS

HhHl

(
M2
Hl

)
+ 2tMS

HlHh

2
(
M2
Hh
−M2

Hl

) ,

δβ =
δZMS

G0Ha
− δZMS

HaG0

4
= −

Σ1PI,MS
HaG0

(0) + Σ1PI,MS
HaG0

(
M2
Ha

)
+ 2tMS

HaG0

2M2
Ha

(7.5)

with the relation for δα being valid in the THDM and the HSESM and the one for δβ only

in the THDM. The origin of these relations can be traced back to the renormalizability of

models in a minimal (symmetric) renormalization scheme. See Ref. [112] for the derivation

of these and other UV-pole-part identities. The tadpole counterterms in (7.5) are treated

in the FJ Tadpole Scheme Ref. [51] and using the renormalization condition (4.67) for

tadpoles. Estimating the size of higher-order contributions via the usual scale variations

has been improved via a partial resummation including the RG running of parameters.3

For the THDM this requires to solve a coupled system of differential equations,

∂

∂ logµ2
α(µ) = fα(α(µ), β(µ),Msb(µ)),

∂

∂ logµ2
β(µ) = fβ(α(µ), β(µ),Msb(µ)),

3In Ref. [112] the running of the mixing angles is investigated within various MS and tadpole counterterm
schemes in the THDM.
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BP tβ(µ0/2) cαβ(µ0/2) Msb(µ0/2)/GeV tβ(2µ0) cαβ(2µ0) Msb(2µ0)/GeV

BP21A 1.41 −0.1166 192.3 1.54 0.0504 197.7

BP21B 1.16 −0.4163 199.7 1.51 0.0293 191.2

BP21C 1.40 −0.0029 0.0 1.64 0.0067 0.0

BP21D 1.37 −0.0017 0.0 1.68 −0.0119 0.0

BP3A1 2.34 −0.0681 121.6 3.53 0.1701 133.8

a1 0.86 −0.3801 614.1 1.78 −0.0202 638.5

b1 2.36 −0.1542 203.6 2.59 0.0116 203.3

BP22A − − − 1.52 0.6538 274.5

BP3B1 3.15 0.1292 149.3 2.24 0.5972 123.8

BP3B2 4.17 0.2992 167.9 1.99 0.7809 119.3

BP43 1.76 0.0997 80.7 2.08 0.1906 82.8

BP44 1.66 0.1313 88.1 1.97 0.1511 91.5

BP45 2.29 0.6504 115.1 2.53 0.7666 117.5

Table 7.4: Running values for tβ, cαβ and Msb in the THDM at the scales µ0/2 and 2µ0. The
benchmark points are defined at the central scale µ0 in Tables 7.1 and 7.2. The
results for the alignment-limit scenarios are in the upper part of the table whereas
the non-alignment scenarios are in the lower part. For BP22A the running β reaches
π/2 for a scale greater than µ0/2, thus, tβ becomes singular.

∂

∂ logµ2
Msb(µ) = fMsb

(α(µ), β(µ),Msb(µ)). (7.6)

The functions fα, fβ and fMsb
can be directly read off the pole parts of the corresponding

counterterms. The counterterm δMsb was fixed from the vertex Hh → H+H− in the MS

scheme. Note that δMsb does not enter the considered processes at fixed one-loop order.

For the HSESM we keep β fixed, assuming no scale dependence, resulting in a simple

differential equation for α,

∂

∂ logµ2
α(µ) = fα(α(µ)). (7.7)

The (coupled) system has been solved to run the parameters from the reference scale

µ0 to µ = µ0/2 and µ = 2µ0. The results are presented in Tables 7.4 and 7.5 for the

benchmark points of Tables 7.1, 7.2, and 7.3 being defined at the typical scale of the

process, µ0 = 2MHl
if not stated otherwise.4 The cross sections are evaluated at the scales

µ0/2, µ0, 2µ0, using the running parameters of cαβ, tβ, Msb (sα) at the corresponding

scale as input parameters in the THDM (HSESM). The three different predictions for

σEW
NLO normalized to the leading-order cross section σLO(µ0) at the central scale µ0 and

scale-dependent relative EW corrections are defined as

δEW (µ, µ0) :=
σEW

NLO (µ)− σLO (µ0)

σLO(µ0)
, (7.8)

4Note that the running of parameters is independent of the scale at which they are defined.
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BP sα(µ0/2) sα(2µ0)

BP1 −0.9802 −0.9794

BP2 −0.9646 −0.9612

BP3 −0.9557 −0.9455

BP4 −0.9367 −0.9293

BP5 −0.2780 −0.4463

BP6 −0.04647 −0.08194

Table 7.5: Running values for sα in the HSESM at the scales µ0/2 and 2µ0. The benchmark
points are defined at the central scale µ0 in Table 7.3.

such that

σNLO(µ) =
(

1 + δEW (µ, µ0)
)
σLO (µ0) . (7.9)

Note that the tree-level matrix elements only depend on the scale through the running of

parameters, whereas the one-loop matrix elements have an explicit scale dependence. As

a shorthand notation for the relative corrections in the MS scheme we use

δMS
EW := δEW(µ0, µ0)ud ,

u := δEW(2µ0, µ0)− δEW(µ0, µ0),

d := δEW

(µ0

2
, µ0

)
− δEW(µ0, µ0) (7.10)

with u and d being the upper and lower edges of the scale variation (see e.g. Table 7.6).

p∗: The renormalized mixing angles α and β are defined to diagonalize radiatively corrected

mass matrices which implies a scale and momentum dependence for the mixing angles.

The scale dependence can be eliminated by a special choice for the momentum p2 = (p∗)2

at which the mixing two-point functions, and thus the running mixing angles, are evaluated.

The original idea goes back to Ref. [179] (see also Ref. [180]) and has been applied to the

HSESM in Ref. [178] and the THDM in Ref. [129]. In our conventions, the counterterms

are defined as

δα =

Σ1PI,BFM
HhHl

(
M2
Hh

+M2
Hl

2

)
+ tHlHh

M2
Hh
−M2

Hl

, δβ = −
Σ1PI,BFM
HaG0

(
M2
Ha
2

)
+ tHaG0

M2
Ha

. (7.11)

Note that for δβ alternatively the mixing energy with the charged Higgs and Goldstone

boson can be used. As the mixing energies are gauge-dependent an additional intrinsic

prescription is required to fix the gauge-independent parts. We choose the BFM with

quantum gauge parameter ξQ = 1, which corresponds to the gauge-fixing functions (6.11),

(6.12). We remark that this is equivalent [181, 182] to the self-energy in the pinch technique

[126, 127].

BFM: As an on-shell alternative to the p∗ scheme, the authors of Ref. [129] propose to use the
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on-shell scalar mixing energies defined within the pinch technique which has also been

investigated in Ref. [183]. In our framework, this corresponds to

δα =
δZBFM

HhHl
− δZBFM

HlHh

4
=

Σ1PI,BFM
HhHl

(
M2
Hh

)
+ Σ1PI,BFM

HlHh

(
M2
Hl

)
+ 2tHlHh

2
(
M2
Hh
−M2

Hl

) ,

δβ =
δZBFM

G0Ha
− δZBFM

HaG0

4
= −

Σ1PI,BFM
HaG0

(0) + Σ1PI,BFM
HaG0

(
M2
Ha

)
+ 2tHaG0

2M2
Ha

, (7.12)

with the mixing energies evaluated in the BFM with quantum gauge parameter ξQ = 1.

We note that the use of MS schemes for the mixing angles in combination with alternative

tadpole counterterm schemes can be made gauge-independent by including finite tadpole terms5

which is equivalent to the use of the FJ Tadpole Scheme. As for the on-shell schemes in the ’t

Hooft–Feynman gauge any tadpole scheme can be used as tadpoles drop out [51], but for other

gauges in the on-shell schemes one has to be careful due to a mismatch of the gauge prescription

and the actual gauge-parameter choice (see Ref. [52]).

The results for total cross sections in the BFM renormalization scheme in Section 7.4 were

not computed directly, but were obtained from the results in the p∗ scheme using the following

formulas, depending on the model (THDM or HSESM) and on the produced Higgs flavour (Hl

or Hh) as follows

THDM Hl: δ
BFM
EW = δp

∗

EW − 2
cαβ
sαβ

(
δαp

∗ − δβp∗ − δαBFM + δβBFM
)
,

THDM Hh: δBFM
EW = δp

∗

EW + 2
sαβ
cαβ

(
δαp

∗ − δβp∗ − δαBFM + δβBFM
)
,

HSESM Hl: δ
BFM
EW = δp

∗

EW − 2 cαsα
(
δαp

∗ − δαBFM
)
,

HSESM Hh: δBFM
EW = δp

∗

EW + 2 sαcα
(
δαp

∗ − δαBFM
)
.

Note that the formulas can be applied uniquely to the observables under consideration as these

rely on the mixing-angle dependencies of the respective leading-order couplings.

7.4 Numerical results for total cross sections

In Table 7.6 we present results for the production of a SM-like Higgs boson in Higgs strahlung in

the THDM in alignment scenarios. Non-alignment scenarios are given in Table 7.7. In Table 7.8

we provide the corresponding results for heavy Higgs-boson production in non-alignment scenar-

ios. For the HSESM all considered scenarios are non-aligned. The results for light Higgs-boson

production are given in Table 7.9, and the ones for heavy Higgs-boson production in Table 7.10.

Note that for the benchmark points BP5 and BP6 with inverted hierarchy the heavy Higgs boson

is SM-like with MHh
= 125.09 GeV. For the benchmark points in the THDM the light Higgs

boson is always identified as the SM Higgs boson. Finally, in Table 7.11 results for SM-like and

heavy Higgs-boson production in VBF are presented for the THDM. The HSESM predictions

for VBF are given in Table 7.12.

5See Eq. (4.43) and the following ones in Ref. [112], Eq. (43) in Ref. [184], and Eq. (5.24) in Ref. [51].
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BP σHl
LO/pb δMS

EW δp
∗

EW

BP21A 1.65 −11.8+0.7
+2.3% −11.8%

BP21B 1.65 −13.0+1.2
−48 % −13.0%

BP21C 1.65 −13.2−0.1
+0.1% −13.2%

BP21D 1.65 −13.6−0.2
+0.1% −13.6%

BP3A1 1.65 −13.3−6.4
+0.4% −13.3%

Table 7.6: Relative NLO corrections δEW to SM-like Higgs-boson production in Higgs strahlung
pp→ Hlµ

−µ+ in alignment scenarios in the THDM. The results in the MS scheme are
given at the central scale µ0 = 2Mh = 250.18 GeV with scale uncertainties estimated
including the RG-running of parameters (7.10). Both on-shell schemes agree within
the integration error, and only results in the p∗ scheme are given. The SM EW
correction is δEW = −12.4%.

BP σHl
LO/ pb δMS

EW δp
∗

EW δBFM
EW

a-1 1.63 −10.4−1.6
+40.0% −12.6% −12.6%

b-1 1.64 −12.9+0.5
+2.5% −12.6% −12.6%

BP22A 1.52 −40.5−−% −15.9% −15.9%

BP3B1 1.50 −35.1−16.3
+29.7% −13.4% −13.4%

BP3B2 1.23 −66.6−−% −13.6% −13.6%

BP43 1.61 −15.0−0.67
+1.2 % −12.6% −12.6%

BP44 1.61 −11.2−−3.4% −12.6% −12.6%

BP45 0.806 −31.3+4.3
−6.7% −13.0% −13.0%

Table 7.7: Relative NLO corrections δEW to SM-like Higgs-boson production in Higgs strahlung
pp → Hlµ

−µ+ in non-alignment scenarios in the THDM. The results in the MS
scheme are given at the central scale µ0 = 2Mh = 250.18 GeV with scale uncertainties
estimated including the RG-running of parameters (7.10). The scale uncertainties are
large, and for some points (BP22A, BP3B2, BP44) the running is unstable and yields
corrections beyond 100%, which is indicated as “−”.

BP σHh
LO/ fb δp

∗

EW δBFM
EW

BP22A 6.43 −12.5% −12.9%

BP3B1 79.4 −17.5% −17.4%

BP3B2 220.4 −16.2% −16.1%

BP43 10.1 −2.67% −2.74%

BP44 13.9 −8.35% −8.39%

BP45 411.6 −13.8% −13.8%

Table 7.8: Relative NLO corrections δEW to heavy Higgs-bosonHh production in Higgs strahlung
pp → Hhµ

−µ+ in the THDM. No results for the MS scheme are presented due to
large scale uncertainties exceeding 100%.

92



7.4 Numerical results for total cross sections

BP σHl
LO/ fb δMS

EW δp
∗

EW δBFM
EW

BP1 1580 −11.1% −12.3% −12.4%

BP2 1526 −10.5% −12.2% −12.3%

BP3 1486 −10.2% −12.3% −12.3%

BP4 1432 −9.2+0.1
−0.3% −12.4% −12.4%

BP5 242.0 − −11.7% −11.7%

BP6 9.4 +1.65−11.1
−48.1% −8.86% −10.4%

Table 7.9: Relative NLO corrections δEW to light Higgs-boson Hl production in Higgs strahlung
pp→ Hlµ

−µ+ in the HSESM. The scale uncertainties in the MS scheme are estimated
including the RG-running of parameters (7.10). The central scale for BP1–4 is µ0 =
2Mh = 250.18 GeV. For BP6 we set the scale to µ0 = 130 GeV. For BP5 the MS
scheme is unstable. The scale uncertainties for BP1–3 are smaller than the given
accuracy.

BP σHh
LO/ fb δMS

EW δp
∗

EW δBFM
EW

BP1 3.28 −53.7−0.7
+1.0% −20.3% −20.5%

BP2 12.3 −47.4−1.5
+1.7% −20.0% −20.3%

BP3 36.0 −40.8−0.4
+0.5% −16.8% −16.9%

BP4 114.0 −36.8−1.2
+1.3% −16.0% −15.1%

BP5 1444 −12.6+4.7
+0.0% −12.5% −12.5%

BP6 1640 −12.3+0.4
−0.1% −12.5% −12.6%

Table 7.10: Relative NLO corrections δEW to heavy Higgs-boson Hh production in Higgs
strahlung pp→ Hhµ

−µ+ in the HSESM. The scale uncertainties in the MS scheme
are estimated including the RG-running of parameters (7.10). For the BP1–4 the
central scales are 580 GeV, 480 GeV, 380 GeV, and 280 GeV, respectively. For BP5
and BP6 the central scale is µ0 = 2Mh = 250.18 GeV.
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BP σHl
LO/ pb δp

∗

EW δBFM
EW

BP21A 2.20 −5.3% −5.3%

a1 2.18 −5.9% −5.9%

b1 2.19 −6.0% −6.0%

BP22A 2.02 −9.6% −9.6%

BP3B1 2.00 −7.3% −7.3%

BP3B2 1.65 −7.8% −7.8%

BP43 2.15 −6.1% −6.1%

BP44 2.15 −6.0% −6.0%

BP45 1.08 −6.4% −6.4%

BP σHh
LO/ fb δp

∗

EW δBFM
EW

BP22A 26.3 +1.5% +1.1%

BP3B1 126.2 −6.1% −6.0%

BP3B2 350.5 −5.6% −5.5%

BP43 19.7 −8.4% −8.5%

BP44 23.0 −3.5% −4.6%

BP45 637.1 −5.6% −5.6%

Table 7.11: Relative NLO corrections δEW to Higgs-boson production in VBF pp→ Hl/Hhjj in
the THDM. The SM-like Higgs production is in the upper table, indicated as σHl

LO

whereas the heavy one is the lower table, indicated as σHh
LO. The SM EW correction

to σHl
LO is δEW = −5.5%.

BP σHl
LO/ fb δp

∗

EW δBFM
EW

BP1 2108 −5.6% −5.6%

BP2 2035 −5.6% −5.7%

BP3 1984 −5.5% −5.6%

BP4 1911 −5.6% −5.6%

BP5 315.6 −5.7% −5.7%

BP6 12.8 −3.8% −5.3%

BP σHh
LO/ fb δp

∗

EW δBFM
EW

BP3 79.2 −4.6% −4.7%

BP4 181.7 −4.4% −4.5%

BP5 1927 −5.6% −5.6%

BP6 2188 −5.5% −5.6%

Table 7.12: Relative NLO corrections δEW to Higgs-boson production in VBF pp→ Hl/Hhjj in
the HSESM. The light Higgs production is in the upper table, indicated as σHl

LO

whereas the heavy one is in the lower table, indicated as σHh
LO.
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Discussion of the numerical results

In the following we compare cross sections in different renormalization schemes and models

for Higgs-boson production in Higgs strahlung. For VBF the picture is similar and not dis-

cussed in detail. In particular, for the MS scheme we collect some observations concerning large

corrections.

MS scheme

We start with the MS scheme and SM-like Higgs production in the alignment limit of the THDM

in Table 7.6. In a fixed-order calculation no scale dependence appears in the MS scheme, because

the relevant counterterms δZHhHl
, δα and δβ entering the vertices HlZZ and HlWW are screened

by the factor cαβ/sαβ = 0 in the alignment limit. For the same reason, the on-shell schemes

agree with the MS scheme at the central value. Yet, with the running of parameters, a small

scale dependence is visible. For BP21B the running is unstable towards smaller scales, signalling

a potential problem. In non-alignment scenarios the MS results for the THDM in Table 7.7 are

almost all unstable and suffer from large scale dependencies. This suggests a breakdown of

perturbativity in the MS scheme for the THDM in the considered scenarios, which is also clearly

visible in the running parameters for cαβ and tβ in Table 7.4. For heavy Higgs-boson production

in the THDM (Table 7.8) no predictions in the MS scheme are presented as the non-perturbative

behaviour is even more enhanced due to ratios sαβ/cαβ entering the predictions.

The situation for the MS renormalization in the HSESM for light (Table 7.9) and heavy

(Table 7.10) Higgs-boson production is clearly more stable. This is reflected in a reasonable

running of the parameter sα in Table 7.5, except for BP5 and arguably for BP6. Due to the

smaller running, we obtain reasonable results even for the heavy Higgs-boson production near

the alignment limit, where potential problems coming from the mixing energy would be enhanced

by sα/cα. Perturbativity breaks down in the MS scheme for light Higgs-boson production in

BP6 and in particular for almost degenerate neutral Higgs bosons in BP5. Further, one observes

that the MS scheme leads to larger deviations from the SM corrections, which, however, do not

come with large scale uncertainties for the well-behaved benchmark points.

In the HSESM the main source for large corrections are the top-quark contributions to the

neutral scalar mixing energy, which is not subtracted in the MS scheme. This particular effect

is enhanced for degenerate neutral Higgs bosons owing to the denominator structure in (7.5)

which is not cancelled against the one coming from the on-shell off-diagonal field renormalization

constants. Besides the top-quark contributions it is possible to induce moderate contributions

coming from the Higgs potential by tuning λ3. This requires, however, large M2
Hh
−M2

Hl
with

not too small sα, and it is not straightforward to tune the parameters in order to exceed the top-

quark contribution without getting close to the non-perturbative limit |λi| ∼ 4π. In the THDM,

the reason for the large corrections in the MS scheme is more difficult to grasp, especially

because in view of our observables we have to deal with the renormalization of β which is known

to cause difficulties in the MSSM [184].6 The problem with β can be traced back to large

6Note that β in the HSESM suffers the same problems, but does not enter our fixed-order calculations and the
observables we consider. For this reason β has been decoupled from the running of α in the HSESM in order
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contributions in the tadpoles. For α, the largest contributions cannot be explained by tadpoles

nor by the top-quark contribution in the neutral scalar mixing energy. Here, we observe that

the large contributions to the neutral scalar mixing energy are mediated through the charged

and pseudo-scalar Higgs boson, which, eventually, exceed all other contributions.

On-shell schemes

For the considered on-shell schemes none of the observed problems of the MS scheme is encoun-

tered because the large contributions in the mixing energy and the tadpoles are subtracted via

δα and δβ, i.e. all terms involving the poles 1/(M2
Hh
−M2

Hl
) and 1/M2

Ha
cancel in S-matrix

elements. Further, in view of the size of the corrections the on-shell methods perform much

better in the sense that the SM-like Higgs-boson production processes (see Tables 7.6, 7.7 for

the THDM and Tables 7.9, 7.10 for the HSESM) yield corrections which are close to the SM

correction. In heavy Higgs-boson production (see Table 7.8 for the THDM and Table 7.10 for

the HSESM) the results for on-shell renormalization schemes remain stable even for aligned7 or

degenerate scenarios. The difference between the p∗ and BFM schemes is tiny. It seems to us

that the schemes are too similar for their difference to provide a qualitative estimate of higher

orders. The difference between these schemes just results from the momentum dependence of

the mixing energies, which turns out to be small and starts at the orders

δαp
∗ − δαBFM = O

(
M2
Hh
−M2

Hl

)
,

δβp
∗ − δβBFM = O

(
M2
Ha

)
.

Note also, that the large contributions in the scalar mixing energies were observed to have almost

no momentum dependence. For VBF the computation has only been carried out in the on-shell

schemes. For the THDM (Table 7.11) and HSESM (Table 7.12) the SM-like scenarios almost

coincide with the SM predictions.

to avoid problems related to its renormalization.
7For heavy-Higgs production one expects large one-loop corrections in almost aligned scenarios (e.g. benchmark

point b1) because in the exact alignment the LO vanishes. In that case the cross section should be computed
including squared one-loop amplitudes, making the one-loop computation effectively a LO approximation.
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CHAPTER 8
Conclusion and outlook

In the upcoming years precision studies of the SM will become more and more important for the

progress in the field of high-energy physics. New tools are required which allow for a systematic

analysis of all accessible observables at the LHC and future colliders. Future analyses need to

be performed in the SM, beyond the SM, and in an effective-field-theory approach with high

precision; in particular, one-loop EW corrections need to be included in all BSM scenarios. In

this thesis, we have extended the tool Recola, and developed its generalization Recola2 as

well as the new tool Rept1l which fulfil all the requirements to compute amplitudes in the SM

and beyond at one-loop order, including QCD and EW corrections, in a fully automated way.

The Recola2 algorithm operates in a purely numerical and fully recursive way, allowing for

extreme computations which enable precise predictions based on realistic final states. Besides

the recursion, the algorithm benefits from features like the partial colour factorization in the

colour-flow representation, the use of helicity conservation and the identification of equal fermion

loops. Furthermore, we support the (multi) pole approximation which is fully automated for

factorizable corrections. The process-generation and process-computation phases are kept gen-

eral for arbitrary theories, allowing the computation of any process in the underlying theory

with limitations only due to internal memory and CPU power. On the model side, Recola2 is

currently limited to scalars, Dirac fermions and vector bosons, but in the near future Majorana

fermions will be supported. Recola2 can handle operators in effective-field-theory which has

been tested for various anomalous couplings including SM QCD corrections. Much effort has

gone into a user-friendly environment. For the users of Recola2, in fact, no knowledge of the

inner workings of the tools are required. Recola2 can be used as a black box which makes it

particularly suited for being interfaced to general purpose Monte Carlo programs.

Renormalized model files are generated automatically with the dedicated tool Rept1l. Once

the renormalization conditions for the model are established, Rept1l performs the renormal-

ization, computes the R2 rational terms and builds the one-loop renormalized model files in

the Recola2 format. We support standard renormalization conditions as encountered in the

literature as well as the possibility to implement custom ones. The computation of the rational

terms is general and not restricted to specific models or renormalizable theories. Recola2 and

Rept1l have been tested against various independent approaches, yet, an automated validation

system is desired since Recola2 is acquiring a pioneering position. For this reason we intro-

duced the Background-Field Method to extended Higgs sectors as a complementary method in

Recola2. We performed the renormalization in the Background-Field Method which is handled

on equal footing with the usual formulation, serving as a powerful and automated validation

method. Besides that, Recola2 can be used in the Rξ gauge or non-linear gauges.
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Chapter 8 Conclusion and outlook

All the automation mentioned so far does not help to solve actual problems encountered in the

renormalization of specific models or parameters. Difficulties arise for the MS renormalization

of physical parameters which give rise to gauge dependencies in combination with standard

tadpole renormalization schemes encountered in the literature. From a theoretic point of view

the renormalization of tadpoles is not necessary, but in practical calculations it is desirable

to avoid unnecessary computations of graphs with explicit tadpoles, if their contribution can

be included indirectly by other means, e.g. via a suited renormalization. To render the MS

renormalization gauge independent, a consistent treatment of tadpoles is crucial. We proposed

a generalization of the Fleischer and Jegerlehner tadpole scheme used in the SM. Further, we

have examined the difference between popular tadpole counterterm schemes used in the literature

and clarified their range of applicability. We showed in particular that an MS renormalization of

the mixing angles in the extended Higgs sector within popular schemes leads to gauge-dependent

predictions. Our proposed extension of the FJ Tadpole Scheme can be straightforwardly applied

to more general theories and has been incorporated in Rept1l. This opens the way for consistent

renormalization prescriptions of theories with more complicated extended Higgs sectors.

Finally, we applied our new tools to study the NLO EW corrections to VBF and Higgs

strahlung in the THDM and HSESM. We compared Higgs-production cross sections for different

renormalization schemes of the mixing angles in both models. We analysed the scale dependence

in an MS scheme for the mixing angles, which has been improved including the RG running of

parameters. We found unnaturally large corrections at one-loop order for the MS scheme, while

the considered on-shell schemes remain well-behaved. The difference between the MS scheme

and on-shell schemes could be traced back to large uncancelled contributions in the off-diagonal

LSZ factors in the MS scheme. This interesting observation should be investigated in more detail

in the future, since a proper estimation of higher-order uncertainties, as it can be done based

on scale variation in MS schemes, is highly desirable. For the on-shell schemes, our results for

the EW corrections to SM-like Higgs-boson production are almost not distinguishable from the

corresponding SM corrections for all considered benchmark points. For the production of heavy

Higgs bosons interesting shape-distortion effects for the EW corrections at the level of several

percent are observed in the THDM. The considered simple models do by far not exhaust the

range of applicability of Recola2 and Rept1l, and further models will be implemented in the

future.
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A Tensor integrals

A Tensor integrals

A.1 Tensor-integral conventions

In this work we use dimensional regularization for all computations. We work on formally

divergent integrals and perform an analytic continuation to D dimensions in the conventions of

Ref. [84]. The formal expressions of four-dimensional N -point tensor integrals of rank P of the

form

T̃Nµ1...µp (p1, . . . , pN−1,m0, . . . ,mN−1) =

∫
d4q

(2π)4

qµ1 . . . qµp
D0D1 . . . DN−1

, (A.1)

with

Di = (q + pi)
2 −m2

i + iε, i = 0, . . . , N − 1, p0 = 0, (A.2)

are defined in D dimensions in the following way

T̃Nµ1...µp (. . .) =
i

16π2
µD−4TNµ1...µp (. . .) ,

TNµ1...µp (p1, . . . , pN−1,m0, . . . ,mN−1) =
(2πµ)4−D

iπ2

∫
dDq

qµ1 . . . qµp
D0D1 . . . DN−1

. (A.3)

In particular, the scalar integrals A0 and B0 in D dimensions are defined as

A0(m0) =
(2πµ)4−D

iπ2

∫
dDq

1

q2 −m2
0 + iε

, (A.4)

B0

(
p2,m0,m1

)
=

(2πµ)4−D

iπ2

∫
dDq

1

q2 −m2
0 + iε

1

(q + p)2 −m2
1 + iε

. (A.5)

When taking the limit D → 4, a universal and divergent part in scalar integrals can be identified,

given by

(4π)4−DΓ (1 + 4−D)

4−D = ∆ +O(4−D), (A.6)

with

∆ =
2

4−D − γE + log(4π). (A.7)

In the MS renormalization we subtract all of ∆, i.e. including the finite terms.

A.2 Selected PV reduction results

In this section we list the analytic results for the PVR as used in Rept1l. The Lorentz-covariant

decomposition is defined in (4.12). The first one- and two-point decompositions for low rank

read

Aµν(m0) = gµνA00, (A.8)
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Aµνρσ(m0) = (gµνgρσ + gµρgνσ + gµσgνρ)A0000(m0) (A.9)

. . .

Bµ (p,m0,m1) = pµB0

(
p2,m0,m1

)
, (A.10)

Bµν (p,m0,m1) = gµνB00

(
p2,m0,m1

)
+ pµpνB11

(
p2,m0,m1

)
, (A.11)

Bµνρ (p,m0,m1) = (gµνpρ + gµρpν + gνρpµ)B001

(
p2,m0,m1

)
+ pµpνpρB111

(
p2,m0,m1

)
,

(A.12)

. . .

Special attention has to be devoted when using the PVR in actual computations, since the

PVR can break down for degenerate Gram determinants. For rank 5 and rank 6 the reduction

for B11111 and B111111 is not resolved. However, for these cases closed analytic results exist

which can be used instead. The formulas can be obtained from recursion rules given in Ref. [80].

1-point

A00(m0) =
m2

0

4

(
A0(m0) +

m2
0

2

)
, (A.13)

A0000(m0) =
m4

0

24

(
A0(m0) +m2

0

(
1

2
+

1

3

))
, (A.14)

A000000(m0) =
m6

0

192

(
A0(m0) +m2

0

(
1

2
+

1

3
+

1

4

))
. (A.15)

2-point rank 1

B1

(
p2,m0,m1

)
=

1

2p2

(
A0(m0)−A0(m1) +

(
m2

1 −m2
0 − p2

)
B0

(
p2,m0,m1

))
. (A.16)

2-point rank 2

B00

(
p2,m0,m1

)
=

1

6

(
A0(m1) + 2m2

0B0

(
p2,m0,m1

)
+
(
p2 −m2

1 +m2
0

)
B1

(
p2,m0,m1

)
+m2

0 +m2
1 −

p2

3

)
, (A.17)

B11

(
p2,m0,m1

)
=

1

6p2

(
2A0(m1)− 2m2

0B0

(
p2,m0,m1

)
− 4

(
p2 −m2

1 +m2
0

)
B1

(
p2,m0,m1

)
−m2

0 −m2
1 +

p2

3

)
. (A.18)

2-point rank 3

B001

(
p2,m0,m1

)
=

1

8

(
2m2

0B1

(
p2,m0,m1

)
−A0(m1)

+
(
p2 −m2

1 +m2
0

)
B11

(
p2,m0,m1

)
− 1

6

(
2m2

0 + 4m2
1 − p2

))
, (A.19)
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B111

(
p2,m0,m1

)
=− 1

2p2

(
m2

0B1

(
p2,m0,m1

)
+
A0(m1)

2

+
3

2

(
p2 −m2

1 +m2
0

)
B11

(
p2,m0,m1

)
− 1

12

(
2m2

0 + 4m2
1 − p2

))
. (A.20)

2-point rank 4

B0000

(
p2,m0,m1

)
=

1

10

(
A00(m1) + 2m2

0B00

(
p2,m0,m1

)
+
(
p2 −m2

1 +m2
0

)
B001

(
p2,m0,m1

)
+

1

60

(
p4 − 5p2(m2

0 +m2
1) + 10

(
m4

0 +m2
0m

2
1 +m4

1

)))
, (A.21)

B0011

(
p2,m0,m1

)
=

1

10

(
A0(m1) + 2m2

0B11

(
p2,m0,m1

)
+
(
p2 −m2

1 +m2
0

)
B111(p,m1,m2)− 1

30

(
3p2 − 5m2

0 − 15m2
1

))
, (A.22)

B1111

(
p2,m0,m1

)
=

1

p4

((
p2 +m2

0 +m2
1

)
A0(m1) +m4

0B0

(
p2,m0,m1

)
− 24B0000

(
p2 +m2

0 +m2
1

)
− 12p2B0011

(
p2,m0,m1

)
+

5

6
(m4

0 +m2
0m

2
1 +m4

1)− p2

12

(
3m2

0 −m2
1 + 5p2

))
. (A.23)

2-point rank 5

B00001

(
p2,m0,m1

)
=− 1

4

(
A00(m1) + (p2 −m2

1 +m2
0)B0011

(
p2,m0,m1

)
+ 2p2B00111

(
p2,m0,m1

))
, (A.24)

B00111

(
p2,m0,m1

)
=− 1

8

(
A(m1) +

(
p2 −m2

1 +m2
0

)
B1111

(
p2,m0,m1

)
+ 2p2B11111

(
p2,m0,m1

))
. (A.25)

2-point rank 6

B000000

(
p2,m0,m1

)
=− 1

2

(
−A0000(m1) +

(
p2 −m2

1 +m2
0

)
B00001

(
p2,m0,m1

)
+ 2p2B000011

(
p2,m0,m1

))
, (A.26)

B000011

(
p2,m0,m1

)
=− 1

6

(
−A00(m1) +

(
p2 −m2

1 +m2
0

)
B00111

(
p2,m0,m1

)
+ 2p2B001111

(
p2,m0,m1

))
, (A.27)

B001111

(
p2,m0,m1

)
=− 1

10

(
−A0(m1) +

(
p2 −m2

1 +m2
0

)
B11111

(
p2,m0,m1

)
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+ 2p2B111111

(
p2,m0,m1

))
. (A.28)

B The FJ Tadpole Scheme applied to the THDM and HSESM

In this appendix we list several results for tadpoles in the THDM which have been derived in

Ref. [51]. We give corresponding results for HSESM.

The THDM and HSESM as presented in Section 2.3 contain two neutral Higgs bosons which

both develop a vev, such that (4.15) becomes

LH,B (ρ1,B + v1,B + ∆v1, ρ2,B + v2,B + ∆v2; . . .) . (B.29)

As in the SM, we use (4.18) to obtain ∆v1 and ∆v2 expressed by the L-loop tadpole counterterms,

but instead of calculating the tadpoles in the generic basis, we define the vevs in terms of the

tadpole counterterms associated to the physical Higgs fields Hl and Hh. Of course, the result

does not depend on the choice of parametrization. In the THDM and HSESM the tadpole

counterterms are defined as

tHl
= ∆LHl

(ρ1,B + v1,B + ∆v1, ρ2,B + v2,B + ∆v2; . . .) ,

tHh
= ∆LHh

(ρ1,B + v1,B + ∆v1, ρ2,B + v2,B + ∆v2; . . .) .
(B.30)

At tree level, the tadpole counterterms tHl
and tHh

vanish, such that ∆v1 = ∆v2 = 0. This

provides the conditions (2.28), (2.33) for the potential minimum at tree level, and the relations

between the generic and the physical Higgs basis (2.30), (2.34) for bare quantities. Thus, the

bare parameters in the symmetric basis are expressed by the bare parameters in the physical

basis. Linearising (B.30) by using the expansion (4.27), one can solve for ∆v
(1)
1 and ∆v

(1)
2 . The

results for ∆v
(1)
1 and ∆v

(1)
2 simplify after using the potential minimum conditions at lowest order

and the relation between the parameters in the generic and physical basis.

Evaluating the linearised versions of (B.30) for bare physical parameters, one obtains the

one-loop expressions

∆v
(1)
1 =

t
(1)
Hl

sinα

M2
Hl

−
t
(1)
Hh

cosα

M2
Hh

,

∆v
(1)
2 = −

t
(1)
Hl

cosα

M2
Hl

−
t
(1)
Hh

sinα

M2
Hh

.

(B.31)

Just as in the SM, tadpole counterterms arise from all terms in the Lagrangian that depend on

the vevs. This results in tadpole counterterms to two- and three-point functions involving scalars

and vector bosons as well as to fermionic two-point functions. Explicit graphs with tadpoles

can be omitted upon fixing the tadpole counterterms according to (4.26). The results for the

tadpoles THl
and THh

in the THDM and HSESM are listed in App. B.1.
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B The FJ Tadpole Scheme applied to the THDM and HSESM

B.1 Results for tadpoles in the THDM

We give the results for the tadpoles tHl
and tHh

corresponding to the Higgs bosons Hl and Hh

in the THDM, restricted to the Type II Yukawa interactions (see Section 2.3) with only the top

quark being massive, in the Rξ gauge defined in Section 6.2.1,

tHl
= −THl

=
sαβ g

8π2MW

{
− 3m2

tA0 (mt)

+
M2
Hl

8

(
A0

(√
ξZMZ

)
+ 2A0

(√
ξWMW

))
+

(D − 1)

4

(
M2

ZA0 (MZ) + 2M2
WA0 (MW)

)
+

3

8

(
M2
Hl

(
1 + 2c2

αβ

)
− 2c2

αβM
2
sb

)
A0 (MHl

)

+
1

8

((
1− 2c2

αβ

) (
M2
Hl

+ 2M2
Hh

)
− 2M2

sb

(
1− 3c2

αβ

))
A0 (MHh

)

+
1

8

(
2M2

Ha
+M2

Hl
− 2M2

sb

)
A0 (MHa) +

1

4

(
2M2

H± +M2
Hl
− 2M2

sb

)
A0 (MH±)

}

+
cαβ g

8π2MWtβ

{
3m2

tA0 (mt)

+
t2β − 1

8

(
3c2
αβ

(
M2
Hl
−M2

sb

)
A0 (MHl

) + s2
αβ

(
2M2

Hh
+M2

Hl
− 3M2

sb

)
A0 (MHh

)

+
(
M2
Hl
−M2

sb

)
A0 (MHa) + 2

(
M2
Hl
−M2

sb

)
A0 (MH±)

)}
, (B.32)

tHh
= −THh

=
cαβ g

8π2MW

{
3m2

tA0 (mt)

−
M2
Hh

8

(
A0

(√
ξZMZ

)
+ 2A0

(√
ξWMW

))
− (D − 1)

4

(
M2

ZA0 (MZ) + 2M2
WA0 (MW)

)
− 3

8

(
M2
Hh

(
1 + 2s2

αβ

)
− 2s2

αβM
2
sb

)
A0 (MHh

)

− 1

8

((
1− 2s2

αβ

) (
M2
Hh

+ 2M2
Hl

)
− 2M2

sb

(
1− 3s2

αβ

))
A0 (MHl

)

− 1

8

(
2M2

Ha
+M2

Hh
− 2M2

sb

)
A0 (MHa)− 1

4

(
2M2

H± +M2
Hh
− 2M2

sb

)
A0 (MH±)

}

+
sαβg

8π2MWtβ

{
3m2

tA0 (mt)

+
t2β − 1

8

(
3s2
αβ

(
M2
Hh
−M2

sb

)
A0 (MHh

) + c2
αβ

(
M2
Hh

+ 2M2
Hl
− 3M2

sb

)
A0 (MHl

)

+
(
M2
Hh
−M2

sb

)
A0 (MHa) + 2

(
M2
Hh
−M2

sb

)
A0 (MH±)

)}
. (B.33)
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The scalar integral A0 is defined in App. A.1. Note that by the transformation

sαβ → cαβ, cαβ → −sαβ, MHl
↔MHh

(B.34)

the tadpoles turn into each other in the following way

tHl
→ −tHh

, tHh
→ tHl

. (B.35)

B.2 Results for 2-point tadpole counterterms in the FJ Tadpole Scheme in

the THDM

In this section, we list the tadpole counterterms for the two-point functions derived according

to the definition (4.19). Using the abbreviations

ts(a, b) = a tβ + b
(
1− t2β

)
, (B.36)

tαβ = (sαβ + cαβtβ) (cαβ − sαβtβ) , (B.37)

tf,1 =
g

2MW

[
− tHl

M2
Hl

(sαβ + tβcαβ) +
tHh

M2
Hh

(cαβ − sαβtβ)

]
, (B.38)

tf,2 =
g

2MWtβ

[
tHl

M2
Hl

(cαβ − sαβtβ) +
tHh

M2
Hh

(sαβ + cαβtβ)

]
, (B.39)

the expressions read:

tHlHl
= − tHl

3g

2MWtβ

[
sαβtαβ + ts(2sαβ,−cαβ)

(
1−

M2
sbc

2
αβ

M2
Hl

)]

− tHh

g cαβ
2MWtβ

[
−
(

1 +
2M2

Hl

M2
Hh

)
tαβ +

M2
sb

M2
Hh

ts(2(c2
αβ − 2s2

αβ), 3sαβcαβ)

]
, (B.40)

tHhHh
= − tHh

3g

2MWtβ

[
cαβtαβ − ts(2cαβ, sαβ)

(
1− M2

sb

M2
Hh

s2
αβ

)]

− tHl

gsαβ
2MWtβ

[
−
(

1 +
2M2

Hl

M2
Hh

)
tαβ −

M2
sb

M2
Hl

ts(2(s2
αβ − 2c2

αβ),−3sαβcαβ)

]
, (B.41)

tHhHl
= tHlHh

=
g

2MWtβ
tHl
cαβ

[(
2 +

M2
Hh

M2
Hl

)
tαβ +

M2
sb

M2
Hl

ts(2(2s2
αβ − c2

αβ),−3sαβcαβ)

]

+
g

2MWtβ
tHh

sαβ

[(
2 +

M2
Hl

M2
Hh

)
tαβ −

M2
sb

M2
Hh

ts(2(2c2
αβ − s2

αβ), 3sαβcαβ)

]
, (B.42)

tHaHa = tHl

g

2MWtβ

[
M2

sb

M2
Hl

ts(2sαβ,−cαβ)−
M2
Ha

M2
Hl

2sαβtβ − ts(sαβ,−cαβ)

]

+ tHh

g

2MWtβ

[
−M

2
sb

M2
Hh

ts(2cαβ, sαβ) +
M2
Ha

M2
Hh

2cαβtβ + ts(cαβ, sαβ)

]
, (B.43)

tH±H∓ = tHaHa (MHa →MH±) , (B.44)

tG0G0 = tG±G∓ =
g

2MW
(−tHl

sαβ + tHh
cαβ) , (B.45)
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tG0Ha = tHaG0 = tHl

g cαβ
2MW

(
1−

M2
Ha

M2
Hl

)
+ tHh

g sαβ
2MW

(
1−

M2
Ha

M2
Hh

)
, (B.46)

tG±H∓ = tH±G∓ = tG0Ha (MHa →MH±) , (B.47)

tµν
W±W∓ = gµνgMW

(
tHl

M2
Hl

sαβ −
tHh

M2
Hh

cαβ

)
, (B.48)

tµνZZ =
tµν
W±W∓

cw
, (B.49)

tµ
W±H∓ = iqµ

g

2

(
tHl

M2
Hl

cαβ +
tHh

M2
Hh

sαβ

)
, (B.50)

tµ
W±G∓ = ± qµ g

2

(
tHl

M2
Hl

sαβ −
tHh

M2
Hh

cαβ

)
, (B.51)

tµZHa
= − i

tµ
W±H∓

cw
, (B.52)

tµZG0
= − i

tµ
W−G+

cw
, (B.53)

tff =

 mf tf,1 if f couples to Φ1 in (2.38)

mf tf,2 if f couples to Φ2 in (2.38)
, (B.54)

with qµ being the incoming momentum of the corresponding vector boson. The Feynman rules

for the tadpole counterterms are obtained by multiplying the tadpole expression with the imag-

inary unit i.

B.3 Results for tadpoles in the HSESM

We give the tadpoles tHl
and tHh

corresponding to the Higgs bosons Hl and Hh in the HSESM,

with only the top quark being massive, in the ’t Hooft–Feynman gauge,

tHl
= −THl

=
g

8π2MW

{
− 3m2

tsαA0 (mt)

+A0 (MHh
)
(
M2
Hl

+ 2M2
Hh

) cαsα
8tβ

(−sα + cαtβ)

+A0 (MHl
)M2

Hl

3

8tβ

(
−c3

α + s3
αtβ
)

+A0 (MW)
sα
4

(
M2
Hl

+ 2(D − 1)M2
W

)
+A0 (MZ)

sα
8

(
M2
Hl

+ 2 (D − 1)M2
Z

)}
, (B.55)

tHh
= −THh

=
g

8π2MW

{
3m2

t cαA0 (mt)

−A0 (MHl
)
(
M2
Hh

+ 2M2
Hl

) cαsα
8tβ

(cα + sαtβ)
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+A0 (MHh
)M2

Hh

3

8tβ

(
−s3

α − c3
αtβ
)

−A0 (MW)
cα
4

(
M2
Hh

+ 2 (D − 1)M2
W

)
−A0 (MZ)

cα
8

(
M2
Hh

+ 2(D − 1)M2
Z

)}
. (B.56)

The scalar integral A0 is defined in App. A.1. Note that by the transformation

sα → cα, cα → −sα, MHl
↔MHh

(B.57)

the tadpoles turn into each other in the following way

tHl
→ −tHh

, tHh
→ tHl

. (B.58)

C Alternative tadpole counterterm schemes

In this appendix give simple recipes for efficiently generating the tadpole counterterms in the

different models and tadpole counterterm schemes at one-loop order. In Section C.1 we use

the derived results to prove the gauge dependence of the S-matrix in the Rξ gauge in popular

tadpole counterterms for the MS renormalization of the mixing angles defined in Section 4.6.1,

Section 4.6.2. The following parts are taken from Ref. [51] and extended to the case of the

HSESM.

We start from the tree-level Lagrangian (4.15) in the symmetric basis in terms of the theory-

defining parameters where the fields have been shifted by independent parameters vi,B. Then, we

perform the shifts of the parameters as defined below. Thereafter, the vevs vi,B are determined

at leading order, and the bare physical basis is introduced by using the tree-level relations

(2.28)–(2.30) for the THDM and (2.33), (2.34) for the HSESM. Finally, the bare parameters

can be expressed in terms of renormalized parameters and counterterms according to e.g. (5.9).

The tadpole renormalization in the different schemes can be generated by shifting the corre-

sponding bare parameters as follows:

Scheme 1

A commonly used renormalization scheme for the SM was proposed in Ref. [84]. There,

the bare physical masses are defined as the coefficients of the quadratic terms in the fields,

and the tadpoles are the coefficients of the terms linear in the fields. For the SM the

tadpole counterterms in Ref. [84] are obtained upon performing the shifts

λB → λB +
2th
v3

B

, µ2
B → µ2

B +
3

2

th
vB
. (C.59)

Applying this definition to the THDM, we can construct the corresponding Lagrangian by

a shift in the bare parameters as

λ1,B → λ1,B −
1

v3
1

(tHl
sinα− tHh

cosα) ,
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λ2,B → λ2,B +
1

v3
2

(tHl
cosα+ tHh

sinα) ,

λ3,B → λ3,B −
2v2

2

v1v4
(tHl

sinα− tHh
cosα) +

2v2
1

v2v4
(tHl

cosα+ tHh
sinα) ,

λ4,B → λ4,B +
v2

2

v1v4
(tHl

sinα− tHh
cosα)− v2

1

v2v4
(tHl

cosα+ tHh
sinα) ,

λ5,B → λ5,B +
v2

2

v1v4
(tHl

sinα− tHh
cosα)− v2

1

v2v4
(tHl

cosα+ tHh
sinα) ,

m2
1,B → m2

1,B +
3

2v1
(tHl

sinα− tHh
cosα) ,

m2
2,B → m2

2,B −
3

2v2
(tHl

cosα+ tHh
sinα) . (C.60)

For the HSESM the rules read

λ1,B → λ1,B −
1

v3
(tHl

sinα− tHh
cosα) ,

λ2,B → λ2,B +
1

v3
s

(tHl
cosα+ tHh

sinα) ,

λ3,B → λ3,B,

m2
1,B → m2

1,B +
3

2v
(tHl

sinα− tHh
cosα) ,

m2
2,B → m2

2,B −
3

2vs
(tHl

cosα+ tHh
sinα) , (C.61)

which correspond to the ones in the THDM (C.60) by identifying the rule for λ3,B with

the rule for λ3,B + λ4,B + λ5,B.

One can verify that the prescription (C.60) leads to the tadpole equations (B.30) in the

THDM and HSESM. Note that in the alignment limit, the SM tadpoles (see App. A in

Ref. [84]) are recovered.

Scheme 2

In the βh scheme of Ref. [85], the mass parameters in the Higgs potential are eliminated

in favour of explicit tadpoles, while the quartic Higgs couplings λi are kept fixed. Thus,

no tadpole counterterm contributions appear in the triple and quartic vertices between

scalars, but the mass parameters of the Higgs potential and thus the two-point functions

are shifted by tadpole counterterms. For the SM one obtains

λB → λB, µ2
B → µ2

B +
th
vB
. (C.62)

For the THDM the rules read

λi,B → λi,B,

m2
1,B → m2

1,B +
(tHl

sinα− tHh
cosα)

v1
,

m2
2,B → m2

2,B −
(tHl

cosα+ tHh
sinα)

v2
. (C.63)
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For the HSESM the rules are the same with properly identified vevs

λi,B → λi,B,

m2
1,B → m2

1,B +
(tHl

sinα− tHh
cosα)

v
,

m2
2,B → m2

2,B −
(tHl

cosα+ tHh
sinα)

vs
. (C.64)

For explicit computations, Scheme 2 is very convenient because tadpole counterterms

appear only in two-point functions. This scheme is widely used, e.g. in the THDM [185,

186, 187, 188, 128] and in the MSSM [189, 184, 190]. In contrast, in Scheme 1 two-point

functions do not receive tadpole counterterms due to the definition of the bare masses in

that scheme.

Scheme 3

As described in detail in Section 4.2.1, in the FJ Tadpole Scheme, the vevs are replaced

by (v1,B + ∆v1) and (v2,B + ∆v2), which in the SM corresponds to the following shift

vB → vB −
th
M2

h

. (C.65)

For the THDM and HSESM the rules read

v1,B → v1,B +
tHl

sinα

M2
Hl

− tHh
cosα

M2
Hh

,

v2,B → v2,B −
tHl

cosα

M2
Hl

− tHh
sinα

M2
Hh

. (C.66)

This prescription has to be applied to the full Lagrangian and is not restricted to the

Higgs potential. Further, only after these shifts the vevs are fixed by minimizing the

scalar potential.

We stress again, as we have shown in Section 4.2.2, that the bare parameters of the theory

are shifted by (gauge-dependent) tadpole contributions in Schemes 1 and 2, as opposed to the

prescription of the FJ Tadpole Scheme (C.66), where only the unphysical vevs receive a shift

which can be understood as a suited field reparametrization.

C.1 Gauge dependence of the mixing angle α in popular tadpole schemes

We study the tadpole-counterterm-scheme dependence of vertices in the THDM in the Rξ gauge.

We find that the MS renormalization of α defined in Section 4.6.1 combined with alternative

tadpole counterterm schemes is responsible for the gauge dependence of the S-matrix, while it

is gauge-independent in the FJ Tadpole Scheme. These results directly translate to the HSESM.

In the following we make use of the fact that a different tadpole counterterm scheme merely

leads to different solutions for counterterms. Thus, the tadpole-counterterm-scheme dependence

can be studied on the level of counterterms. We name the schemes as in the previous section,

i.e. Scheme 1 for the scheme employed in Ref. [84] and Scheme 2 for the βh scheme of Ref. [85].
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C Alternative tadpole counterterm schemes

The FJ Tadpole Scheme is referred to as Scheme 3. We generically label the difference in the

schemes for a counterterm δci by

∆iδc = δci − δc3, i = 1, 2, (C.67)

where the ∆i describe the difference of Scheme i with respect to the Scheme 3.

In the following we list the results for the counterterm parameters. Thereby, we make use of

results for tadpoles listed in Apps. B.1 and B.2. As a first result, we note that the counterterms

of couplings in the SM are not affected by the choice of the tadpole renormalization scheme, i.e.

∆iδe = ∆iδcw = 0, i = 1, 2. (C.68)

However, the mass counterterms for all fermions and gauge-bosons change equally for i = 1, 2

as

∆iδM
2
V =

g

MW
M2
V

(
tHl

M2
Hl

sαβ −
tHh

M2
Hh

cαβ

)
,

∆iδm
d
f =

g

2MW
md
f

(
tHl

M2
Hl

(cαβtβ + sαβ) +
tHh

M2
Hh

(sαβtβ − cαβ)

)
,

∆iδm
u
f =

g

2MWtβ
mu
f

(
tHl

M2
Hl

(sαβtβ − cαβ)− tHh

M2
Hh

(cαβtβ + sαβ)

)
,

∆iδm
l
f =

g

2MW
ml
f

(
tHl

M2
Hl

(cαβtβ + sαβ) +
tHh

M2
Hh

(sαβtβ − cαβ)

)
, (C.69)

which is easily derived because neither in Scheme 1 nor in Scheme 2 there are tadpole contribu-

tions to two-point functions of fermions and gauge bosons. Therefore, the difference (C.69) is

the full tadpole dependence of the two-point functions in the FJ Tadpole Scheme. The results

for the scalar fields are more complicated and not given since most of them are not needed in the

following discussion. For Scheme 1, the difference is again given by the full tadpole dependence

in the FJ Tadpole Scheme, which can be found in App. B.1.

In the FJ Tadpole Scheme, the mass counterterms are gauge independent by definition, which

we have verified in the Rξ gauge. Consequently, the mass counterterms in Schemes 1 and 2

are gauge dependent, and their gauge dependence is given by the gauge dependence of the

corresponding tadpole counterterms.

Next, we derive the tadpole-counterterm-scheme dependence for the mixing angles. Since they

are renormalized in the MS scheme, we only need to study their UV-divergent parts which are

given by (4.123) and (4.120), holding in any of the presented tadpole counterterm schemes in

the Rξ gauge. For β, defined in Section 4.6.2, we obtain

∆iδβ
MS = ∆i

δZMS
G0Ha

− δZMS
HaG0

4
= −

∆it
MS
G0Ha

M2
Ha

, i = 1, 2, (C.70)

In the first step we used (4.123). The second step can be derived by solving the renormalization
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conditions for the relevant mixing energies

(
p2 −M2

Ha

) δZHaG0

2
+ p2 δZG0Ha

2
+ tG0Ha + self-energy diagrams

!
= finite, (C.71)

where we omitted any explicit tadpoles because of the tadpole renormalization condition T̂i =

0. Since the self-energy contributions do not depend on the tadpole counterterm scheme, the

scheme-dependent divergence of the tadpole counterterms has to cancel against the scheme-

dependent divergence of the non-diagonal field renormalization constants, and for i = 1, 2 we

obtain

∆i

((
p2 −M2

Ha

)
δZMS

HaG0
+ p2δZMS

G0Ha
+ 2tMS

G0Ha

)
!

= 0, (C.72)

which implies

∆iδZ
MS
HaG0

= 2
∆it

MS
G0Ha

M2
Ha

, ∆iδZ
MS
G0Ha

= −2
∆it

MS
G0Ha

M2
Ha

. (C.73)

Therefore, the scheme dependence of δβMS is given by the scheme dependence of the tadpole

contribution tG0Ha of (C.70). The explicit results for tG0Ha in the FJ Tadpole Scheme are listed

in App. B.2, and those for Schemes 1 and 2 are given by

tG0Ha,1 = tG0Ha,2 =
g

2MW
(tHl

cαβ + tHh
sαβ) , (C.74)

and hence

∆itG0Ha

M2
Ha

=
g

2MW

(
cαβ

tHl

M2
Hl

+ sαβ
tHh

M2
Hh

)
, i = 1, 2. (C.75)

While the change in δβMS at one-loop order is independent of the gauge parameters in the

usual Rξ gauge and in their generalizations to non-linear gauges, we show in App. B.1 that it is

nevertheless already gauge dependent at the one-loop level in the THDM. This result applies

to the MSSM and HSESM.

For the difference in the counterterms to the mixing angle α, we obtain

∆1δα
MS = −

∆1δZ
MS
HlHh

2
=

∆1t
MS
HhHl

M2
Hh
−M2

Hl

= −
tMS
HhHl

M2
Hh
−M2

Hl

(C.76)

and

∆2δα
MS = −

∆2δZ
MS
HlHh

2
=

∆2t
MS
HhHl

M2
Hh
−M2

Hl

= −
tMS
HhHl

− tMS
HhHl,2

M2
Hh
−M2

Hl

, (C.77)
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with tHhHl
defined in App. B.2 and

tHhHl,2 = − g

2MWtβ
(tHl

cαβ + tHh
sαβ) . (C.78)

Here, we used (4.120) and the antisymmetry of ∆1δZ
MS
HlHh

, which can be derived similarly as the

one of ∆1,2δZ
MS
HaG0

above. The result for ∆1δα
MS can be expressed by the tadpole counterterm

in the FJ Tadpole Scheme only, because Scheme 1 [see Eq. (C.60)] does not induce tadpole

counterterms for two-point functions that do not involve external would-be Goldstone bosons.

The differences ∆1δα
MS and ∆2δα

MS are both gauge dependent at one-loop order, which can

be seen by inserting the explicit expressions for the tadpoles from App. B.1 in the Rξ gauge.

This result is used in the next section to demonstrate the gauge dependence of S-matrix elements

in Schemes 1 and 2.

The Hlτ
+τ− vertex

We study the renormalized Hlτ
+τ− vertex for the different tadpole renormalization schemes

defined above. In this section, we assume that the renormalized tadpole terms vanish, T̂
(1)
Hl

= 0

and T̂
(1)
Hh

= 0. Then, the shifts in the bare parameters that originate from tadpole counterterms

t
(1)
Hl

and t
(1)
Hh

can be expressed in terms of the one-loop tadpole contributions T
(1)
Hl

and T
(1)
Hh

.

As the tadpole renormalization schemes do not modify the bare Lagrangian, the bare loop

amplitudes are not altered. However, the finite parts of the counterterms are affected, and thus

receive gauge dependencies, as we demonstrate in the following. In particular, we show that the

change in the renormalized vertex function is gauge dependent in the Rξ gauge, i.e.

∂ξ∆i
Hl

τ+

τ−

1R 6= 0, (C.79)

which has been verified by direct computation. The relevant Feynman rules read

Hl

τ+

τ−

=
iemτ

2MWsw
(cαβtβ + sαβ) ,

Hh

τ+

τ−

= − iemτ

2MWsw
(cαβ − sαβtβ) . (C.80)

Computing the difference of the renormalized vertex function in different tadpole schemes yields

∆i
Hl

τ+

τ−

1R = ∆i
Hl

τ+

τ−

=
iemτ

MWsw

[
(cαβtβ + sαβ)

(
∆iδβ

MS +
∆iδmτ

mτ
− ∆iδMW

MW

)
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− (cαβ − sαβtβ)

(
∆i
δZHhHl

2
−∆iδα

MS

)]
. (C.81)

The terms can be split into two parts which are separately UV finite, thus allowing for a simple

interpretation

∆iδβ
MS +

∆iδmτ

mτ
− ∆iδMW

MW
= ∆i

δZfin
HaG0

2
,

∆i
δZHhHl

2
−∆iδα

MS = −∆i

δZfin
HlHh

2
, (C.82)

where we used (C.69), (C.70), (C.76), and (C.77) and “fin” denotes the UV-finite part, i.e. the

remnant after MS subtraction. The final result reads

∆i
Hl

τ+

τ−

1R =
Hl

τ+

τ−

×∆i

δZfin
HaG0

2
−

Hh

τ+

τ−

×∆i

δZfin
HlHh

2
, (C.83)

with

∆1δZ
fin
HaG0

= −2
tfin
G0Ha

− tfin
G0Ha,1

M2
Ha

, ∆2δZ
fin
HaG0

= −2
tfin
G0Ha

− tfin
G0Ha,2

M2
Ha

,

∆1δZ
fin
HlHh

= 2
tfin
HhHl

M2
Hh
−M2

Hl

, ∆2δZ
fin
HlHh

= 2
tfin
HhHl

− tfin
HhHl,2

M2
Hh
−M2

Hl

, (C.84)

where tG0Ha and tHhHl
are defined in App. B.2, and tG0Ha,1,2 and tHhHl,2 in (C.74) and (C.78),

respectively. The first contribution in (C.83) appears owing to the differences in the definition

of β, the second one is a consequence of the definition of α. The FJ Tadpole Scheme yields

gauge-independent predictions for the decay rate Hl → τ+τ−, whereas in Schemes 1 and 2 the

prediction is gauge dependent in the Rξ gauge due to the second term in (C.83). This has been

confirmed via explicit calculation of the S-matrix element in the Rξ gauge.

At one-loop order, the results for the FJ Tadpole Scheme can be obtained from Schemes 1

and 2 via the mapping

(
δβMS

)
i
→
(
δβMS

)
i
−∆i

δZfin
HaG0

2
,
(
δαMS

)
i
→
(
δαMS

)
i
−∆i

δZfin
HlHh

2
, i = 1, 2. (C.85)

Note that the “Tadpole scheme” introduced in Ref. [184] for the renormalization of tβ in the

MSSM is equivalent to the FJ Tadpole Scheme applied to the MSSM combined with MS sub-

traction for tβ. Indeed for the MSSM the finite shift δtfin
β defined in Eq. (43) of Ref. [184] cor-

responds exactly to the shift of
(
δβMS

)
2

in Eq. (C.85), which translates the popular Scheme 2

to the FJ Tadpole Scheme.
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The ZZHh vertex

We derive the tadpole counterterm dependence of the ZZHh vertex, obtaining formally analo-

gous results as in the previous calculation. The following Feynman rules were used

Z

Z
Hh

=
iecαβ
swcw

MW

cw
gµν ,

Z

Z
Hl

= − iesαβ
swcw

MW

cw
gµν . (C.86)

For this vertex an explicit tadpole counterterm needs to be taken into account, given by

Z

Z
Hh

⊃ tZZHh
= − ie2

2s2
wc

2
w

tHh

M2
Hh

gµν . (C.87)

With the same line of arguments as before we obtain the difference of the renormalized vertex

in different tadpole counterterm schemes as

∆i

Z

Z
Hh

R =

Z

Z
Hl

×∆i

−δZfin
HaG0

+ δZfin
HlHh

2
. (C.88)

The gauge independence of the renormalized ZZHh vertex has been verified in the FJ Tadpole

Scheme by explicit computation in the Rξ gauge. Schemes 1 and 2 can be mapped to the

FJ Tadpole Scheme via (C.85). Since the mapping (C.85) is gauge dependent, the renormalized

ZZHh vertex becomes gauge dependent in Schemes 1 and 2.

C.2 Gauge dependence of the mixing angle β in popular tadpole schemes

In the following we prove the gauge dependence of δβMS in popular tadpole counterterm schemes

at the one-loop order by explicit calculation. Further, we show that in the FJ Tadpole Scheme

δβMS is gauge independent.

In the THDM the apparent gauge independence of δβMS in the Rξ gauge at the one-loop level

can be understood as follows: Consider the linear combination of Φ1 and Φ2 that does not have

a vev(see Section 2.3.1)

cosβΦ2 − sinβΦ1 =

(
H±

1√
2

(cosβv2 − sinβv1 +Hlcαβ +Hhsαβ + iHa)

)
, (C.89)

with cosβv2−sinβv1 = 0. Performing the shift in the vevs according to (B.30) and using (B.31),

we obtain the tadpole corresponding to the neutral Higgs field H̃ = Hlcαβ +Hhsαβ,

sinβ∆v1 − cosβ∆v2 = cαβ
tHl

M2
Hl

+ sαβ
tHh

M2
Hh

, (C.90)
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which enters the shift of ∆iβ
MS between the FJ Tadpole Scheme and the popular Schemes 1

and 2 found in (C.70) and (C.75). The Higgs field H̃ does neither couple to two gauge bosons

nor to two would-be Goldstone bosons, and, moreover, it does not enter the gauge fixing in the

Rξ gauge and thus does not couple to Faddeev–Popov ghost fields. Consequently, there are no

gauge-dependent Feynman diagrams for the H̃ tadpole at one-loop order and thus ∆iδβ
MS does

not depend on the gauge-parameter in the Rξ gauge. Since δβMS is gauge independent in the

FJ Tadpole Scheme, this translates to Schemes 1 and 2. This argument can be generalized to

non-linear Rξ gauges at one-loop order.1

Nevertheless, it is possible to demonstrate the gauge dependence of δβMS in Schemes 1 and 2

at one-loop order in a suitably chosen gauge. Since H̃ couples to one gauge boson or would-be

Goldstone boson and Ha, we can generate a gauge-dependent contribution to its tadpole by

allowing for mixing propagators induced by the gauge fixing. Here, we provide an appropriate

gauge-fixing function and prove the gauge dependence of δβMS via two different approaches. In

addition, we show that also in this class of gauges the gauge independence of δβMS is preserved

in the FJ Tadpole Scheme.

The appropriate choice of the gauge-fixing function can be motivated as follows. From the

point of view of the FJ Tadpole Scheme the gauge dependence appears in the Schemes 1

[Eq. (C.60)] or 2 [Eq. (C.63)] if it is possible to generate a gauge-dependent tadpole contribution

of the form of (C.90). For a gauge-fixing function C linear in the gauge fields the infinitesimal

variation of Green’s functions under a change in the gauge-fixing function, ∆C, with respect to

some parameter can be derived (see e.g. Section 2.5.4.4 of Ref. [102], Section 12.4 of Ref. [191],

or Ref. [141]). For the one-point function of a field ϕ this reads

δ∆C 〈Tϕ(x)〉 : = δ∆C ϕ
1

x

=

 ϕ
1

x


C+∆C

−

 ϕ
1

x


C

= i〈T (sϕ(x))

∫
d4y ū(y)∆C(y)〉

= i

∫
d4y

[
ū∆Csϕ ū∆Csϕ

x y

]
, (C.91)

where sϕ represents the BRST transformation of the field ϕ at the space–time point x and ū is

the anti-ghost field associated to the gauge-fixing function C, both at the space–time point y.

For

ϕ = H̃ = cαβHl + sαβHh, (C.92)

the required BRST transformation in (C.91) reads

sH̃ =
e

2swcw
uZHa +

ie

2sw

(
u−H+ − u+H−

)
. (C.93)

We note that sH̃ does neither induce would-be Goldstone bosons nor vevs. Hence, one can easily

1Specifically, we verified the independence of δβMS of the gauge parameters for a non-linear gauge-fixing function
CZ = ∂µZµ − ξG0MZG0 (1 + ξHhHh) for general ξG0 and ξHh .
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C Alternative tadpole counterterm schemes

read off the condition for a gauge dependence of (C.90). We modify the gauge-fixing function

in (6.29) by setting ξW = ξA = ξZ = 1 and adding a term proportional to Ha to CZ ,

CZ = ∂µZµ −MZG0 − ξβMHaHa, (C.94)

which is required to obtain non-vanishing contributions to (C.91). The resulting gauge-fixing

function (C.94) in the ξβ gauge looks simple, but gives rise to a non-diagonal propagator matrix

(see App. C.3 for the Feynman rules). An infinitesimal change in the gauge-fixing function is

obtained by performing an expansion for small ξβ, i.e. we identify ∆C with −ξβMHaHa, defining

δξβX :=
∂

∂ξβ
X

∣∣∣∣
ξβ=0

ξβ. (C.95)

While we work only to leading order in ξβ, an exact calculation is possible and straightforward

in the gauge of (C.94). At one-loop order we find after Fourier transformation to momentum

space

F.T.

∫
d4y


uZ

Ha

x y

 =

∫
d4q

(2π)4

i

q2 −M2
Z

i

q2 −M2
Ha

, (C.96)

and hence using (C.91)

〈
H̃
〉
ξβ

:= F.T. δξβ

〈
TH̃(x)

〉
= F.T.

cαβ δξβ Hl

1

x

+ sαβ δξβ Hh

1

x

 (C.97)

= − ieξβMHa

2swcw

∫
d4q

(2π)4

i

q2 −M2
Z

i

q2 −M2
Ha

. (C.98)

Consequently, there is a non-zero gauge-dependent and UV-divergent contribution to the tadpole

in (C.90), which proves the gauge dependence in the popular schemes, where tadpole contribu-

tions are absorbed in bare parameters. Note that this argument can be carried over to the

supersymmetric case, where
〈
H̃
〉
ξβ

does not change if the same gauge is used. This result is

used below to derive the ξβ dependence of δβMS in Schemes 1 and 2 [see Eq. (C.115)].

We validate (C.98) in the THDM using an explicit Feynman-diagrammatic calculation of the

tadpole 〈H̃〉. Inspecting the Feynman rules listed in App. C.3, we find three sources that can

induce a linear ξβ dependence of the tadpole 〈H̃〉. These are provided by the mixing propagators

ZHa andG0Ha and the coupling of the neutral Higgs bosonsHl andHh to Faddeev–Popov ghosts

ūZ and uZ . For the ξβ-dependent tadpole contributions corresponding to (C.97) in momentum

space we obtain

δξβ ϕ
1

=

Ha

ϕ

Z

+

Ha

ϕ

G0

+

uZ

ϕ for ϕ = Hl, Hh, (C.99)
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and the sum of the contributions yields

δξβ Hl

1
= − ieξβMHacαβ

2swcw

∫
d4q

(2π)4

i

q2 −M2
Z

i

q2 −M2
Ha

= cαβ

〈
H̃
〉
ξβ
,

δξβ Hh

1
= − ieξβMHasαβ

2swcw

∫
d4q

(2π)4

i

q2 −M2
Z

i

q2 −M2
Ha

= sαβ

〈
H̃
〉
ξβ
. (C.100)

Thus, we reproduce the result in (C.98).

Finally, we show explicitly that δβMS remains gauge independent in the FJ Tadpole Scheme at

one-loop order, but depends explicitly on ξβ in the gauge of (C.94) in Schemes 1 and 2. To this

end, we derive the gauge dependence directly from the renormalized vertex function in (4.121),

working only at leading order in ξβ.

In the FJ Tadpole Scheme it is enough to verify that all counterterm parameters that enter

the renormalization of β are gauge independent and that no gauge dependence is introduced by

the bare vertex function in (4.121). The renormalization constant δZe is independent of ξβ since

no Higgs-boson couplings enter this quantity. For δM2
W and δM2

Z, the tadpole contributions to

the WW and ZZ two-point functions are proportional to (see App. B.2)

sαβ
tHl

M2
Hl

− cαβ
tHh

M2
Hh

, (C.101)

which is not sensitive to our choice of gauge-fixing function. The W-boson self-energy receives

no other contributions linear in ξβ. The linear ξβ-dependent contribution induced in the Z-boson

self-energy contributes only to its longitudinal part and does not influence δM2
Z. This implies

the ξβ independence of δM2
W and δM2

Z which we have also verified via explicit calculation in

the ξβ gauge. For the vertex Haτ
+τ− there is no ξβ-dependent and at the same time UV-

divergent term. This is consistent with the fact that there is no tadpole contribution to the bare

vertex function which could cancel a would-be gauge dependence. For δZG0Ha and δmτ no such

argument can be given, and a cancellation of ξβ-dependent terms between self-energy diagrams

and tadpoles takes place. We explicitly show this cancellation starting with δZG0Ha .

The terms linear in ξβ contributing to the G0Ha mixing energy are given by2

δξβ
G0 Ha

1 =
Z Ha

Hl

+
Ha Z

Hh

+
G0 Ha

Hl

+
Ha G0

Hh

+
Z Ha

Hh

+
Ha Z

Hl

+
G0 Ha

Hh

+
Ha G0

Hl

+
G0 Ha

. (C.102)

Note that each diagram contains one mixing propagator. The diagrams involving a neutral

2In the alignment limit, the second line in (C.102) vanishes.
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C Alternative tadpole counterterm schemes

Higgs boson propagator and a mixing propagator of a pseudoscalar Higgs boson and a would-be

Goldstone boson do not contribute to the MS renormalization of β because they are UV finite.

The other self-energy diagrams are UV divergent, and we obtain for the combined contributions

to the G0Ha mixing energy

∑
ϕ=Hl,Hh

Z Ha

ϕ

= − ie

2swMW

[
s2
αβM

2
Hl

+ c2
αβM

2
Hh

+ 2M2
Ha
− 2M2

sb

+ cαβsαβ
1− t2β
tβ

(
M2
Hh
−M2

Hl

)]〈
H̃
〉
ξβ

+ UV-finite terms, (C.103)

∑
ϕ=Hl,Hh

Ha Z

ϕ

=
ie

2swMW

[
M2
Ha
− s2

αβM
2
Hh
− c2

αβM
2
Hl

] 〈
H̃
〉
ξβ

+ UV-finite terms,

(C.104)

G0 Ha
=

ie

2swMW

[
M2
Hl

+ 2M2
Hh
− 2M2

sb

+ cαβ

(
−cαβ + sαβ

1− t2β
tβ

)(
M2
Hh
−M2

Hl

)]〈
H̃
〉
ξβ
, (C.105)

where for arriving at the (C.103) and (C.104) the numerator structure has been cancelled against

one of the neutral Higgs-boson propagators. Adding all contributions leads to

δξβ
G0 Ha

1 = − ie

2swMW

[
M2
Ha
− s2

αβM
2
Hh
− c2

αβM
2
Hl

] 〈
H̃
〉
ξβ

+ UV-finite terms, (C.106)

for the linear dependence of self-energy diagrams on ξβ. The tadpole contributions to the G0Ha

mixing energy are derived using the results in (C.100) leading to

∑
ϕ=Hl,Hh

δξβϕ
1

=
ie

2swMW

[
M2
Ha
− s2

αβM
2
Hh
− c2

αβM
2
Hl

] 〈
H̃
〉
ξβ
, (C.107)

which cancels against the ξβ dependent terms in (C.106) contributing to the renormalization of

β. Thus, we have proven that (
δξβδZ

MS
G0Ha

)
3

= 0. (C.108)

For the on-shell renormalization of δmτ we pursue the same strategy. The ξβ-dependent contri-

butions to the τ self-energy are given by

δξβ
τ

p I
1 =

Z Ha

τ

+

Ha Z

τ

+

G0 Ha

τ

+

Ha G0

τ

.

(C.109)

119



Projecting the τ self-energy onto a Dirac spinor, putting the momentum on shell, using the

Dirac equation, and considering only the scalar and vector part that is relevant for the mass

counterterm, we find

δξβ
τ

p I
1 u(p)

∣∣∣∣∣
p2=m2

τ

=
ie2tβmτξβMHa

4MWs2
wcw

u(p)× (C.110)

∫
d4q

(2π)4

i

q2 −M2
Z

i

q2 −M2
Ha

i

(p+ q)2 −m2
τ

(
(p+ q)2 −m2

τ

)∣∣∣∣∣
p2=m2

τ

= − iemτ tβ
2swMW

〈
H̃
〉
ξβ
u(p)

∣∣∣∣
p2=m2

τ

. (C.111)

The tadpole contribution to the τ self-energy is derived using the results in (C.100) leading to

∑
ϕ=Hl,Hh

δξβϕ
1

=
iemτ tβ
2swMW

〈
H̃
〉
ξβ
. (C.112)

The tadpole contribution in (C.112) cancels against the self-energy contribution in (C.111) and

we conclude that δmτ is independent of ξβ in on-shell renormalization,

(
δξβδmτ

)
3

= 0. (C.113)

Altogether, we have proven the gauge independence of δβMS in the ξβ gauge in the FJ Tadpole

Scheme, (
δξβδβ

MS
)

3
= 0. (C.114)

Finally, we can give the precise ξβ dependence of δβ for Schemes 1 and 2 originating from the

gauge dependence of the tadpoles in δmτ and δZG0Ha . Using (4.122) for the counterterm, the

full ξβ dependence is obtained as

(δξβδβ
MS)i =

e

2swMW

1−
s2
αβM

2
Hh

+ c2
αβM

2
Hl

M2
Ha

(
1 + t2β

)
〈H̃〉

ξβ

∣∣∣∣∣∣
P.P.

, i = 1, 2, (C.115)

which is evidently nonzero.

C.3 Feynman rules in the ξβ gauge

We list the Feynman rules used to derive the gauge dependence of δβMS in App. C.2. The gauge-

fixing function (C.94) gives rise to mixing of propagators, which is required to actually observe

the gauge dependence at one-loop order. The gauge-fixing Lagrangian includes the following

mixing terms

LGF ⊃ ξβMHa (∂µZ
µ +MZG0)Ha. (C.116)
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C Alternative tadpole counterterm schemes

The corresponding 2-point vertex function in the basis (Zµ, G0, Ha) reads

Γ =


−
(
p2 −M2

Z

)
gµν 0 iξβMHap

µ

0 p2 −M2
Z ξβMHaMZ

−iξβMHap
µ ξβMHaMZ p2 −M2

Ha

(
1 + ξ2

β

)
 . (C.117)

By inverting the vertex function to linear order in ξβ we obtain the propagators as

Z
=
−igµν

p2 −M2
Z

+O
(
ξ2
β

)
, (C.118)

G0
=

i

p2 −M2
Z

+O
(
ξ2
β

)
, (C.119)

Ha
=

i

p2 −M2
Ha

, (C.120)

Z G0
= O

(
ξ2
β

)
, (C.121)

Z

p I

Ha
= − ξβMHap

µ i

p2 −M2
Z

i

p2 −M2
Ha

, (C.122)

G0 Ha
= iξβMHaMZ

i

p2 −M2
Z

i

p2 −M2
Ha

, (C.123)

where the momentum flows from left to right. We identify mixing propagators by two particle

labels. The Faddeev–Popov-ghost Lagrangian is derived by the standard methods which requires

for the ξβ gauge the BRST variation of Ha,

sHa = − e

2swcw
uZ (cαβHl + sαβHh) +

e

2sw

(
u+H− + u−H+

)
. (C.124)

The additional contribution to the ghost Lagrangian involving ξβ is then given by

Lgh ⊃ ξβMHa

e

2swcw
ūZuZ (cαβHl + sαβHh) , (C.125)

yielding the following gauge-dependent Feynman rules

uZ

Hh
ūZ

=
iesαβ
2swcw

ξβMHa ,

uZ

Hl
ūZ

=
iecαβ
2swcw

ξβMHa . (C.126)

Finally, we list all other vertices needed in the calculation of App. C.2 with the convention that

all particles and momenta are incoming:

Ha

Hl
G0

=
icαβe

2MWsw

(
M2
Ha
−M2

Hl

)
,

Ha

Hh
G0

=
isαβe

2MWsw

(
M2
Ha
−M2

Hh

)
,

(C.127)
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Ha

Hl

Zµ

=
cαβe

2swcw

(
pµHa
− pµHl

)
,

Ha

Hh

Zµ

=
sαβe

2swcw

(
pµHa
− pµHh

)
, (C.128)

G0

Hl

Zµ

= − esαβ
2swcw

(
pµG0
− pµHl

)
,

G0

Hh

Zµ

=
ecαβ

2swcw

(
pµG0
− pµHh

)
, (C.129)

Ha

Hl
Ha

=
ie

2MWsw

(
sαβ

(
M2
Hl

+ 2M2
Ha
− 2M2

sb

)
− cαβ

1− t2β
tβ

(
M2
Hl
−M2

sb

))
, (C.130)

Ha

Hh
Ha

=
ie

2MWsw

(
−cαβ

(
M2
Hh

+ 2M2
Ha
− 2M2

sb

)
− sαβ

1− t2β
tβ

(
M2
Hh
−M2

sb

))
,

(C.131)

Ha
G0

Ha

G0

= − ie2

2M2
Ws

2
w

((
M2
Hl

+ 2M2
Hh
− 2M2

sb

)
− cαβ

(
cαβ − sαβ

1− t2β
tβ

)(
M2
Hh
−M2

Hl

))
.

(C.132)

D Two-loop Higgs-boson self-energy in the FJ Tadpole Scheme

The following is taken from Ref. [51]. In this appendix, we relate the renormalized two-loop

self-energy of the Higgs boson in the SM in the two schemes based on T̂h = 0 and ∆v = 0.

Analogously to (4.38) at one loop, we show that the two-loop tadpole contributions to the self-

energy, which are generated by ∆v in the scheme with T̂h = 0, reproduce the self-energy in the

scheme with ∆v = 0, where unrenormalized tadpoles are explicitly taken into account. The

latter situation is given in (4.24) if the renormalized tadpoles are replaced by unrenormalized

ones.

To start with, we note that the 1PI two-loop self-energy and tadpole contributions depend

on the tadpole renormalization scheme, more precisely, they differ by ∆v-dependent terms.

Having performed the renormalization at one-loop, the 1PI two-loop self-energy diagrams in

both schemes are related via

2
∣∣∣
T̂h=0

= 2
∣∣∣
∆v=0

+

t
(1)
hh

, (D.133)

where the second diagram on the right-hand side schematically denotes all one-loop self-energy

diagrams with an additional insertion of the one-loop two-point tadpole counterterm t
(1)
hh . Using

the one-loop result (4.38) which relates t
(1)
hh with the bare one-loop tadpole t

(1)
h , this can be
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D Two-loop Higgs-boson self-energy in the FJ Tadpole Scheme

written as

2
∣∣∣
T̂h=0

= 2
∣∣∣
∆v=0

+

1

1 . (D.134)

Next, we consider the two-loop 1PI tadpole which fixes t
(2)
h in the scheme where T̂h = 0,

−t(2)
h =

2
∣∣∣∣∣
T̂h=0

=
2
∣∣∣∣∣
∆v=0

+

t
(1)
hh

=
2
∣∣∣∣∣
∆v=0

+

1

1 . (D.135)

The first equality is the renormalization condition. In the second equality we separate the

∆v-dependent terms, where the second diagram schematically represents all tadpole one-loop

diagrams with an additional insertion of t
(1)
hh . In the third equality we use again the one-

loop result (4.38). In the scheme where the tadpoles are renormalized according to T̂h = 0 the

renormalized two-loop self-energy can be expressed exclusively by 1PI contributions and is given

by

Σ̂
(2)
hh

(
q2
)∣∣∣
T̂h=0

=
[

2 +
]∣∣∣
T̂h=0

. (D.136)

The FJ Tadpole Scheme for T̂h = 0 includes tadpoles via the ∆v-dependent counterterms. In

addition to the ∆v(1)-dependent one-loop counterterms appearing in (D.133) and (D.135), the

two-loop counterterm induces a further dependence on ∆v(1) and ∆v(2). In the SM the additional

two-loop tadpole counterterms are derived from (4.47), which can be written as

thhh
2
B =

(
λhhh,B∆v +

λhhhh,B
2

(∆v)2

)
h2

B (D.137)

upon identifying λhhh,B and λhhhh,B as the bare triple and quartic Higgs-boson couplings. The

dependence on the two-loop tadpole counterterm t
(2)
h originates from the term proportional to

λhhh,B∆v(2). Using (4.45) and (D.135) the contribution of t
(2)
h can be written as

2

∣∣∣∣∣∣
T̂h=0

=
2

∣∣∣∣∣∣
∆v=0

+

1

1 . (D.138)

Next, we consider the quadratic 1PI one-loop tadpole contributions which are included in ∆v(2)

and
(
∆v(1)

)2
being proportional to λhhh and λhhhh, respectively. We identify the two contribu-

tions with

1 1

,

1 1

. (D.139)
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The last two-loop tadpole counterterms result from products of the one-loop tadpole t
(1)
h with

the counterterms to λhhh, the Higgs-boson mass [entering via (4.44)], and the Higgs-boson field-

renormalization constant and can be represented as follows:

1

,

1

, (D.140)

where in the counterterms ∆v = 0 is understood. Finally, we separate the ∆v dependence from

the renormalized two-loop self-energy (D.136). For the bare 1PI two-loop self-energy we use the

result (D.134). The two-loop ∆v-dependent counterterms are given by the sum of the diagrams

in (D.138), (D.139), and (D.140). The result reads

Σ̂
(2)
hh

(
q2
)∣∣∣
T̂h=0

=
[

2 +
]
T̂h=0

=


2R

+ 2 + 1

1R

+

1

1R


∆v=0

+

1 1

+

1 1

= Σ̂
(2)
hh

(
q2
)∣∣∣

∆v=0
. (D.141)

In the second equation we combine counterterms, evaluated for ∆v = 0, and bare-loop topologies

to renormalized objects. The result matches the renormalized two-loop self-energy in (4.24) when

tadpoles are not renormalized, i.e. for ∆v = 0.

E Distributions for Higgs strahlung and VBF in Higgs-boson

production

The following is based on Ref. [52]. We present distributions for the transverse momentum

pT,Hh
and rapidity yHh

of heavy Higgs bosons in Higgs strahlung and VBF. In addition, we

show distributions in the rapidity yµ− of the muon µ− in Higgs strahlung and in the rapidity yj1

of the hardest jet j1 in VBF. We selected a typical subset of all benchmark points, namely the

benchmark points BP3B1, BP43 and BP45 in the THDM and BP3 in the HSESM. All results

are given in the p∗ renormalization scheme for α and β. We do not show any SM-like Higgs-

production scenarios in the THDM or HSESM as no shape distortions are observed compared

to the SM and basically only the normalization of the distributions is affected. Our results are

thus consistent with the observation made in SM EFT matched to the full model for the HSESM

and THDM in Ref. [192], where it is stated that for small mixing angles, near the alignment,

new operators do not play a significant role.
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E Distributions for Higgs strahlung and VBF in Higgs-boson production

BP σhLO/ fb δEW

BP3B1 877 −13.7%

BP45 802 −13.7%

BP43 501 −13.5%

BP3 366 −13.7%

BP σhLO/ fb δEW

BP3B1 1402 −4.0%

BP45 1324 −4.1%

BP43 991 −4.7%

BP3 823 −4.8%

Table .1: Relative NLO corrections δEW to Higgs-boson production in Higgs strahlung pp →
Hlµ

−µ+ in the upper table and VBF pp→ Hl/Hhjj in the lower table in the SM. The
Higgs-boson mass Mh is set to the heavy Higgs-boson mass MHh

in the corresponding
benchmark point.

The results for pT,Hh
distributions in Higgs strahlung and VBF are shown in Fig. E.1 and

Fig. E.2, respectively, the ones for yHh
in Higgs strahlung and VBF in Fig. E.3 and Fig. E.4,

and those for yµ− and yj1 in Fig. E.5 and Fig. E.6.3 In the upper plots we show the LO and NLO

EW differential cross section. In the lower plots the relative EW corrections δEW are depicted.

In order to isolate the genuine effects of the underlying model from the kinematic ones, we have

computed the pure SM corrections with the SM Higgs-boson mass set to the heavy Higgs-boson

mass MHh
denoted as “SM” in the lower panels. The corresponding SM total EW cross sections

are listed in Table .1.

In the following we focus on shape distortion effects relative to the SM results. Starting with

the distributions in Higgs strahlung, we observe quite large effects in the pT,Hh
distribution in

Fig. E.1 for BP3B1 and BP43 in the THDM, small effects for BP3 in the HSESM, and no effect

in BP45 in the THDM, which perfectly reproduces the SM result. The situation changes for the

distributions in the rapidities yHh
and yµ− in Figs. E.3 and E.5. Here, the largest deviations

from the SM are observed for BP43, where the relative EW corrections to the yHh
distribution

in the THDM are flatter than in the SM. For the yµ− curve the opposite tendency is observed,

i.e. the SM correction is flatter. For BP3B1, BP45, and BP3 shape distortions relative to the

SM appear at large rapidities, which are less important due to low statistics in those regions.

Switching to the distributions for VBF in Figs. E.2, E.4, and E.6, we observe a stronger trend

towards SM-like results. The largest differences are observed for BP43 in the pT,Hh
and yj1

distributions. For BP3B1 the effects for the same distributions are smaller but significant. For

BP3 the shape distortion in the pT,Hh
distribution for VBF is not larger than the one for Higgs

strahlung. In general in the considered benchmark points for the HSESM the effects in VBF,

but also in Higgs strahlung, are tiny compared to the ones observed in the THDM.

3All rapidity distributions were symmetrized.
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