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1. Introduction

For already over two decades, quantum information processing has been the hot topic

in the field of information theory. While great progress was achieved, both on the the-

oretical and experimental field, to recognize and to employ the most suitable material

and information carrier from the vast amount of possibilities is still the main goal of

ongoing research activities all over the world. Whereas a wide availability and easy

handling are crucial for an industrial manufacturing of devices, long-preserving spin

coherence is the major prerequisite for such a system.

The NV-center -a nitrogen atom substituting a carbon atom, plus an adjacent lattice

vacancy- in diamond has been leading the headlines of solid-state based quantum

processing for the last years [1], pushing the coherence time [2] and manipulation

possibilities [3] steadily further, ultimately reaching a coherence time of 600 millisec-

onds by utilizing the optically detected magnetic resonance (ODMR) technique [4].

Consequently, the NV-center shows an exceptional performance in the already estab-

lished new generation magnetometers [5, 6, 7, 8], bio-sensors [9, 10] and single-photon

sources [11].

While having impressive quantum-mechanical properties, making the NV defect in di-

amond almost the ideal qubit, the fabrication process of both the diamond wafers, as

well as of diamond devices is still a challenging and cost-consuming task. Therefore,

a material system with the advantages of diamond, but more versatile and industrially

accessible could once again revolutionize the field of quantum processing [12].

The point defects in silicon carbide are very promising candidates for this task: with

over 250 known polytypes and an even larger variety of defects [13], it seems to have

a proper configuration for every demand. In recent years, SiC is attracting contin-

uously growing interest as a technologically perspective platform for quantum spin-

tronics [14, 15] with the ability for single spin engineering and control [16, 17], as well

as for creation of single-photon sources [18]. The VSi defect, i.e. a silicon vacancy, is

one of the best examples: While emitting in the easily detectable near infrared range,

the spins can be manipulated via radio frequencies in the MHz range [19]. Using the

ODMR technique, spin control has been successfully conducted at ambient conditions

[17, 20, 21] and the potential of this defect as a temperature sensor, as well as a mag-

netic field sensor have been demonstrated [22] by our group.
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1. Introduction

For this reasons, the following thesis is dedicated to the task to reinforce the VSi de-

fect in SiC as a system perfectly suitable for various quantum applications. By the

means of the ODMR technique, the true energetic structure of the defect will be re-

vealed for the first time (Chapter 4.2), enabling novel implementations in the field of

quantum metrology. Also, two magnetometry schemes (Chapters 4.1 and 4.3) utilizing

the unique properties of the VSi defect will be introduced and quantitatively analyzed

in regard to achievable resolution and implementation. Furthermore, a protocol for

temperature sensing will be elaborated (Chapter 4.4), allowing for simultaneous mag-

netometry and thermometry.

On the other hand, the crucial determination of achievable spin coherence times will

be thoroughly conducted by pulsed ODMR. The relaxation times will be analyzed in de-

pendence on the ambient conditions, i.e. an external magnetic field and temperature

(Chapter 5.1). Furthermore, the dependence of the coherence on the defect origin and

density (Chapter 5.2), which is decisive for industrial implementation, where a perfect

balance between signal-to-noise ratio and sensitivity must be achieved, is analyzed.

Last but not least, a substantial prolongation of the coherence time up to 75 millisec-

onds by means of spin-locking is achieved (Chapter 5.3), making the VSi defect in sili-

con carbide quite competitive to the already established quantum systems.

Finally, it is not the aim of this thesis to excel the values of the NV-center, but to intro-

duce a higher-than-average alternative quantum system with exceedingly good coher-

ence properties, a much more cost-efficient production potential and a wide-spread

implementation in a technologically useful material.

Before the presentation of the results, the material silicon carbide will be introduced.

Also, the occurring defects are described, with the focus on the silicon vacancy. Subse-

quently, the technical properties of the ODMR technique are established.
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2. Silicon Carbide and Defects

End of the 19th century, American inventor Edward G. Acheson was the first to suc-

cessfully synthesize silicon carbide [23]. Since then, it has been subject of extensive re-

search. Though the natural occurrence is confirmed only in some types of meteorites

[24], due to its excellent mechanical and electrical robustness, high thermal conductiv-

ity and a wide bandgap, silicon carbide is nowadays utilized in a very broad application

range [25]. From automobile parts [26], to high-power electronic devices [27]: silicon

carbide is an essential component in modern electrical engineering and electronics.

The high stability of the covalent Si-C bonding makes SiC resistant to chemicals, ra-

diation, high temperatures and other extreme conditions [28]. Recognizing these ad-

vantages, the European Space Agency ESA fabricated the primary mirror for its Her-

schel’s space telescope from silicon carbide [29]. Due to a well established wide-scale

manufacturing process [30], and hence competitive production costs, silicon carbide

is becoming a feasible alternative to the market leader silicon [31].

In Table 2.1 distinct properties of silicon carbide are listed, along with the attributes of

its "direct relatives" silicon and diamond.

Silicon [32] Silicon carbide [25] Diamond [33]

Hardness [Mohs] 6 9 10

Thermal conductivity [Wcm−1K−1] 1.5 4.9 23.1

Breakdown field [105 Vcm−1] 3 20 - 30

Band gap [eV] (indirect) 1.1 2.4 - 3.3 5.4

Table 2.1.: Comparison of physical parameters of silicon, silicon carbide and diamond.
The SiC-values are polytype dependent.
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2. Silicon Carbide and Defects

2.1. Crystallographic Characterization

Silicon carbide is a material consisting of silicon and carbon atoms, bonded to a tetra-

hedral structure by sp3 hybrid orbitals. In order to compose a macroscopic crystal, one

imagine hexagonal layers with a two atomic basis (one Si and one C atom) stacked over

each other, as depicted in Figure 2.1. If a layer is to be put in the dents of the previ-

ous one, there are two non-equivalent stacking possibilities to do that: if the first layer

is in position A, the second one can take positions B or C, in accord with Figure 2.1b.

Assuming, the second layer settles to position B, there are again two options for the

third layer, A and C. This variability of the stacking order evolves into one of the distin-

guishing properties of silicon carbide, its polytypism. While a single layer has always a

hexagonal structure with a two atomic base, the stacking sequence along the symmetry

axis of the layers (c-axis) is decisive for the physical properties of the material [34].

a) b) c)

A
B
C
B
A c

k

k

h

h

A - B

A - C

3.08Å

1.89Å

Si C

Figure 2.1.: a) Every silicon atom is surrounded by four carbon atoms and vice versa, es-
tablishing a tetrahedral structure. A two atomic basis with one silicon and one carbon
atom (gray, transparent circle) is defined. b) A crystal is built out of layers with a hexag-
onal structure, with every new layer having two different positioning options, here B
and C. c) The 4H-SiC polytype consists of layers with an ABCB stacking sequence along
the c-axis. The two non-equivalent crystallographic positions are denoted as k for cu-
bic and h for hexagonal environment.
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2.2. Point Defects

There are more than 250 known polytypes, which are classified according to the Rams-

dell notation [13, 35]: in order to describe a specific SiC type, the number of layers

after which the sequence repeats is declared together with the present crystal struc-

ture. The latter can be cubic, hexagonal or rhomboidal. The three most common poly-

types -due to simple and well established manufacturing processes- are 3C-, 4H- and

6H-SiC. Hence, 3C-SiC is a cubic crystal system (C), which stacking order repeats af-

ter every three layers (ABC). 4H- and 6H-SiC are hexagonal systems with a sequence of

four (ABCB) and six (ABCACB) layers, respectively [36].

All polytypes have slightly different properties (e.g. bandgap width) [25] and since all

the measurements presented in this work were conducted on 4H-SiC crystals, we will

focus on this polytype from now on. Its crystal structure is depicted in Figure 2.1c. The

crystal has an indirect band gap of 3.23 eV [34].

Due to the alternating stacking sequence, a silicon atom can be located at two non-

equivalent crystallographic positions, which are surrounded by the same amount of

next nearest neighbors (carbon atoms), but differ in the number of and the distance

to the next-but-one neighbors. Thus, a Si-C bilayer can be either in a locally cubic

(k, German for kubisch) or a locally hexagonal (h) environment, in dependence to its

position within the sequence [13, 25, 37]. Both positions are denoted in Figure 2.1c.

Hence, there are also two distinct sites for creation of silicon vacancies, the point defect

of interest in this work. In the following chapter, the attributes of these defects are

characterized.

2.2. Point Defects

As for every crystal, there is a variety of different imperfections that can occur in SiC

during the crystallization. Structural defects like voids (3D), stacking faults (2D) and

dislocations (1D) influence the electrical and mechanical performance of the material

and are crucial for device engineering [38, 39].

In our investigations, however, we are interested in zero dimensional point defects, i.

e. localized imperfections at or around one single lattice site. These can be of extrinsic

or intrinsic nature. In the first case, an element unrelated to the material is involved,

like the ever-present nitrogen atom in SiC [40].

The impurity is often introduced on purpose as a dopand, to modify the electrical

properties of the crystal [41]. The NV-center in diamond is a prominent example of

such an extrinsic defect.

An intrinsic defect, on the other hand, does not consist of a foreign atom, but embodies

a displacement of a present one.
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2. Silicon Carbide and Defects

This might lead to one of the four basic kinds of intrinsic defects [42]:

• A carbon or silicon vacancy, where an atom is missing at its initial lattice site

(Schottky defect);

• An interstitial, where an atom is located between the lattice positions;

• A bound vacancy-interstitial pair, mostly occurring when an atom breaks out of

its lattice site and stays in the near environment (Frenkel pair);

• An antisite, where an atom occupies the site of an another atom, e.g. carbon on

a silicon site or vice versa.

Also, compositions of these forms are possible, like a divacancy or a vacancy-antisite

pair [43]. Bearing the polytypism of SiC in mind, there is seemingly an infinite amount

of different point defect configurations with different attributes [44].

While the structural defects described in the beginning of the chapter are aimed to be

avoided [45], the point defects often introduce unique beneficial properties to the ma-

terial, which are utilized in a broad range of applications. Hence, despite being created

in some amount during the growth of the crystal, they are also purposefully introduced

into the crystal through irradiation, e.g. with neutrons or electrons. This will be de-

scribed in detail in Chapter 5.2. In most cases, point defects introduce deep levels to

the energy gap, allowing absorption of additional light and making investigations via

optical spectroscopy possible. These defects are also called color centers, since the

color of the crystal changes due to additional light absorption. In Figure 2.2, a pristine

and a heavily doped SiC crystals are depicted.

Figure 2.2.: While a pristine silicon carbide crystal (left) is transparent, creating point de-
fects changes it to opaque. Photo made by Klaus Kister.

Point defects are used among others as bio-sensors, single-photon sources as well as

magnetic field and temperature sensors [46].

10



2.3. The Silicon Vacancy

As for bio-sensors, the biological inertness, non-toxicity and chemical stability of SiC

ensures bio-compatibility [47], while the impurities enable the utilization as bio-marker,

i.e. by embedding the crystal into the human body and monitoring the photolumines-

cence (PL) of the point defects [48, 49].

Especially in the fields of quantum communication and cryptography, single-photon

sources are regarded as most necessary for further development [50]. The requirement

for a successful implementation is creation of single defect centers that emit indis-

tinguishable photons with a minimal probability of their bunching per time unit[51].

Recently, such a single-photon source from a point defect in SiC was demonstrated at

room temperature [18].

The application of color centers in SiC as a magnetic field and temperature sensor con-

stitutes a major part of this thesis and will be introduced and discussed in great detail in

Chapter 4. The implementation was shown on a specific point defect, namely a silicon

vacancy. Its distinct properties will be elaborated in the following chapter.

2.3. The Silicon Vacancy

The silicon vacancy (VSi ) is one of the simpler intrinsic defects, namely a missing sili-

con atom on the lattice site. A scheme of such a vacancy and its nearest environment

are depicted in Figure 2.3a.

c

Si

C

VB

CB

±3/2

±1/2

±3/2

±1/2
ES

GS k: 0.17 µeV; h:0.27 µeV

k: 1.35 eV
h: 1.44 eV3.23 eV

a) b)

Figure 2.3.: a) Schematic of a silicon vacancy in a hexagonal (h) environment with the four
sp3 dangling bonds at the tetrahedral aligned carbon atoms (adapted from [52]). b)
Energy diagram of the silicon vacancy embedded in a 4H-SiC crystal.

There are two non-equivalent crystallographic positions for a silicon vacancy in 4H-

SiC: Due to the stacking sequence, there are layers with cubic and hexagonal environ-

ments, as denoted in Figure 2.1c, with k and h, respectively.
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2. Silicon Carbide and Defects

Hence, the defects introduced into each environment have slightly different proper-

ties, e.g. different energy gaps: 1.352 eV for k and 1.438 eV for h [53]. Therefore, the

photoluminescence (PL), i.e. the radiative recombination of electrons after optical ex-

citation from the ground state (GS) into the excited state (ES), lies in the near infrared

[19].

In Figure 2.4, the photoluminescence of the two silicon vacancies at 4 Kelvin and room

temperature is denoted, after an excitation with a 1.959 eV (633 nm) laser. In the spec-

trum at low temperature, the zero phonon lines (ZPL), i.e. the non-vibrational ES → GS

transitions, are clearly pronounced as sharp lines. With increasing temperature, the

interaction with crystal phonons increases, adding a wide-range radiation spectrum

called the phononic sideband [14]. Also, the presence of several unmarked lines in the

4 K graph attests the creation of various other types of point defects during the crystal

growth and/or irradiation.

Figure 2.4.: Photoluminescence of an irradiated 4H-SiC sample at 4 K and 300 K, excited
with a 1.959 eV laser. The ZPL EG ,k , EG ,h of the VSi defects are clearly distinguishable
at 4K and disappear for 300K due to increased radiation from the phononic sideband,
in accord with the Franck-Condon-principle [54].

An another distinct property of this defect is its spin state: As have been unambigu-

ously proven by our group, the electron system of the optically active silicon vacancies

possesses an overall spin of S = 3/2 [21]. As depicted in Figure 2.3a, a neutral silicon va-

cancy holds four electrons, coming from the four sp3 dangling bonds of the surround-

ing carbon atoms [55].
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2.3. The Silicon Vacancy

This configuration leads to a S = 1 system, which means that the optically active VSi

with S = 3/2 must be negatively charged, with an additional electron coming for exam-

ple from a nitrogen dopand [56].

As has been experimentally shown, the ground and exciting states of the VSi are split

by their magnetic quantum number into MS = ±3/2 and MS = ±1/2 states. This so

called zero field splitting (ZFS) lies in the µeV range and is different for the two distinct

crystallographic positions: 0.27µeV for h and 0.17µeV for k site [56].

The origin of ZFS is still under controversial debate: Mizuochi et al. ascribe its existence

to a Jahn-Teller distortion and a consequent reduction of the group symmetry from C6v

to C3v , which also has been proven experimentally [56]. Baranov et al. argue that a

crystal field deformation by a near-by carbon vacancy along the c-axis is responsible

for the lifted degeneracy[57]. Other groups see the many-electron effects as the main

reason for the favored high spin state [58, 59].

Also, the value and the origin of the ZFS seems to be polytype dependent, which makes

it even more complicated to create a general theory [52]. Nevertheless, the energetic

favorization of the ±1/2 levels over the ±3/2 levels has been experimentally shown by

Orlinski et al. [60] for the VSi in 4H-SiC.

Luckily, this controversy does not affect the results obtained in this thesis, which will

become clear in Chapter 3.

The so far discussed energetic properties of the negatively charged silicon vacancies in

4H-SiC are depicted in Figure 2.3b.

A crucial property of the negatively charged silicon vacancy in regard to our measure-

ments is the occurrence of spin polarization of the ground state by optical excitation.

This process will be described in detail in the following chapter.

2.3.1. Optical Pumping

As has been seen in experiments [14] and confirmed by theoretical calculations [59],

negatively charged silicon vacancies exhibit a favored population of a spin state within

the ground state under optical excitation. This is made possible by presence of metastable

states (MS) between the ground states and excited states. Which state is favored, de-

pends on the SiC polytype and the vacancy site; for the here discussed VSi (h) it is

MS =±1/2 [14].

If an electron is excited (e.g. by laser light of suitable energy) from one of the GS spin

levels into a corresponding ES (spin preservation holds), two relaxation mechanisms

come into question, whose transition rates depend on the magnetic quantum number

of the ES.
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2. Silicon Carbide and Defects

±3/2

±1/2

±3/2

±1/2
ES

GS

MS

Figure 2.5.: Energy diagram of VSi (h)
with possible transitions after
excitation (green arrows). The red
solid lines represent luminescent
transitions, while gray dashed
lines denote non-luminescent
relaxation via metastable states
and occurring inter-system
crossing. The transition rates are
coded by the line width.

The direct luminescent relaxation is favored by

the MS = ±3/2, while non-luminescent relax-

ation into the MS is more probable from MS =
±1/2. If an electron relaxes subsequently from

MS to GS, inter-system crossing can take place,

resulting in a preferred population of the MS =
±1/2 ground state [21]. This optical cycle is de-

picted in Figure 2.5, with continuous lines repre-

senting luminescent transitions and dashed lines

the non-luminescent ones. The thickness of

the lines symbolizes qualitatively the transition

probability.

The here depicted spin alignment (preferred

population of the ±1/2-state) and the spin state

dependent luminescence, are the basis for our

measurement technique, namely the optically

detected magnetic resonance, whose princi-

ples will be elaborated in Chapter 3. Before

that the most important statements will be re-

capped.

2.4. Silicon Carbide and Defects: Summary

So far, silicon carbide has been introduced as an appealing host for point defects, with

a focus on the negatively charged silicon vacancy in a 4H-SiC polytype, with which

quantum sensing and other applications are possible.

As a final summary, the key points are listed:

• Wide-scale production of high quality SiC wafers is well established and hence

cost-effective.

• The excellent mechanical and electrical properties, like high robustness, thermal

conductivity and breakdown field make silicon carbide to a perfect material for

high-power electronics and other applications in extreme conditions.

• Due to a vast amount of different polytypes with distinct properties, a high degree

of flexibility is ascertained.

14



2.4. Silicon Carbide and Defects: Summary

• The intrinsic nature of the negatively charged silicon vacancy ensures a simple

and straightforward creation via irradiation with neutrons or electrons, which

can even be accomplished by an electron microscope.

• Due to distinct energetic properties of VSi , which vary with the polytype and de-

fect site, a quantum point with suitable attributes for a certain application can

be found.

• The emission spectrum of VSi lies in the near infrared range, making it suitable

for processing via fiber-optic communication as well as for utilization as bio-

marker. Furthermore, optical excitation and read-out with widespread technol-

ogy is possible.

• The optically active, negatively charged silicon vacancy possesses an overall spin

of S = 3/2, with the MS =±1/2 as well as the MS =±3/2 levels being degenerated.

As described by the Kramers theorem, the energetic states of a half-integer spin

system remains at least doubly degenerate in presence of purely electric fields

[61]. Hence, the degenerate spin levels of the VSi cannot be further split by strain

or other mechanical influences, which would alter the crystal field.

• Due to the zero field splitting between the MS =±3/2 and MS =±1/2 spin states

lying in the convenient MHz range, and the spin alignment in the MS =±1/2 state

via optical pumping, measurements by optically detected magnetic resonance

can be conducted.

All in all, from the properties listed above it is evident that the silicon vacancy in silicon

carbide deserves a closer look in regard to its potential for quantum sensing and other

quantum applications.
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3. Optically Detected Magnetic

Resonance

The distinct properties of VSi , especially its spin state, can be analyzed and utilized in

a convenient way by optically detected magnetic resonance. This technique will be

introduced in the following on exemplary measurements.

3.1. Basic Principles

Optically detected magnetic resonance can be regarded as a subset of the electron

paramagnetic resonance (EPR), which, together with nuclear magnetic resonance (NMR)

belong to the family of magnetic resonance techniques. While having some similarities

to the other two, ODMR is an indirect detection method, meaning that the spin state is

concluded from the detection of spin sensitive photoluminescence.

Here, the main properties of the measurement technique will be presented on the con-

crete example of the VSi (h) in 4H-SiC, the defect of interest in this thesis. In contrast to

the well established high-field (hf-) ODMR, which relies on a strong external magnetic

field and is elaborated in [62], in this work, only zero field ODMR and low field ODMR

are utilized.

The basis of ODMR is the measurement of photoluminescence, which evolves from

the luminescent relaxation of the electrons, after being lifted from the ground state

into the excited state. By continuous optical pumping, the spins align in the MS =±1/2

GS, as depicted in Figure 2.5. From the same Figure it is evident, that the luminescent

relaxation into the MS = ±3/2 GS is more probable than into MS = ±1/2 GS. There-

fore, if one is transferring an electron from the favorably populated MS =±1/2 GS into

the MS = ±3/2 GS, there are more electrons relaxing via the luminescent path in the

subsequent pumping cycle. By monitoring the photoluminescence, one ought to de-

tect an increase in luminescent emission. This electron transition between the GS spin

states can be executed by applying radio waves (RF) to the sample, whose frequency

corresponds to the zero field splitting. For the VSi (h) defect, it has a value of around

ZFS = 0.27µeV, which corresponds to around 70 MHz [60].
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3. Optically Detected Magnetic Resonance

This change in photoluminescence is the quantity detected by ODMR: Ensuring con-

tinuous optical pumping, the photoluminescence is monitored, while the radio fre-

quency is swept in an iterative manner. When the radio frequency hits the resonance

condition RF = ZFS, a change in emission intensity is detected.

This is the main difference to EPR, where absorption or emission of radio waves is de-

tected directly. While the ODMR contrast does depend on radio wave energy, the signal

is created by changing the number of electrons, participating in the luminescent relax-

ation cycle of the pumping process.

In a typical ODMR graph, the relative change in photoluminescence ∆PL/PL is plotted

against the applied radio frequency. The outcome of such an exemplary measurement

is depicted in Figure 3.1. Beside the main peak at around 70 MHz, there are also two

satellite peaks at distances of circa ±5 MHz to the main peak.

These result from the hyperfine splitting of the ground states due to the interaction of

the defect electron spins with the nucleus spin of the neighboring 29Si isotope. This

property is stated here to clarify the signal in Figure 3.1, and will be elaborated further

in Chapter 3.3.

0.20

0.16

0.12

0.08

0.04

0
140120100806040200

Frequency ν [MHz]

Δ
P

L/
P

L 
[‰

]

GS
±1/2

±3/2
RF

a) b) B = 0 mT
PL

Figure 3.1.: a) By applying resonant radio waves, an energetic transition of the electrons
can be induced over the ZFS from the pumped MS =±1/2 GS state into the MS =±3/2
GS state, resulting in a change of photoluminescence. b) If the detected change in
radiation intensity is plotted against the frequency of radio waves, one sees a resonant
peak at RF = ZFS.

One of the main utilizations of ODMR on silicon vacancies described in this thesis is

the magnetic field sensing. Therefore, the behavior of the signal with a static external

magnetic field will be explained in the following.

18



3.2. Evolution with the Magnetic Field

3.2. Evolution with the Magnetic Field

In this chapter, the behavior of the energy states and consequently of the ODMR spec-

tra is described in dependence on an external magnetic field B along the c-axis of the

crystal, since this alignment is relevant for all measurements and results of this thesis.

The effect of general B-field alignment and its sensing technique will be discussed in

the corresponding results chapter.

If the VSi defect is influenced by an external magnetic field B , the degeneracy of the

MS =±1/2 and the MS =±3/2 states is lifted by the Zeeman effect [63]. If B is aligned

along the c-axis of the crystal, which is also the symmetry axis of the VSi defect, the

energetic levels split linearly with the magnetic field strength. The additional energy

EZ eeman can be described as follows:

E MS
Z eeman = geµB B ·MS , (3.1)

with ge = 2 being the Landé-factor of the electrons and µB the Bohr-magneton.

From this it follows that the splitting of the MS =±3/2 states is three times larger than

the splitting of the MS =±1/2 states. This is depicted in Figure 3.2a.
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Figure 3.2.: a) Zeeman splitting of the primary degenerate MS =±1/2 and MS =±3/2 states
in an external magnetic field B along the c-axis. By applying resonant radio waves two
allowed transitions with ∆MS =±1 can be induced for every B . b) For every magnetic
field there are two ODMR peaks with distinct spectral positions, from which the mag-
netic field strength can be calculated.

It is important to note that while all four spin states have different energies, it does

not affect the pumping cycle of the defect: In VSi (h) the spins are still aligned into the

(not any more degenerate) MS = ±1/2 states, with the electrons spread according to

Boltzmann-distribution between these two levels [20].
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3. Optically Detected Magnetic Resonance

If ODMR measurements are conducted, a change in photoluminescence is expected

every time the radio frequency is resonant with a spin flip ∆MS =±1. The correspond-

ing transition energy ∆E for MS,1 → MS,2 can be described as follows:

∆E = ZFS+ (MS,2 −MS,1) · geµB B = ZFS±1 · geµB B. (3.2)

Therefore, the resonance condition is:

hνRF
!= ∣∣∆E2,1

∣∣ . (3.3)

Here, νRF is the radio frequency and h the Planck constant.

If Equation 3.2 is inserted into Equation 3.3, one expects an ODMR signal at two differ-

ent frequencies: one at

ν+1
RF =

∣∣∣∣ZFS+ geµB B

h

∣∣∣∣ , (3.4)

for the 1/2 → 3/2 transition and one at

ν−1
RF =

∣∣∣∣ZFS− geµB B

h

∣∣∣∣ , (3.5)

for the −1/2 →−3/2 transition.

Though the −1/2 ↔ 1/2 transition has also ∆MS = 1, it cannot be detected with the

ODMR technique, since on the one hand the states are almost equally populated via

pumping, and on the other hand the luminescent relaxation rates to the MS = ±1/2

GS states are the same. Hence, no change in photoluminescence is expected for this

transition.

By Equations 3.4 and 3.5, as well as Figure 3.2a, the behavior of the two peak frequen-

cies with changing magnetic field can be illustrated. Theν+1
RF peak moves monotonously

to higher frequencies, while the ν−1
RF peak goes the opposite way, until it reaches zero at

the intersection of the −3/2 and −1/2 levels (ZFS = geµB B). From here, the −1/2 level

lies above the −3/2 level, leading to induced emission of radio frequencies rather than

absorption. This would cause a phase shift in an EPR spectrum, but does not affect the

ODMR signal at all, since the pumping scheme as well as the photoluminescence rates

stay unchanged. With further increase of the magnetic field, both peaks move towards

higher frequencies in a spectral distance of 2·ZFS/h, roughly 140MHz for the VSi (h) de-

fect. In Figure 3.2b, two exemplary measurements are presented, one for geµB B < ZFS

and one for geµB B > ZFS. Therefore, the magnetic field strength B can be determined

by means of ODMR from the spectral positions of the transitions.
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3.3. Signal Composition

3.3. Signal Composition

There are several contributions to the signal that have to be considered. For this rea-

son, the attributes of the ODMR spectra in a magnetic field should be discussed now

in more detail. The applied static magnetic field ensures that the ODMR peaks cor-

responding to different transitions are well separated and that magnetic disturbances,

like peak broadening due to earth magnetic field, can be neglected. In Figure 3.3, the

high frequency peak at B = 3.5mT is shown, along with a Gaussian and a Lorentzian fit

curve. While both fitting curves describe the signal almost equally, which is in accord

with earlier considerations [64], in both cases there are five contributing peaks. The

shape of a single peak will be elaborated later in this chapter, but first the appearance

of five peaks should be explained.
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Figure 3.3.: High frequency ODMR signal at B = 3.5 mT, fitted with a Gaussian (left) and
Lorentzian (right) function, consisting of five peaks.

The (Lorentzian) fit parameters of the five peaks are summed up in Table 3.1.

Peak (as in Figure 3.3) Position [MHz] Amplitude ·10−5 FWHM [MHz]

0 155.42±0.27 0.61±0.17 1.88±0.83

1 159.93±0.09 2.38±0.11 3.05±0.13

2 164.55±0.03 8.51±0.11 3.05±0.13

3 169.04±0.10 2.20±0.11 3.05±0.13

4 173.95±0.50 0.36±0.15 2.32±1.58

Table 3.1.: Parameter of the Lorentzian fits for the high frequency signal at B = 3.5 mT.
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3. Optically Detected Magnetic Resonance

As mentioned in Chapter 3.1, the origin of the satellite peaks lies in the hyperfine split-

ting of the ±3/2 and ±1/2 states. While the majority of the silicon atoms in a crystal are
28Si with zero spin, around 4.7% of the silicon atoms are 29Si isotopes, which have one

more neutron and hence a nuclear spin I = 1/2.

If one of the twelve Si atoms around the vacancy is a 29Si isotope, the electron spin

and the nuclear spin with MI = ±1/2 interact, which results in an energy shift [65].

Spin-spin interaction with isotopes that are further away can be neglected, since the

interaction strength scales with distance as 1/r 3 [66].

Hence, depending on the relative alignment of the MS and MI of the electronic and

nuclear spins, as well as on the amount of contributing nuclei n, the corresponding

energy level EMS of the vacancy is lifted or lowered by an energy h fMS .

From an interaction with n equivalent nuclei, there are (2nI +1) possible, energetically

diverse transitions [56]. These energy shifts are depicted in Figure 3.4, for the relevant

case of n = 1, I = 1/2 and S = 3/2.

From the diagram it is evident that for n = 1 the 1/2 → 3/2 transition is contributing

two signals at an energetic distance ±(h f3/2−h f1/2) relative to the n = 0 case. For n = 2,

three peaks are expected, due to the three possible alignments of the two 29Si spins

MI ,1 + MI ,2 ∈ {−1,0,+1}. Two of them are at a doubled distance as for n = 1 and the

third one is at the position of the n = 0 peak. As listed in Table 3.1 the inner peaks 1

and 3 are separated by circa 4.6 MHz from the main peak 2. The outer peaks 0 and

4 have a two times larger spectral distance to each other than peaks 1 and 3. These

spectral values are in good agreement with previously reported ones in [37, 56] where

these splittings are ascribed to presence of one and two 29Si isotopes.

For an unambiguous identification, the measured relative intensities of the satellite

peaks in regard to the main peak have to match the theoretical probability to find one

or two 29Si atoms among the 12 Si atoms next to the defect. As has been calculated in

previous work [67], the relative intensity ought to be 0.2730 for n = 1 and 0.0369 for

n = 2.

The relative intensities of the inner peaks 1 and 3 are calculated from Table 3.1 to

0.27± 0.01, and the ones for 0 and 4 to 0.038± 0.011, which coincides very well with

the theoretical prediction.

All in all, the signal composition of five peaks can be unambiguously ascribed to the

interaction with the 29Si isotopes in the direct neighborhood of the vacancy.

Note, that in a SiC crystal also a natural abundance of the 13C isotope of about 1.1% is

expected, which might result in an additional splitting of the ODMR spectra. However,

due to the small probability to be among the four nearest C atoms, this interaction

cannot be resolved among the much more pronounced signals described above [56].
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Figure 3.4.: Due to interaction between the electron spin and the nuclear spin of a neigh-
boring 29Si-isotope, the initial energy levels (solid lines) are shifted to higher or lower
energies (dashed lines) depending on the relative alignment of the nuclear spin.
Therefore, also the resonance frequency is shifted by f3/2 − f1/2 (blue) and − f3/2 + f1/2

(red) relative to the case of no spin carrying isotopes (black). The corresponding signal
amplitudes can be calculated from the probability of a 29Si isotope being among the
nearest Si-atoms to the vacancy.

After clarifying the signal composition, the shape of the main line is analyzed. As elab-

orated in great detail by [64] the full width at half maximum (FWHM) ∆ν of the signal

can be derived as follows:

∆ν∝
√

PRF ·1/T2

cPL +1/T1
, (3.6)

with PRF being the power of the radio waves, PL the laser power, c the velocity of light

and T1, T2 the spin-lattice and spin-spin relaxation times, respectively. Hence, the

shape of the main peak is dependent on measurement properties like laser intensity

and radio wave power, which define the pumping and transition rates, respectively.
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3. Optically Detected Magnetic Resonance

Furthermore, the intrinsic coherence times T1, T2 of the electronic spins in VSi (h) are

crucial for the linewidth.

For the actual measurement of these intrinsic properties, whose identification is one

of the main tasks of this thesis, linewidth analysis alone is not sufficient due to several

error sources from the dependence on setup properties like homogeneity of the radio

waves over the defect distribution inside the sample or the laser power fluctuations.

Therefore, a pulsed version of the ODMR technique is used, which will be introduced

in the following.

3.4. Pulsed ODMR

Pulsed ODMR (pODMR) is a technique, which basic principles originate from the well

established nuclear magnetic resonance (NMR), where pulse sequences are used to

rotate the nuclear spin by a desired angle and monitor its temporal evolution [68].

In pulsed ODMR, this is realized by radio wave pulses of a certain length and power.

Whereas in primary established constant-wave ODMR (cwODMR) the radio frequency

is swept, while monitoring the change in photoluminescence, in pODMR the frequency

is fixed to the resonance condition, while the temporal evolution of the photolumines-

cence is recorded. The basic functionality will be in the following explained on a simple

example, depicted in Figure 3.5, where one laser pulse and one RF-pulse are applied si-

multaneously.

As the laser is turned on, the pumping process starts and a certain value of photolumi-

nescence is established. When also the resonant radio waves are applied, the electron

is excited from the pumped MS = ±1/2 into the MS = ±3/2 GS state and the photolu-

minescence increases.

With high temporal resolution, one can detect the spin flip process from the oscilla-

tions in the RF induced signal, the so-called Rabi oscillations [69]. The maxima of

these oscillations imply a spin up position (spin in the MS = ±3/2 state -> higher in-

tensity) and the minima the spin down (spin in the MS =±1/2 state -> lower intensity)

case. Due to inhomogeneities in the RF-field and spin-spin decoherence, these oscil-

lations are damped, ultimately reaching the equal population of both states for long

RF influence. Exactly this final value is measured by cwODMR as the change in photo-

luminescence. When the RF-pulse is off again, the photoluminescence decays due to

ongoing laser excitation and spin-lattice relaxation back to the initial level.

Adjusting laser and RF-pulses with distinct durations into a sequence, the coherence

properties of the defect can be studied. For a clear arrangement, these pulse sequences

will be introduced in Chapter 5.
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Figure 3.5.: Example of pulsed ODMR with one laser pulse and one radio wave pulse. One
can directly observe the temporal change in photoluminescence when the RFs are
switched on. Also, the spin transitions can be seen directly in the oscillations of the
RF induced signal (inset).

By modifying the power and the length of the radio wave pulses, the spin state can be

driven continuously between MS = ±3/2 (spin up) and MS = ±1/2 (spin down) until

the decoherence prevails. By monitoring the temporal evolution of the photolumines-

cence, this so-called coherent control is achieved.

To sum up, all the measurements presented in this thesis are conducted using two dif-

ferent versions of ODMR: continuous-wave and pulsed ODMR. The first one, as de-

scribed in Chapter 3.2, implies a continuous impact of both laser irradiation and radio

waves on the defects and is used to realize sensing applications, which will be intro-

duced in Chapter 4. In pODMR, both laser and radio waves are shaped into pulses with

a distinct length and distance in order to derive intrinsic coherence times of the defect,

as will be elaborated in Chapter 5.
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3. Optically Detected Magnetic Resonance

3.5. Experimental Scheme

In order to carry out the described measurements, several hardware components are

needed.

The heart of the setup is the custom assembled optical tower depicted in Figure 3.6,

which is the link between the incoming laser, outgoing photoluminescence and sample

illumination. These signals are transmitted via optical fibers.

The path of the laser light to the tower and subsequent path of the PL to the detector

is as follows: First, the free space laser beam is coupled by several mirrors into a 50µm

optical fiber, which transfers the light to the optical tower. Here, the divergent beam

is made parallel, to be focused by the 10× optical objective Olympus LMPLN10XIR on

the 4H-SiC sample. The implemented cw laser LD785-SE400 from Thorlabs, with a

maximum power of 400 mW, has a wavelength of 785 nm, which coincides with the

maximum of the absorption band of the defect [70] and hence is efficient in optical

pumping. The objective (N.A. = 0.3) is focusing the laser onto the sample, resulting in

an illuminated volume of roughly 300µm3. The induced photoluminescence from this

volume is collected by the same objective, filtered from reflected laser light by 850 nm

and 875 nm long pass filters and finally coupled into an optical fiber to be passed fur-

ther to the avalanche photodiode APD120A from Thorlabs. With properly selected hot

mirrors inside the tower, the camera on top provides a picture of the sample illumi-

nated by a LED together with the laser spot. By using optical fibers with different cross-

sections in front of the detector, the setup can also be used as a confocal microscope,

since the fiber entrance acts like a pinhole. The main advantage of this construction

is its modularity: by ensuring all beams to be parallel inside the tower, almost every

component (fibers, mirrors, filters, objectives) can be exchanged or added without the

need to recalibrate the whole scheme.

For cwODMR, the signal from the detector is processed by the lock-in amplifier Signal

Recovery DSP 7230, while for pODMR it is fed in an oscilloscope card from GaGe Com-

puscope inside the laboratory PC. For both methods, custom-made data processing

software is implemented.

In order to apply radio waves, the sample is placed on a 0.5mm copper stripline, to

which the radio waves from the frequency generator Stanford Research Systems SG384

are guided, additionally being amplified by the Vectawave VBA1000-18 amplifier up to

18 W. This circuit is terminated by a 50Ω resistor.
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Figure 3.6.: A schematic of the general measurement setup with a focus on the custom
designed optical tower. The path of the laser beam (bright red), photoluminescence
(dark red) and imaging (yellow) inside the tower are denoted.
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3. Optically Detected Magnetic Resonance

In order to conduct pulsed ODMR measurements, two modifications have to be further

added to the setup: to create laser pulses, the acousto-optical modulator A&A Opto-

Electronic MT250-A02-800 is placed in the free space path of the laser beam. Further-

more, RF-switches Mini-Circuits ZASWA-2-50DR+ and combiner Mini-Circuits ZFSC-

2-4-S+, are used to shape the radio wave pulses. The pulse durations are defined by

the TTL pulse generator card PulseBlasterESR-PRO 500MHz from Spin-Core inside the

lab PC, which controls the mentioned components by sending differently shaped TTL

pulses. This card can be programmed with an arbitrary pulse sequence by a self-made

LabView software.
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Figure 3.7.: a) Relative positions and dimensions of the custom-made coil arrangement,
with a detailed scheme of the z-coils (b) and x,y-coils (c).

A major part of this thesis analyzes the behavior of the VSi defects in an external mag-

netic field. The latter is established by a custom-made coil arrangement, depicted in

Figure 3.7. Each coil (-pair) is driven by a separate voltage source, thus allowing for pre-

cise sweep of both the magnetic field strength as well as of the direction. The created

field is calibrated by the 3D Hall-sensor Honeywell HMC5883L, with an angle sensitivity

of 1° and magnetic field strength sensitivity of 0.5µT [71].

Additionally, for magnetic field measurements up to 31 mT along the c-axis, a per-

manent NdFeB magnet of grade N42 is placed at a certain distance underneath the

stripline.

Last but not least, in order to conduct temperature dependent measurements, the sam-

ple, as well as the stripline are placed into the cold finger helium cryostat Oxford Instru-

ments Microstat He. The temperature is monitored by the resistive temperature sensor

Lakeshore DT-670B-SD, placed next to the sample on the stripline.
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4. Quantum Sensing

The discovery of the Hall effect by Edwin Herbert Hall in 1879, is the starting point for

the triumphal procession of the Hall sensor technology [72]. As opposed to its pre-

decessors, which relied on optical/mechanical detection methods, the Hall sensor is

working electrically, by detecting a voltage proportional to the external magnetic field

strength [73]. Nowadays, these sensors are by far dominating the market, being im-

plemented in a variety of fields, from cell phones to spacecrafts [74]. Despite their

popularity, Hall sensors are not impeccable, being susceptible to fluctuations in tem-

perature, mechanical pressure or imprecision during manufacturing process [75].

Also, Hall sensors are so far quite limited in their sensitivity and spatial resolution, as

seen in Figure 4.1.

SQUID

Hall sensors

MEMS

1mT1nT 1µT1pT

Sensitivity [Hz    ]

10µm

1nm

10nm

100nm

1µm

-1/2

S
pa

tia
l r

es
ol

ut
io

n

Diamond
single-spin sensors

Single electron spin
Single nuclear spin

Figure 4.1.: Comparison of different magnetic field sensing methods in regard to their sen-
sitivity and spatial resolution. The single electron/nuclear spin solid lines denote the
limit in order to detect such a single spin (adapted from [76], diamond values from
[43]).
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For more accurate measurements, there are several complementary methods: Sensi-

tivity on the order of femtotesla can be achieved with superconducting quantum in-

terference devices (SQUIDS) [74], by using superconductivity effects. However, this

requires extensive cooling down to a few Kelvin [77].

If the spatial resolution is the major aspect of interest, microelectromechanical (MEMS)

magnetic field sensors are utilized, which detect the Lorentz force on a conducting can-

tilever, induced by a magnetic field [78].

To find a system with both outstanding spatial resolution and sensitivity is the major

ongoing challenge in the field of magnetometry.

A relatively new method is magnetometry using optically addressable atomic-scale

spin centers [7, 79]. Here, the magnetic field sensitive area can be as small as one

atom, providing great spatial resolution. The most prominent example of successful

implementation is the aforementioned NV-center in diamond. By using the ODMR

technique, a sub-µT sensitivity and a spatial resolution on the nanometer scale can be

achieved [8, 80].

Keeping in mind the advantages of silicon carbide elaborated in Chapter 2, the imple-

mentation of such an atomic-scale magnetometry based on spin centers in SiC is a

warranted goal worth pursuing. The following chapters are dedicated to this task.

First, a vector magnetometry implementation is proposed and compared to the NV-

center based ones, assuming the uniaxial model of the defect (Chapter 4.1). In Chapter

4.2, the fine structure is revealed and a magnetometry method for magnitudes in sub-

100 nT range is introduced in Chapter 4.3. Finally, an application for simultaneous

thermometry is demonstrated in Chapter 4.4.

Note that all the following proof-of-concept measurements were conducted on ensem-

bles of defects, while the obtained results can be applied to single defects as well.

4.1. Vector Magnetometry

The evolution of the ODMR signal with the external magnetic field can be utilized in

order to measure both the magnetic field strength, as well as its direction relative to

the crystal axis, i.e. c-axis. As elaborated in Chapter 3.2 for the case of parallel align-

ment of the external magnetic field B and the c-axis, the magnetic field strength can be

deduced solely from the spectral position and distance of the detected peaks. Here, a

technique will be presented, with which the extraction of both the strength as well as

the angle to the c-axis of an external magnetic field is possible from one single ODMR

measurement. First, the theoretical principles will be established, with subsequent ex-

perimental verification and implementation as a vector magnetometer.
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4.1.1. Theoretical Considerations

In this chapter the general case of an arbitrary direction of B with respect to the c-axis

is analyzed. For this cause, the energetic structure of the defect will be described as-

suming an uniaxial model, which, as will be elaborated in the next Chapter 4.2, does

not reflect the full complexity of the C3v symmetry, but explains sufficiently the exper-

imental results in order to understand the general concept.

In this model, the Spin-Hamiltonian of a spin 3/2 system in an external magnetic field

B has the form [81]:

H = geµB BS+D
(
S2

z −S(S +1)/3
)+E(S2

++S2
−)/2. (4.1)

Here, S is the spin operator, ge ≈ 2.0 is the electron g-factor, µB is the Bohr magneton,

Sz is the projection of the total spin on the c-axis, S± = Sx ± i Sy and D and E the lon-

gitudinal and transverse crystal field parameters, respectively. In the uniaxial model,

only the longitudinal splitting parameter D is considered, while the transverse param-

eter E << D is neglected. In accordance with the Kramers theorem, the MS = ±3/2

and MS =±1/2 states remain doubly degenerated even in the presence of electric and

strain fields, making E = 0 a good approximation.

The spin tensor S consists of one spin matrix for each of the three spacial coordinates:

Sx =

∣∣∣∣∣∣∣∣∣∣∣

0
p

3
2 0 0p

3
2 0 1 0

0 1 0
p

3
2

0 0
p

3
2 0

∣∣∣∣∣∣∣∣∣∣∣
, Sy =

∣∣∣∣∣∣∣∣∣∣∣

0 −
p

3
2 i 0 0p

3
2 i 0 −i 0

0 i 0 −
p

3
2 i

0 0
p

3
2 i 0

∣∣∣∣∣∣∣∣∣∣∣
, Sz =

∣∣∣∣∣∣∣∣∣∣∣

3
2 0 0 0

0 1
2 0 0

0 0 −1
2 0

0 0 0 −3
2

∣∣∣∣∣∣∣∣∣∣∣
. (4.2)

With the approximation E = 0, the eigenvaluesλ can be deduced from the Hamiltonian

4.1 in polar coordinates as follows [81]:

λ4 − (2D2 + 5

2
β2) ·λ2 −2β2 ·D(3cos2(θ)−1)+ 9

16
β4 +D4 − 1

2
D2β2 −D2β2(3cos2(θ)−1) = 0,

(4.3)

withβ= geµB B and θ the polar angle of the B-field to the symmetry axis c of the crystal.

Thus, without an external magnetic field, the eigenvalues become λB=0 = ±D and the

zero field splitting between the energetic levels is equal to 2D , with a distance ±D to

the chosen energetic zero point.
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For a magnetic field along the c-axis, the eigenvalues become:

λ1/2 =−D ± 1

2
geµB B , (4.4)

λ3/2 =−D ± 3

2
geµB B. (4.5)

From Equations 4.1 and 4.3, the eigenvalues λ are numerically deduced and the level

splitting at different angles θ between B and the c-axis simulated. This is depicted

exemplary for four different angles in Figure 4.2. It is evident that for θ 6= 0°, the en-

ergy levels do not cross anymore, resulting in a so-called level anticrossing. The levels

are denoted with j = 1,2,3,4, since the assignment of the spin states to each level is

not explicit anymore due to state mixing, induced by the transverse component of the

magnetic field.
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Figure 4.2.: Numerically calculated evolution of the eigenvalues from Equation 4.3 with
the magnetic field, for an inclination from the c-axis of 0°, 30°, 60° and 90° (from left to
right).

By applying resonant radio frequencies B1, spin flipping is induced, with a probability

W j ,k for the
∣∣ j

〉 → |k〉 transition, which defines the intensity of the respective ODMR

line [82]:

W j ,k ∝ ∣∣〈Ψ j |B1S|Ψk
〉∣∣2 . (4.6)
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The maximal intensity is therefore achieved for B1 ⊥c.

With the probability W±1/2,±3/2 and the eigenvalues from Equation 4.3, both the posi-

tion, as well as the relative intensity of the ODMR signal in dependence on the mag-

netic field strength and polar angle θ can be reconstructed. This is depicted in Figure

4.3b for θ = 0° (B‖c) and θ = 20°, with the line thickness denoting the probability of the

corresponding transition.

0 1 2 3 4 50 1 2 3 4 5

j = 4

j = 3

j = 2

j = 1

+1/2

-1/2

-3/2

E
ne

rg
y 

/ Z
FS

Magnetic field B [mT]

+3/2

0

1

2

3

4

5

0 20 40 60 80 100 120 140 160 180 200
0

1

2

3

4

5

Frequency ν [MHz]

1.000
1.113
1.227
1.340
1.453
1.566
1.680
1.793
1.906
2.000±3/2

±1/2

 M
ag

ne
tic

 fi
el

d 
B

 [m
T]

θ = 0° θ = 20°

2B g  μ  /hB

4D/h

e

ν1 ν2 ν4ν3

ν1 ν2

ν1

ν3
AC

AC

θ = 0°

θ = 20°

a)

b)

0

-1

1

2

-2

Figure 4.3.: a) Evolution of spin sub-levels in the ground state with magnetic field parallel
(left) and at an angle of θ = 20° (right) to the c-axis, calculated with the Hamiltonian
in Equation 4.1. While for parallel alignment the degeneracy is completely lifted, for
θ = 20° a state mixing occurs. The arrows denote the transition associated with the ν1

line. b) Simulated evolution of the ODMR signals for θ = 0° (top) and θ = 20° (bottom),
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Hence, for B‖c, two ODMR lines are expected, originating from the |−1/2〉→ |−3/2〉 (ν1

line in Figure 4.3b) and the |+1/2〉→ |+3/2〉 (ν2 line) transitions.

It is evident that by presence of a transverse magnetic field component Bsin(θ) the

evolution of the ODMR peaks cannot be explained in the same way as in the B‖c case.

On the one hand, the mixing of the MS = ±1/2 states in the transverse component

of the magnetic field Bsin(θ) (Figure 4.3a) results in the appearance of two additional

ODMR lines ν3, ν4. On the other hand, the already mentioned anticrossings occur at

1.3 mT between the states j = 2 and j = 3, as well as at around 2.5 mT between j = 1

and j = 2. This manifests itself as "turning points" of the line evolutions at frequencies

νAC
3 = 6 MHz and νAC

1 = 39 MHz.

This energetic spin state mixing will be elaborated by analyzing the eigenfunctions

Ψ(θ) for the low field approximation geµB B << ZFS, hence for dominating crystal field.

Without loss of generality, it will be assumed that B is lying in the x-z plane, tilted by

an angle θ in regard to the z-axis, which coincides with the c-axis of the defect. The

Hamilton operator from Equation 4.1, can thus be written as:

H = geµB B · (Sz cos(θ)+Sx sin(θ))+D ·
(
S2

z −
5

4
I

)
, (4.7)

with Sx and Sz being the spin matrices from Equation 4.2 and I the identity matrix. The

resulting eigenfunctionsΨ are written in the basis of the spin number MS as:

Ψa =


a3/2

a1/2

a−1/2

a−3/2

 . (4.8)

For the case geµB B << ZFS, the MS =±3/2 and MS =±1/2 levels can be considered as

energetically independent.

For the ±3/2 states, the spin matrices are:

S±3/2
x =

∣∣∣∣∣0 0

0 0

∣∣∣∣∣ , S±3/2
z = 3

2
·
∣∣∣∣∣1 0

0 −1

∣∣∣∣∣ . (4.9)

Modifying the Hamiltonian to:

H = D + geµB B · 3

2
cos(θ) ·

∣∣∣∣∣1 0

0 −1

∣∣∣∣∣ . (4.10)
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4.1. Vector Magnetometry

The resulting eigenfunctions are:

Ψ1 =


1

0

0

0

 , Ψ4 =


0

0

0

1

 . (4.11)

Similarly for the MS =±1/2 states:

S±1/2
x =

∣∣∣∣∣0 1

1 0

∣∣∣∣∣ , S±1/2
z = 1

2
·
∣∣∣∣∣1 0

0 −1

∣∣∣∣∣ , (4.12)

H =−D + geµB B · 1

2
·
∣∣∣∣∣ cos(θ) 2sin(θ)

2sin(θ) −cos(θ)

∣∣∣∣∣ , (4.13)

Ψ2 =



0√
1
2 + cos(θ)

2
p

1+3sin2(θ)√
1
2 − cos(θ)

2
p

1+3sin2(θ)

0

 , Ψ3 =



0√
1
2 − cos(θ)

2
p

1+3sin2(θ)√
1
2 + cos(θ)

2
p

1+3sin2(θ)

0

 . (4.14)

It is evident that while for the MS =±3/2 states the degeneracy is lifted by the magnetic

field (Ψ1 andΨ4 orthogonal), the MS =±1/2 states in general stay mixed also after level

splitting. This leads to appearance of four possible induced transitions with ∆MS =±1

for θ 6= 0°, with their probabilities described by Equation 4.6 for B1 ⊥ c. In Figure 4.4a

the dependence of the energetic states on the polar angle θ at a fixed magnetic field

B = 100µT is depicted, as numerically calculated from Equation 4.3.

The four allowed transitions result in four ODMR peaks at following frequencies:

ν1, 2 ·h = hν0 ∓ geµB B · fi n(θ)+ζ(θ)B 2, (4.15)

ν3, 4 ·h = hν0 ∓ geµB B · fout (θ)+ζ(θ)B 2, (4.16)

with hν0 = 2D , fi n,out being linearly independent trigonometric functions:

fi n,out (θ) =

∣∣∣3cos(θ)∓
√

1+3sin2(θ)
∣∣∣

2
, (4.17)
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and quadratic constant ζ(θ), calculated in [8] and [83]:

ζ(θ) = 3g 2
eµ

2
B sin2(θ)

2hν0
. (4.18)

180

160

140

120

100

80

60

40

20

0
76757473727170696867666564

P
ol

ar
 a

ng
le

 θ
 [°

]

Frequency ν [MHz]

1800 60 12030 90 150

E
ne

rg
y 

/ Z
FS

Polar angle θ [°]

+1/2

ν2ν1

ν4ν3

±3/2
a)

b)

-1/2

0

-0.5

0.5

Figure 4.4.: a)Level splitting of the ground states for B = 100µT in dependence on the polar
angle θ. For θ 6= 0° the mixing of ±1/2 states occurs, leading to four allowed transitions.
At θ = 0° and θ = 180° the eigenfunctions are orthogonal in the uniaxial model, expect-
ing two allowed transitions with ∆MS = ±1. b) The resulting evolution of the ODMR
peaks with θ. The line thickness denotes the expected ODMR contrast.
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4.1. Vector Magnetometry

From these equations it is evident, that the polar angle θ can be deduced from the

relative splittings of the inner and outer resonances:

ν2 −ν1

ν4 −ν3
= fi n(θ)

fout (θ)
= κ(θ). (4.19)

As seen in Equation 4.17, the angle determination is done without the need to consider

the magnetic field strength and subsequently the quadratic shift ζ(θ)B 2. The two func-

tions fi n,out (θ) are plotted in accordance with Equation 4.17 in Figure 4.5a. The line

thickness denotes the calculated probability of the respective transitions using Equa-

tion 4.6.
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4. Quantum Sensing

In Figure 4.5b, the splitting ratio κ(θ) for angle determination is depicted. Here it is

evident that for the most angles, two values of κ come into question. In order to assign

a certainκ value to a measurement, also the relative intensityγ(θ) has to be considered.

The latter is calculated with Equation 4.6 as the ratio of the overall intensity of inner and

outer peaks:

γ(θ) = I (ν3)+ I (ν4)

I (ν1)+ I (ν2)
, (4.20)

and is also plotted in Figure 4.5b.

A special case is predicted for three angles, as can be seen in Figure 4.4a: at 0° and

90° one expects only two peaks, due to complete lifting of the spin degeneracy in the

first case and energetic crossing of the MS = ±3/2 states in the latter. For the angle

θ = arccos(1/
p

3) ≈ 54.7°, which is known as the "magic angle" from the Magnetic Res-

onance Imaging (MRI) field [84], three peaks are expected. In this case, fi n is zero and

the inner peaks merge into one (see Equation 4.16).

All in all, for every angle θ, there is a unique pair of the relative spectral positions κ

and relative intensities γ of detected peaks, which measurement allows unambigu-

ous determination of the polar angle and subsequent extraction of the magnetic field

strength.

At this point, a brief comparison to the magnetic field sensing using the NV-centers in

diamond is instructive. A detailed elaboration of the properties of the NV-centers is

out of scope of this work and can be found among others in [7] and [6]. Since these

centers are S = 1 -systems, there are only two detectable transitions (MS = 1 ↔ MS = 0

and MS =−1 ↔ MS = 0) and hence only two ODMR lines for every polar angle appear.

The two peaks are propagating with the magnetic field as:

νNV
1, 2 ·h = hν0 ∓ geµB Bcos(θ)+ζ(θ)B 2. (4.21)

Hence, from the splitting of these two peaks alone, only the projection Bcos(θ) on the

c-axis can be deduced. The full reconstruction of the magnetic field strength requires

ensemble measurements: The NV-defect in the diamond cubic lattice is oriented along

one of four 〈111〉 crystallographic axes [85, 86], and by fabrication of defects with a pref-

erential alignment, also the transverse field component can be reconstructed. These

implementations however require high homogeneity of the NV-center distribution. As

seen from Equation 4.21, the ODMR lines also exhibit a quadratic shift. With the coef-

ficient ζ(θ) from Equation 4.18 depending on the magnetic field orientation, the polar

angle θ can be determined.
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4.1. Vector Magnetometry

However, the angular sensitivity vanishes rapidly in the sub-millitesla range as δθ ∝
ν0/B 2, making the extraction of the polar angle difficult. The here proposed technique

using VSi centers in SiC does not rely on the quadratic shift and enables the extraction

of the magnetic field strength and the polar angle from a single measurement on both

ensembles as well as on single defects. A detailed comparison of achievable resolution

between the NV-center and VSi based techniques will be elaborated in Chapter 4.1.3.

Now, after establishing the vector magnetometry technique with VSi centers in SiC the-

oretically, its functionality will be verified on actual experiments.

4.1.2. Experimental Veri�cation

All the measurements presented in the following were conducted on a 4H-SiC bulk

crystal at room temperature. The crystal has been grown by the standard sublimation

technique, such that the [0001] crystallographic direction (c-axis) is inclined at an angle

of 7° to the surface normal, i.e. the z-axis of the laboratory coordinate system (Figure

4.6). For creation of VSi defects, the crystal has been irradiated with neutrons of an

energy 5 MeV with a fluence of 1016 cm−2.

z c

7°

VSi

Figure 4.6.: Schematic of the used 4H-SiC bulk crystal, with the c-axis inclined by 7° from
the surface normal.

To see how well the simulations describe the measurements, a case with B‖z, i.e. ∠B ,c =
7° = θ is considered first. To make the simulations more realistic, the Lorentzian line

shape from Table 3.1, including the hyperfine interaction, is incorporated. The result

is shown in Figure 4.7.
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4. Quantum Sensing

Due to relatively small deviation from the defect symmetry axis, the behavior is quite

similar to the high-symmetry case B‖c (Figure 4.3). Nevertheless, the manifestation of

an anticrossing (νAC
1 = 13 MHz) between the MS =±3/2-like and MS =±1/2-like states

at 2.5 mT and the appearance of outer resonances ν3 and ν4, which evolve with twice

the slope of the inner resonances, are distinct features of θ 6= 0°. This behavior is closely

reproduced by the simulation.

Therefore, once the angle θ is identified, the magnetic field can be unambiguously de-

termined from the positions of the ODMR peaks.
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Figure 4.7.: Comparison of the ODMR measurement (top) and simulation (bottom) for
magnetic fields applied at an angle θ = 7° with respect to the c-axis (B‖z). The ODMR
contrast is color coded, while in the simulation, logarithmic scale is used to pronounce
the outer resonances.

In order to illustrate the determination of the polar angle, the evolution of the ODMR

spectra as a function of the magnetic field orientation at a fixed magnitude B = 0.8 mT

is conducted. Therefore, the magnetic field vector is tilted from the z-axis (ϑB = 0°)

in ∆ϑB = 5° steps until ϑB = 90°. The result is shown in Figure 4.8a, along with the

simulated evolution with the angle θ between B and c. Since the defect symmetry axis

is not exactly parallel to the z-axis (ϑB 6= θ, Figure 4.6), there is a constant offset in the

polar angle between the measurement and the calculated spectra.
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Aside from that, the simulation resembles closely the experimental signal evolution.

From this measurement it becomes evident that the spectral distance of the inner (ν2−
ν1) and the outer (ν4 −ν3) resonances changes distinctly with the orientation of the

magnetic field.

Following Equation 4.19 and Figure 4.5, the polar angle can be deduced from the ratio

of these two splittings κ(θ) = (ν2−ν1)/(ν4−ν3). This is shown in Figure 4.8b, where the

evolution of the polar angle θ in regard to κ(θ) is depicted. The solid and dashed lines

represent the theoretical calculations, while the circles are measured values. Open cir-

cles are the unaltered data obtained from the measurements.

There is a constant offset of the experimental data from the expectation. Shifting the

values by 7°, one obtains an outstanding agreement between the measurement and the

theory. Remarkably, this shifting angle coincides with the tilting angle of the c-axis with

respect to the z-axis (Figure 4.6).

For unambiguous angle determination from a single measurement, also the relative

intensities have to be considered. These are depicted in Figure 4.8b as squares, al-

ready shifted by 7°. One sees that while the general tendency is following the theory,

there is a constant offset at small angles θ towards a higher ratio from expected values.

This means that the outer peaks have a higher intensity than assumed by the uniax-

ial model. This is a strong indication that this model, as stated in the beginning of

the chapter, cannot describe the full complexity of defect’s energetic properties. While

the true form of the fine structure will be uncovered in Chapter 4.2, the polar angle

and magnetic field strength determination can nevertheless be conducted as intended,

since it relies primarily on the relative spectral splitting κ(θ), which shows exceptional

agreement between measurement and expectation.

Therefore, the algorithm to determine the orientation of the magnetic field can be es-

tablished as follows. If θ > 54.7°, the MS =±1/2 states are strongly mixed and the outer

resonances are well resolved. In this case, the ratio of intensities is >50% and the mea-

sured relative distance between the ODMR lines κ is compared to the calibration curve

denoted by the solid line in Figure 4.8b. In the opposite case θ < 54.7°, the MS = ±1/2

states are weakly mixed and the outer ODMR lines have a smaller magnitude, lead-

ing to an intensity ratio < 50%. The corresponding calibration curve to determine θ is

shown by the dashed line.

Either way, the polar angle can be unambiguously derived from the relative positions

of the ODMR lines, considering the differences in signal amplitudes.

If implementing vector magnetometry with S = 1 centers like NV-centers in diamond,

the polar angle is deduced from the quadratic shift ζ(θ) as composed in Equation 4.18.
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4.1. Vector Magnetometry

According to Equation 4.15 this parameter can be experimentally determined from the

mean value of the spectral positions of the inner peaks:

h · ν1 +ν2

2
= hν0 +ζ(θ)B 2. (4.22)

This is denoted by the white dotted line in Figure 4.8a. In Figure 4.8c, the calculated

evolution of ζ(θ)B 2 with the magnetic field for several polar angles is depicted. Also,

two exemplary measured values (triangles), for θ = 0° and θ = 60° are included, in order

to demonstrate a good agreement between theoretical and experimental data.

It is evident that for small magnetic fields the ζ(θ) values for different polar angles are

indistinguishable, reducing tremendously the angular sensitivity of the magnetometer

based on S = 1 defects in the sub-millitesla range. This drawback is not of importance

for S = 3/2 systems, since the angle is deduced from the relative peak positions and not

from the quadratic shift.

Before a comparison of the achievable resolutions with both systems will be elabo-

rated, two further measurements at θ ≈ 61° and θ = 90° should be considered, in order

to reveal further advantages of the presented technique. These are depicted in Figure

4.9 along with corresponding simulations.

The case θ ≈ 61°, as depicted in Figure 4.9a is close to the aforementioned "magic

angle"≈ 54.7° when one expects the inner ODMR resonances to merge. Indeed, the

experimental data shows ν2 −ν1 << ν4 −ν3. Furthermore, since the magnetic field is

significantly inclined from the symmetry axis, the outer resonances ν3 and ν4 become

much more pronounced. This complicated behavior is reproduced very well in the

calculated ODMR spectra of Figure 4.9a.

In the special case θ = 90° shown in Figure 4.9b, one expects only two peaks, as can

be deduced from the energetic level scheme in Figure 4.4. This is well covered by the

experimental data, showing a distinct evolution of two peaks with almost equal ampli-

tude. The corresponding simulation resembles the measurement in a strong way.

So far it was shown that the polar angle θ and subsequently the magnetic field strength

B of an external magnetic field can be unambiguously determined from one single

ODMR measurement for fields in the microtesla range.

The question left to clarify is the achievable resolution of such a vector magnetometer,

especially in comparison to the already implemented ones, based on NV-centers. This

will be analyzed in the following.
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Figure 4.9.: Experimental (top) and calculated (bottom) evolution of the ODMR spectra in
magnetic fields applied at an angle θ ≈ 61° (a) and θ = 90° (b) with respect to the c-axis,
showing strong similarity between measurements and simulations.

4.1.3. Resolution

The sensitivity in regard to magnetic field strength δB is dependent on the ability to

determine the spectral positions of the peaks δν. These are dependent on the line

shape of every peak and, according to Equation 3.6, influenced by the power of the

applied radio frequencies PRF and relaxation times T1 and T2. As described in [22], the

best spectral sensitivity we achieve is δν= 100 kHz with a measurement duration of 8 s

per point. Applying

δν= 2geµBδB/h, (4.23)

a general noise-equivalent sensitivity of δB ≈ 10µT/
p

Hz is obtained. Compared to

common magnetometers from Figure 4.1, the obtained sensitivity is quite competi-

tive to the formerly established techniques. The spatial resolution can be roughly esti-

mated from the illuminated volume by the laser being around 300µm3.
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As stated before, the presented technique is not limited to ensemble measurements

and by down-scaling to single defects, same spatial resolution as for single NV-centers

in diamond is feasible, for which, however, the magnetic field sensitivity would change.

Furthermore, the main advantage of this method lies in the vector magnetometry, i.e.

the simultaneous determination of the polar angle θ with respect to the c-axis.

For the NV-center, which is a S = 1-system, the polar angle is deduced from the angle

dependent non-linear shift of the ODMR lines with the magnetic field. In the experi-

ments, this manifests in a shift of the mean spectral positions of the two peaks (Equa-

tion 4.21):

h · ν1 +ν2

2
= hν̃≈ hν0 +ζ(θ)B 2. (4.24)

Therefore, angle resolution δθS=1 is determined by the accuracy of the quadratic fre-

quency shift measurement δν̃:

δθS=1 = 1

|d ν̃/dθ|δν̃=
2hν0

3g 2
eµ

2
B B 2sin(2θ)

δν̃, (4.25)

by inserting the formula for ζ(θ) from Equation 4.18.

Using δν̃= geµBδB/h, one obtains:

δθS=1 = 2

3sin(2θ)
· hν0

geµB B
· δB

B
. (4.26)

As one can see, the angular sensitivity of this method depends linearly on the zero

field splitting hν0 and inversely proportional on B 2. Hence, the sensitivity drastically

diminishes if geµB B << hν0. A self-evident improvement would be to apply defects

with a smaller zero field splitting: since the ZFS of the NV-center is around 2.87GHz and

of the here implemented VSi defects 70 MHz, a tremendous improvement is possible.

Indeed, as shown in Figure 4.8c, the angle in the measurements of Figure 4.8a can be

determined from the quadratic shift.

For the VSi based magnetometry with S = 3/2 the angle is deduced from the relative

splittings of the inner and outer peaks κ(θ) as in Equation 4.19. Hence, the angle reso-

lution δθS=3/2 is determined by the accuracy to measure this ratio δκ:

δθS=3/2 = 1

|dκ(θ)/dθ|δκ, (4.27)
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with νi n = ν2 −ν1 and νout = ν4 −ν3, and subsequently κ = νi n/νout , one obtains for

δκ:

δκ=
√

(
δνi n

νi n
)2 + (

δνout

νout
)2 ·κ. (4.28)

Unlike for the S = 1 system, the spectral sensitivity δνi n,out depends on the different

amplitudes of the inner and outer peaks as follows:

δνi n,out = 2geµBδB

h
√

Ki n,out
, (4.29)

with Ki n,out being the ODMR contrast of each peak relative to its value at θ = 0°. Hence,

as can be seen in Figure 4.5, Ki n(0°) = 1, while Kout (0°) = 0. Inserting into Equation 4.28:

δκ= δB

B
·κ ·

√
1

f 2
i nKi n

+ 1

f 2
out Kout

. (4.30)

With

1

K (θ)
= κ

√
1

f 2
i nKi n

+ 1

f 2
out Kout

, (4.31)

the angular sensitivity δθS=3/2 becomes:

δθS=3/2 = 1

K (θ) |dκ(θ)/dθ| ·
δB

B
. (4.32)

Compared to Equation 4.26, the term hν0/geµB B is absent, therefore improving the

angular sensitivity significantly in weak magnetic fields.
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Figure 4.10.: Field-independent trigonometric functions to estimate the polar-angle reso-
lution, according to Equations 4.26 and 4.32.
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In order to estimate a value for the angular sensitivity, the trigonometric functions K (θ)

and |dκ(θ)/dθ| are numerically calculated and presented in Figure 4.10. The highest

sensitivity is achieved for θ→ 90° with K (θ) = 0.5 and |dκ(θ)/dθ| = 3. For the studied

case of B = 800µT we obtain a sensitivity δθS=3/2 ≈ 0.5°/
p

Hz for δB ≈ 10µT/
p

Hz. For

small angles θ < 20°, the resolution strongly decreases leading to an estimated sensi-

tivity of δθS=3/2 ∼ 9°/
p

Hz.

4.2. Resolving the Fine Structure arising from the

C3v Symmetry

In Chapter 4.1 it was mentioned that the uniaxial model does not describe the com-

plexity of the C3v symmetry in full. This manifests itself in a deviation of the measured

amplitudes of the outer peaksν3,4 for small angles to the c-axis, as shown in Figure 4.8b.

Even at θ = 0° these peaks are present, while they should vanish in the uniaxial model.

While this does not influence the vector magnetometry described in Chapter 4.1, the

true energetic structure of the defect nevertheless has to be established, in order to

truly understand defects’ spin dynamics and relaxation processes, which set limits for

the performance of potential devices and to open further implementation areas.

In the following, the fine structure of the VSi ground and excited states in external mag-

netic fields will be revealed, showing that the C3v point group of the VSi defect gives rise

to additional terms in the spin Hamiltonian, which have not been considered so far. A

theory of the fine structure will be developed, which precisely takes into account the

real atomic arrangement of the vacancy and quantitatively describes the experimental

findings.

For the conducted measurements, an isotopically purified sample with over 99.0% of Si

atoms being 28Si nuclei with I = 0 was fabricated, in order to avoid the hyperfine inter-

action of the defect electrons with the 29Si-isotopes. This is done by synthesizing poly-

crystalline SiC from carbon and silicon powders, the latter enriched with 28Si. From

this polycrystalline substance, isotope-free 4H-SiC crystals are grown by the sublima-

tion method in a tantalum container [87]. Using common 4H-SiC wafer as substrates,

the growth is performed in vacuum at a temperature of 2000° C, with a rate of around

0.25mm/h. After polishing out the substrate, the final sample with a thickness of about

500µm is obtained. In order to create silicon vacancies, the sample is irradiated with

neutrons in a nuclear reactor with a fluence of 1016 cm−2, resulting in a nominal VSi

density of 2 ·1014 cm−3.
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An external magnetic field B parallel to the c-axis splits the Kramers degenerate levels

linearly with the magnetic field strength. An energy level diagram including the ground

and excited states is presented in Figure 4.11a. In an ODMR experiment with B = 0, as

depicted in Figure 4.11c, two peaks are detected, at 70 MHz and at around 420 MHz,

originating from the zero field splitting of the GS and ES, respectively. Due to the short

lifetime of around 6ns [19], the ES line is only visible at high RF-powers (here 40dBm).
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Figure 4.11.: a) Energy diagram of the GS (ZFS = 70MHz) and ES (ZFS = 420MHz) evolving
in an external magnetic field B‖c, with a weak perpendicular component B⊥ << Bz .
The arrows indicate RF-driven spin transitions, with the thickness denoting the con-
trast of the corresponding ODMR line in b). For simplicity, the evolution is shown
schematically, i.e. Bz and energy axis are not scaled. The semi-transparent circles de-
note the positions of appearing level anticrossings in the ground and excited states
(GSLAC and ESLAC, respectively). b) Evolution of the ODMR signal with the magnetic
field along the c-axis. The additional solid and dashed lines denote calculated posi-
tions of the ODMR peaks, when the contrast is too low. BE1 denotes the magnetic
field, at which ESLAC-1 is expected to appear (note the contrast change of the ν1-line
in this area). c) Zero field ODMR spectra of GS and ES at low (9dBm) and high (40dBm)
RF-power, respectively.
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4.2. Resolving the Fine Structure arising from the C3v Symmetry

Applying a magnetic field along the c-axis leads to a spitting of these ODMR lines as

depicted in Figure 4.11b. While in the uniaxial model two detectable ODMR lines orig-

inating from the GS are expected for B‖c, the experiment unambiguously shows the

presence of four lines, with the outer resonances evolving with twice the slope as the

inner ones. The appearance of these peaks due to misalignment of the magnetic field

can be excluded: The intensity ratio of ν3 and ν1 peaks is around 0.1, which is reached

in the uniaxial model not before an angle θ = 10° (see Figure 4.5). This value is by an

order of magnitude higher than the precision of the magnetic field orientation as de-

scribed in Chapter 3.5.

Additionally, at a magnetic field BG1 = hν0geµB = 2.5 mT, the ν1 line is expected to

reach zero point in the ideal case, due to the level crossing. However, due to inevitable

tiny perturbations of the transverse magnetic field component and/or nuclear field, a

gap is opening at the crossing point of the energy levels (Figure 4.11a), resulting in the

level anticrossing GSLAC-1.

In Figure 4.11b it is also visible with the bare eye, that the intensity of the ν1 line de-

creases at around 15mT, while the ν2 intensity seems to stay the same. From the green

dashed line it is evident that at this magnetic field, the calculated low frequency ES

ODMR line tends to zero due to ESLAC-1 (Figure 4.11a), assuming the effective g-factor

ge ≈ 2.0.

From this observation, the ES fine structure can be reconstructed: The appearance

of the dip in the ν1 rather than in the ν2 line unambiguously determines the order of

the spin sub-levels in the ES, i.e. the MS = ±3/2 state having higher energy than the

MS =±1/2 state (positive zero field splitting 2DE in ES).

By comparing the intensities I (ν1,2) of the ν1 and ν2 lines from Figure 4.11b in depen-

dence on Bz , two further dips can be resolved. As depicted in Figure 4.12a, one is at

B = 2.5 mT, coinciding with GSLAC-1 and the second at B = 1.25 mT, coinciding with

GSLAC-2. The appearance of these dips is explained by the altered optical pumping

cycle in the vicinity of LACs (GS and ES), which results in a change of the PL intensity

of the corresponding transition, as has been reported for other systems and techniques

[88, 89, 90, 91, 92, 93].

To verify this statement, a PL measurement in dependence on the magnetic field Bz

without an application of RF-fields is conducted. In order to increase the sensitiv-

ity, the dc magnetic field is modulated by creating a small additional oscillating field

∆Bcos(2π fm t ) with the Helmholtz coils. The correspondingly oscillating PL signal is

locked-in, with the measurement outcome representing the first derivative of the PL

on Bz . The experimental curve, recorded at a modulation frequency fm = 5 kHz with a

modulation depth ∆B = 83µT, is presented in Figure 4.12b.
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Figure 4.12.: a) ODMR contrast ratio I (ν1)/I (ν2) of the ν1 and ν2 lines as a function of
magnetic field Bz along the c-axis. The contrast exhibits dips at magnetic positions
coinciding with the positions of GS and ES anticrossings. b) Lock-in detection of the
change in PL (without RF) as a function of the dc magnetic field Bz due to an additional
weak oscillating magnetic field ∆Bcos(2π fm t ). Inset: high resolution measurement of
the range, where ESLAC-2 is expected.

The PL variations in the vicinity of LACs are clearly visible. Additionally to resonances

coinciding with GSLAC-1 and 2, also a signal at the calculated ESLAC-2 position is re-

solved in the inset to Figure 4.12b. The line corresponding to ESLAC-1 cannot be re-

solved, since its width exceeds by far the modulation depth of the applied magnetic

field.

All in all, the LACs can be detected without RF, simply by monitoring the PL intensity

as a function of Bz .

So far, it was shown that in an external magnetic field, two LACs appear in the GS and

also two in the ES. Regarding the GS ODMR signal, it is splitting into four resonance

lines even for B‖c, which cannot be explained by the uniaxial model.

These results unambiguously show that in order to resolve the appearing signal at-

tributes, the uniaxial model is not sufficient and a whole new approach to the spin

structure of the VSi defect is needed.

Therefore, the findings will be explained in the framework of the spin Hamiltonian,

which precisely takes into account the real microscopic C3v group symmetry of the

defect.
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4.2. Resolving the Fine Structure arising from the C3v Symmetry

The effective Hamiltonian H can be built up from three contributions:

H =H0 +H1‖+H1⊥, (4.33)

with H0 being the Hamiltonian in zero field, and, to the first order in the magnetic

field, H1‖ ∝ Bz , H1⊥ ∝ B⊥ are the terms induced by the magnetic field.

The Hamiltonian components are constructed applying the theory of group represen-

tations [94]. This was conducted in collaboration with colleagues from the Ioffe In-

stitute in St. Petersburg, with the extensive calculation path described in the shared

publication [95]. Since this thesis is concentrating on the experimental results, the fi-

nal form of the Hamiltonian will be discussed.

This is assembled to:

H0 = D

(
S2

z −
5

4

)
,

H1‖ =
[

g‖Sz + g2‖Sz

(
S2

z −
5

4

)
+ g3‖

S3+−S3−
4i

]
µB Bz , (4.34)

H1⊥ = g⊥µB S⊥B⊥+2g2⊥µB

{
S⊥B⊥,S2

z −
3

4

}
+ g3⊥µB

{
S2+,Sz

}
B+−

{
S2−,Sz

}
B−

2i
.

Here, Sx,y,z are the spin-3/2 operators as established in Equation 4.2, S⊥ = (Sx ,Sy ) is

the transverse spin component in regard to c-axis coinciding with the z-axis of the lab-

oratory system, S±= Sx ±i Sy , B±= Bx ±i By and {A,B} = (AB +B A)/2 is the symmetric

product.

The difference g‖− g⊥, as well as the non-zero values of D , g2‖ , and g2⊥ origin in the

non-equivalence of the z-axis and the perpendicular axes. The g-factors g3‖, and g3⊥
come from the trigonal pyramidal symmetry of the defect. The six g -factors are lin-

early independent in a structure of the C3v point group and can be determined from

experimental ODMR data. For this cause, several experiments have been conducted.

To obtain the values of the parallel g-factors g‖ and g2‖ the case B‖c from Figure 4.11b

is analyzed.

Application of a magnetic field along the c-axis leads to the splitting of the spin sub-

levels MS =±1/2 and MS =±3/2 as:

E±1/2 =−D ± 1

2
g‖,1/2µB Bz ,

E±3/2 = D ± 3

2
g‖,3/2µB Bz , (4.35)
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with effective g-factors:

g‖,1/2 = g‖− g2‖,

g‖,3/2 =
√

(g‖+ g2‖)2 + g 2
3‖. (4.36)

In the ideal case of non-transverse magnetic field, the sub-level MS = −3/2 crosses

MS =+1/2 at a magnetic field BG2 and the MS =−1/2 sub-level at BG1:

BG1 = 4D

(3g‖,3/2 − g‖,1/2)µB
,

BG2 = 4D

(3g‖,3/2 + g‖,1/2)µB
. (4.37)

From Figure 4.12, the magnetic fields BG1 and BG2, corresponding to the GSLAC-1 and

GSLAC-2, respectively, are deduced. The determined ratio BG2/BG1 = 0.503± 0.005,

independent of the magnetic field calibration, allows to extract the value of g2‖/g‖:

BG2

BG1
≈ 1

2
+ 3g2‖

4g‖
+

3g 2
3‖

16g 2
‖

. (4.38)

Neglecting for the first iteration the term ∝ g 2
3‖, one obtains g2‖ = 0.0±0.1.

From the energetic splitting of the sub-levels in Equation 4.35, the evolution of the four

appearing ODMR lines with the magnetic field is given by:

hν1,2 = hν0 ±
(

3

2
g‖,3/2 − 1

2
g‖,1/2

)
µB Bz ≈ hν0 ±

(
g‖+2g2‖+

3g 2
3‖

4g‖

)
µB Bz ,

hν3,4 = hν0 ±
(

3

2
g‖,3/2 + 1

2
g‖,1/2

)
µB Bz ≈ hν0 ±

(
2g‖+ g2‖+

3g 2
3‖

4g‖

)
µB Bz . (4.39)

With the obtained value g2‖ = 0.0± 0.1, the value of g‖ is extracted from the slope of

the ODMR lines in Figure 4.11b, confirming g‖ ≈ 2.0 to the second digit accuracy, in

agreement with earlier studies [37].

In order to obtain the transverse g-factors g⊥ and g2⊥, a measurement with the mag-

netic field perpendicular to the c-axis is analyzed. In this case, the energy values are

given by:

E±1/2 =±1

2
(g⊥− g2⊥)µB B⊥− 1

2

√
[2D ∓ (g⊥− g2⊥)µB B⊥]2 +3[(g⊥+ g2⊥)2 + g 2

3⊥]µ2
B B 2

⊥,

E±3/2 =±1

2
(g⊥− g2⊥)µB B⊥+ 1

2

√
[2D ∓ (g⊥− g2⊥)µB B⊥]2 +3[(g⊥+ g2⊥)2 + g 2

3⊥]µ2
B B 2

⊥.

(4.40)

52



4.2. Resolving the Fine Structure arising from the C3v Symmetry

As shown in Figure 4.9 of Chapter 4.1.2, for B ⊥ c, two ODMR peaks are expected.

From the energetic level evolution of Equation 4.40 these are calculated up to quadratic

terms of B⊥ as:

hν1,2 = hν0 ∓ (g⊥− g2⊥)µB B⊥+ 3[(g⊥+ g2⊥)2 + g 2
3⊥]

2hν0
µ2

B B 2
⊥. (4.41)

An actual measurement is presented in Figure 4.13a. As elaborated in Chapter 4.1.1,

the quadratic shift of the lines can be deduced from the mean value (ν1 + ν2)/2. It

can be represented in dependence on the Zeeman splitting of the two lines ν2 −ν1 =
2(g⊥− g2⊥)µB B⊥/h, as follows from Equation 4.41:

ν1 +ν2

2
−ν0 =

3[(g⊥+ g2⊥)2 + g 2
3⊥]

8(g⊥− g2⊥)2
· (ν2 −ν1)2

ν0
≈

(
1+ 4g2⊥

g⊥
+ g 2

3⊥
g 2
⊥

)
· 3(ν2 −ν1)2

8ν0
. (4.42)

The experimental values of (ν1 +ν2)/2, plotted against 3(ν2 −ν1)2/8ν0, along with a

linear fit, are presented in Figure 4.13b. By again neglecting in the first iteration terms

∝ g 2
3⊥, the value for g2⊥ is obtained from the linear fit with a slope of 0.995±0.010 to

g2⊥ = 0.0±0.1. Subsequently, analogous to the determination of g‖, from the evolution

of the peaks in Figure 4.13, the value for g⊥ ≈ 2.0 is confirmed.
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Last but not least, the values g3‖ and g3⊥ are determined from the spectral positions of

the GSLACs in dependence on a weak perpendicular field.

As described by the Hamiltonian in Equation 4.34, due to the perpendicular compo-

nent B⊥, anticrossings of energy levels appear, manifesting themselves as spectral gaps,

i.e. turning points of ν1 and ν3 lines not reaching 0 MHz. For µB B⊥ << D , the corre-

sponding splittingsΛ1 andΛ2 scale linearly with the perpendicular field.

Up to linear terms in g2‖, g2⊥ and quadratic terms in g3‖ and g3⊥, this splittings are

given by:

Λ1 ≈
p

3

(
1+ g2⊥

g⊥
− g3‖g3⊥

g‖g⊥
−

g 2
3‖

8g 2
‖

)
g⊥µB B⊥,

Λ2 ≈
p

3

(
g3⊥
g⊥

+ g3‖
2g‖

)
g⊥µB B⊥. (4.43)

Hence, by monitoring the spectral position of the turning points of the ν1 and ν3 lines,

the g-factors g3⊥+ g3‖/2 and g3⊥− g3‖/2 can be extracted.

For this reason, the evolution of the ODMR spectra with the longitudinal magnetic field

component Bz‖c in vicinity of the GSLACs is analyzed at different transverse compo-

nents B⊥. The result is presented in Figure 4.14. In the case of B⊥ = 0, as seen in Figure

4.14a, the ν1 and ν3 lines can be clearly resolved, as well as their turning points νAC
1

and νAC
3 , corresponding to GSLAC-1 and GSLAC-2, respectively. The alignment uncer-

tainty of the magnetic field is δθ ≈ 1° resulting in a potential transverse magnetic field

of δB⊥ = Bzsin(δθ). Therefore, in the vicinity of GSLAC-2 the transverse component is

at most δB⊥ ≈ 22µT. Such a small uncertainty cannot explain the appearance and the

relative intensity of the ν3 line in the uniaxial model. Also, the possibility of a hyperfine

interaction with nearby nuclei, causing the appearance of the ν3 line can be neglected,

since the intensity of the ν3 line is the same in the experiments presented here and in

the previous Chapter 4.1, while the abundance of the spin carrying 29Si nuclei differs

by a factor of five between the used samples.

The point of interest now is the behavior of the turning points νAC
1 and νAC

3 at increas-

ing B⊥, which are direct measures of the level splittings. The corresponding measure-

ments are presented in Figure 4.14b. It is evident, that with increasing transverse com-

ponent B⊥, the νAC
1 and νAC

3 values are shifting towards higher frequencies, but with

different slopes. This becomes even more clear in Figure 4.14c, where the extracted

values are depicted as a function of B⊥.
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c) The GSLAC splittings νAC

1 and νAC
3 as a function of B⊥. Solid lines represent calcu-

lations described in the main text.

In order to extract the remaining g-factors, the data is fitted according to Equation 4.43

as hνAC
1,3 = (Λ2

1,2+Λ2
0)1/2, withΛ0/h = 2.5MHz accounting for the finite ODMR linewidth

and inhomogeneity. From the fits, the values g3⊥+ g3‖/2 = 0.5±0.2 and g3⊥− g3‖/2 =
−0.1±0.4 are extracted.
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Finally, all the determined g-factors are summarized in Table 4.1.

g2‖ g2⊥ g3⊥+ g3‖/2 g3⊥− g3‖/2

0.0±0.1 0.0±0.1 0.5±0.2 −0.1±0.4

Table 4.1.: The experimentally determined g-factors in Hamiltonian 4.34, which, together
with the zero-field splitting 2D = 70MHz and g‖ = g⊥ ≈ 2.0, describe the GS fine struc-
ture of the VSi defect in an external magnetic field.

With all the work done so far, the appearance of the ν3 and the ν4 line in the ODMR

spectra also for B⊥ = 0 can be understood. From the Hamiltonian in Equation 4.34, the

allowed magnetic dipole transitions are calculated to:

M∓1/2,∓3/2 =
p

3

2

(
1+ g2⊥

g⊥

)
g⊥µB B1,σ∓ ,

M±1/2,±3/2 =−i

p
3

2

(
g3⊥
g⊥

+ g3‖
2g‖

)
g⊥µB B1,σ± . (4.44)

M∓1/2,∓3/2 denote the matrix elements of the transitions (−1/2 → −3/2) and (1/2 →
3/2), while M±1/2,∓3/2 represent the (1/2 → −3/2) and (−1/2 → 3/2) transitions, re-

sponsible for the ν3 and ν4 lines, respectively. B1 is the RF magnetic field and B1,σ∓ =
B1,x ∓ i B1,y . Hence, the transitions (1/2 → −3/2) and (−1/2 → 3/2) occur due to the

trigonal pyramidal symmetry of the spin-3/2 defect and are induced by the σ+ and σ−

circularly polarized RF-radiation. Two microscopic contributions are responsible for

these transitions:

• The appearance of the g-factor g3‖ establishes the coupling of the MS = 3/2 and

MS =−3/2 states by the longitudinal static field Bz , as has been shown for related

systems [96, 97], allowing the RF-driven transitions with ∆MS =±1.

• Due to g-factor g3⊥, there is also a direct coupling of the MS = 3/2 and MS =−1/2,

as well as of the MS = −3/2 and MS = 1/2 states by the transverse RF magnetic

field.

From Equation 4.44, the relative intensities of the ν3 and ν1 lines for a linearly polarized

RF-field are: ∣∣M1/2,−3/2
∣∣2∣∣M−1/2,−3/2
∣∣2 ≈ (g3⊥+ g3‖/2)2

4
. (4.45)
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With the experimentally obtained value g3⊥+ g3‖/2 = 0.5±0.2 from Table 4.1, the rel-

ative signal intensity in Equation 4.45 is expected to be 0.063± 0.025. The measured

value of I (ν3)/I (ν1) = 0.09±0.02 coincides very well with the theoretical value, justify-

ing the calculated Hamiltonian in Equation 4.34 and experimental verification.

All in all, using the theory of group representations, a Hamiltonian, describing the phe-

nomena appearing in the ODMR spectra of the VSi defect in 4H-SiC, was reconstructed.

Especially the appearance of four GS ODMR transitions and the opening of spectral

gaps can now be explained. With the experimentally determined values of the g-factors

summarized in Table 4.1, the new established Hamiltonian can be written in the matrix

form as follows:

H =

∣∣∣∣∣∣∣∣∣∣∣

D + 3
2 g‖µB Bz

p
3

2 g⊥µB B− −i
p

3
2 g3⊥µB B+ −i 3

2 g3‖µB Bzp
3

2 g⊥µB B+ −D + 1
2 g‖µB Bz g⊥µB B− i

p
3

2 g3⊥µB B+
i
p

3
2 g3⊥µB B− g⊥µB B+ −D − 1

2 g‖µB Bz

p
3

2 g⊥µB B−
i 3

2 g3‖µB Bz −i
p

3
2 g3⊥µB B−

p
3

2 g⊥µB B+ D − 3
2 g‖µB Bz

∣∣∣∣∣∣∣∣∣∣∣
. (4.46)

These new findings, especially the appearance of GSLAC-2, are opening the path for a

novel technique to measure magnetic field strengths in the range of nanotesla, without

a need for RF excitation. This technique will be elaborated in the following.

4.3. All-optical Nanotesla Magnetometry

The technique described here utilizes the appearance of GSLAC-2, depicted in Figure

4.14, even for diminishing small deviations of the magnetic field from the c-axis. As

presented in Figure 4.12b, this anticrossing can be detected without any application of

RF-fields, since the monitored photoluminescence abruptly changes in the vicinity of

the GSLACs. In Figure 4.12b it is clearly seen that the biggest change in lock-in detected

photoluminescence occurs around the magnetic field of GSLAC-2, BG2.

Therefore, following sensing procedure is proposed. At first, a bias magnetic field with

the strength BG2 from Equation 4.37, coinciding with the position of the GSLAC-2, is

applied, establishing a reference photoluminescence for the lock-in detection. Then,

the PL intensity is monitored through the lock-in in-phase photovoltage UX , which is

proportional to the deviation of the magnetic field to be measured from the bias field

BG2, provided this deviation is small. Hence, by the analysis of the photoluminescence

change from its value at BG2, the magnetic field of interest can be measured.
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4. Quantum Sensing

The photovoltage UX is calibrated by applying well-defined sub-µT magnetic fields

Bz along the c-axis. The result is presented in Figure 4.15a, with the oscillating field

∆B = 200µT and modulation frequency fm = 511 Hz (see caption of Figure 4.12). The

obtained calibration term is UX /(Bz −BG2) = 39µV/µT. In this measurement, three

different magnetic fields Bz = 45 nT,67 nT and 112 nT are applied, leading to the steps

denoted by the black line in Figure 4.15a. Each magnetic field strength was measured

for 125 s (step width), with 4 s per point. In the measurement, presented by the green

line, all the steps are clearly resolvable, confirming a sensitivity of under 100 nT.
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Figure 4.15.: a) Evolution of the in-phase UX and quadrature UY components of the lock-in
photovoltage (left axis) with stepwise increase of the magnetic field (right axis), every
125 s, at room temperature. The black lines denote the mean values for each step of
UX and UY . b) PL variation in the vicinity of GSLAC-2 (BG2 = 1.25 mT) due to a small
oscillating field, recorded at different temperatures.

From the quadrature component UY of the lock-in signal (gray line), which is indepen-

dent of the magnetic field, the noise level is estimated. Considering the measurement

parameters, a noise-equivalent sensitivity of δBz = 87 nT/
p

Hz is achieved.

In order to test the robustness of this method towards ambient conditions, measure-

ments of the PL around GSLAC-2 at various temperatures are performed. This is de-

picted in Figure 4.15b: While the slope and hence the sensitivity of the magnetic field

detection decreases with temperature, a change in PL in vicinity of GSLAC-2 can be

detected up to over 520 K.
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In the experiments presented so far, an isotopically purified crystal was used, in order

to exclude possible contributions from the hyperfine interaction with 29Si nuclei to the

Hamiltonian in Equation 4.33. Nevertheless, the proposed all-optical magnetometry

can also be performed using commercially available SiC wafers with natural isotope

abundance, as presented in Figure 4.16a. By aligning the bias magnetic field along the

symmetry axis, it is possible to clearly separate the spin-carrying isotope contributions.

29Si

29Si

40

60

80

Angle θ [°]

BG1BG2
a) b)

 Magnetic field B  - B    [mT]z G2  Magnetic field B  [mT]z

0 1 2 3 4-0.4 -0.2 0 0.2 0.4

P
L 

va
ria

tio
n 

Δ

Δ
 [µ

T]

-2 0 2 4 6 8

30°

5°

θ = 0°

20°

Figure 4.16.: a) PL variation in the vicinity of GSLAC-2, analogous to Figure 4.15b, but per-
formed on a sample with natural isotope abundance. Due to the hyperfine interaction
with 29Si nuclei, satellite resonances appear. Inset: The peak-to-peak width ∆ change
with the angle θ of the magnetic field to the c-axis. b) PL variation at GSLAC-1 (BG1)
and GSLAC-2 (BG2) for various angles θ. The non-zero peak-to-peak width for θ = 0°
is ascribed to ambient magnetic fluctuations (nuclear spins and paramagnetic impu-
rities), as well as to the magnetic field alignment uncertainty of 1°.

Since the appearance of GSLAC-2 is a unique property of spin-3/2 and higher spin sys-

tems, the achieved sensitivity cannot be reached with spin-1 defects like NV-center in

diamond, where the GSLAC-1 would be utilized. From Figure 4.14c, as well as from

Equation 4.43 it is visible that GSLAC-2 is generally narrower than GSLAC-1 (Λ2 <Λ1),

making the spin-3/2 defect more sensitive to magnetic fields and more robust against

misalignment than spin-1 systems. To underline this point, measurements in magnetic

fields tilted by various angles from the c-axis are performed.
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4. Quantum Sensing

The measurements, conducted again in a sample with natural isotope abundance, are

presented in Figure 4.16b. It can be clearly seen that while the photoluminescence

change at GSLAC-2 is persistent up to an angle of 30°, the GSLAC-1 signal vanishes

already under 20°.

An important aspect for industrial devices is the dynamic range of the magnetometer.

Here, it is limited to several tens of µT, defined by the peak-to-peak width ∆ of the res-

onance. As depicted in the inset to Figure 4.16a, it can be extended by applying a small

transverse magnetic field, however, lowering the sensitivity. The loss in sensitivity with

the increasing transverse field component B⊥ can be found from the inset to Figure

4.16a, where the linewidth ∆ is plotted against small inclinations θ of the magnetic

field. From θ = arcsin(B⊥/BG2), it is empirically obtained:

δBz(θ) = δBz(0) · (1+7.2
B⊥
BG2

), (4.47)

with δBz(0) denoting the sensitivity when Bz is perfectly aligned along the c-axis. From

the angle uncertainty in our experiments of 1°, a transverse field of B⊥ ≈ 22µT is pos-

sible, resulting in a sensitivity change of 13%. To align the magnetometer, several mea-

surements around BG2 in differently oriented bias fields have to be conducted, until

the maximal slope is obtained.

The proposed method relies only on the completely RF-free PL detection and there-

fore can be also used with the ESLACs or, in general, on systems with short spin life-

times. For instance, ESLAC-2 is not observable in the ODMR measurements (Figure

4.11b), however can be clearly resolved by the here introduced technique (inset to Fig-

ure 4.12b).

In order to further improve the field sensitivity, several approaches are compilable. One

of them is the improvement of the signal to noise ratio, which can be significantly in-

creased by a modification of the irradiation fluence, to create more defects in the same

volume. This way, the VSi density can be increased by more than 2 orders of magnitude

[19], and the projected sensitivity in this case is a few nT/
p

Hz within the same volume

of ∼ 300µm3.

By utilizing light-trapping waveguides in bigger samples [98], the collection efficiency

can be improved by several orders of magnitude: For a waveguide of 3 mm x 3 mm

x 300µm and a VSi density of 4 · 1016 cm−3, the projected noise limit is estimated to

be below 100 fT/
p

Hz. To actually obtain such a high sensitivity, drift-compensation

schemes [99, 98] and magnetic noise screening, similar to optical magnetometry with

vapor cells [100], will be necessary.
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4.4. All-optical Millikelvin Thermometry

Last but not least, by using completely spin-free substrates of high crystalline quality,

containing only 28Si and 12C isotopes, further improvement due to absence of magnetic

fluctuations caused by nuclear spins is expected.

In summary, an all-optical dc magnetometry method, utilizing unique properties of

the spin-3/2 VSi defect is introduced, allowing to measure weak magnetic variations in

a certain direction with exceptional sensitivity.

The distinct properties of the fine structure of the VSi defect, allow not only for a mag-

netic field sensing but also a simultaneous thermometry. This will be elaborated in the

next chapter.

4.4. All-optical Millikelvin Thermometry

A variety of contact-less techniques, utilizing temperature dependent features in Ra-

man spectra of micro-fabricated chips [101, 102] or temperature dependent change in

PL of quantum dots [103], nanocrystals [104] or fluorescent proteins [105], are widely

used for temperature sensing with high spatial resolution. With a typical temperature

resolution of several hundreds of mK and lower, these sensors are crucial for various

applications in biology and physics, like mapping of biochemical processes inside liv-

ing cells or examining heat dissipation in electronic circuits [106, 107].

A temperature sensor based on the quantum-mechanical properties of the NV-center

in diamond, utilizing the moderate thermal shift dν0/dT =−74 kHz/K of the GS zero-

field ODMR line (ν0 = 2.87 GHz at room temperature), allows for exceptional spatial

resolution and achieves a temperature sensitivity of δT = 10 mK/
p

Hz [108, 109, 110].

However, this method relies on the application of high-power RF-fields, which, strongly

impacts the temperature of the sample during the measurement.

Here, analogous to the all-optical magnetometry previously presented, an all-optical

temperature sensing method is constructed, utilizing the temperature dependence of

the zero field splitting 2DE in the excited states of the VSi defect in 4H-SiC.

In Chapter 4.2 it was elaborated, that due to the short lifetime of 6 ns in the ES [19],

the direct observation of the associated zero field ODMR line is only possible by appli-

cation of high-power RF-fields (Figure 4.11c). However, the zero field splitting 2DE in

the ES can be measured indirectly: in Figure 4.11b, it can be seen that the ν1 contrast

is diminished in the vicinity of the magnetic field BE1, where ESLAC-1 is expected to

appear.

This is confirmed in Figure 4.17b, where the evolution of the ν1 and ν2 lines with a mag-

netic field Bz along the c-axis in vicinity of the expected position of ESLAC-1 (2DE =
420 MHz at room temperature) is plotted.
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indicate the magnetic field BE1, described by the diminishing ODMR contrast of the
ν1 transition.

As expected, the both lines shift linearly in a magnetic field along the c-axis, with a con-

trast change appearing in the ν1 line around BE1 = 15.2 mT. The position of the zero

field ES ODMR line can be determined from hνES
0 = 2DE = g‖µB BE1, while simultane-

ously, the GS ZFS is directly measured as 2DG = (ν2 −ν1)/2.

From similar measurements at lower temperatures, also presented in Figure 4.17b, a

shift of the magnetic field, at which the PL change in the ν1 line occurs, is observed,

implying a thermal shift of ESLAC-1 and hence of the zero-field ES splitting. For T =
200 K the ESLAC-1 occurs at BE1 = 21.8 mT, hence shifted by around 6.6 mT from its

position at room temperature. This trend continues further for lower temperatures,

with BE2 = 36.0 mT at 60 K. Meanwhile, the splitting between the ν1 and ν2 lines does

not change with temperature, suggesting that DG is nearly temperature independent.

For lower temperatures, a further line with a negative contrast is observable, denoted

as ν5. From its spectral position and slope, its origin is ascribed to the (−1/2 ↔ 1/2)

transition, which is normally not resolved in an ODMR experiment.
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4.4. All-optical Millikelvin Thermometry

Its appearance at low temperatures may occur either due to temperature-dependent

interaction with phonons or some magnetic field misalignment, which in turn leads

to the modification of the inter-system crossing as well as of the optical pumping cy-

cle. Since this line is not of importance to the here presented thermometry method, a

further analysis is refrained for future work.

From the ODMR measurements at different temperatures, the thermal shift of the ES

zero-field splitting 2DE can be determined. In Figure 4.18 the extracted DE and DG

values are plotted as filled circles against the ambient temperature.

0 50 100 150 200 250 300 350
0

200

400

600

800

1000

1200

2D  = 70 MHzZe
ro

-fi
el

d 
sp

lit
tin

g 
2D

 [M
H

z]

Temperature T [K]

2D  = 1060 MHz - 2.1 MHz/K · TE

G
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Figure 4.19. The solid green line is a fit of combined 2DE values by Equation 4.48. The
dashed red line is to guide the eye.

The evolution of DE (T ) is well fitted to:

2DE (T ) = 2DE (0)+βT, (4.48)

with 2DE (0) = (1.06± 0.02) GHz denoting the ZFS in the limit T → 0 and β = (−2.1±
0.1) MHz/K being the thermal shift. The latter defines the temperature sensitivity, and

is by more than an order of magnitude larger than for the NV-defect in diamond [111].
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While the observations made so far already constitute to a functioning thermometer,

an RF-free technique is desired. Analogous to the all-optical magnetometry, the idea is

to exploit the variation of the PL in the vicinity of ESLACs, which, as presented in Fig-

ure 4.12b, occurs even without RF-fields. A similar measurement is presented in Figure

4.19 for different temperatures. As in Chapter 4.3, lock-in detection of the PL change,

as a function of a dc magnetic field Bz is conducted. Again, a weak oscillating field

∆Bcos(2π fm t ), with ∆B = 100 mT and fm = 0.33 kHz is applied, and the first deriva-

tive of the PL change is evaluated. As in Figure 4.12, peaks originating from GSLAC-1,

GSLAC-2 and ESLAC-2 are resolved at positions BG1, BG2 and BE2, respectively. It is

clearly seen that while the GSLAC positions are temperature independent, BE2 is shift-

ing towards higher fields with decreasing temperature.
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From the extracted BE2 values, 2DE (T ) = 2g‖µB BE2 values are calculated and plotted as

open circles in Figure 4.18. Here it is evident that this complimentary data points are

well described by Equation 4.48 and are in good agreement with the previously con-

ducted ODMR experiments of Figure 4.17b. Therefore, the observation of the thermal

shift of the zero field ES splitting without any RF-fields opens the path for an all-optical

thermometry. Due to the aforementioned ES lifetime of 6 ns, an RF-field of about 2 mT

would be necessary in order to observe an ODMR signal associated with a similar spin

state. To establish such a strong alternating magnetic field without strongly influencing

the temperature of the object under measurement would be quite a challenging task.

As has been shown, the GS zero field splitting 2DG and subsequently the position of

GSLAC-2, which is used for the all-optical magnetometry, are temperature indepen-

dent, allowing a simultaneous detection of the magnetic field and the temperature.

The same lock-in detection scheme as in Chapter 4.3 is implemented, with the in-

phase lock-in voltage UX , described at the bias field BG2 by (left inset to Figure 4.19):

UG2
X = L11∆B +L12∆T, (4.49)

with L11 =−39 mV/mT determined in Chapter 4.3 and, since BG2 is temperature inde-

pendent L12 ≈ 0 mV/K can be approximated.

At BE2, UX is written as:

U E2
X = L21∆B +L22∆T, (4.50)

with experimentally determined values L21 = 1.8 mV/mT and L22 = 23 mV/K. The fac-

tors Li j , clearly show the ability to measure the magnetic field and temperature sepa-

rately using GSLAC-2 and ESLAC-2 of the same defect.

While the magnetometry scheme was established in Chapter 4.3, the temperature sens-

ing scheme can be constructed as follows. First, by measuring UG2
X at the bias field BG2,

the ambient magnetic field is determined, accounting for ∆B in Equation 4.50. Subse-

quently, by applying BE2 and monitoring U E2
X , the uncertainty due to magnetic noise

can be excluded from the thermometry signal and the temperature is calculated with:

∆T = 1

L22

(
U E2

X − L21

L11
UG2

X

)
. (4.51)

As can be deduced from the right inset to Figure 4.19, the dynamic range of such ther-

mometry is |∆T | < 10 K. If the temperature to measure does not lie within this bound-

ary, broad range thermometry is also possible, however with a lower sensitivity.
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By scanning the magnetic field from 5 mT to 20 mT and determining BE2, the zero field

splitting DE = g‖µB BE2 can be calculated and subsequently, the temperature can be

determined using the Equation 4.48.

The last question to address is the achievable temperature sensitivity δT . For this, the

in-phase and quadrature lock-in signals are measured as a function of time to deter-

mine the upper limit for the noise level δU . Using the calibrated Li j values, the temper-

ature sensitivity δT = δU /L22 is calculated. Hence, a sensitivity of δT ≈ 100 mK/
p

Hz

within a detection volume of approximately 300µm3 is estimated. By applying the im-

provements already proposed for the all-optical magnetometry, a temperature sensi-

tivity better than δT ≈ 1 mK/
p

Hz is feasible.

In summary, a thermometry method is proposed, utilizing the thermal shift of the

ESLAC-2, which can be detected completely RF-free and, by monitoring GSLAC-2, with

simultaneous all-optical magnetometry with the same defect.

The achievable sensitivities of quantum metrology are dictated by the coherence times

of the spin system. Therefore, in the next chapter the spin-lattice relaxation time T1,

and the spin-spin relaxation time T2 will be analyzed.
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Properties

Long quantum coherence in solid-state systems is the ultimate prerequisite for new

technologies based on purely quantum phenomena [112, 113]. Particularly, the sensi-

tivity of quantum sensors, as the ones introduced in Chapter 4, scales with the electron

spin coherence time [7, 2]. Also, one of the crucial requirements for quantum com-

puting is a proof of the possibility to coherently control the qubits over a long time.

Therefore, in order to confirm the VSi defects in SiC as a suitable candidate for vari-

ous kinds of quantum applications, a thorough analysis of the coherence properties is

necessary. This chapter is dedicated to this task.

The coherence properties, particularly the spin-lattice relaxation time T1 and the spin-

spin relaxation time T2, are determined by techniques widely known from the field of

Nuclear Magnetic Resonance (NMR), adapted to the ODMR measurement protocol.

The implemented NMR terminology and basic physical principles are well described

by de Graaf in [68].

As briefly introduced in Chapter 3.4, by using the pulsed ODMR (pODMR) technique,

the spins can be coherently controlled and their state read-out. Unlike the cwODMR

technique utilized in the previous chapters, here, the frequency of the radio waves re-

mains fixed at the resonance condition with one of the allowed transitions. For the

measurements described below, this is either the |−1/2〉 → |−3/2〉 or the |+1/2〉 →
|+3/2〉 transition, denoted by ν1 and ν2 frequency, respectively, in Chapter 4 (see Figure

4.3) and also in the following. The variable in the measurements to extract coherence

times of the defect is either the length of the applied resonant RF-pulses or "the dark"

time in between. This is best illustrated by the so-called Rabi measurements, where

the resonant RF-pulse length is varied, hence changing the final state of the chosen

spin transition. The scheme for an pODMR Rabi measurement is as follows. First a

laser pulse of a sufficient length to polarize the spins into the |±1/2〉 states, is applied.

The RF is set to resonance with one particular spin transition, e.g. to 490 MHz for the

|+1/2〉→ |+3/2〉 (ν2) transition in an external magnetic field along the c-axis of 15 mT.

This frequency is also known as the Larmor frequency in NMR. Then, a resonant RF-

pulse of a certain length is applied, rotating the electron spin by a certain angle from

its initial direction. Subsequently, the photoluminescence is detected.
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As described in Chapter 2.3.1 the photoluminescence is spin state dependent. Hence,

by repeating this procedure for iteratively increasing RF-pulse lengths, an oscillation in

the detected photoluminescence is observed, representing the oscillation of the spin

between the two energetic states, driven by the resonant radio frequency.

In Figure 5.1a, the pulse sequence for one iteration is presented, along with the re-

spective spin directions on the Bloch-sphere. It consists of two laser pulses of constant

length (10µs) and two RF-pulses, with one of them being varied in time length every

cycle. The laser pulses have two purposes: on the one hand they pump the defect elec-

trons into the |±1/2〉 state, just like in cwODMR, on the other hand they stimulate the

photoluminescence, from which the spin alteration caused by the RF-pulses can be

extracted. This read-out is made by averaging the PL values in the first 500ns of the

laser pulses, denoted as PL1 and PL2. By extending the read-out range, the signal-to-

noise ratio can be improved, however, diminishing the contrast due to spin relaxation

to equilibrium. Note that this sequence is repeated for every iteration, meaning that

the second laser pulse polarizes the electrons before the first RF-pulse.

Since the length of the second RF-pulse is fixed to a constant length, the PL extracted

from the second laser pulse is constant and hence serves as the reference value for the

PL change caused by the first RF-pulse. In principal, also the PL extracted at the end

of the first laser pulse might serve as reference. However, due to heating effects by the

laser and the high power RF-pulses, a symmetrical sequence for signal and reference is

preferred. Finally, the spin polarization S= (PL1 −PL2)/(PL1 +PL2) is plotted against

the iterated length of the first RF-pulse τ.

A real measurement is presented in Figure 5.1b for different RF-powers.

As expected, the PL is oscillating with the RF-pulse length τ and is well fitted to:

S(τ) =−∆PL

2
e−τ/TR cos(ΩRτ)+C . (5.1)

∆PL is the ODMR contrast, TR is the decay time, C the offset andΩR the Rabi frequency.

The latter can be regarded as the Larmor precession of the electron spin around the

magnetic component of the resonant RFs B1 [69]:

ΩR = γB1 ∼
√

P (B1), (5.2)

with γ being the electron gyromagnetic ratio, and P (B1) the corresponding RF-power.

To verify that the observed oscillations are actually spin transitions, the extracted ΩR

values are plotted against
p

P (B1) in Figure 5.1c, showing the expected linear depen-

dence.
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Figure 5.1.: a) Pulse sequence in order to measure Rabi oscillations and the corresponding
spin states for the ν2 transition on a Bloch-sphere. The length τ of the first RF-pulse is
iterated, while the second one is constant at 20ns. b) Read-out of the spin polarization
as (PL1−PL2)/(PL1+PL2) for different RF-powers. The solid lines are fits to Equation
5.1. c) Extracted Rabi frequencies versus the applied RF-field strength. The solid line
is a linear fit according to Equation 5.2.

Next, the setup must be calibrated in order to perform measurements of the T1 and T2

times. Particularly, the length of the π pulse, i.e. the pulse which flips the spin exactly

around 180°, which is equivalent to a spin transition between the two spin levels, is

necessary. Ideally, this pulse should be as short as possible to avoid any relaxations

during the spin manipulation. As seen in Figure 5.1b, its length is dependent on the

applied RF-power, which is 44 dBm at max with the available frequency generator and

amplifier. Hence, a π pulse length of 40ns is chosen, at an RF-power of roughly 38dBm.

Note that this value is not fixed, since the actual RF-power at the illumination spot is

highly dependent on the strip line behavior and the ambient conditions. Therefore, for

every measurement, a Rabi curve calibrating the π pulse to be 40 ns in length has to be

conducted. This can be done by extracting the ΩR value from the fit, which, however,

requires post processing of the experimental data and is hence time consuming.
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A quicker way to calibrate the RF-power on the fly is by observing the offset C from

Equation 5.2. Initially, the second RF-pulse from Figure 5.1a is fixed to 20 ns, i.e. the

desired length of the π/2 pulse. Since the measured PL change is oscillating around the

PL value corresponding to the pulse length ofπ/2, this offset parameter C must become

zero, if the reference PL is fixed to the π/2 signal. Hence, the RF-power is adjusted until

the measured signal is oscillating around and decaying to zero PL.

For measurements in magnetic fields, a further calibration step is needed. While in

zero field the resonance frequency is assumed to be constant at ν0 = 70 MHz for all

temperatures (see Chapter 4.4), to precisely find the resonance frequencies ν1,2 in a

certain field, preliminary cwODMR measurements are necessary.

Now, the setup is ready to perform further pulsed measurements in order to extract

the desired T1 and T2 relaxation times of the defect. This will be thoroughly done in

the next two chapters. In the first one, the dependence on the ambient conditions,

i.e. temperature and magnetic field, is elaborated. In the second, the dependence of

the relaxation times on the defect creation is analyzed by comparing electron and neu-

tron irradiated samples with different irradiation fluences. Last but not least, using

a dynamic decoupling sequence, a substantial prolongation of the coherence time is

shown.

5.1. Dependence on the Magnetic Field and

Temperature

In this chapter, the coherence properties of the VSi defects in 4H-SiC will be analyzed

in regard to their dependence on the ambient conditions, namely the temperature and

the magnetic field strength Bz along the c-axis. For this cause, T1 and T2 times were

measured in the temperature range from 17 K to 300 K, and in magnetic fields Bz from

0 mT to 31 mT.

The measurements were conducted on the sample #3 in Table 5.2, of the electron irra-

diated series described in the next Chapter 5.2. It contains natural abundance of 29Si

(4.7%) and 13C (1.1%) nuclear spins and an initial VSi concentration of 2 · 1013 cm−3.

In order to increase the signal intensity by higher defect concentration, the sample is

irradiated with 2 MeV electrons with a fluence of 1017 cm−2. Further sample properties

are described in the next Chapter 5.2.

At first, the measurements related to the spin-lattice relaxation time T1 are presented.

This relaxation is due to intrinsic, irreversible processes in the crystal and hence deter-

mines the absolute limit for spin coherence [68].
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5.1. Dependence on the Magnetic Field and Temperature

The measurement and post processing follow the technique described in the supple-

mentary of [17]. The pulse sequence is depicted in Figure 5.2a. It contains only one

RF-pulse with a length equivalent to a rotation by π, flipping the spin over 180°, hence,

exactly from one state to another. The time τ between the RF-pulse and the read-out

laser pulse is iterated.

Hence, PL1 evolution with τ is starting at the value when the electrons are polarized

in the |3/2〉 level, decaying with T1 towards equilibrium with increasing delay between

the RF-pulse and the read-out laser pulse. In the reference, there are no RF-pulses and

PL2 is decaying towards equilibrium from its value at |1/2〉.
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Figure 5.2.: a) Pulse sequence in order to measure the spin-lattice relaxation time T1. The
time τ between the first RF-pulse and the subsequent read-out laser pulse is iterated.
In the reference part without RF-pulses, the dark time is iterated. b) Exemplary curves
of resulting spin polarization in dependence on τ for different temperatures and mag-
netic fields. The solid lines are fits to Equation 5.3. The curves are normalized to the
maximum of each fit. c) Extracted T1 values for all measured temperatures and mag-
netic fields. The solid line is a fit according to Equation 5.4 and the dashed lines (1) -
(3) are its most pronounced contributions in the corresponding temperature range, as
described in the main text.
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A theoretical dependency of the spin polarization S on the pulse gap τ using this se-

quence is described as:

S= A ·Exp

(
−2(τ−τ0)

T1

)
+C , (5.3)

with τ0 accounting for the finite pulse gap of the first iteration and C being the offset

due to environmental temperature and magnetic field fluctuations during the mea-

surement.

In Figure 5.2b, exemplary measurements at different temperatures and magnetic fields

are shown, with the curves for Bz 6= 0 measured in resonance with the ν2 transition.

Here it is evident that the T1 time continuously increases with lower temperatures,

while no difference between the measurements in zero field and at 31mT is detectable.

An additional measurement in Bz = 20 mT shows the same evolution. The curves are

fitted to Equation 5.3, from which the T1 values are extracted. The curve for 37 K (and

for 17 K, not shown) preserves over 90% of its initial spin polarization in a time span of

1 s, making the acquisition time of the whole exponential decay curve too long. There-

fore, here, the linear part of the exponential decay is fitted and a T1 time estimated

with a bigger error margin. At room temperature, the spin-lattice relaxation time is

obtained to T1 = (340±30)µs and is in accordance with earlier studies within the er-

ror margins [17]. From the fits of all measured curves at different temperatures and

magnetic fields, the T1 dependence on these factors is established. This is presented

in Figure 5.2c, to account for different additive mechanisms, as spin-lattice relaxation

rate 1/T1 versus the temperature. Indeed, also at 70 K, no difference between zero field

and 31 mT is detected, as also has been reported for the NV center in diamond [114].

On the other hand, a temperature dependence, with the spin-lattice relaxation rate be-

coming smaller (T1 longer) with lower temperature is clearly present. The values for the

two lowest temperatures 37K and 17K are denoted as open squares to underline the ex-

traction of the T1 value from the linear part of the exponential decay. Therefore, these

values must be considered as lower limits for the T1 time, rather than as a quantitative

estimation.

The experimentally obtained values are well described by a power law:

1

T1(T )
= A0 + A1T + A2T 5 + A3

e∆/kB T −1
, (5.4)

relating to various phonon-assisted, temperature dependent, spin relaxation mecha-

nisms, assumed to be similar to that previously reported for donors in silicon [65] and

the NV-center in diamond [114]. Hence, the obtained T1 values are influenced in dif-

ferent temperature ranges by different phonon interaction mechanisms.
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5.1. Dependence on the Magnetic Field and Temperature

For high temperatures T > 120K, thermally excited high-energy phonons result in spin-

lattice relaxation via a two-phonon Raman process with 1/T1 ≈ A2T 5 [115]. The respec-

tive fit is denoted by the dashed line (3). At intermediate temperatures, an Orbach-like

process via a vibrational state may impact the spin relaxation, with the dependency

1/T1 ∝ 1/(e∆/kB T −1) (dashed line (2)) [115].

Here, ∆≈ 25 meV denotes the energy of the local phonon mode at the defect position,

which is roughly estimated from the spectral distance of the zero-phonon line and the

phonon sideband maximum in the PL spectrum [19].

For the lowest measured temperatures T < 30 K, the relaxation through single phonon

scattering should be taken into account 1/T1 ≈ A1T (dashed line (1)) [115]. Also a tem-

perature independent relaxation mechanism, namely the cross relaxation with residual

impurity spins 1/T1 ∝ A0 might become important at cryogenic temperatures. From

the experimental data, the lower limit of the spin-lattice relaxation time is estimated to

be at least T1(0) = 1/A0 > 10s. All the obtained fitting parameters are listed in Table 5.1.

A0 [s−1] A1 [K−1s−1] A2 [K−5s−1] A3 [s−1]

< 0.1 1.0±0.2 ·10−2 1.1±0.2 ·10−9 300±150

Table 5.1.: Relaxation parameters, accounting for different spin-phonon and defect inter-
actions, extracted from the fit to Equation 5.3 of the T1 values in Figure 5.2c.

To sum up, the spin-lattice relaxation time T1 was measured at a variety of tempera-

tures and magnetic fields, showing no dependence on Bz at least up to 31 mT. With

decreasing temperature, the T1 time is prolonged from around 340µs at room temper-

ature to an estimated minimum of at least 10s at cryogenic temperatures. While the

measurements in magnetic fields presented here were conducted at the ν2 resonance,

test measurements at the ν1 lead to the same results.

Next, the dependence of the spin-spin relaxation time T2 on the temperature T and

magnetic field Bz will be elaborated. This time defines the actual coherence time, i.e.

the time span in which the spin can be manipulated.

The utilized pulse sequence is depicted in Figure 5.3a and is in accord with common

Spin-Echo experiments in NMR. Three RF-pulses with the delay time τ/2 are applied

before the read-out laser pulse. The first π/2 pulse transfers the spin from the |±1/2〉
state into the transverse plain, a state superposition (|±1/2〉+|±3/2〉)/

p
2. Due to slight

differences in experienced magnetic field and intrinsic differences in environmental

conditions, the spins have slightly different Larmor precession frequencies, wherefore

the aligned single spin vectors start to dephase.
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5.1. Dependence on the Magnetic Field and Temperature

After the iterated time interval τ/2, a π pulse is applied, rotating the spins with their

momentary direction by 180° again into the transverse plain. By this pulse, the de-

phasing tendency is reversed, resulting in a rephasing of the spins, ultimately reaching

the initial alignment after time τ/2. In the NMR measurements, which are sensitive to

the transverse spin component, the signal of this initial alignment after the time τ/2 is

detected.

Since the here presented technique is most sensitive to the longitudinal component,

a further pulse is needed to project the spins back into one of the eigenstates |±1/2〉
and |±3/2〉. This is done by a π/2 pulse in the first part of the sequence and, to achieve

maximal contrast, a 3π/2 pulse in the reference part. By this Spin-Echo method, the

intrinsic spin-spin relaxation time T2 of the defects is extracted, with the impact by the

properties of the measurement setup opted out. Note that since the gaps τ/2 between

the pulses are much shorter than the spin-lattice relaxation time, the decoherence pro-

cess is dominated by the spin-spin relaxation.

This sequence is first applied for T = 295 K at different magnetic fields, with the RF

being resonant either to ν1 or ν2 transition. The measured evolution of the spin polar-

ization with τ is presented in Figure 5.3b. Two striking attributes are resulting from this

experiment. First, at Bz 6= 0, oscillations are appearing, with their frequencies chang-

ing with the magnetic field strength. Furthermore, the curves obtained at the ν1 and ν2

lines for the same field strength Bz are not equal, showing slightly diverging oscillation

behavior. The appearance of this so-called electron spin echo envelope modulation

(ESEEM) is ascribed in this case to the interaction of the electron spins with the I = 1/2

nuclear spins of the naturally abundant 29Si and 13C isotopes, as observed in various

similar experiments [15, 16, 17, 116].

The experimental data at the ν1 resonance is fitted by:

S= A ·Exp

(
− (τ−τ0)

T2

)
· ∏

j=a,b

[
1−B j sin2(πν jτ)

]+C , (5.5)

assuming two frequencies νa and νb contributing to the ESEEM shape.

The extracted frequencies at different magnetic fields are depicted in the inset to Figure

5.3b. Here it is evident that νa,b are evolving linearly with the magnetic field strength

Bz and from the linear fit one obtains the slopes as ν′a = 4.1± 0.9 kHz/mT and ν′b =
5.2±0.9 kHz/mT. Similar values have been observed in [15] for the divacancy ESEEM

in SiC and have been associated with the Larmor precession of the 29Si and 13C nuclear

spins.
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5. Exploring the Coherence Properties

As seen in Figure 5.3b, the ESEEM for the ν2 transition shows more complex behavior,

which agrees with the earlier reported observations [116]. The origin of the asymmetry

in oscillations for the ν1 and ν2 transitions has not been completely clarified yet and

is a task for future works, while the present thesis mainly focuses on the extraction of

coherence times, which are the same at both resonances. Since the applied magnetic

fields Bz lie in the vicinity of the excited-state level anticrossing (see Chapter 4.3), the

observed asymmetry may indicate dynamic nuclear spin polarization, as described in

[117].

From the fits to Equation 5.5, applied to all measured spectra at room temperature for

magnetic fields in the range from 0 mT to 31 mT, the T2 dependence on the magnetic

field is obtained. This is depicted in Figure 5.4b.
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While in zero field, a T2 time of (8± 2)µs is extracted, the spin-spin relaxation time

increases with higher magnetic field and is prolonged to (47±8)µs for Bz > 11mT. The

maximal value is slightly shorter than the spin coherence time of single VSi centers

reported in [17].
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5.1. Dependence on the Magnetic Field and Temperature

The increase in coherence time with magnetic field is theoretically explained in [118]

by the suppression of heteronuclear spin interaction of the 29Si and 13C isotopes. In

small fields, the Larmor frequencies of the environmental nuclei are very close to each

other, whereby reciprocal flip flops can be induced and cause a temporal change in the

precession frequency of the VSi electron-spin. This so-called nuclear-induced spectral

diffusion is diminished in higher magnetic fields, since the isotope spin-baths are en-

ergetically separated [119]. Also, the observed saturation of T2 is in accord with this

theoretical considerations, although the saturation is expected to take place at higher

magnetic fields > 30 mT.

The T2 dependence on the magnetic field is also analyzed at T = 17 K. Exemplary

curves, obtained at the ν2 resonance, in zero field and at Bz = 15 mT are presented

in Figure 5.4a. Due to considerably increased noise, the ESEEM oscillations are not re-

solved anymore and the data are fitted by a simple exponential decay. The extracted T2

values are added to Figure 5.4b. The evolution with increasing magnetic field is similar

to the one at room temperature, with the same value in zero field of about 8µs, but a

higher saturation value of T2 = (134±20)µs. Widmann et al. [17] estimate the T2 coher-

ence time of a single VSi defect at room temperature and Bz = 28 mT to around 160µs.

While the low temperature T2 value obtained here is in good agreement with this es-

timation, the room temperature coherence time of T2(295 K) = (47± 8)µs is slightly

shorter.

To further investigate this discrepancy, T2 is measured as a function of temperature, in

zero field and Bz = 15 mT. The result is depicted in Figure 5.4c. While the T2 time in

zero field stays nearly constant in the applied temperature range, the coherence time

at 15 mT is evolving inconsistently. The shorter coherence time at room temperature

might be caused by the temperature enhanced nuclear-induced spectral diffusion due

to flip-flop interaction of the 29Si and 13C isotopes with I = 1/2 [118]. Since the dis-

tribution of these isotopes around each VSi defect in the crystal lattice is not homoge-

neous, the resulting different hyperfine interaction with the VSi electrons might lead

to a shortening of the effective coherence time [119], which is not the case for single

defects. The second pronounced attribute of the T2 dependency on the temperature

at Bz = 15 mT, is a "dip" at around 80 K. Its origin is not completely clarified yet. As

has been elaborated in Chapter 4.4, the spectral position of the level anticrossings in

the excited state are linearly dependent on temperature. Hence, the temperature at

which the ESLACs are occurring at the 15mT used in the temperature dependent mea-

surements can be calculated with Equation 4.48. While ESLAC-1, as depicted in Figure

4.17, is expected to occur at BE1 = 15 mT for room temperature, the ESLAC-2 reaches

BE2 = 15 mT at a temperature T ≈ 104 K.
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Therefore, the occurrence of this "dip" might be caused by the vicinity of the ESLAC-2,

which is altering the pumping process and the dynamics of the regarded ν2 transition.

For quantitative conclusions, a more thorough analysis of the T2 temperature depen-

dence, with more measurement points at different temperatures, as well as at different

magnetic fields, is necessary and is a task for future work.

In summary, the coherence properties, namely the spin-lattice and spin-spin relax-

ation times T1 and T2 have been analyzed in dependence on the external magnetic

field and temperature. While the T1 time shows no dependence on the magnetic field

up to 31mT, T2 increases from (8±2)µs in zero field to a saturation level of (47±8)µs for

Bz > 11mT at room temperature. T1 is strongly temperature dependent, with the room

temperature value of (340±30)µs increasing to at least 10s for cryogenic temperatures.

The T2 time shows a non-monotonic temperature dependence, while the saturation

level is increased to (134±20)µs at 17 K.

In regard to sensing devices, an optimum of the signal-to-noise ratio, dictated by the

amount of excited defects and the coherence times, which define the achievable reso-

lution, must be found. For this reason, the next chapter will address the dependence

of T1 and T2 on the irradiation process, which creates VSi centers, as well as on the

resulting defect density.

5.2. In�uence of the Irradiation Type

When irradiating a SiC crystal with neutrons or electrons, the crucial aspect in creating

defect ensembles for sensing applications, such as the ones described in Chapter 4, is

to find the perfect match between the signal-to-noise ratio and the coherence time,

dictating the resolution of a sensing device. In this chapter, the relaxation times of

defect ensembles created by electron or neutron irradiation with different fluences will

be compared, allowing a subsequent proposal for an optimal defect creation scheme.

For the electron irradiated sample series, a semi-insulating 4H-SiC wafer (2 inch), is

purchased from Norstel. Grown by high temperature chemical vapor deposition with

no further isotope purification, it contains natural abundance of 29Si (4.7%) and 13C

(1.1%) nuclear spins. In this wafer an as-grown VSi concentration of 2 · 1013 cm−3 is

already present. In order to introduce further defects, the wafer is diced into 7 mm x

4 mm samples and irradiated with electron fluences in the range from 1 ·1017 cm−2 to

5 ·1018 cm−2. While for all fluences an electron energy of 2 MeV is used, an additional

sample is irradiated with 1 MeV electrons at 1 ·1017 cm−2. During the irradiation, the

samples are placed on a water cooled copper plate to avoid heating by the electron

beam.
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Also, two neutron irradiated samples were available with the pristine samples pur-

chased from CREE. A 110µm thick high purity layer was epitaxially grown on a 2-inch

n-type 4H-SiC wafer. On top, a 5µm n-type and a 2µm p-type 4H-SiC layers are grown.

Diced in 4 mm x 2 mm pieces, the samples are then irradiated in a TRIGA Mark-II nu-

clear reactor, with neutron energies in the range of 0.18 MeV to 2.5 MeV. The different

fluences were achieved by varying the irradiation time and fission power of the reactor.

Further information on the reactor is available at [120].

The defect density can be estimated by comparing the PL values with calibrated mea-

surements from the previous work [19], where the defect densities are known. The

quantitative dependence of the amount of created vacancies on the fluence has been

extensively elaborated in [19] and [70] and is out of scope for the present thesis. How-

ever, it must be noted, that this calibration does not reflect the full amount of created

defects, but only the luminescent fraction.

The list with all the measured samples is presented in Table 5.2.

sample # irradiation particle fluence [1017 cm−2] defect density nV [1014 cm−3]

1 pristine - 0.2

2 electrons, 1 MeV 1 1.5

3 electrons, 2 MeV 1 3.9

4 " 2.5 8.0

5 " 5 16.3

6 " 7.5 38.8

7 " 10 64.6

8 " 50 90.4

9 neutrons, < 2.5 MeV 0.1 2.5

10 " 1 5.9

Table 5.2.: Attributes of the investigated samples. With the calibrated PL from [19], the
created VSi densities are calculated.
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All the measurements in this chapter were conducted at room temperature, either in

zero magnetic field or at Bz = 15mT along the c-axis. As was elaborated in the previous

Chapter 5.1, at this magnetic field, the maximal values of T2 are reached.

First, the measurements of the spin-lattice relaxation time T1 will be discussed. The

pulse sequence, as depicted in Figure 5.2a, and also all the post-processing follow the

method established in Chapter 5.1.

Conducting these measurements on all samples, a dependency of the T1 time on the

defect density and subsequently on irradiation fluence is acquired. Two exemplary

curves, one of the neutron and one of the electron irradiated samples, are presented

in Figure 5.5b. From the fits to Equation 5.3, T1 relaxation times are extracted for all

examined samples and presented in Figure 5.5c in dependence on the calculated VSi

density.
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is a guide to the eye.

The extracted T1 times are around 300µs for most of the samples irradiated with elec-

trons. Only for the sample with the highest irradiation fluence of 5 ·1018 cm−3 (sample

#8) the relaxation time is shorter, indicating increased crystal damage.
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For both neutron irradiated samples (#9, 10) the T1 times are distinctly shorter, al-

though the calculated defect concentration is in the range of moderately irradiated

electron samples. This is a strong hint that neutrons produce significantly more non-

luminescent paramagnetic defects as well as cause stronger crystal damage. Last but

not least, from comparison of the 1 MeV and 2 MeV electron irradiated samples (#2, 3),

no apparent change of the T1 time with the electron energy is observed.

Next, the dependence of the spin-spin relaxation time T2 on the irradiation method

is evaluated. The measurements are conducted at room temperature, one time with

Bz = 0 mT and at 15 mT on the ν2 resonance.

Again, following the Spin-Echo technique introduced in Chapter 5.1, the pulse sequence

in Figure 5.6a is applied to all the samples. In Figure 5.6b three exemplary curves are

presented. From the fits to Equation 5.5, the T2 values are extracted and presented as a

function of the defect density in Figure 5.6c.

While the spin-lattice relaxation times T1 of the electron irradiated series generally

showed no dependence on the defect density, the spin-spin coherence time T2 for

Bz = 15mT continuously decreases in samples with densities nV > 3.9·1014 cm−3 (sam-

ple #3). Theoretically, an approximately linear decrease in spin coherence with the

concentration of paramagnetic centers is expected [121], leading to the fitting func-

tion:

T2(nV ) = T 0
2

1+nV /n0
, (5.6)

with T 0
2 and n0 being free parameters.

The best fit is denoted by the solid line in Figure 5.6c. For low irradiation fluences, lead-

ing to vacancy densities nV << n0 = 2.6·1015cm−3, the effect of irradiation-induced de-

fects on decoherence is negligible and the spin coherence time stays as in the pristine

sample at T 0
2 = 48µs (samples #1, 2, 3). Contrary, for high irradiation fluences and sub-

sequently nV > n0, the decoherence is dominated by all types of irradiation-induced

defects. The highest irradiated sample (#8) deviates from the dependence of Equation

5.6, indicating, as with the T1 time in Figure 5.5c, a strong crystal damage induced by

high-energy electrons. Similarly to the T1 values, no change in T2 due to different elec-

tron energies is observed, comparing the 1 MeV and 2 MeV irradiated samples (#2 and

3).

In zero magnetic field, a qualitatively same evolution is observed, while the short re-

laxation time makes a quantitative analysis impossible.

In comparison, the two neutron irradiated samples (# 9 and 10) show substantially

shorter coherence times as the electron irradiated ones with similar defect densities.
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Figure 5.6.: a) Pulse sequence to measure the spin-spin relaxation time T2. The time gap
τ/2 between the RF-pulses is altered. b) Spin polarization in dependence on delay
time τ in electron irradiated samples. The solid lines are fits to Equation 5.5. The
curves are normalized. c) Extracted T2 values for all samples, enumerated according
to Table 5.2. The values for electron irradiated samples are fitted according to Equation
5.6 (solid line).

This indicates that neutrons create a wide range of non-luminescent impurities, other

than silicon vacancies, inducing stronger dipolar coupling and subsequently diminish-

ing the T2 time of the nearby VSi defects.

All in all, the analysis of the dependence of both the T1 and T2 relaxation times on the

irradiation fluence and the kind of ionizing radiation revealed following.

For electron irradiated samples, T1 time is almost constant around 300µs, while the T2

time linearly decreases for defect concentrations higher than ∼ 4 ·1014 cm−3.

The highest irradiated sample shows a deviation to lower values for both T1 and T2, in-

dicating an increased crystal damage. No influence of the electron energy is observed.
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5.2. Influence of the Irradiation Type

The neutron irradiated samples show a significantly shorter T1 and T2 values as the

electron irradiated samples with a similar defect density, indicating that the bigger in

cross-section neutrons produce more damage to the crystal and introduce far more

non-luminescent paramagnetic defects along with the VSi centers in the irradiation

area.

In regard to sensing implementations, to obtain the best signal-to-noise ratio by max-

imizing the ensemble of excited defects, without loss in coherence time, and subse-

quently in sensitivity, sample #3 seems to be most suitable. Generally speaking, elec-

tron irradiation seems to be superior to the neutron irradiation, and a defect density

below n0 = 2.6·1015 cm−3 gives the optimal ratio of coherence time and signal intensity.

All other experiments on coherence properties in previous and next chapters are con-

ducted on sample #3, meaning that the dipolar coupling between irradiation-induced

vacancies can be neglected and all the here obtained results on ensembles can be pro-

jected into single VSi spins.

After discussing the impact of the magnetic field, temperature and defect density on

the coherence properties of the VSi defect, a technique allowing substantial prolonga-

tion of the spin-spin coherence time by using dynamic decoupling sequences will be

introduced in the next chapter.
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5. Exploring the Coherence Properties

5.3. Extending the Coherence Time With Dynamic

Decoupling Pulse Sequences

The prolongation of the T2 coherence time is a major topic in the quantum sensing

community. As elaborated in Chapter 5.1, one of the main limiting factors of the T2

time is the interaction with the nuclear spins of the naturally abundant 29Si and 13C

and other impurities. In order to diminish this interaction, so-called dynamical decou-

pling (DD) sequences are utilized. The most known one is Carr-Purcell-Meiboom-Gill

(CPMG) [122], which utilizes spin rotation along both x- and y-axis and has shown con-

siderable coherence prolongation for the NV-centers in diamond [4, 123].

Although being widely used in NMR [124], MRI [125] and also on various quantum

systems [126, 127], the origin of the anomalous prolongation of the coherence time via

CPMG protocol is under ongoing debate. One interpretation is that it may arise from

the spin storage along the quantization axis (Sz) during RF-pulses, meaning that the

decay is captured by spin-lattice relaxation rather than quantum-state decoherence

[128]. Another alternative is that a finite rephasing pulse length may result in a long

tail in the CPMG curve for short delays between RF-pulses due to dipolar coupling

[129]. Nevertheless, theoretical considerations show that the application of the CPMG

pulse sequence is equivalent to spin-locking [130, 131], i.e. the preservation of the spin

state perpendicular to the magnetic field axis. Furthermore, pulse errors may quickly

destroy some spin states, but maintain other states with high fidelity over longer times

[132].

The CPMG pulse sequence is depicted in Figure 5.7a. At the first sight, this sequence is

very similar to the Spin-Echo experiment but with two major differences.

On the one hand, the rephasing π pulse is applied with 90° phase difference in regard

to the π/2 pulses. Hence, after the dephasing time τ/2, the π90 pulse is not rotating the

main spin vector, but only the so far dephased parts back into rephasing, which makes

this scheme robust against pulse uncertainties [133]. Furthermore, the τ/2−π90 −τ/2

part is repeated several times N, making the spins rephase over and over again and

preserve in the ideal case the spin polarization over a long time. If the time intervals τ/2

are chosen short enough, i.e. much shorter than the Larmor precession of the nuclear

spins, their field can be regarded as static and, for short τ and many repetitions N ,

ESEEM is completely suppressed [134].

This sequence is applied on the same sample that was already characterized in Chapter

5.1 and is denoted as #3 in Table 5.2.
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5.3. Extending the Coherence Time With Dynamic Decoupling Pulse Sequences

The measurements resonant to the ν2 transition at room temperature and in a mag-

netic field along the c-axis Bz = 15 mT are depicted in Figure 5.7b, as spin polarization

S versus the free precession time Nτ. From the left part of Figure 5.7b it is evident

that with increasing number N of π90 pulses, the ESEEM modulation depth decreases

and the non-oscillating contribution in spin polarization is dominating. In the right

part it is visible, that for N > 15, the ESEEM pattern is completely absent, indicating

a complete decoupling from the 29Si and 13C nuclear spin baths. Intuitively, for N = 0

(oneπ90 pulse) the sequence becomes equal to the Spin-Echo technique and hence the

same coherence time, as well as the same ESEEM pattern as in the Spin-Echo experi-

ments can be expected.

Sy

Sx

S  = |+1/2z

S  = |+3/2z

a)
π
2

π

dephasing rephasing

0.0

0.2

0.4

0.6

0.8

1.0

1.2

N
or

m
al

iz
ed

 s
pi

n 
po

la
riz

at
io

n

12080400 160

600
64

 N = 16

N = 16

 N = 0

N = 4

10µ 100µ 1m
Nτ [s]Nτ [µs]

0.0

0.2

0.4

0.6

0.8

1.0

1.2

Laser 10 µs

PL1

0.5 µs

PL2

10 µs

RF π π
2

π
2

π
2 τ

2
τ
2

τ
2

τ
2

π2
3

N N

b)

T = 295 K B = 15 mT

90 π90

Figure 5.7.: a)Pulse sequence in order to measure the CPMG T2 time. b) Normalized spin
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5. Exploring the Coherence Properties

Indeed, the comparison of the N = 0 data in Figure 5.7 and the Spin-Echo measure-

ment under the same conditions in Figure 5.3b for the ν2 line, clearly shows coinciding

evolutions with the same decay time.

To extract the coherence time T2, the spin polarization is fitted with a stretched expo-

nent of the form [135]:

S= (2FS−1)Exp

[(
−Nτ

T2

)n]
, (5.7)

withFS denoting the state preservation fidelity and n fixed in the range between 1 and 3

[135]. While the role of these free parameters will be discussed later on, the determined

T2 values are presented in Figure 5.8b as a function of the number of pulses N .

Hence, the T2 time is steadily increasing, ultimately exceeding the T2 time obtained

from the Spin-Echo measurements, denoted by the brown dashed line, and saturates

at around 200µs for N > 100. One might expect the CPMG coherence time values to

start at the T2 time extracted from the Spin-Echo measurements. However, the here

obtained data is fitted to Equation 5.7, which is only taking into account the non-

oscillating contributions to the curve shape and ignores the still pronounced ESEEM

pattern for N < 15. Consequently, as long as the ESEEM is prevailing, this leads to a

shorter extracted coherence times compared to Spin-Echo experiments.

The T2 values are fitted to a power law of the form (solid brown line in Figure 5.8c)

[135]:

1

T2(N )
= 1

T2(0)Nκ
+ 1

ηT1
. (5.8)

The scaling factor κ= 0.83±0.05 slightly deviates from the expected general scaling κ=
2/3 [123] for a Lorentzian noise spectrum of an electronic spin-bath and depends on

other possible decoherence mechanisms arising from the spin-bath dynamics [135].

From the fit, the longest spin locking time of T2(N >> 100) = (230±30)µs is obtained.

As described by [134], the T2 time is ultimately limited by the spin-lattice relaxation

time T1, as 1 < η= T2/T1 < 2. In the ideal two level system, η= 2 is expected, while our

measurements deliver η= 0.67, which is ascribed to phonon-induced decoherence by

[4], who also obtains a similar η value for the NV-center in diamond.

As analyzed in Chapter 5.1, the T1 time is considerably prolonged at T = 17 K to over

10 s, suggesting also a possible further extension of the T2 time using the CPMG se-

quence. The low temperature measurements are depicted in Figure 5.8a.
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Figure 5.8.: a) Spin polarization as a function of free evolution time Nτ, measured at T =
17 K and Bz = 15 mT for different numbers of rephasing π90 pulses N . The data is
fitted according to Equation 5.7. The light-blue area represents a range of the best
fits within the standard deviation. b) Extracted T2 values at room temperature and
T = 17 K (Bz = 15 mT) in dependence on the number of rephasing pulses N . The solid
lines are fits to Equation 5.8. Dashed lines represent the T2 values obtained by the
Spin-Echo technique in Chapter 5.1.

Indeed, even for N exceeding 100,000 π90 pulses, no saturation in coherence time is

observed. The data is again fitted according to Equation 5.7 and the extracted T2 val-

ues added to Figure 5.8b. For the highest measured pulse number N = 200,000 a co-

herence time T2 = (75±35) ms is obtained, exceeding the Spin-Echo T2 = (134±20)µs

(blue dashed line) by almost three orders of magnitude. Furthermore, this coherence

time establishes a 75-fold improvement in comparison to the earlier reported results

on the single defects in high-purity 4H-SiC [16], while the here presented results are ob-

tained from an industrially available SiC wafer without further purification treatment

or annealing.
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5. Exploring the Coherence Properties

The relatively large errors for large N arise from a consequently necessary increase in

integration time with increasing T2, e.g. the N = 100,000 measurement was running

for over five days straight.

In our experiments, the spectral position of laser excitation is at the maximum of the

phononic sideband. By resonant optical excitation as described in [20], substantially

higher ODMR contrast can be achieved [14], and the observation of spin locking for

N > 200,000 rephasing pulses should be feasible.

From the fit of the low temperature T2 values to Equation 5.8 with the same T2(0) and

κ as at room temperature, a saturation level of T2 → 0.3 s for N > 107 can be estimated.

Now, the fitting parameters from Equation 5.7, namely the exponent n and the state

preservation fidelity FS, shall be analyzed. The latter is calculated as the ratio between

the signal maximum of each CPMG measurement and the Rabi amplitude. The result-

ing n and FS are depicted as a function of the number of pulses N in Figure 5.9.
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Figure 5.9.: State preservation fidelity FS (a) and exponent n (b) as a function of the num-
ber of pulses N .

The preserved state fidelity, normalized to the maximum amplitude of the signal for

N = 0, reflects how the polarization amplitude is influenced by the increasing number

of repeating RF-pulses. From Figure 5.9, it is evident that for all conducted measure-

ments, the fidelity stays over 0.6, indicating the spin-locking along the Sx-axis of the

Bloch-Sphere in Figure 5.7a.

The power parameter n is influenced by the dynamics of the spin environment and

inhomogeneous broadening due to ensemble averaging [135]. For a Lorentzian bath,

n is expected to be in the range 1 ≤ n ≤ 3, with n = 3 in the short time limit Nτ< T2 and

n = 1 in the long time limit Nτ> T2.
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5.3. Extending the Coherence Time With Dynamic Decoupling Pulse Sequences

While for the room temperature measurements, the n values show the expected evo-

lution with N , no quantitative statement for the T = 17 K measurements can be done

due to significantly increased error bars. Nevertheless, also for T = 17 K, the extracted

n stay within the expected boundaries.

It must be noted that the CPMG pulse sequence establishes dynamic decoupling only

along one axis, i.e. only the spin component Sx = (|+1/2〉+ |+3/2〉)/
p

2 is preserved,

while test measurements on the perpendicular component Sy = (|+1/2〉+ i |+3/2〉)/
p

2

show a much faster decay. Nevertheless, the here obtained CPMG locking time of Sx

serves as an near-ideal limit for T2 of all spin components, as elaborated in [4, 133, 134].

In order to achieve quantum information processing, arbitrary initial and final spin

states must be preserved. For this task, two-axis sequences like the XY-family, which

preserve all spin components equally [123, 133], are utilized. However, these sequences

are very sensitive to angle errors due to imperfect pulse lengths [133, 136], which is a

limitation of our measurement setup at the moment. Alternatively, composite pulse

sequences [137], like the Knill dynamic decoupling (KDD) protocol, which preserve ar-

bitrary quantum states, while keeping robustness against pulse errors can be applied.

Measurements utilizing these sequences is a task for the future work.

While the so far discussed results favor the theoretical prediction of spin-locking, in

order to verify this statement, quantum state tomography (QST) is conducted. By QST,

the resulting density matrix, i.e. after modification by CPMG, is established, which de-

scribes the partial polarization of the system along the possible spin states. Therefore,

if the CPMG sequence is actually locking the spin state along the Sx direction a spin

polarization must occur in the respective components of the density matrix [138, 139].

At first, a closer look on the CPMG pulse sequence in Figure 5.7a must be taken, par-

ticularly considering the ν2 transition. By the laser pulse, the spins are aligned in the

|+1/2〉 state, which is defined as the S = [Sx ,Sy ,Sz] = [0,0,1] spin state in the Bloch-

Sphere of Figure 5.7a. The following RF-pulse (π/2) initializes the spin either into the

(|+1/2〉+ |+3/2〉)/
p

2 (S = [1,0,0]) or the (|+1/2〉+ i |+3/2〉)/
p

2 (S = [0,1,0]), depend-

ing on the relative phase to the following pulse. This part will be referred to as RFi ni .

Next, the [τ/2−π90 −τ/2]N section manipulates the spin in a yet unknown way, which

is to be revealed in the following and is referred to as RFman . Finally the third RF-pulse

(π/2 or 3π/2) projects the spin vector into the eigenstates |+1/2〉 or |+3/2〉 and is de-

noted as RFpr o j ,1. By the subsequent laser pulse, PL1 is measured. In the reference

half, the RFi ni and RFman parts are identical to the previous ones, while the projec-

tion pulse RFpr o j ,2 is always shifted by a length of a π pulse in comparison to RFpr o j ,1,

to ensure maximal contrast. Subsequently, PL2 is detected and the spin polarization

P = [Px ,Py ,Pz] is determined from PL1 −PL2.
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5. Exploring the Coherence Properties

Now, in order to obtain the individual polarization components Px , Py , Pz and the re-

sulting density matrix after a manipulation by RFman , measurements with different

RFpr o j ,1 and RFpr o j ,2 must be conducted, in order to project the desired polariza-

tion component onto one of the eigenstates. Hence, to read out the |+1/2〉 (Pz) po-

larization, no RF-pulse (RFpr o j ,2 = π0) is applied. To obtain (|+1/2〉+ |+3/2〉)/
p

2 (Px)

and (|+1/2〉+ i |+3/2〉)/
p

2 (Py ) components a RFpr o j ,1 = π0/2 (RFpr o j ,2 = 3π0/2) and

RFpr o j ,1 =π90/2 (RFpr o j ,2 = 3π90/2) pulses are applied, respectively.

Finally, the resulting density matrix ρout is determined as [138]:

ρout =
σ0 +Pxσx +Pyσy +Pzσz

2
, (5.9)

with σ denoting the Pauli matrices:

σ0 =
∣∣∣∣∣1 0

0 1

∣∣∣∣∣ , σx =
∣∣∣∣∣0 1

1 0

∣∣∣∣∣ , σy =
∣∣∣∣∣0 −i

i 0

∣∣∣∣∣ , σz =
∣∣∣∣∣1 0

0 −1

∣∣∣∣∣ . (5.10)

The described measurements are conducted at T = 17K and Bz = 15mT for N = 20,000

and τ/2 = 20 ns, i.e. a free evolution time Nτ= 0.8 ms, on the ν2 resonance.

The resulting density matrix, separated by the real and imaginary part, is depicted in

Figure 5.10. From the diagonal components |+1/2,+1/2〉 and |+3/2,+3/2〉 being 0.5,

it is evident that there is no polarization along the Sz-direction. Also, since the imagi-

nary part Im(ρ) is nearly zero, the polarization is determined to be along the Sx-axis.

From the already discussed initial amplitude of the CPMG curves in Figure 5.9a, a state

preservation fidelity FS higher than 0.6 for all the pulse numbers N is obtained. There-

fore, by performing QST, a locking of the spin polarization along the Sx component in

our experiments is unambiguously shown.
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5.3. Extending the Coherence Time With Dynamic Decoupling Pulse Sequences

As mentioned above, for quantum information processing, arbitrary initial and final

spin states must be preserved. Nevertheless, the here shown extensively prolonged

spin-locking coherence is of a key role to improve the sensitivity of quantum magne-

tometry and thermometry, as introduced in Chapter 4. Also, the VSi defects can now

be implemented in quantum sensors based on multipulse spin-locking protocols with

extraordinarily sensitivity [123, 134, 140, 141], like the quantum lock-in detection [142]

with extremely narrow bandwidth, as required for nuclear magnetic resonance spec-

troscopy at the nanoscale [143, 144].

Compared to the benchmark value of the spin-locking time in the NV-center in dia-

mond of around 600ms [4], the obtained value of 75ms in this thesis is not far away, es-

pecially considering that the NV-center coherence time is obtained from a 12C enriched

crystal, while our measurements are conducted on a standard industrially available SiC

wafer without any isotope purification processes. This once again demonstrates the

high potential of the VSi defect in SiC for various quantum applications.
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6. Summary

In the present work, the energetic structure and coherence properties of the silicon

vacancy point defect in the technologically important material silicon carbide are ex-

tensively studied by the optically detected magnetic resonance (ODMR) technique in

order to verify its high potential for various quantum applications. In the VSi defect,

unique attributes are arising from the C3v symmetry and the spin-3/2 state, which

are not fully described by the standard Hamiltonian of the uniaxial model. Therefore,

an advanced Hamiltonian, describing well the appearing phenomena is established

and the relevant parameters are experimentally determined. Utilizing this new accom-

plishments, several quantum metrology techniques are proposed.

First, a vector magnetometry scheme, utilizing the appearance of four ODMR lines,

allows for simultaneous detection of the magnetic field strength and the tilting angle of

the magnetic field from the symmetry axis (c-axis) of the crystal. By measurements in

differently aligned magnetic fields, sensitivities of 10µT/
p

Hz and up to 0.5°/
p

Hz, are

experimentally obtained. By down-scaling to single defects, this vector magnetometry

technique may also provide substantial spatial resolution, as was shown on the NV-

centers in diamond [43].

The second magnetometry protocol utilizes the appearance of energetic level anti-

crossings (LAC) in the ground state (GS) energy levels. By monitoring the change in

photoluminescence in the vicinity of this GSLACs, sensitivities for the magnetic field

strength of 87 nT/
p

Hz, with an estimated sensitivity of 100 fT
p

Hz with further im-

provement in sample treatment and read-out protocols, are obtained. This all-optical

method does not require any radio waves and hence provides a much easier operation

with less error sources as for the common magnetometry schemes utilizing quantum

points. Also, the analyzed GSLAC appears only for systems with a spin state of 3/2 or

higher, and, as revealed in the theoretical calculations for the C3v symmetry, is nar-

rower as the GSLAC of the spin 1-systems. This makes the proposed all-optical mag-

netometry with the VSi defect in SiC potentially more sensitive to the magnetic field

strength and more robust against field misalignment than the spin-1-systems.

A similar all-optical method is applied for temperature sensing, utilizing the thermal

shift of the zero field splitting (ZFS) and consequently the anticrossing in the excited

state (ES).
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6. Summary

Again, by monitoring the change in photoluminescence with temperature, a sensitiv-

ity of 100 mK/
p

Hz, with an estimated limit of 1 mK/
p

Hz by further improvements is

achieved. The quantitative temperature dependence of the ESLACs is additionally de-

termined from ODMR measurements, where the spectral position of the ESLACs can

be read out from the contrast change of the low frequency ODMR transition.

Since the GSLACs show no dependence on temperature, the all-optical magnetometry

and thermometry (utilizing the ESLACs) can be conducted subsequently on the same

defect.

In order to quantify the achievable sensitivity of quantum metrology, as well as to prove

the potential of the VSi defect in SiC for quantum processing, the coherence proper-

ties are investigated by the pulsed ODMR technique. First, by conducting Rabi experi-

ments, a coherent control of the defect spins is verified. Subsequently, the spin-lattice

relaxation time T1 and the spin-spin relaxation time T2 are thoroughly analyzed for

their dependence on the external magnetic field along the c-axis and temperature.

Regarding magnetic field dependence, T1 time stays constant at (340±30)µs for fields

up to 31 mT, while T2 increases from (8±2)µs at zero field to a saturation level of (47±
8)µs for Bz > 11mT at room temperature. On the other hand, T1 continuously increases

for decreasing temperature, with the room temperature value of (340±30)µs increas-

ing to at least 10 s for cryogenic temperatures. The T2 time shows a non-monotonic

temperature dependence, while the saturation level is increased to (134±20)µs at 17K.

For actual sensing implementations it is crucial to obtain the best signal-to-noise ra-

tio without loss in coherence time. Therefore, the irradiation process, by which the

defects are created in the crystal, plays a decisive role in the device performance. In

the present work, samples irradiated with electrons or neutrons with different fluences

and energies, producing different defect densities, are analyzed in regard to their T1

and T2 times at room temperature and at a magnetic field of 15 mT along the c-axis.

For the electron irradiated samples, T1 time slightly varies around 300µs, while the

T2 time linearly decreases for defect concentrations higher than ∼ 4 · 1014 cm−3. The

highest irradiated sample shows lower values for both T1 and T2, indicating possible

crystal damage. No direct influence of the electron energy was observed, apart from

the expected different defect densities.

For the neutron irradiated samples, a significantly shorter T1 and T2 values as in the

electron irradiated samples with a similar defect density are obtained. This indicates

that the bigger in cross-section neutrons produce more damage to the crystal and in-

troduce far more non-luminescent paramagnetic defects along with the VSi centers in

the irradiation area.
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Generally speaking, an electron irradiation seems to be superior to the neutron irradi-

ation, and a defect density below 2.6 · 1015 cm−3 gives the optimal ratio of coherence

time and signal intensity.

Last but not least, a scheme to substantially prolong the T2 coherence time by locking

the spin polarization with the dynamic decoupling Carr-Purcell-Meiboom-Gill (CPMG)

pulse sequence is applied. This sequence diminishes the influence of the surround-

ing 29Si and 13C nuclear spins and other impurities on the VSi electron spins. While

the CPMG sequence preserves only one spin component, the obtained coherence time

serves as a near-ideal limit for preservation of arbitrary quantum states [133]. This

way, the T2 coherence time for one spin component is prolonged up to (230±30)µs at

room temperature and a magnetic field of 15 mT. At 17 K, the sequence delivers an ex-

perimentally obtained spin-locking time of (75±35) ms, with an estimated achievable

coherence of ∼ 300 ms.

While coming close to the benchmark values obtained for the NV-center in high-purity,
12C enriched diamond crystal, all the experiments and obtained results in this thesis

are performed on industrially available SiC wafers without any isotope purification or

annealing.

All in all, by introducing several quantum metrology techniques, revealing the true en-

ergetic structure owing to the C3v symmetry, determining the coherence properties in

dependence on the ambient conditions as well as on the irradiation process and fi-

nally by expanding the coherence time to at least 75 milliseconds, the high potential

of the VSi defect in SiC in the field of various quantum applications is unambiguously

justified.
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Zusammenfassung

In der vorliegenden Arbeit werden die energetische Struktur und die Kohärenzeigen-

schaften der Silizium Fehlstelle VSi in dem technologisch relevanten Material Silicium-

carbid mit Hilfe der optisch detektierten Magnetresonanz (ODMR) Technik extensiv

analysiert, um ihr außerordentliches Potential für verschiedene quanten-mechanische

Anwendungen zu untermauern. Aus der C3v Symmetrie und dem 3/2 Spinsystem des

VSi Defekts entstehen einzigartige Attribute, die nur teilweise durch den Standard Ha-

miltonoperator des Modells einer einachsigen Symmetrie wahrheitsgemäß beschrie-

ben werden. Aus diesem Grund wird ein weiterentwickelter Hamiltonoperator aufge-

stellt, welcher die auftretenden Eigenschaften genau wiedergibt. Aus experimentellen

Messungen werden anschließend seine Parameter bestimmt. Das nun vorliegende ge-

naue Verständnis der auftretenden Phänomene wird dazu genutzt, diverse Methoden

zur Quantensensorik auszuarbeiten.

Zuerst wird ein Schema für Vektormagnetometrie aufgestellt, welches sich das Auftre-

ten von vier ODMR Linien zunutze macht. Die Methode ermöglicht simultane Detekti-

on, sowohl von der Magnetfeldstärke, als auch von dem Winkel zwischen der Magnet-

feldrichtung und der Symmetrieachse (c-Achse) des Kristalls. Aus den Messungen in

verschieden ausgerichteten Magnetfeldern werden Sensitivitäten von 10µT/
p

Hz und

bis zu 0.5°/
p

Hz erreicht. Durch down-scaling zu einzelnen Defekten, könnte die vor-

gestellte Methode auch beachtliche räumliche Auflösung bieten, wie schon für die NV-

Zentren in Diamant gezeigt wurde [43].

Das zweite Magnetometrieprotokoll nutzt das Auftreten von energetischen anticros-

sings (level anticrossing, LAC) im Grundzustand (ground state, GS). Durch das Verfol-

gen der Änderung der Photolumineszenz in der Nähe dieser GSLACs, ist eine Auflö-

sung der Magnetfeldstärke von 87 nT/
p

Hz erreicht, mit einer abgeschätzten mögli-

chen Auflösung von 100 fT
p

Hz für weitere Verbesserung der Probenherstellung und

der read-out Protokolle. Diese rein optische Technik braucht keine Radiowellen und

ist dementsprechend viel leichter umzusetzen und bietet weniger Fehlerquellen als die

üblichen Magnetometriemethoden an Quantenpunkten. Darüber hinaus tritt der ana-

lysierte GSLAC-2 nur in Systemen mit Spin 3/2 oder höher auf und ist schmaler als das

GSLAC des Spin-1-Systems, wie in den theoretischen Berechnungen für die C3v Sym-

metrie aufgezeigt wird.
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6. Summary

Somit ist die vorgestellte rein optische Magnetometrie mit den VSi Defekten in SiC po-

tenziell sensitiver gegenüber der Magnetfeldstärke und robuster gegenüber fehlerhaf-

ter Feldausrichtung, als mit Spin-1-Systemen.

Eine ähnliche, rein optische Methode wird auch für Temperaturmessungen vorgestellt,

welche auf der thermisch induzierten Verschiebung der Nullfeldaufspaltung (zero field

splitting, ZFS) und somit auch der anticrossings im angeregten Zustand (excited state,

ES) basiert. Wie zuvor, durch die Betrachtung der Photolumineszenzänderung mit der

Temperatur, kann eine Sensitivität von 100 mK/
p

Hz, mit einem abgeschätzten Limit

von 1 mK/
p

Hz durch weitere Optimierungen erreicht werden. Die quantitative Tem-

peraturabhängigkeit der ESLAC Position wird zusätzlich durch ODMR Messungen be-

stimmt, in denen die spektrale Position der ESLACs aus der Änderung des Kontrastes

extrahiert werden kann. Da die GSLACS keine Temperaturabhängigkeit zeigen, können

die rein optischen Methoden zur Magnetfeld- und Temperaturmessung nacheinander

am selben Defekt erfolgen.

Um die erreichbare Sensitivität der Quantenmetrologie zu quantifizieren und auch um

das Potential der VSi Defekte für Quantencomputing zu demonstrieren, werden die

Kohärenzeigenschaften mit Hilfe der gepulsten ODMR Technik analysiert. Zuerst wird

durch die Rabi Experimente eine fortlaufende Kontrolle der Defektspins gezeigt. Da-

nach werden die Spin-Gitter Relaxationszeit T1 und die Spin-Spin Relaxationszeit T2

eingehend analysiert und deren Abhängigkeit von einem externen Magnetfeld entlang

der c-Achse und der Temperatur aufgestellt.

Bei Raumtemperaturmessungen in Magnetfeldern mit einer Stärke von bis zu 31 mT

bleibt T1 konstant bei (340±30)µs, während T2 von (8±2)µs in Nullfeld auf ein Satu-

rierungsniveau von (47±8)µs für Bz > 11 mT ansteigt.

Bei Erniedrigung der Temperatur ist eine kontinuierliche Erhöhung der T1 Zeit zu be-

obachten, von (340±30)µs bei Raumtemperatur auf mindestens 10 s für kryogenische

Temperaturen. Die T2 Zeit zeigt kein eindeutiges Temperaturverhalten, wobei das Sa-

turierungslevel sich auf (134±20)µs bei 17 K erhöht.

Für tatsächliche Implemetierung in einem Sensor, ist es entscheidend ein Optimum

zwischen dem Signal-Rausch-Verhältnis und der Kohärenzlänge zu etablieren. Deswe-

gen spielt die Kristallbestrahlung, durch die VSi Defekte erzeugt werden, eine wichtige

Rolle für die Leistungsfähigkeit des Endgerätes. In der vorliegenden Arbeit werden un-

terschiedlich bestrahlte Proben, nämlich einmal mit Elektronen und einmal mit Neu-

tronen unterschiedlicher Energie und mit unterschieldichen Bestrahlungsdosen, ana-

lysiert. Aus den Messungen bei Raumtemperatur und in einem Magnetfeld von 15 mT

entlang der c-Achse werden die T1 und T2 Relaxationszeiten extrahiert.
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Bei den elektronenbestrahlten Proben bleibt T1 bei circa 300µs, während die T2 Zeit für

Defektkonzentrationen über ∼ 4 ·1014 cm−3 linear abnimmt. Die Probe mit der höchs-

ten Bestrahlungsdosis weicht sowohl für T1 als auch für T2 weiter nach unten ab. Der

Grund hierfür ist vermutlich der erhöhte Kristallschaden. Die Elektronenenergie scheint

keine Auswirkung zu haben, außer der erwarteten Änderung der Defektdichte.

Die T1 und T2 Zeiten der neutronenbestrahlten Proben sind signifikant kürzer als für

die Elektronenbestrahlten mit ähnlicher erzeugten Defektdichte. Das weist auf eine

höhere Beschädigung der Kristallstruktur durch die im Querschnitt größeren Neutro-

nen und auch auf die erhöhte Erzeugung von anderen, nicht lumineszenten, parama-

gnetischen Defekten hin.

Allgemein kann die Schlussfolgerung gezogen werden, dass die Bestrahlung mit Elek-

tronen der mit Neutronen vorzuziehen ist und eine erzeugte Defektdichte unter 2.6 ·
1015 cm−3 das optimale Verhältnis zwischen der Kohärenz und der Signalintensität ge-

währleistet.

Anschliessend wird eine Methode zur substantiellen Verlängerung der T2 Kohärenz-

zeit durch das locking der Spinpolarisation mit der Carr-Purcell-Meiboom-Gill (CPMG)

Pulssequenz durchgeführt. Mit dieser Sequenz wird der Einfluss der umgebenden 29Si

und 13C Kernspins und anderer Störstellen auf die VSi Elektronenspins minimiert. Die

CPMG Sequenz hält zwar nur eine Spinkomponente aufrecht, die extrahierte T2 Zeit

dient jedoch als das Ideallimit für die Erhaltung eines beliebigen Quantenzustandes

[133].

Dadurch wird die T2 Kohärenzzeit einer Spinkomponente bei Raumtemperatur und in

einem Magnetfeld von 15 mT auf bis zu (230± 30)µs verlängert. Bei 17 K erhält man

durch die Anwendung dieser Sequenz eine spin-locking Zeitspanne von (75± 35) ms

mit der geschätzt erreichbaren Kohärenz von ∼ 300 ms.

Während dieser Wert sehr nahe an den Richtwert eines NV-Zentrums im hochreinen,

mit 12C angereicherten Diamantkristall herankommt, muss erwähnt werden, dass die

hier vorgestellten Resultate aus Messungen an einem industriell erhältlichen SiC Wafer

ohne jegliche Isotoppurifikation gewonnen werden.

Alles in allem wird durch das Ausarbeiten mehrerer Quantummetrologie Techniken,

durch das Aufklären der wahren eneregetischen Struktur der C3v Symmetrie, durch

die Bestimmung der Kohärenzeigenschaften in Abhängigkeit an die Umgebungsbe-

dingungen, als auch an die Bestrahlung und schließlich durch das Ausdehnen der Ko-

härenzzeit auf mindestens 75 Millisekunden, das außerordentliche Potential der VSi

Defekte in SiC in Zukunft das Feld der Quantenmetrologie mitzugestalten, eindeutig

legitimiert.
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