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Zusammenfassung

Im Fokus dieser Dissertation steht die gegenseitige Wechselwirkung eines zentralen Freiheits-

grades und seiner Umgebung, die sich in einer lokalisierten Phase befindet. Das langfristige Ziel

einer solchen Konfiguration ist die Speicherung von Quanteninformation auf einem solchen zen-

tralen Freiheitsgrad, während gleichzeitig die Vorteile der lokalisierten Phase ausgenutzt werden.

Insbesondere nähern sich Systeme mit Vielteilchenlokalisierung keinem thermodynamischen

Gleichgewichtszustand und verletzen die Eigenzustandsthermalisierungshypothese. Als Konse-

quenz bleibt Information über jeden beliebigen Anfangszustand während einer Zeitentwicklung

auch bis zu unendlichen Zeiten erhalten, ohne dass das System räumlich isoliert werden muss.

Diese einzigartige Eigenschaft drängt lokalisierte Umgebungen als Speichermedium für Quan-

teninformation geradezu auf. Nach einer Einführung zu den relevanten Begriffen und Theorien

verfolgt diese Dissertation daher die Frage, ob eine lokalisierte Phase in der Gegenwart eines

zentralen Freiheitsgrades überhaupt existieren kann, obgleich der zentrale Freiheitsgrad einen

wohldefinierten Begriff von Lokalität verbietet. Mit diesem Ziel vor Augen wird ein zentraler

Spin an die ungeordnete Heisenberg-Spinkette, die Vielteilchenlokalisierung zeigt, gekoppelt.

Außerdem wird ein nichtwechselwirkendes Analogon, bestehend aus freien Fermionen, unter-

sucht, wobei eine zentrale Störstelle an eine Anderson-lokalisierte Umgebung gekoppelt wird.

In beiden Fällen zeigt sich, dass sich die Gegenwart des zentralen Freiheitsgrades in vielen Eigen-

schaften der lokalisierten Umgebung widerspiegelt. Trotzdem ist Quantenchaos und demzufolge

jegliche Thermalisierung für hinreichend kleine Kopplungsstärken an den zentralen Freiheitsgrad

abwesend. Vielmehr hängt die kritische Unordnung, bei welcher der Übergang der Umgebung

zwischen einer metallischen und lokalisierten Phase stattfindet, von dieser Kopplungsstärke ab.

Hierzu wird ein Phasendiagramm abgeleitet. Innerhalb der lokalisierten Phase zeigt sich, dass

das für vielteilchenlokalisierte typische logarithmische Wachstum der Verschränkungsentropie

durch den zentralen Spin verstärkt wird. Dieses Phänomen lässt sich aus der resonanten Kop-

plung von Spins der Umgebung durch den zentralen Spin erklären und wird im nichtwech-

selwirkenden Modell analytisch demonstriert. Ferner wird gezeigt, dass quantenmechanische

Observablen des zentralen Spins ebenfalls die Eigenzustandsthermalisierungshypothese in der

vielteilchenlokalisierten Phase brechen. Demzufolge kann der zentrale Spin als Indikator für

Vielteilchenlokalisierung zunutze gemacht werden.
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Abstract

This Thesis investigates the interplay of a central degree of freedom with an environment.

Thereby, the environment is prepared in a localized phase of matter. The long-term aim of

this setup is to store quantum information on the central degree of freedom while exploiting

the advantages of localized systems. These many-body localized systems fail to equilibrate

under the description of thermodynamics, mostly due to disorder. Doing so, they form the

most prominent phase of matter that violates the eigenstate thermalization hypothesis. Thus,

many-body localized systems preserve information about an initial state until infinite times

without the necessity to isolate the system. This unique feature clearly suggests to store quan-

tum information within localized environments, whenever isolation is impracticable. After an

introduction to the relevant concepts, this Thesis examines to which extent a localized phase

of matter may exist at all if a central degree of freedom dismantles the notion of locality in the

first place. To this end, a central spin is coupled to the disordered Heisenberg spin chain, which

shows many-body localization. Furthermore, a noninteracting analog describing free fermions

is discussed. Therein, an impurity is coupled to an Anderson localized environment. It is found

that in both cases, the presence of the central degree of freedom manifests in many properties

of the localized environment. However, for a sufficiently weak coupling, quantum chaos, and

thus, thermalization is absent. In fact, it is shown that the critical disorder, at which the metal-

insulator transition of its environment occurs in the absence of the central degree of freedom, is

modified by the coupling strength of the central degree of freedom. To demonstrate this, a phase

diagram is derived. Within the localized phase, logarithmic growth of entanglement entropy,

a typical signature of many-body localized systems, is increased by the coupling to the central

spin. This property is traced back to resonantly coupling spins within the localized Heisenberg

chain and analytically derived in the absence of interactions. Thus, the studied model of free

fermions is the first model without interactions that mimics the logarithmic spreading of en-

tanglement entropy known from many-body localized systems. Eventually, it is demonstrated

that observables regarding the central spin significantly break the eigenstate thermalization hy-

pothesis within the localized phase. Therefore, it is demonstrated how a central spin can be

employed as a detector of many-body localization.
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1 Introduction

When Max Planck informed himself about the possible perspectives within theo-

retical physics in 1874, he was told that physics was about to saturate on a stable

level of knowledge [1]. In fact, the completeness of the knowledge about physics was

compared to the one of geometry. It seems unnecessary and impossible to list all the

impressive discoveries that have been made since then. But to give a short idea, at

that time, humanity was not aware of radioactivity, relativity, the electron, galax-

ies, and even Maxwell’s prediction of electromagnetic waves, such as light, has been

verified only 12 years after Planck was suggested not to study physics. With his pic-

ture of quantized energy packages, it was ironically Planck himself who initiated the

development of quantum mechanics. Since then, quantum mechanics has impacted

technology in such a drastic way, that one nowadays easily loses track of which

daily used applications and methods required the understanding of the quantum

world. Most prominently named while advertising quantum mechanics are probably

transistors and therefore microchips that are needed for every computer and smart-

phone. Less obvious is GPS navigation, which requires atomic clocks in order to

function. Quantum mechanics supplies millions of people with electric power due

to nuclear power stations and solar panels and it has boosted the knowledge about

chemistry, which eventually impacts pharmacy, medicine, agriculture and material

sciences. Applications relying on the use of lasers could fill several pages by their

own.

Today, despite all the achievements that have been made since then, physicists

seems to have at a quite different perspective on the completeness of theories. The

standard model of particle physics, for example, is able to match observations with

overwhelming precision, and also predicted the existence of subsequently discovered

particles, among which is the recently measured Higgs boson. Yet, the standard

model fails to explain gravitation, neutrino oscillations and the matter-antimatter

asymmetry, and therefore, extensions to the standard model are sought. Other phe-

nomena that lack completeness are high-temperature superconductors, dark matter,

and the accelerating size of the universe. My high school teacher for religion, who,

at the same time, taught us informatics and programming, confronted me back then

with a quote of Albert Einstein, which describes this situation rather well: ‘As our

circle of knowledge expands, so does the circumference of darkness surrounding it’.

This picture may be disappointing as it suggests that there will be an increasing

amount of phenomena that we will not be able to explain. However, I particularly

like this illustration as it indicates to do research in a direction towards the circum-
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ference, as if scientists were guided on their path. Consequently, researchers tackle

the darkness outside Einstein’s circle, in order to permanently increase the area of

knowledge.

Computational power, since its availability, has supported us to do so, and, comput-

ers will most likely provide assistance in solving present and future problems, too.

As microchips operate with transistors, they are already in some sense ‘quantum’.

However, time will show if (or rather, when) we succeed in constructing a large scale

quantum computer, which operates on the level of quantum bits (qubits) instead of

classical bits. One advantage of the quantum version of bits is of course the increased

phase space: While classical bits can only take the states zero or one, qubits may

be in any superposition of these states. In addition, quantum phenomena may be

exploited while using qubits, such as entanglement between qubits. Entanglement

is difficult to imagine as it is a pure quantum phenomenon. Modifying or measuring

one of the entangled qubits may have an effect on the outcome of a measurement

of the second qubit. A classical analog would be a standard dice that, after being

thrown, always shows the same number as a second thrown dice. Algorithms ex-

ploiting quantum effects are mathematically proven to reduce computation times

significantly. Examples are the factorization into prime numbers [2] or the sorting

of lists [3].

Quantum computation algorithms are by far no science fiction as they already have

been put into action. Already in 1998, the first qubit algorithm (2 qubits) was

experimentally demonstrated [4]. In 2001, 7 qubits were used to factorize the number

15 into its prime factors [5]. Since then, great success has been achieved in scaling

the number of qubits, e.g., in march 2018, Google announced a quantum processor

consisting of 72 qubits [6]. The mayor problems of scaling quantum computers are

due to the same reasons as their powerfulness: Their ‘quantumness’. In order to

exploit their full potential, one needs to be able to control each single qubit, i.e. to

initialize, manipulate and measure it [7]. Also so-called quantum gates need to be

applicable between arbitrary qubits of the quantum computer, which often requires

long-range interactions among them. At the same time, qubits must be isolated

sufficiently well from their environment, such that their state is not influenced by it in

an uncontrollable way. Qubits, however they are realized, need to be stored on or are

surrounded by some material, which itself may display a disturbing environment.

3



1 Introduction

Interestingly, the isolation of a qubit can not only be achieved by separating it from

its environment in a spatial sense. Quantum mechanics provides mechanisms that

protect information from spreading. This can already be realized by dynamical

decoupling techniques [8] or topological protection [9] due to symmetry. Another

quantum mechanical effect called many-body localization [10] was recently discov-

ered and promises to localize information, i.e. prevents the loss of the ability to

restore quantum information. As a new phase of matter, it shows a perfectly insu-

lating phase, which is due to disorder, i.e. randomness, within the system. Observing

the effects of this phase does not require a macroscopical object, in many cases tens

to hundreds degrees of freedom suffice. Many-body localized systems are opposing

thermodynamics in the sense that information about their initial state can be found

at any time [11]. This property inspires to use localization features in order to im-

prove coherence times within quantum computers. However, many-body localization

is still under development, and thus, still offers open problems [12].

To make a step into this direction, the aim of this Thesis is to describe how the many-

body localized phase changes in presence of an additional central degree of freedom,

which could represent a qubit. Each degree of freedom of its environment, which is

assumed to be in the localized phase, is coupled to the central degree of freedom.

This setup induces a star-like topology. The special characteristic of the used star-

like models is the lack of a well-defined spatial distance. Localization, however, is

described by means of length scales, such as the localization length. In fact it is

found that some concepts of localization need to be generalized in the presence of

a central degree of freedom. However, localized, i.e. information preserving, phases

are shown to exist even in the presence of a central degree of freedom. Within these

phases, the effect of the central degree of freedom on its localized environment and

vice versa is studied.

This Thesis is structured as follows. In the remainder of Chapter 1, the concepts of

many-body localization and its interaction-free analog, Anderson localization, are

introduced. It is particularly instructive to discuss their features opposed to random

matrix theory and the eigenstate thermalization hypothesis, which describe how ex-

pectation values of generic quantum systems usually saturate at thermodynamic

expectation values, even in the absence of a heat bath. In the end of Chapter 1

two concrete experimentally realized systems are discussed. They serve as further

motivation for the central spin model, which is subsequently introduced. In Chap-

4



1.1 Anderson localization

ter 2, the interaction-free physics of this central spin model is studied within the

disordered Fano-Anderson model. This model can be treated analytically to a large

extend, which enables to understand many features that retain while interactions

are turned on. Among those, the logarithmic growth of entanglement entropy, typ-

ically understood as a hallmark of many-body localization, is found and derived for

the first time in a model of free particles. In Chapter 3, the interacting central spin

model is shown to have a phase transition between the many-body localized and an

ergodic phase. Within the localized phase, it is described how non-local transport

of magnetization enhances the spread of entanglement within the model. However,

for weak coupling strengths to the central spin this effect is still incapable of de-

localizing the system. Instead, the central spin can be employed as a detector of

many-body localization. To this end, it is shown how its autocorrelation function is

altered in the presence of a localized environment and a concrete measurement setup

is suggested. As a start, the next section motivates how localization may occur at

all.

1.1 Anderson localization

Anderson localization (AL) belongs to the most intriguing and at the same time

seemingly paradoxical phenomena of quantum mechanics such as quantum entan-

glement, the double slit experiment or quantum teleportation. In his famous pa-

per “Absence of Diffusion in Certain Random Lattices”, Philip Warren Anderson

describes the quantum mechanical motion of a single particle on disordered three-

dimensional lattices [13]. While the particle is assumed to be completely free, i.e.

interactions with other particles are neglected, it encounters a potential that is ran-

dom, i.e. disordered, throughout the lattice. Using various probability distributions

of scattering amplitudes, Anderson showed, that there is at any time a non-zero

probability to find the particle in the region where it started. The only necessary

condition for this feature to occur is a sufficiently high disorder. Anderson calls this

feature localization.

Both the generality of this result and the origin of the controversial debate that fol-

lowed Anderson’s publication become apparent when studying the employed ansatz.

If ai describes the probability amplitude that a particle is present at site i with

5



1 Introduction

potential hi, its time dependence is, according to the Schrödinger equation, given

by

i~
d

dt
ai = hiai +

∑
k 6=i

Vikak, (1.1)

where Vik is a hopping amplitude that describes how likely a particle moves from

site i to site k or vice versa. The only demands Anderson raises are that the values

of hi are randomly drawn from a distribution with width W > 0 and that the values

Vik decay faster than 1/r3 for distant sites separated by the distance r. Thus, a

simple realization of AL is a model where the values of hi are uniformly distributed

random numbers drawn from the interval [−W,W ] and Vij = V for adjacent sites

but Vij = 0 otherwise. For this model Anderson calculated that an excitation at, for

instance, site i = 0 is at any time found in a region around this site. This impressive

result seems to be in contradiction with quantum tunneling, which states that a

quantum particle can cross any potential barrier with a finite probability. In fact,

a series of publications argued that a localization as Anderson used the term must

not exist. For instance, in Ref. [14] it is argued that the tunneling between distant

sites of similar energies prevents localization.

However, according to Thouless [15], the importance of Anderson’s seminal work

was not understood at the time. Anderson’s publication came back into the focus

of research when a mathematical definition of insulators, especially in contrast to

metals, was developed. The general explanation of a conducting material used to be

a Fermi energy within a conduction band, i.e. a partially filled energy band. There,

a small excitation, for instance, given by an external electric field, may change the

total momentum of particles, and thus, contribute to transport. This simplistic

view failed to describe the insulating nickle oxides, which should be conducting

according to their band structure. This observation was explained by Mott [16, 17].

He showed that the interaction between electrons is too strong in order to describe

the system by means of band structures, which usually consider interactions only

perturbatively or even neglect them completely. In Mott insulators, however, these

interactions induce the localization of the single electrons. To find a clear distinction

between insulators and metals, Kohn suggested that for any insulating material the

eigenfunctions should be exponentially decaying with distance,

|ψ(x− x0)|2 ∼ exp (− |x− x0| /ξ) , (1.2)

6



1.1 Anderson localization

where ξ is a length scale of localization, called the localization length [18]. The

exponential function should be seen as an envelope function that bounds or estimates

the amplitudes of a wave function that is localized at x0. Exponentially localized

eigenfunctions indeed explain the results of Anderson [13]: A particle placed at site

i = 0 has only overlap with eigenfunctions that are localized in the region around

this site. Hence, the probability to find the particle at a distant site j decreases

exponentially with the distance between i and j. Furthermore, the overlap with

only a few eigenstates explains the non-vanishing probability to find the particle

around the initial site.

While it was soon after Anderson’s publication shown that an arbitrarily weak disor-

der W always leads to localized eigenfunctions in one dimension [19], localization in

higher dimensions was further questioned. Quantum tunneling and the fact that the

shortest mean free path of electrons was limited by the lattice constant lead to the

idea of a minimum conductance, even in disordered systems [20, 21]. Mott proposed

the existence of a mobility edge, i.e. a given energy Ec in the band that separates

extended (conducting) states from localized states [22]. This idea and the expected

phase transition at the energy Ec gave rise to employ scaling theories in order to

study AL. For instance, Wegner [23, 24] proposed a scaling of the localization length

at E < Ec and of the DC conductivity σDC at E > Ec of

ξ ∼ (Ec − E)−ν (1.3)

σDC ∼ (E − Ec)s (1.4)

close to the transition. Wegner also connected the critical exponents s = ν(d − 2)

with the dimension d of the lattice. Using the dimensionless Thouless conductance

g =
ETh

δ
∼ Ld−2, (1.5)

where the Thouless energy ETh = DL−2 is the inverse diffusion time through a

d-dimensional system of length L and diffusion constant D and δ ∼ L−d is the mean

level spacing, the logarithmic derivative

β =
dln g

dlnL
= d− 2 (1.6)

was studied by the Abrahams, Anderson, Licciardello, and Ramakrishnan [25]. By
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1 Introduction

means of perturbation theory for weak disorder, i.e. g � 1, they showed that

the first correction to β is negative. Hence, for d = 1 and d = 2 the derivative

β = 2 − d − λW is always negative such that the conductance g decreases if the

system size L is increased. In the thermodynamic limit, L→∞, this implies AL at

any finite disorder in two dimensions, too. In three dimensions, instead, a critical

disorder Wc was found within the frame of scaling analysis.

An intuition why localized phases exist at all was given by Altshuler [26]. The diffu-

sive motion of an electron on a random walk yields quantum mechanical amplitudes

A(P ) of a path P . For instance, consider the path P , on which the electron begins

its motion at an initial site i, but also ends its motion after a finite time, i.e. number

of steps, on the very same site i, see Fig. 1.1. The value of the amplitude A of course

depends on the specific path P , e.g. i→ j → . . .→ k → i. The amplitude is a com-

plex number A =
√
peiφ, where |A|2 = p is the probability that this path is chosen

by the random walker. As the path P starts and ends on the same site, so does the

inverse path P , i → k → . . . → j → i, see Fig. 1.1. In systems that are invariant

under time-reversal, both paths contribute with the same amplitude A(P ) = A(P ).

The probability to end up at the same site after following P or P is therefore given

by |2A|2 = 4p. This is a remarkable result, as classically the probabilities of both

paths would simply add up to 2p. Hence, in quantum mechanics, the return proba-

bility is due to the constructive interference of time-reversal paths increased, which

contributes to localization. This feature is nowadays called weak-localization and

seen as a precursor of Anderson localization. However, the constructive interference

can be prevented by breaking time-reversal symmetry, e.g. by switching on magnetic

fields. Then, A(P ) no longer equals A(P ), because their phases φ differ. In the case

of a magnetic field, the modification of φ is described by the Aharonov-Bohm effect.

As a consequence, the probability to arrive at the initial site may even be less than

in the classical case if the interference of time-reversal paths is destructive. Thus, a

typical feature of AL is a negative magnetoresistance [26].

The importance of interference for AL can be illustrated with a very simple quantum

mechanical setup. Considering a one dimensional potential barrier of width W and

height V , the transmission of incident waves is calculated in every basic course of

quantum mechanics. For waves of energy E > V , reflection might occur but the

transmission T eventually approaches 1 for E � V . Quantum tunneling enables a

classically forbidden transmission at E < V that decreases exponentially with both

8



1.1 Anderson localization

Figure 1.1: Constructive interference of time-reversal symmetric paths. Two time-

reversal symmetric paths, starting and ending at the same site i, contribute with

the same amplitude A(P ) = A(P ) =
√
peiφ in time-reversal symmetric systems.

The probability for a quantum particle to follow either of the paths adds up to

|A(P ) + A(P )|2 = 4p if p is the probability for each single path. This increased

probability to return back to the initial site contributes to weak localization.

potential on either end. Then, the particle experiences AL.

Early experiments in thin films and wires suggested a transition in the conductance

while temperature was decreased [27, 28], and were in agreement with theoreti-

cal predictions, but the role of interactions between electrons remained unclear.

A big experimental success of AL came with the explanation of the integer quan-

tum Hall effect (IQHE), found by von Klitzing [29]. While it was quickly shown

that the observed plateaus in the conductance can be explained with Anderson lo-

calized states [30, 31], the IQHE and its temperature dependence could even be

used to verify the scaling theories that describe AL [32]. It was also shown that

Coulomb interactions between the electrons do not modify the scaling exponents for

the IQHE. As discussed above, AL is a result of interference. Thus, it is a pure

wave phenomenon and appears outside the description of quantum mechanics, too.

Intriguingly, AL has been found for acoustic waves in disordered beads [33], for

9



1 Introduction

Figure 1.2: Uniform versus disordered step potential barriers. While both barriers

have the same width and on average the same height, they lead to a very different

transmission behavior, see Fig. 1.3.

light in gallium arsenide powder, and for microwaves in metallic wire meshes [34].

The big experimental advantage of photon waves over matter waves is that inter-

actions among the photons can be excluded, however, exponential absorption must

be separated from localization. Despite the years of success, localization is still far

from losing importance. Just within the last 10 years, many new exciting exper-

iments have been performed. The first direct observation of AL succeeded with

a Bose-Einstein condensate, whose exponentially localized wave function could be

measured [35]. It was shown that for sufficiently large disorder and low tempera-

tures even BCS superconductors undergo a phase transition to an insulating phase,

driven by a Cooper-pair localization [36]. Furthermore, AL was also observed in the

edge states of topological insulators [37]. While the study of AL is still continuing,

localization in interacting disordered systems nowadays attracts attention, too, and

is introduced in the subsequent section.

10



1.2 Localization in contrast to the eigenstate thermalization hypothesis

Figure 1.3: Transmission for the uniform and disordered potential barrier. For

wave energies of E < V , the uniform potential barrier is less transparent than the

disordered barrier. However, for E � V the transmission at the disordered barrier

decays exponentially with width W , while it is of order one for the uniform potential

barrier (see inset). Data is generated with a transfer matrix method and averaged

over disorder ensembles. The standard error of each data point is smaller than the

dot.

1.2 Localization in contrast to the eigenstate

thermalization hypothesis

The last section motivated how single-particle states become localized in sufficiently

strong disordered materials. However, single-particle localization (AL) assumes that

the particles are free, i.e. they do not interact with each other. For instance, inter-

actions with phonons have been shown to induce a phonon-assisted hopping of elec-

trons between localized single-particle states of certain systems [38]. Consequently,

interactions among the electrons themselves need to be understood.

First instructive perturbative arguments that point towards a persistence of localiza-

tion in the presence of interactions have been given in the references [39, 40], and [41].
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In 2006, Basko, Aleiner and Altshuler proved, using diagrammatic techniques, that

below and above a critical temperature Tc, there exist two stable phases [10]. The

phase for T < Tc is insulating, while conductance is predicted for T > Tc. Upon

decreasing temperature, the authors of Ref. [10] postulate a transition at T = Tc

into a perfectly insulating phase, which they call many-body localization (MBL).

However, to date there exists only one mathematical proof for a concrete Hamil-

tonian that induces MBL features [42]. Describing many-particle eigenstates, the

concept of eigenstates that are localized in real space becomes difficult. In fact, it is

shown, that in the interacting case, the many-body eigenstates undergo an Anderson

transition in the Fock space [40, 43]. At zero interactions, the many particle eigen-

states
∣∣ψ{ai}〉 =

⊗
i |φai〉 are tensor products of single-particle eigenstates. Turning

on finite interactions, these many particle states are no longer eigenstates of the full

Hamiltonian. Instead, they can be thought of lattice sites (in Fock space), which

are connected by hopping terms that are due to the interactions, see Fig. 1.4. Even

if the interaction terms are uniform, disorder enters via the potentials on the sites,

which are the sums of the single-particle eigenvalues. Hence, it is possible to find

AL on this graph. The full system then shows MBL.

In the same year in which the seminal paper of Basko et al. appeared, Oganesyan

and Huse connected in Ref. [11] the question whether a material is conducting or

insulating with the language of quantum thermodynamics and random matrix theory

(RMT). To this day, this perspective successfully describes MBL systems and it is

also used throughout this Thesis. Hence, it is worthwhile to introduce the very basic

concepts of RMT and of the eigenstate thermalization hypothesis (ETH), which is

established upon the former. The subsequent introductions to RMT and ETH are

inspired by an instructive review [44], to which the reader is referred to for more

details.

1.2.1 Quantum Chaos and Random Matrix Theory

In classical mechanics, the phase-space trajectory of a chaotic system displays ex-

ponential sensitivity to perturbations of e.g. the initial conditions. Origin of this

feature are usually non-linear equations of motions. Isolated quantum systems,

bound to the Schrödinger equation and to Heisenberg’s uncertainty principle, are
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1.2 Localization in contrast to the eigenstate thermalization hypothesis

Figure 1.4: Many body localization as AL in the Fock space of many-particle

eigenstates. The tensor products of localized single-particle states form the lattice

points in Fock space, which are connected via the interactions of the full Hamiltonian.

An exitation of a site of this lattice may experience AL if the disorder is sufficient.

Then, the state of the system is limited to Fock states within a localization length

on this graph, and thus, fails to thermalize.

instead subject to a linear differential equation and lack of a proper definition of

a trajectory in phase-space. In fact, the overlap of two initial states |φ〉 , |ψ〉 does

not change under a unitary time evolution, which is simply a rotation in the Hilbert

space and thus, does not affect scalar products

〈φ(t)|ψ(t)〉 = 〈φ|U †(t)U(t) |ψ〉 = 〈φ|ψ〉 . (1.7)

RMT, and as it is shown below, a description of quantum chaos, began with an idea

of Wigner, who conjectured that Hamiltonians of atomic nuclei may be described

by random matrices within sufficiently small energy windows. The revolutionary

attempt was to study the statistics of eigenvalues, i.e. how they are distributed,

instead of their actual values. This theory, evolved by Wigner [45] and Dyson [46],

is called RMT.
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Impressively, one of the most important statements of RMT can be understood with

a symmetric 2× 2 matrix

M =

(
V1 t

t V2

)
, (1.8)

where V1, V2, and t are Gaussian random numbers with zero mean and unit variance.

It is then straightforward to show, that the two eigenvalues E1,2 of M repel each

other. Explicitly, the gap ω = E1 − E2 is Wigner-Dyson distributed,

PGOE(ω) =
π

2
ω exp

(
−π

4
ω2
)
, (1.9)

where the average value of ω is normalized to one. The feature PGOE(ω) ∼ ω → 0

for ω � 1 motivates the term ‘level repulsion’. The Wigner-Dyson distribution is

not only relevant for 2 × 2 matrices. In fact, a similar statistic is found for the

ensemble of random n× n matrices drawn from a Gaussian distribution

P (H) ∝ exp
(
−n

4
tr
[
H2
])
, (1.10)

which is invariant under orthogonal rotations and therefore called Gaussian orthog-

onal ensemble (GOE). Note that while the real and symmetric GOE matrices are

applicable for time-reversal symmetric systems only, there exist other ensembles that

represent different symmetries. The level spacing of n × n GOE matrices has not

been brought into an analytical expression, but fits surprisingly well to Eq. (1.9) [44].

Still, the joint probability density for a set of n eigenvalues

P (E1, E2, . . .) ∝
∏
k

e−
n
4
E2
k

∏
i,j<i

|Ej − Ei| (1.11)

reveals the linear suppression of small gaps ω = Ei+1 − Ei. Several years after

Wigner’s and Dyson’s seminal works, Bohigas et al. found a Wigner-Dyson distri-

bution in a quantum version of the Sinai billard [47], which shows chaotic behavior in

classical mechanics. Today it is conjectured, that the level statistics of all quantum

systems with a classical chaotic analog obey level repulsion. Consequently, a widely

accepted definition of quantum chaos is the existence of level repulsion, described

by the GOE or, depending on the symmetries, one of its analogs.

The eigenvectors of random matrices are, maybe unsurprisingly, random. In fact,

every vector of the Hilbert space has the same probability to be an eigenstate of

a GOE matrix [48]. This follows from the symmetry under orthogonal transforma-
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1.2 Localization in contrast to the eigenstate thermalization hypothesis

tions. But more interestingly, small changes in the parameters of a quantum chaotic

model alter the corresponding eigenstates drastically [49]. As the eigenstates, to-

gether with their eigenvalues, determine the dynamics of a system, this sensitivity

can be seen as an analog to classical chaos. This randomness of the eigenvectors |m〉
of a D dimensional Hamiltonian, describing a sufficiently small energy interval, has

an important consequence for observables O =
∑

i oi |i〉 〈i| or rather for their matrix

elements Omn = 〈m|O|n〉 in energy space. Without any additional assumptions [44]

it follows that

Omn ≈ 〈oi〉i δmn +

√〈
o2
i

〉
i

D
Rmn, (1.12)

where 〈oi〉i and
〈
o2
i

〉
i

are the averaged eigenvalues and squared eigenvalues of O

and Rmn are random numbers with zero mean and unit variance. It is especially

worthwhile to note that the modulus of all off-diagonal elements decays with the

dimension of the Hilbert space D, which itself grows exponentially with the number

of (interacting) degrees of freedom. As demonstrated below, the structure of observ-

ables in chaotic systems shown in Eq. (1.12) is a key ingredient for the ETH, which

in fact builds on top of RMT.

1.2.2 The eigenstate thermalization hypothesis

Besides RMT, the ETH evolved from several other milestones, which cannot all

be discussed here in detail. For once, von Neumann studied already in 1929 how

statistical mechanics emerges under unitary time-evolution in quantum mechanics,

which he called the ‘new mechanics’ [50]. In his ‘quantum ergodic theorem’, he

proves that under given conditions, among which a narrow energy shell is required,

expectation values of typical observables are for most times close to the expectation

value of the microcanonical ensemble. In 1977, this idea experienced a revival in

terms of Berry’s conjecture [51], which states that, in the semi classical limit, each

quantum system with a chaotic analog obeys eigenstates whose Wigner functions

relate to the microcanonical distribution. A consequence of Berry’s conjecture is

that, again, in the semi-classical limit, expectation values of generic observables

equal their microcanonical expectation values [44].

The necessity of extending these ideas to pure, i.e. not semi-classical, quantum sys-
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tems and to a wider energy range was seen by Deutsch [52] and Srednicki [53, 54, 55],

who developed the ETH. The ETH states that, assuming a quantum chaotic system,

i.e. eigenvalues are non-degenerate and follow a Wigner-Dyson distribution, matrix

elements Omn = 〈Em|O|En〉 of generic observables O in energy space H |Em〉 =

Em |Em〉 are given by

Omn = O(E)δmn + e−S(E)/2fO(E,ω)Rmn. (1.13)

Before the parameters appearing in Eq. (1.13) are discussed, the similarity to Eq. (1.12)

should be noted. The ETH is, in contrast to Eq. (1.12), not limited to a narrow

energy space. Instead, the diagonal elements of observables are a smooth function

Omm = O(E) of the energy E = (Em + En)/2. Off-diagonal elements are, like in

Eq. (1.12), exponentially decaying with system size, where S(E) is the extensive

thermodynamic entropy at energy E. Again, Rmn are random numbers with zero

mean and unit variance. All fluctuation features of the observable are captured in

the smooth function fO(E,ω), where ω = Em − En. For example, fO(E,ω) can be

related to autocorrelation functions, which are made use of in this Thesis, and with

the fluctuation dissipation theorem [55]. Note that, in a sufficiently small energy win-

dow, whose size is determined by the Thouless energy [44], O(E), S(E), and fO(E,ω)

are constant and the ETH ansatz reduces to the RMT result in Eq. (1.12).

How the above ETH ansatz for observables leads to a thermalization is addressed

next. Considering an isolated system that is described by a time-independent Hamil-

tonian H with eigenstates |Ei〉, an arbitrary initial state |ψ〉 =
∑

i ci |Ei〉 evolves

according to the Schrödinger equation as

|ψ(t)〉 = U(t) |ψ〉 , (1.14)

with U = exp(−iHt/~) = exp (−it/~
∑

iEi |Ei〉 〈Ei|). From now on ~ is set to unity

throughout this Thesis. The state of the system will never saturate its dynamics,

unless |ψ〉 is an eigenstate of H. Consequently, there exists no limit of |ψ(t)〉 for

t→∞. In fact, dictated by the unitary dynamics, there exists the Poincaré time tR,

at which each state will return to its initial state, i.e. |ψ(tR)〉 ≈ |ψ〉, with arbitrary

precision. However, this time exceeds already with a few degrees of freedom the

age of the universe [56], and hence, it is not further addressed. Despite the fact

that the state of a quantum system never saturates, many experiments do find

saturating expectation values of observables. Therefore, consider the time evolution
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1.2 Localization in contrast to the eigenstate thermalization hypothesis

of the expectation value Ot = 〈ψ(t)|O|ψ(t)〉 of an observable O. If it saturates, the

saturation must be given by

Ot = lim
T→∞

1

T

∫ T

0
dtOt (1.15)

=
∑
i

|ci|2Oii, (1.16)

where the second line follows in the absence of degeneracies. Note that Ot is well

defined, even if Ot never saturates in a mathematical sense: For an arbitrary value

ε > 0, there exists no time Tsat such that
∣∣Ot −Ot∣∣ < ε for all t > Tsat. In fact, due to

the above mentioned unitary evolution of the system, such a definition of saturation

is unphysical. Instead, saturation in closed quantum systems is defined by Ot being

exponentially close in system size to Ot for most times. Employing Eq. (1.16) and the

fact that off-diagonal elements of observables decay exponentially, the expectation

values of all observables saturate

(Ot −Ot)2 =
∑
i,j 6=i
|ci|2 |cj |2 |Oij |2 ∼

1√
D
. (1.17)

Importantly, this saturation is dictated without the ETH. In fact, the distinction

between saturation and thermalization is how the saturation value of Ot compares

to thermodynamical expectation values. Note that the above saturation holds for

arbitrary initial states |ψ〉. But as Srednicki argues [55], typical initial states of

physical interest have a small energy uncertainty of ∆ ∼ (dimH)−1/2E0, where

E0 = 〈ψ|H|ψ〉. As ∆ vanishes with increasing system size, the smoothness of the

diagonal elements Oii = O(E0) demanded by the ETH can be exhausted. Then, the

saturation value of Ot yields

Ot =
∑
i

|ci|2Oii (1.18)

= O(E0)
∑
i

|ci|2 (1.19)

= O(E0) (1.20)

= 〈Oii〉i, |Ei−E0|<∆ (1.21)

= 〈O〉mic (E0), (1.22)

which is the expectation value of a microcanonical ensemble of energy E0 in classical

thermodynamics. As Rigol points out [57], Eq. (1.18) still depends on the exact

17



1 Introduction

structure, i.e. all coefficients ci, of the initial state, but Eq. (1.22) is simply given

by the energy of the initial state. Due to the ability of describing expectation values

with thermodynamic ensembles, systems fulfilling the ETH are often called thermal

systems. The thermalization, i.e. the saturation of Ot towards a thermodynamical

expectation value is due to the above discussed randomness of eigenstates and the

therefore implied scaling of |Onm| ∼ e− dimH . This motivates the phrase ‘eigenstate

thermalization’. Up to this stage, the mechanism of thermalization is explained. In

the following, however, it is discuessed how thermalization connects to entanglement

and the loss of accessible information, which accompanied by the above described

thermalization process.

As demonstrated above, expectation values saturate to thermodynamical expecta-

tion values where information about the initial state is lost, in accordance to the

ergodic theorem. Like in classical thermodynamics, it is possible to describe the

properties of the thermalized quantum system by means of thermodynamic states,

e.g. the Gibbs ensemble. This is remarkable because the state of the isolated quan-

tum system is at any time given by a pure state, as the purity tr
[
(|ψ〉 〈ψ|)2

]
is con-

served under unitary time evolution. However, similar to classical thermodynamics,

quantum systems contain typically much more degrees of freedom than measurable

with sufficient precision. Additionally, in typical quantum systems, experiments are

often limited to measure only a small subset of the degrees of the Hilbert space

simultaneously. For instance, in a system consisting of N spins, experiments are

typically restricted to local operators that measure only one or two spins simulta-

neously. Hence, we are limited to information that is accessible from a rather small

subspace HA ⊂ H, where A is the set of measurable spins. While the state of the

whole isolated system is |ψ(t)〉, all accessible information can only be gained from

the reduced density matrix

ρA = trĀ [|ψ(t)〉 〈ψ(t)|] , (1.23)

where Ā is the complementary space of A, e.g. all not measurable spins, such that

H = HA⊗HĀ. The expectation value of an operator OA acting on HA is then given

by 〈OA〉 = 〈ψ(t)|OA|ψ(t)〉 = tr [OAρA]. In Ref. [11], Huse and Oganesyan state that,

if the described system is fulfilling the ETH, system HĀ acts as a reservoir of HA,

such that after the thermalization dictated by the ETH, ρA resembles a thermal
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1.2 Localization in contrast to the eigenstate thermalization hypothesis

Gibbs state

ρA = Z−1e−HA/kBT . (1.24)

Here, Z = tr
[
e−HA/kBT

]
, T is an effective temperature given by the expectation

value of the energy of the initial state, and HA resembles an effective Hamiltonian

on the subspace HA. In fact, this effective temperature does not depend on the

subsystem A [58]. Note that the above states ρA are in general mixed density

matrices with tr
[
ρA(t)2

]
< 1. Hence, while the state of the full system is at any

time a pure state |ψ(t)〉 ∈ H, all experimentally accessible information is provided by

a density operator, which is in general mixed. This fact represents that information,

which is initially located in the space HA, spreads through the total system. The

degrees of freedom within space A get entangled with the ones outside, i.e. |ψ(t)〉
is not expressible by |ψ(t)〉 = |ψ〉A ⊗ |ψ〉Ā with |ψ〉A ∈ HA and |ψ〉Ā ∈ HĀ. Hence,

the quantum state of the measurable subsystem can no longer be represented by a

pure state.

The mechanism of entangling subspaces is very insightful. For once, the development

or growth of entanglement of a unentangled initial state, quantified by the von

Neumann entropy

SA(t) = −tr [ρA(t) ln ρA(t)] , (1.25)

is independent of the choice of observables. It is a measure of information and

can therefore be applied equally well for spins, fermions or atoms. Below it is

shown that entanglement captures not only transport processes but also dephasing

and correlations. Importantly, the growth of entanglement between two contiguous

subspacesHA andHĀ behaves different for localized and thermal systems. Calabrese

shows [59, 60] for conformal field theories, that the spread of entanglement in thermal

systems can be understood by the ballistic, i.e. linear motion of quasi particles. The

rate i.e. the speed is bounded by the Lieb-Robinson velocity [61]. Consequently, if

the ETH holds, entanglement entropy is expected to grow linearly in time,

SETH
A (t) ∼ t. (1.26)

Although the entanglement entropy appears to be a purely statistical quantity, re-

lated quantities have been measured in cold atom experiments [62]. As already

stated above, the structure of eigenstates is crucial for the dynamical features. The
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growth of SA(t) is thus dictated by the structure of the eigenstates, too. Thereby,

the eigenstate entanglement SE between contiguous bipartitions of H plays a cru-

cial role. The RMT states that eigenvectors are random unit vectors and, thus,

equally distributed in real space. This is for instance the case for extended Bloch

eigenstates. Consequently, the two subspaces HA and HĀ are entangled for ETH

eigenstates, where the entanglement entropy scales extensively, i.e. with the volume

of the subsystems,

SEETH ∼ Ld, (1.27)

assuming a cubic system of length L in d dimensions. This feature is often abbrevi-

ated by the term ‘volume law of entanglement entropy’.

In this section, it was illustrated how isolated quantum systems can act as their

own heat bath, which leads to a thermalization of almost arbitrary initial states.

The importance of this result becomes obvious considering an external heat bath as

part of the quantum system under study: Although being in general too complex

to solve, time evolution is unitary, and thus, the ETH is needed in order to under-

stand thermalization. In fact, despite the unitary dynamics, expectation values of

observables saturate exponentially close to saturation values predicted by thermo-

dynamical ensembles. Memory about the initial state dilutes linearly into the entire

Hilbert space and is thus no longer accessible by means of local operators. Again,

it should be noted that this introduction is mainly meant to present feasible signa-

tures to distinguish thermal systems from localized ones. For more comprehensive

details about the ETH the reader is referred to Ref. [44]. In the next section, the

above discussed features will be compared with Anderson and many-body localized

systems, which fail to thermalize in this sense.

1.3 Theoretical aspects of many-body localization

The ETH describes how information about the initial state becomes extended over

the whole Hilbert space, and thus, inaccessible to recover. This thermalization

process makes use of the randomness of the eigenstates of the Hamiltonian. However,

the chaotic behavior of the eigenstates may be limited or even prohibited by integrals

of motion. A macroscopic number of integrals of motion occur in quantum versions
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1.3 Theoretical aspects of many-body localization

of integrable models, and, as will be discussed in this section, in AL and MBL

systems. As it is shown, localized systems consist, in contrast to integrable models,

of local integrables of motion. These local integrables of motion are crucial for the

absence of transport and induce other peculiar features of localized systems, which

are introduced now.

Most features of MBL can in fact be understood with its interaction-free analog,

AL. Especially, the properties of both phases are consequences of the local structure

of the eigenstates. Before discussing MBL, it is thus worthwhile to point out first

localization features by means of localized single-particle states. In Sec. 1.1 it was

discussed that eigenstates of AL system are exponentially localized. A frequently

used measure of how local an eigenstate |E〉 of a Hamiltonian is, is the inverse

participation ratio [63, 64]

I =
∑
i

|〈i|E〉|4 , (1.28)

where |i〉 is the state where the particle is on site i. If |E〉 is perfectly localized on

one site, the inverse participation ratio will take its maximum value I = 1. For the

extended eigenstates of ergodic systems the inverse participation ratio yields I = L ·
|1/
√
L|4 = 1/L instead. Below, the definition of the participation ratio is extended to

different moments in order to study multifractal properties of eigenstates. It should

be noted that I does not differentiate between an exponentially localized eigenstate

|E〉 and an eigenstate |Ẽ〉, which has the same overlaps |〈i|E〉| = |〈j|Ẽ〉| for permuted

sites i. Then, |Ẽ〉 could have the same value of I with finite probabilities on very

distant sites, and thus, be extended over the whole system. Therefore, I is rather

a measure of how many sites have overlap with eigenstates rather than how local it

is. This point will be discussed in more detail in the main part of the Thesis, where

finite transport is observed in a system whose eigenstates are indistinguishable from

AL eigenstates by means of the inverse participation ratio.

The inverse participation ratio apparently relies on localization in real space. Al-

though this is the kind of localization usually referred to by the terms AL and MBL,

it should be stressed that quantum chaos, and thus, ETH, are absent for localiza-

tion in any space. For instance, in Ref. [65], the eigenstates of the quantum kicked

rotor show AL in momentum space. A similar quantity that tries to overcome these
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problems is the effective dimension [66]

deff =

(∑
i

|〈Ei|ψ〉|4
)−1

. (1.29)

It quantifies the number of eigenstates that contribute to the dynamics of a given

initial state |ψ〉. The effective dimension can, unlike the inverse participation ratio,

easily be extended to many-particle eigenstates. Note that due to the similarity

with Eq. (1.28), d−1
eff can be interpreted as a participation ratio of the initial state in

energy space. Its extreme values are 1 if the initial state matches an eigenstate and

dimH in an equal weight superposition of all eigenstates. The price for generalizing

the inverse participation ratio is that the effective dimension has per se lost any

information about locality, and thus, transport. This is because it simply measures

how many eigenvalues an initial state has overlap with. A plane wave, for instance,

is an eigenstate of a potential free Hamiltonian, yielding deff = 1, but yet, is not

localized. However, for many applications local initial states are relevant, e.g. a

particle placed on a given site or a spin polarized in a certain direction. Then, the

effective dimension is in fact small for localized (in real space) systems and transport

is absent. Instead, in extended systems deff ∝ dimH, such that diffusion will occur

and the system thermalizes.

Localized eigenstates are unlike ergodic states not chaotic but instead determined by

the local structure of the Hamiltonian, for instance the local potentials. Due to the

random potentials, the structure of a localized eigenstate may appear chaotic, but

slight changes of the potential far away or close to the localization center of an eigen-

state do not result in a drastic change of its structure. In this sense, the randomness

of the disordered potential should not be confused with chaos in thermodynamics.

Two eigenstates that are localized far away from each other, are completely uncor-

related and so are their eigenvalues. The eigenvalues are consequently independent

of each other and thus follow a Poisson (POI) distribution. The corresponding gaps

ω = Ei+1 − Ei between adjacent energies are then exponentially distributed,

PPOI(ω) = exp(−ω), (1.30)

where the average value of ω is normalized to one. Note that it is possible to
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1.3 Theoretical aspects of many-body localization

Figure 1.5: Mapping between physical spins (p-bits) and l-bits. The physical spins

couple in local Hamiltonians only locally, here represented by a nearest neighbor

interaction J . The local transformation U transforms each physical spin into a

dressed spin, whose z component τ zi is a local integral of motion. Each l-bit has at

most exponentially small overlap with physical spins far away from its center. Also,

U establishes exponentially small interactions Jeff(d) between all l-bits. As τ zi is

conserved, all l-bits precess around the z axis in their own Bloch sphere. Interaction

among l-bits correlates their precession, and thus, causing dephasing.

distinguish the level statistic of Poisson-distributed eigenvalues and the eigenvalues

from GOE ensembles very clearly: GOE ensembles yield eigenvalues that repel each

other (ω � 1) and the probability of large gaps decays Gaussian-like (ω � 1), cf.

Eq. (1.9). Berry and Tabor conjectured that quantum versions of integrable models

with an extensive number of conserved quantities show eigenvalues that follow this

distribution [67]. Since then, studying the level statistics of systems has been a

popular indicator of quantum chaos or quantum integrability [44], especially for

models that do not have a classical analog, e.g. spin models.

Due to their common eigenvalue statistic, both integrable systems and localized

systems break the ETH. It is thus important to clearly distinguish quantum inte-

grability from localized systems. In classical mechanics, a system is integrable if an
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extensive amount of conserved quantities exists. However, because quantum me-

chanics is linear, this is naturally the case, as the projectors on the eigenstates of

any time-independent Hamiltonian

H =
∑
i

Ei |Ei〉 〈Ei| . (1.31)

are conserved. The quantum versions of classical integrable systems instead consist

of conserved quantities that have a non-trivial support in energy space. These

conserved quantities, for instance momentum in translation invariant systems, are

typically not local in the sense of AL or MBL, and hence, integrable systems may

show transport [68]. In fact, even though integrable systems do not fulfill the ETH

and thus fail to thermalize towards the Gibbs ensemble, it is predicted [69] and

measured [70] that they can be described by a generalized Gibbs ensemble, which

describes a thermal state that accounts for all conserved quantities. In order to break

ETH and, at the same time, to show an insulating phase even at finite temperatures,

it has been conjectured by Refs. [71] and [72] that the Hamiltonians of all MBL

systems take the form

Hl-bit =
∑
i

hiτ
z
i +

∑
i,j

Jijτ
z
i τ

z
j +

∑
i,j,k

Ki,j,kτ
z
i τ

z
j τ

z
k + . . . . (1.32)

In the case of N spin 1/2 degrees of freedom, τ zi is a ’dressed’ qubit, which relates to

the physical spin degree of freedom (p-bit) σzi by a unitary transform τ zi = Uσzi U†.
Note that this construction is possible for each spin 1/2 system so far. However,

for a MBL system, the unitary matrix U is required to be local, such that τ zi has

most support at σzi and other physical spins σzj contribute exponentially weak with

distance |i− j|. Therefore, a dressed qubit is also called local bit (l-bit). The action

of U is illustrated in Fig. 1.5. As an important consequence of the locality of τ zi is

that the interaction terms Jij ,Ki,j,k, . . . are decaying exponentially with distance,

too, if the Hamiltonian describing the physical qubits (p-bits) σ
{x,y,z}
i is local. Note

that except for the first term in Eq. (1.32) all other terms represent interactions

between the dressed spins. Localized systems in the absence of interactions, i.e. in

AL systems, can therefore be represented by the first term in Eq. (1.32). Then, τ zi
are projectors on the exponentially localized single-particle eigenstates. Although

there exists no system for which it was shown that the Hamiltonian could be trans-

formed into the form of Eq. (1.32), there are ideas for finding the local unitary

transformations U , and hence, how to construct the l-bits τ zi [68].

24



1.3 Theoretical aspects of many-body localization

A big success of the l-bit picture of MBL is that many features of MBL can be

explained and illustrated. First, Hl-bit consists of an extensive amount of conserved

quantities, as [Hl-bit, τ
z
i ] = 0 for all i, and thus, ETH is broken. The values of τ zi are

good quantum numbers and can be used to fully describe all eigenstates of Hl-bit,

because all l-bits commute with each other, forming a 2N -dimensional basis. Due to

the local structure of each τ zi , memory about (local) initial states becomes apparent,

i.e. transport is absent. Further, the locality of the l-bits affects the entanglement

entropy of eigenstates, which gives the volume-law in the case of ETH, cf. Eq. (1.27).

A single-particle eigenstate that is localized deep in the subspace of a bipartition A
of the Hilbert space has, due to its exponential localization, no information about the

remaining Hilbert space. This implies zero entanglement entropy for this eigenstate.

Only eigenstates that are localized at the border of the two bipartitions contribute

with a finite amount to the entanglement entropy. The same logic applies for many-

particle eigenstates of MBL systems: Only those l-bits that are localized at the

border between the bipartitions contribute. The amount of such l-bits scales with

the area of the cut that divides the Hilbert space. For the eigenstate entanglement

entropy of d-dimensional localized systems, this argument yields an area law

SEloc ∼ Ld−1. (1.33)

The area law of entanglement entropy is a common feature of the ground state of

Hamiltonians [73]. Note however, that in strongly localized systems as given in

Eq. (1.32) all eigenstates show an area law of entanglement entropy.

As the l-bits τ zi are conserved, dissipation is absent. However, due to the interaction

terms Jij ,Kijk, . . . that couple different l-bits, dephasing can occur. This dephasing

in MBL systems has been shown to be reversible using spin echo procedures [74]. It

should be stressed that dephasing cannot occur in AL systems, where interactions

are absent. Thus, the dephasing feature is capable of discriminating between AL

and MBL. Consider a local initial state |ψ〉, e.g. a particle placed on a lattice

site or a tensor product of Bloch sphere spin states. Then, for any possible (real

space) bipartition (A, Ā), the initial state is not entangled, i.e. expressible as a

tensor product of states that describe the initial state in either bipartition, |ψ〉 =

|ψ〉Ā ⊗ |ψ〉A. As time evolves, the entanglement entropy SA(t) (see Eq. (1.25))

grows if information is exchanged between the two bipartitions. In the absence of

interactions, this is only possible if a particle crosses the border of the bipartitions.

Hence, in AL systems, this is only possible for particles that are initially close to the
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border, i.e. the cut needs to be within their localization length. The entanglement

entropy will then quickly saturate at a value that depends on the initial state and

the area of the cut,

SAL
A (t) ∼ Ld−1. (1.34)

In MBL systems, transport is absent too, but due to the above described dephasing

mechanism, information can spread throughout the system. Two particles or spins

separated by the spatial distance d may interact with each other via the interaction

terms Jij ,Kijk, . . . between l-bits of Eq. (1.32). As the l-bits are dressed versions of

the physical degrees of freedom, the each particle has, depending on the localization

length ξ, support of several l-bits. Assuming the two particles are far away from each

other, d� ξ, their effective interaction strength is given by Jeff(d) ∼ J0 exp(−d/ξ),
where J0 is a typical interaction strength between neighbored sites or spins [72, 75].

Then, the time, at which the two particles become correlated increases exponentially

with distance, t(d) ∼ 1/J0 exp(d/ξ). Vice versa, at time t, correlation between

degrees of freedom can be established up to a separation distance of d ∼ ξ ln(t/J0).

Hence, in an initial state with many interacting degrees of freedom, the entanglement

entropy is found to grow as

SMBL
A (t) ∼ ξs∞ ln(t/J0), (1.35)

where s∞ depends on the initial state [75, 72]. This very particular logarithmic

growth of entanglement entropy has been observed in Refs. [76] and [77] and is to

date used as a hallmark of MBL. Beside being a detector of MBL, the logarith-

mic entanglement growth also opens very practical possibilities. The entanglement

entropy is a measure of how disordered a quantum state is in the Hilbert space.

Consequently, the less entanglement is present within a state, the less information,

and thus, computational power, is required. This sparsity is exploited in numerical

methods such as matrix-product states [78]. Together with the logarithmic growth

of entanglement entropy, the main features of AL and MBL that will be used in this

Thesis are introduced at this point. Table 1.1 summarizes them for convenience.

As shown, MBL systems violate the assumptions of the ETH, and therefore, lead

to drastically different features of systems. Because of these significant changes,

it is particularly interesting to study the transition of a given model from the er-

godic to the localized phase while disorder is increased. At the MBL transition, the

ergodic phase that reproduces expectation values of classical thermodynamics there-

fore meets the localized phase, which conserves quantum correlations. As Schreiber
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1.4 MBL in numerical simulations and experiments

et al. point out in Ref. [79], the MBL transition can therefore be seen as a quantum

to classical crossover. However, most knowledge about the MBL transition is only

known from numerical simulations and experiments. The next section provides a

short overview of these results.

1.4 MBL in numerical simulations and experiments

Throughout this Thesis it is discussed whether isolated systems are able to serve

as their own heat baths, and thus, thermalize, or not. In an experiment, however,

a quantum system can never by completely decoupled from the outside world. A

system could be called ‘sufficiently’ isolated if the state of a system can be brought

into an initial state, manipulated and eventually measured, before quantum deco-

herence [80] sets in and destroys the quantum nature of the system. A sufficiently

long coherence time is hence also crucial for quantum computations [7]. However,

the discrimination of ergodic and localized systems might require longer times. In

fact, as gaps between adjacent eigenvalues ω = Ei+1 − Ei are exponentially small

in system size, their dynamics saturates at exponentially large times. Therefore,

the questions naturally arising are: What are the timescales on which ergodic sys-

tems and MBL systems are distinguishable? Which features can be employed in an

experiment to identify localized systems as such?

For this purpose, the time-dependent expectation value Ot of an observable O given

an initial state |ψ〉 =
∑

i ci |Ei〉 is considered once more. For time-independent

Hamiltonians, the expectation value yields independently of further details

Ot =
∑
i

|ci|Oii +
∑
i,j 6=i

c∗i cje
i(Ei−En)tOij (1.36)

= Ot +
∑
i,j 6=i

c∗i cje
i(Ei−Ej)tOij . (1.37)

It is obvious that for large values of t the phases ei(Ei−Ej)t will average to zero

(assuming the negligibility of degeneracies) and the expectation value will saturate

to Ot. Whether Ot is the expectation value of a thermodynamical ensemble or

close to O0 depends on whether the ETH is fulfilled or not. The timescale, at

which all phases can be considered as being independent from each other, scales
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1.4 MBL in numerical simulations and experiments

inversely proportional with the smallest gap between eigenvalues. Hence, it appears

that saturation happens at exponentially long times, which easily exceed the age

of the universe. However, if the ETH holds, also the off-diagonal elements Oij are

exponentially small, motivating that only a finite amount of phases are required to

dephase. In fact, it has been shown for both, systems close to equilibrium [55] and

systems far away from equilibrium [81], that saturation typically occurs in finite

times that are independent of system size. In Ref. [81] it is for instance argued

that the deviance F (t) of Ot to its saturation value decreases with F (t) ∼ 1/t2 and

only depends on the effective temperature Teff of the closed quantum system. The

effective temperature depends on how many energy eigenstates |Ei〉 have overlap

with the initial state, i.e. how many ci contribute, and thus, is similar to the above

discussed effective dimension deff (see Eq. (1.29)). This quantity is also responsible

for a fast saturation in systems where the ETH does not hold and off-diagonals

Oij are large. There, only a few coefficients ci contribute significantly, such that

the phases ei(Ei−Ej)t of the corresponding energies dephase quickly, too. In fact,

in MBL systems, the effective dimension can be sufficiently low in order to even

identify quantum revival times, where the initial state is recovered at experimentally

accessible times [82].

Besides isolating the system, measurement abilities are another challenge in order

to detect MBL. As discussed before, oftentimes experiments are limited to measure

only a small subspace of the Hilbert space. Notably, as MBL is a many-particle

theory, it is questionable whether a small detectable Hilbert space is sufficient to

distinguish the thermal and the localized phase at all. The first experiment that

was successful in probing the MBL transition used ultracold atoms in a quasiperi-

odic optical lattice [79]. The studied system is described by the one-dimensional

interacting fermionic Aubry-André model

H = −J
∑
i,σ

(
c†i,σci+1,σ + h.c.

)
+W

∑
i,σ

cos(2πβi+ φ)ni,σ + U
∑
i

ni,↑ni,↓, (1.38)

where ci,σ is an annihilation operator of a fermion with spin σ ∈ {↑, ↓} at site i.

The parameter W describes the disorder strength of the quasiperiodic potential and

U the on-site interaction of fermions with opposite spin, where ni,σ = c†i,σci,σ is

the number operator. An irrational value of β introduces quasi-random numbers,

which localize the model. In the experiment described in Ref. [79], a charge density

wave is prepared, in which only sites with an even label i are occupied. Then, the
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state of the system evolves under the unitary time evolution given by Eq. (1.38)

and the difference between the number of fermions occupying even Ne and odd No

sites is measured at different times t. The authors of Ref. [79] then report that the

imbalance

I(t) =
Ne(t)−No(t)

Ne(t) +No(t)
(1.39)

quickly decays to zero if the employed disorder is weak, i.e. W � J . For W & J

instead, I(t) saturates at finite values up to times t = 100 ms, which corresponds

in their setup to 500~/J . After this time, the imbalance decays similarly to the

total number of particles Ne(t) + No(t), which is a sign of imperfect isolation. Im-

portantly, the experiment reproduces two general features of MBL that are well-

established from numerical simulations of one-dimensional systems. First, unlike in

the absence of interaction, an arbitrarily small disorder is not sufficient to local-

ize a one-dimensional system. Instead, the MBL transition generally occurs at a

critical disorder strength Wc, that depends on the details of the model [11]. Sec-

ondly, Ref. [79] experimentally verified that the interaction strength U does affect

the degree of localization, for instance in terms of the localization length [11, 76].

The standard model to probe MBL by means of numerical simulations is the one-

dimensional random field Heisenberg chain (RFHC) [83]

HHeis =
∑
i

~Ii~Ii+1 − hiIzi , (1.40)

where ~I = (Ix, Iy, Iz)
T with Ii = 1

2σi are spin operators and hi ∈ [−W,W ] represent

random magnetic fields, which introduce disorder with the strength W . At the same

time, by simulating up to 22 spins, Ref. [83] provides the most accurate results of

numerical simulations on the MBL transition. In this work, the critical disorder

strength, at which the system becomes fully localized, is estimated by Wc = 3.72(6).

However, Ref. [83] provides evidence that not all eigenvalues localize at the same

critical disorder. Instead, the disorder strength needed to localize a given eigenstate

depends on its energy. Hence, for a given disorder W < Wc, there exist eigenstates

that are already localized and eigenstates that are still thermal. The energy sepa-

rating the resulting insulating and conducting regions within the energy spectrum is

called the mobility edge, see Fig. 1.6. However, the existence of a MBL mobility edge

is still under debate. That is, there are theoretical arguments why a mobility edge

must not exist in the thermodynamic limit K → ∞. For instance, in Ref. [84] it is
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1.4 MBL in numerical simulations and experiments

Figure 1.6: Schematic mobility edge of the MBL transition. Depending on the

position, eigenstates localize at different values of the disorder strength W . At the

critical disorder Wc, all eigenstates are localized and the system is said to be fully

localized.

argued that a mobility edge would infer that within regions, in which disorder hap-

pens to be (by chance) less strong, conducting ’bubbles’ arise. It is then concluded,

that these conducting bubbles would eventually delocalize the whole system.

While MBL in one-dimensional systems is well-understood, its existence in higher

dimensions is still under debate [85, 86, 87]. From the experimental side, previously

discussed difficulties F have prohibited invulnerable results. Furthermore, experi-

mentally gained results can at best be compared with numerically simulated data.

However, classical computers are limited to rather small system sizes exploring MBL,

especially in systems with more than one dimension. The first numerical evidence

of MBL in a two-dimensional system is given in Ref. [88], in which a tensor network

algorithm is used to probe the disorderd Bose-Hubbard Hamiltonian

H = −J
∑
<i,j>

(
a†iaj + aia

†
j

)
+
U

2

∑
i

ni(ni − 1) +Wini, (1.41)

where the first term sums over nearest neighbors, ai is a bosonic annihilation op-
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erator, ni = a†iai, U quantifies the interaction and Wi are Gaussian random vari-

ables with full-width half-maximum W , which quantifies the disorder strength. For

nmax = 1, 2 they could simulate up to 60 disorder ensembles for system sizes of

6× 6 and 10× 10, respectively. Impressively, for two-dimensional systems numerical

capabilities are outpaced by experiments. In 2016, the authors of Ref. [89], reported

the first observation of MBL in two dimensions. Using a disordered optical lattice

that may be described by Eq. (1.41), a sharp density domain wall was used as initial

state. The left half of sites are occupied while the right half of the system is empty.

By means of fluorescence, the occupation of sites is then studied as time evolves.

The authors of Ref. [89] report a significant difference in the motion of the particles

for various disorder strengths. In fact, a critical disorder is determined, at which

the transition to an insulating phase is found. In order to rule out single-particle

localization, the effect of interactions is studied by reducing the number of bosons

in the initial state.

Beyond all these recent progresses there is a plethora of other aspects and prospects

of MBL under study (see Ref. [12] for a recent review). For example, one research

direction is the construction of a precise definition of the MBL phase. To this end,

it is studied how different features of MBL imply each other. For instance, it was

discussed previously how the l-bit picture implied the logarithmic growth of entan-

glement entropy. In Ref. [90] it is proven that the absence of transport implies an

area law of entanglement entropy of all eigenstates. Further, Refs. [91] and [92]

report how the l-bits of MBL systems can be constructed numerically. Beside the

connection between the properties, the origin of the MBL phase transition is still

under investigation. For instance, a recent work studies the possibility of MBL in

the absence of disorder [93]. There is also particular big interest in the study of

the transition between MBL and the ergodic phase, because it differs significantly

from conventional phase transitions. For once, it is a dynamical phase transition

that is detectable in dynamical quantities and therefore affects all eigenstates, and

thus, high temperature states. Further, at the phase transition the entanglement

entropy of all many-body eigenstates changes drastically from a volume to an area

law, which requires extreme changes the structure of eigenstates in real space. To

this end, renormalization group techniques are used in Refs. [94] and [95]. More-

over, the combination of MBL and additional symmetries promises new phases of

matter, in which highly excited many-body eigenstates exhibit symmetry-protected

topological order [96]. Other new phases of matter arise if MBL systems are periodi-
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1.5 Star-like models in experiment and theory

cally driven by an external perturbation. Due to the absence of energy conservation,

driven interacting systems heat up due to energy absorption [97] until an infinite

temperature state is achieved. In contrast, MBL inhibits the heating process [98] for

sufficiently fast frequencies [99]. This Floquet-MBL phase consists of a complete set

of local integrals of motions and an area-law of Floquet eigenstates, which are the

eigenstates of the unitary Floquet operator that evolves the system for one period

of the drive. The Floquet-MBL phase has been detected with ultracold atoms [100].

An example for a phase that can only exist in the presence of a periodic drive and

MBL are time crystals [101], in which time translation symmetry is discretely bro-

ken [102]. The induced oscillations of observables at multiple integers of the driving

period have been found in experiments [103].

As interesting as the properties introduced so far, is the robustness of the MBL

phase itself. Compared to integrable systems, MBL systems are stable in the sense

that they are not fine-tuned. That is, the localized phase is robust under moderate

variations of the involved parameters of the model and under perturbations with

integrability-breaking terms [104, 105]. Moreover, the signatures of MBL can be

observed in presence of weak coupling to heat baths [106], particle loss [107], and

finite temperatures [108]. Also, the robustness of MBL systems exposed to long-

range interactions is a naturally arising question, because the concepts of localization

appear to rely on local Hamiltonians. Hence, it is of great interest how local a

Hamiltonian is required to be in order to show MBL. In other words, what is locality?

For example, it has been proposed that MBL exists in systems with interactions that

decay with distance as a power law [109, 110]. In a recent work it is argued that

MBL could be present in systems with non-decaying interactions [111]. In fact,

in this Thesis localization features are studied in models that do not even obey a

concept of spatial locality due to their intrinsic topology. In particular, the focus is

set on star-like models, which are introduced in the next section.

1.5 Star-like models in experiment and theory

In the previous sections the concepts of AL and MBL were discussed based on a

perspective of local interactions. In particular, features like the area law of entan-

glement entropy and exponentially localized integrals of motion require a notion of
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locality and should therefore be expected only for spatially localized systems, i.e.

MBL systems with local interactions. It is worthwhile to keep in mind, that in order

to retain information about the initial state, no concept of locality is needed. For

once, the eigenvalue statistics of a random matrix does not depend on whether the

given matrix is a matrix representation of a Hamiltonian in real space or momentum

space. Hence, we can similarly imagine local coupling terms in momentum, or, in

fact, any space. Analogously to the eigenvalues, the saturation of observables to

thermal expectation values is driven by the structure of observables in energy space

and does not directly rely on local interactions. This motivates that the notion of

locality, especially given by local coupling terms in the Hamiltonian, is not neces-

sary in order to break the ETH. However, there are at least two crucial reasons why

the study of MBL focuses on spatially local coupling terms. First, and most im-

portantly, the coupling terms of experimentally relevant models are local, i.e. they

decay with distance, such as the interactions between spins or charges. But also,

accessible observables are related to spatially localized degrees of freedom, such as

the occupation of a site or the magnetization of a spin. This is again a result of

the local interactions between the measurement device and the quantum system.

Nonetheless, there are experimental quantum systems, where spatial locality in the

sense of AL and MBL is simply not given due to their geometry.

Modern nanostructure engineering techniques enable constructing isolated quantum

systems, which are sufficiently small to call them zero dimensional systems [112]. Be-

ing so small, they lack a proper concept of distance, which, in turn, challenges the

definition of locality. This Thesis focuses especially on star-like quantum systems,

where one degree of freedom is coupled to the remainder of the system. Such ge-

ometries are especially relevant for experimental realizations of qubits [7, 113, 114],

which are the smallest logical element in quantum information theory. Among other

challenges, the decoherence time of the qubits plays an important role for the con-

struction of a quantum computer. The decoherence, i.e. the loss of (quantum)

information about the state of the qubit to its environment, originates from inter-

actions between them. Two possible realizations of qubits, graphene quantum dots

and nitrogen vacancy centers, are subsequently discussed in more detail. Due to

their promising prospects for quantum computation devices, they serve as prime

examples for quantum systems that should be brought to a stable regime. In this

sense, the motivation for this Thesis is to transfer ideas from the realm of MBL in

closed quantum systems to the basic units of quantum information.
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1.5 Star-like models in experiment and theory

Figure 1.7: a) Schematic structure of a nitrogen vacancy in the diamond lattice.

Two adjacent carbon atoms are replaced by a nitrogen atom and a vacancy. b)

Energy level structure of electronic spin S = 1 degree of freedom in a negatively

charged NV− center. Both graphics are inspired by Ref. [120].

1.5.1 Nitrogen-Vacancy Centers

Nitrogen-vacancy (NV) centers are point defects in a diamond lattice that show fas-

cinating abilities ranging from detecting local magnetic fields [115], measuring ion

concentrations [116], nanoscale thermometry [117] and single-spin nuclear magnetic

resonance [118]. At the same time, their electronic structure, their robustness to

temperature, and the high fidelity state preparation and readout techniques propose

them as qubits for quantum computation. Therefore, this section aims to review the

very basic concepts of NV centers. Subsequently, the possible sources of decoherence

are discussed, among which a star-like interaction is identified. For deeper informa-

tion about NV centers the reader is referred to more detailed reviews [119, 120].

A NV center is a point defect in a carbon diamond lattice, where a nitrogen atom

and an adjacent vacancy substitute two carbon atoms of the regular lattice, see

Fig. 1.7 a). Already in 1976, the authors of Ref. [121] connected this defect to the ob-

served optical transition at 1.945 eV. Today, the energetic structure of NV centers are
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known with overwhelming accuracy, including effects of strain, surrounding atoms,

temperature and electromagnetic fields [122]. For this very basic introduction, these

effects are neglected, yielding an energy level structure as shown in Fig. 1.7 b).

The basic physics of an NV center may be understood in terms of an electronic

spin S = 1 degree of freedom. In the absence of magnetic fields, the mS = ±1

states are degenerate and energetically separated from the mS = 0 ground state by

2.870 GHz [122]. Importantly, optical transitions between the ground states |g〉 and

the excited states |e〉 are spin preserving, i.e. transitions are favored between states

|g,mS〉 and |e,mS〉 with the same value of mS . Furthermore, the excited states

|e,mS = 0〉 and |e,mS = ±1〉 behave differently in decaying to the corresponding

ground states. While |e,mS = 0〉 dominantly decays optically into |g,mS = 0〉 ac-

companied by an emission of red light, the states |e,mS = ±1〉 also decay into a

metastable state |s〉, which then decays to the unpolarized ground state |g,mS = 0〉.
The decay channel through the state |s〉 does not contribute to an emission of a

photon, which is due to intersystem crossing transitions.

In a seminal experiment in 1997, the authors of Ref. [123] observe a magnetic res-

onance in the above discussed structure of a NV center by means of an optical

detection scheme of the emitted photons. The method is hence called optically

detected magnetic resonance. In the experiment of Ref. [123], green laser light of

514 nm was shed on the NV center at room temperature, which pumps the sys-

tem constantly into the exited state |e〉, from which it decays. The decay channel

for the states |e,mS = ±1〉 undergoes non-optical transitions into the ground state

|g,mS = 0〉. Thus, after several cycles, the NV center will oscillate only between the

states |g,mS = 0〉 and |e,mS = 0〉, which emits red light. The zero phonon line of

the detected fluorescence spectrum is observed at 637 nm [123], however, vibrational

side modes range from 630 nm to 800 nm [120]. If the NV center is then additionally

exposed to microwaves, a transition between |g,mS = 0〉 and |g,mS = ±1〉 is en-

abled, leading to a reduced fluorescence intensity [123]. At zero magnetic field, this

effect is maximally pronounced at a microwave frequency of 2.87 GHz. For a finite

magnetic field, however, the two levels mS = ±1 split and, hence, two minima of

fluorescence can be found. This splitting can thus be used to detect local magnetic

fields.

The state of a NV center can be initialized and read out by means of exposure to

laser light and microwaves. In order to serve as a qubit for quantum computations,
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1.5 Star-like models in experiment and theory

long decoherence times are required. In fact, NV centers offer impressive features

in this direction. Spin coherence in diamond devices is mostly limited by magnetic

interactions with surrounding electronic and nuclear spins [124, 125]. However, the
12 C atoms of diamond do not carry a nuclear spin and the natural abundance of 1 %

of spin-carrying 13 C isotopes can be avoided by isotopic purification methods [126].

A technique called ‘dynamical decoupling’ enables us to almost perfectly decouple

the spin of the NV center from its environment [8]. Effectively, the spin is thereby

decoupled by periodically flipping it, such that the influence of the environment is

averaged out. Combining these techniques with cooling, the authors of Ref. [127]

report decoherence times of T1 > 10 s and T2 ≈ 0.5 s. Instead of decoupling the NV

center from 13 C isotopes, a neighboring nuclear spin of an 13 C atom can be coupled

resonantly. Then, storing the quantum information of the NV center on the nuclear

spin even offers decoherence times above T2 ≈ 1 s at room temperature [128]. The

authors of Ref. [129] demonstrate that two nuclear spins close to NV centers can

be brought into a Bell state, read out with fidelities up to 99 %, and provide the

first quantum setup consisting of solid-state spins where Bell’s inequality is violated.

Evidently, NV centers are serious candidates for quantum computing [130].

The main source of quantum decoherence in NV centers of type 1b diamonds are

other nitrogen impurities in the lattice. Concretely, the spin of the NV center

interacts with an electronic spin 1/2 degree of freedom of surrounding P1 centers,

which are single nitrogen defects without an adjacent vacancy [131]. Operating with

an external magnetic field of 512 G, the spin of the NV center can effectively be

described by a two state system, because the |g,mS = +1〉 state will no longer be

excited due to the Zeeman splitting. According to the authors of Ref. [131], the

interaction can then be modeled by magnetic dipole interactions, described by

Hint =
µ0~γ2

e

4π

∑
i

1

r3
i

[
~S~Ii − 3

(
~Sr̂i

)(
r̂i~Ii

)]
. (1.42)

Here, ~S is the spin operator of the NV center and ~Ii are the spins at the P1 centers,

which are located at distance ri in direction r̂i. The interaction strength is in the

order of 300 kHz to 20 MHz for typical values of ri between 2 nm and 10 nm. Ap-

parently, this Hamiltonian shows a star-like structure and already includes disorder,

which is due to the random distribution of the P1 centers in the diamond lattice.

Hence, NV centers are prime candidates for the purpose of this Thesis.
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1.5.2 Graphene Quantum Dots

A further proposal for the realization of qubits is the usage of electron spins in

semiconductor Quantum Dots (QDs) [132]. A QD confines electrons in all three

dimensions within length scales that are in the order of the Fermi wavelength of the

host material. Typical sizes range between 1 nm and 1 µm [133]. This confinement

can be achieved by means of electric gates next to a two dimensional electron gas

or with etching techniques [134]. The precise number of electrons within a QD can

be controlled by means of electric gates, where especially the difference between an

empty QD and a QD with a single electron is significantly detectable [135]. Once a

single electron is confined to a QD, its spin-1/2 degree of freedom may be identified

with a qubit. In order to conserve the quantum information of the qubit, the electron

spin needs to be isolated from its environment. There are typically two main sources

of information loss in QDs [136]. For once, the electron spin is affected by spin-orbit

coupling, which is a relativistic effect that results from the local electric fields of

the lattice atoms. Further, the electron spin is interacting directly with the nuclear

spins of surrounding nuclei of the host material via the hyperfine interaction (HI).

As for the NV centers in diamond, a two dimensional graphene QD consists only

of a small percentage of spin-carrying 13C atoms, which minimizes the amount of

spins that contribute to the loss of information via HI. Graphene QDs come in typ-

ical sizes between 5 nm and 500 nm [137, 138], resulting in ∼ 101 to ∼ 103 nuclear

spins within the QD, assuming the natural abundance of 13C isotopes of 1 %. These

numbers can be further varied for a fixed size of a QD by means of isotopic purifi-

cation or enrichment [126]. The spin orbit interaction is also particularly weak in

graphene QDs because carbon atoms are comparably small [139]. Also, according

to the authors of Ref. [140], the spin orbit interaction can be neglected for small

QDs. Therefore, electron spins in graphene QDs are possible candidates for a spin

qubit [141]. A major advantage of graphene QDs for quantum computing is the

promising scalability due to effective coupling of different qubits via the Heisen-

berg exchange interaction [142]. A schematic setup of a graphene QD is shown in

Fig. 1.8.

The quantum system consisting of the electron spin and the nuclear spins of the 13C

atoms thus shows a star-like topology, where the electron spin interacts with each
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1.5 Star-like models in experiment and theory

Figure 1.8: Schematic model of a graphene quantum dot. The number of electrons

and their positions are confined by means of electric gates. Within the quantum

dot, the wave function of the electron extends over many carbon atoms. Only a

percentage among those carry a nuclear spin (blue).

nuclear spin via an anisotropic HI, which is in graphene given by Ref. [143]

HHI = 0.6 µeV
K∑
k=1

|φ(k)|2
(
SzI

z
k −

1

2
SxI

x
k −

1

2
SyI

y
k

)
. (1.43)

Here, Sα denotes the spin α component of the electron spin and Ikα the spin α

component of the k-th nuclear spin. The z direction is orientated perpendicularly

to the graphene plane. The anisotropic interaction with a single nuclear spin also

depends on the probability |φ(k)|2 to find the electron at the k-th of K 13C atoms.

Note that the sum of all |φ(k)|2 in the above Hamiltonian does not match unity.

This is because the electron also has a finite probability to be located at an atom

without nuclear spin. If the electron is homogeneously distributed over the whole

QD consisting of L atoms, K ≈ L/100 spin-carrying 13C atoms will be relevant, each

contributing with |φ(k)|2 ∼ 1/L = 1
100K . Thus, the more atoms are present within a

QD, the weaker is the effective hyperfine coupling to a single nuclear spin. Instead,
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if a functional dependence on the distance rk between atom k and the center of

the QD of radius R is assumed, the random positions of the spin-carrying isotopes

introduce disorder in the model. For instance, in Ref. [144]

|φ(k)|2 = φ2
0 exp

[
−
(rk
R

)2
]

(1.44)

is used, which matches experimental observations [145]. Note, however, that the

normalization factor φ2
0, and thus, the typical coupling strength to a single nuclear

spin, again scales as φ2
0 ∼ 1/R2 ∼ 1/L ∼ 1/K.

The hyperfine interaction thus displays a star-like interaction between the electron

spin and the nuclear spins of a QD. Beside carbon and silicon based host materials,

where the number of nuclear spins is of order one [146], gallium arsenide QDs are

in the focus of research, too [134]. In these materials, the number of nuclear spins

that interact with the qubit easily exceeds millions, as every atom of the atomic

lattice carries a nuclear spin. However, the experimental control of spin qubits in

QDs has developed to a state of perfection at the single qubit level. It is possible to

initialize, manipulate and read-out spin qubits with a precision approaching perfec-

tion [134]. In order to increase decoherence times, the state of the nuclear spins in

the host material is tuned by means of polarization or state narrowing [147]. These

experimental advances were accompanied by theoretical understanding of the deco-

herence mechanism of the hyperfine interaction [148, 149]. Due to this advanced

knowledge from both the experimental and theoretical sides QDs are suitable for

studying quantum equilibration. It should be emphasized that QDs and NV centers

are just two examples of star-like systems, in which decoherence can be studied.

Another possible setup could be realized with Rydberg atoms [150], but any qubit

that decoheres due to star-like interaction with its environment serves in principal

as a possible application for the models analyzed in this Thesis.

1.5.3 The central spin model

In the preceding sections, experimentally relevant realizations of star-like interac-

tions were presented. As discussed, each application may differ in the details of the

interaction between spins. For instance, while the coupling of the NV center spin to

surrounding P1 centers is isotropic but decaying with the cube of the distance, hy-

perfine interactions in QDs may be anisotropic and their dependence on the distance
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1.5 Star-like models in experiment and theory

between the interacting spins may be engineered by means of the envelope function

of the electron that is stored in the QD. Yet, these models are well-described by the

Gaudin model,

HG = ~S
K∑
i=1

Ai~Ii, (1.45)

where ~S = 1/2(σx, σy, σz)
T is the central spin, that couples with strength Ai to

each spin ~Ii of the nuclear bath. This model has been studied first by Gaudin in

Ref. [151] by means of the Bethe Ansatz. The model is Bethe Ansatz integrable and

can be solved for very special initial states [152]. Due to its relevance for quantum

computation, the decoherence of the electron spin in such models is extensively

studied [153, 154]. The authors of Ref. [155] especially focus on the entanglement

entropy in extensions of the above Gaudin model. The research on the Gaudin

model has also proven to be fruitful, in terms of increasing the decoherence time in

experiments. For example, the authors of Ref. [156] demonstrate that even a small

polarization of the nuclear spins may extend coherence significantly. Impressively,

the state of qubits can be used in a feedback loop in order to continuously modify

the nuclear spin bath, which again results in an increased decoherence time [157].

While most of the research on decoherence in the Gaudin model has focused on the

influence of initial states, the authors of Ref. [148] studied the impact of the struc-

ture of Eq. (1.45). Using perturbation theory, they found that an inhomogeneous

distribution of the coupling constants Ai leads to a power-law decay of correlation

functions of the central spin at short times. An aim of this Thesis is to build on this

thought and to use methods from quantum equilibration in closed quantum systems

in order to improve the understanding of the decoherence process in star-like sys-

tems such as the Gaudin model. That is, as MBL breaks ETH, and thus, decreases

the loss of information, it is interesting to study whether a central spin model can

be brought into a phase that breaks ETH. To this end, knowledge about the whole

eigenvalue spectrum and the dynamical behavior at late times is required, and thus,

previous perturbative approaches need to be extended. A first study of the exact dy-

namics in a closed central spin model with random coupling constants Ai has already

found ultralong spin decoherence times by means of (numerical) exact diagonaliza-

tion [144]. These first ideas were then put into a more mathematical framework

by means of a quantum equilibration theory of isolated quantum systems [158]. In

this work we have studied how well the state of the isolated quantum system is

distinguishable from its infinite time average while the system evolves under unitary
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time evolution. One important result of this work is, that the effective dimension

deff, as introduced in Eq. (1.29), plays an important role in the process of evolving

towards an equilibrium. In fact, the results of our work have been, amongst others,

subsequently analyzed in a broader theory of typical quantum thermalization [81].

Now, in order to connect the Gaudin model with the framework of MBL, it is use-

ful to first introduce a concept of locality. To this end, the RFHC of Eq. (1.40) is

extended by a central spin, which couples with the homogeneous Gaudin coupling

of Eq. (1.45). This yields the central spin model (CSM)

HCSM =

K∑
i=1

(
J~Ii~Ii+1 +BiI

z
i

)
+
A

K

K∑
i=1

~S~Ii, (1.46)

where J is the coupling strength between two adjacent spins of the Heisenberg chain,

Bi ∈ [−W,W ] are random magnetic fields that introduce disorder of strength W ,

and A/K is the homogenous coupling between the central spin ~S and the chain spins

~Ii. The star-like nature of the CSM is illustrated in Fig. 1.9 for convenience. The

form of the individual terms should be briefly motivated. Equation (1.46) obeys

isotropic couplings between spins, in order to be able to compare results with the

RFHC, which is well-understood in context of MBL [83]. Random magnetic fields

are not only important for the study of MBL, but also motivated by random local

magnetic fields in QDs, whose effect is also often taken into account in decoherence

dynamics [159]. A homogenous coupling of the chain spins to the central spin repre-

sents a flat envelope function of the electron wave function in a quantum dot, which

also leads to the rescaling of the effective coupling strength of a single chain spin as

∼ 1/K, as discussed in the previous section. The coupling between adjacent chain

spins J destroys the purely star-like interaction, but enables referring to distances

between chain spins. Although from the topological point of view the largest dis-

tance between two spins is 2, as the central spin connects all other spins, an on-ring

distance can still be defined. This concept will work especially well in the limit of

a weak coupling constant A, as shown below. Then, features of localization can be

compared to the bare RFHC especially well. However, certain effects that are found

in the CSM arise from the pure star-like topology in combination with disorder.

At this stage, the basics of MBL have been introduced and the relevance of MBL

features for the decoherence dynamic of star-like quantum systems has been moti-

vated. Before the MBL signatures of the CSM are in fact studied, it is worthwhile

to first understand the CSM in the limit of zero interactions, i.e. to search for AL.
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1.5 Star-like models in experiment and theory

Figure 1.9: Illustration of the central spin model.

The properties of the noninteracting version of the CSM, which are examined in the

next chapter, will then be used to understand the more complicated CSM.
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2 The disordered Fano-Anderson model

Within this chapter, a noninteracting version of the CSM described by the Hamil-

tonian (see Eq. (1.46))

HCSM =
K∑
i=1

(
J~Ii~Ii+1 +BiI

z
i

)
+
A

K

K∑
i=1

~S~Ii, (2.1)

is probed for localization features. Firstly, it is defined what ‘noninteracting’ means

in the context of a star-like spin system. To this end, the Jordan-Wigner transfor-

mation is employed, which identifies a star-like system of free fermions. This free

fermion model is exactly solvable and known in the literature as the Fano-Anderson

model. However, due to the disorder in the local potentials and, as a consequence,

in the eigenvalues, typical Green function methods and a self-consistent perturba-

tion theory are failing to solve the generalized problem. The reduced applicability of

these methods is discussed and a new method based on time-dependent perturbation

theory is introduced. In fact, this approach assumes that the main features of the

model may be understood by three sites only. The results of this three site model

well-describe the numerically gained observations, but more importantly, they ex-

plain a novel logarithmic transport process through the central site in the presence

of disorder. Hence, the noninteracting model in fact generates logarithmic entan-

glement growth, which is, unlike in MBL systems, due to a logarithmic motion of

single particles from one bipartition to another. Examining further typical localiza-

tion properties suggests that the noninteracting central site model is neither fully

(Anderson) localized nor extended. Instead, strong evidence for a critical phase is

found, such as multifracal wave functions and an eigenvalue statistics that is in be-

tween a Poisson and a Wigner-Dyson distribution for all values of coupling constants

to the central site. As a first step to these results, the next section discusses how

the CSM is related to a model of free fermions.

2.1 The Jordan Wigner Transformation

As discussed in the introduction about MBL, many theoretical works on localization

focus on spin systems, e.g. the disordered XXZ spin chain [83]

HXXZ =
J⊥
2

∑
i

(
I−i I

+
i+1 + I+

i I
−
i+1

)
+ J‖

∑
i

Izi I
z
i+1 +

∑
i

BiI
z
i , (2.2)
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2.1 The Jordan Wigner Transformation

where Iαi are the spin operators of the i-th spin and Bi random local magnetic fields.

Experimental works, instead, also oftentimes employ bosonic or fermionic degrees of

freedom, for instance in cold atom experiments [89]. In this section it is discussed

how spin 1/2 degrees of freedom can be mapped onto spinless fermionic particles.

Moreover, the central spin model will be projected onto a model describing free

fermions.

In 1928 Jordan and Wigner [160] showed that a one-dimensional spin chain can be

mapped onto a one-dimensional fermionic model. The correspondence seems obvious

on first sight, as both degrees of freedom are described within C2, i.e. {‘up’, ‘down’}
in the spin case and {‘occupied’, ‘empty’} in the fermionic case. However, the diffi-

culty is to maintain the commutation relations between different degrees of freedom.

That is, while different spins commute, [Sak , S
b
l ] = iδklεabcSc, fermionic creation and

annihilation operators anticommute, {fk, f †l } = δkl. Jordan and Wigner [160] found

that the mapping works if

Szj = f †j fj −
1

2

S−j = fje
−iϕj (2.3)

ϕj = π
∑
l<j

f †l fl,

where ϕj is the so called Wigner string. The Wigner string acts as a phase, but is

still an operator. It counts the occupied sites left from position j, and doing so, it

guarantees the commutation relations, e.g. [fje
−iϕj , f †ke

iϕk ] = 0 for j 6= k.

Lieb et al. used this Jordan Wigner transformation (JWT) to map the XXZ spin

chain onto hopping fermions [161]. That is, the above Hamiltonian HXXZ transforms

to

HXXZ =
J⊥
2

∑
i

(
f †i fj+1 + f †j+1fj

)
+ J‖

∑
i

(ni+1ni − ni) +
∑
i

Bif
†
i fi, (2.4)

where ni = f †i fi is the number operator and the constant terms J‖
∑

i
1
4 and

∑
i−

1
2Bi

are dropped. It is worthwhile to note, that if J‖ = 0 (which corresponds to an XX

spin chain), the JWT maps spins onto noninteracting spinless fermions. In the above

transformation of HXXZ, all Jordan Wigner strings ϕi cancel each other, such that

the mapping between spins and fermions is perfect. This is achieved by labeling the
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2 The disordered Fano-Anderson model

spins and fermions in an ascending or descending order along the one-dimensional

chain. In two dimensions, no Jordan Wigner string has been found for which all

phases cancel out, such that the JWT cannot be used to transform a two dimensional

spin system.

Now the JWT is applied on the purely star-like part of the CSM presented in

Eq. (2.1). Aiming to obtain a noninteracting version of the CSM, the SzIz cou-

pling is neglected in this chapter. Thus, applying the substitution rules of Eq. (2.3)

yields

Hstar =
A

2K

K∑
i=1

(
f †0fie

−iϕi + h.c.
)

+

K∑
i=1

Bif
†
i fi, (2.5)

where f0 is the annihilation operator of the central site. Here, the Jordan Wigner

strings ϕi = π
∑i−1

j=0 nj do not vanish at values of i ∈ O, where an odd number of

particles is in the string. However, it is easy to see that they neither modify the

eigenvalues nor the structure of the eigenstates of Hstar. Expressing Hstar = H0 +D,

where H0 is the star-like coupling consisting of Jordan Wigner strings and D is the

diagonal term that describes the potentials Bi, the phases ϕi change the sign of the

i-th rows and columns in a matrix representation of Hstar. This effect can also be

achieved by the diagonal real unitary matrix S, with

Sii =

−1 for i ∈ O

1 otherwise
. (2.6)

As S is diagonal and commutes with D, the eigenvalue equation can be rewritten

as

V (H0 +D − λ1)V −1 = 0 (2.7)

V S(H̃0 +D − λ1)S−1V −1 = 0 (2.8)

where H̃0 is H0 without the Jordan Wigner strings and V is a unitary matrix that

diagonalizes Hstar. Hence, while the eigenvalues of Hstar are not affected by the

Jordan Wigner phases, its eigenstates change only by signs but not in terms of their

individual local structure. Consequently, neglecting the Jordan Wigner string does

not affect localization properties such as eigenvalue statistics or area laws. In the

next section it is shown, that the variant without Jordan Wigner strings is very close
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2.2 Introducing disorder into the Fano-Anderson model

to a model that is well-known in the literature, the so called Fano-Anderson model.

Therefore, all phases arising from the JWT will henceforth be neglected.

2.2 Introducing disorder into the Fano-Anderson model

Back in 1961, both Fano and Anderson introduced the nowadays called Fano-

Anderson model (FAM), in which an impurity is coupled to a continuum [162, 163].

It is represented by the Hamiltonian

HFAM =
∑
k

εkf
†
kfk +

∑
k

Ak(f
†
kc+ c†fk), (2.9)

in which fk and c are fermionic annihilation operators of the mode k in the continuum

or at the impurity c. The modes in the continuum have energies εk and are coupled to

the impurity with an individual interaction strength Ak. While Anderson used this

model to describe magnetic impurities in solid states and Fano to derive the spectra

of atoms, this model also mimics the noninteracting central site model discussed in

the previous section.

As the model allows different coupling constants Ak to every site k, HFAM also

covers a central site model, where the ring continuum sites couple to each other, for

instance by a nearest neighbor hopping term. This can be seen by

HFAM =
∑
i

hif
†
i fi + t

∑
i

(f †i fi+1 + f †i+1fi) +A
∑
i

(f †i c+ c†fi) (2.10)

=
∑
k

εkf̃
†
k f̃k +

∑
k

Ak(f̃
†
kc+ c†f̃k), (2.11)

where f̃k =
∑

i Ukifi diagonalizes the first two terms. Hence, it is apparent to make

use of previously found results of the FAM in order to find localization features in

the noninteracting central site model.
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The FAM can be diagonalized by the transformation [162, 163, 164]

c =
∑
k

νkαk (2.12)

fk =
∑
k′

ηk,k′αk′ . (2.13)

Solving the FAM thus requires to find the values νk and ηk,k′ . The result, as demon-

strated for instance in Ref. [164], is

ηk,k′ = − Akνk′

εk − εk′
+ δkk′AkνkZk, (2.14)

ν2
k =

1

Z2
k + (2π/δ)2

, (2.15)

Zk =
1

A2
k

εk −∑
k′ 6=k

A2
k′

εk − εk′

 , (2.16)

where δ is the mean level spacing between adjacent energies εk+1 − εk of the con-

tinuum. In order to make statements about observable quantities, one now has to

evaluate the involved sums. To give an analytical expression, an infinite system is

assumed, such that the sums can be replaced by integrals [162, 163, 164]. However,

the value of the sum
∑

k′(εk − εk′)−1 clearly depends on how the energies εk are

distributed. In fact, in Ref. [162] it is assumed that the energies are nondegenerate.

Likewise, in Ref. [164] it is assumed that the coupling to the single impurity does not

significantly change the energies inside the continuum, which is also only true if the

gaps between its energies are larger than the couplings Ak. In this Thesis, however,

localization properties are studied. Therefore, Poisson-distributed eigenvalues must

not be excluded as an initial assumption. In fact, disorder will be introduced by

randomly distributed values of the potentials hi ∈ [−W,W ]. The model then de-

scribes an impurity coupled to a disordered, Anderson localized continuum. Thus,

the typically considered assumptions on the eigenvalues, and therefore, the above

presented solution of the FAM cannot be used. In fact, below it is shown that the

integrals that correspond to solutions of the FAM may lead to wrong statements.

Due to this reason, the FAM should be discriminated from its disordered version.

The Hamiltonian of the disordered Fano-Anderson model (DFAM), which resembles
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2.3 Statistics of eigenvalues

a noninteracting version of the CSM, is given by

HDFAM =
L∑
i=1

hif
†
i fi +

L∑
i=1

(f †i fi+1 + f †i+1fi) +
m√
L

L∑
i=1

(f †i c+ c†fi), (2.17)

where hi ∈ [−W,W ] are uncorrelated random numbers, W describes the disorder

strength, and t = 1. The coupling strength m/
√
L to the central site is renormalized

by the number of sites within the continuum. Note that the coupling to the central

spin in the interacting version, e.g. see Eq. (2.1), is rescaled by 1/L. The choice

m/
√
L is motivated in the following way. In the DFAM the single-particle physics of

the CSM is studied. Hence, in order to produce similar features as O(L) particles in

the interacting CSM, the coupling to the central cite needs to be weakened in a single

particle picture. The details of both scaling behaviors and their connection through

interactions will be discussed at a given stage, where the results of the interacting

model will be compared to the noninteracting DFAM.

2.3 Statistics of eigenvalues

The DFAM introduced in the last section is a natural extension of the FAM for

disordered and hence localized systems. As the impurity is coupled to each site of

the localized chain, it is a nontrivial question whether the original AL in the chain

is destroyed by the impurity. To gain first insights, the single-particle eigenvalues

and the resulting distribution of the gaps between them are studied.

In the absence of the central site, m = 0, the eigenvalues of the AL chain are Poisson-

distributed and uncorrelated to each other. For finite values of m, eigenvalues that

are energetically close to the potential of the central site, i.e. zero, repel each other.

In particular, an eigenstate |Ei〉 of the uncoupled (m = 0) Hamiltonian with energy

Ei will acquire a correction

∆Ei =
m2

L

1

Ei
+
∑
j 6=i

m4

L2

1

E2
i (Ei − Ej)

+O
(
m6

L3

)
, (2.18)
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2 The disordered Fano-Anderson model

within fourth order perturbation theory. Note that the first term, corresponding

to a second order process, does not repel adjacent energies but shifts both by the

approximately same amount. The second term of Eq. (2.18), instead, shifts two

energies Ei, Ej away from each other by the same amount ∆Ẽij , such that level

repulsion establishes. In particular, the average repulsive correction to adjacent

energies Ei, Ei+1 is given by

∆Ẽi,i+1 =
m4

LE2
i 2W

(2.19)

where the mean level spacing δ := 〈Ei+1 − Ei〉i = 2W/L is used. Let ε∗ be the

energy, at which the repulsive correction equals the mean level spacing δ = 2W/L,

and consequently, a Poisson distribution must be absent. Then, the repulsive cor-

rection for all eigenvalues ε of the full Hamiltonian with |ε| > ε∗ = m2/2W is small

compared to the mean level spacing. Vice versa, the eigenvalues within the interval

I∗ = [−ε∗, ε∗] are affected by the level repulsion sufficiently strong in order to break

an initial Poisson distribution. For ε∗ ∼ W , i.e. m & W , the whole eigenvalue

spectrum, which ranges approximately from −W to W in the absence of the central

site, is expected to be exposed to level repulsion. Thus, for m & W localization

cannot prevail.

Fig. 2.1 shows numerically gained data in order to visualize the above discussion.

At weak coupling m � W , the region of levels repelling each other, shown in red

color, is negligible and Poisson statistics dominates the spectrum. As the coupling

to the central site grows, so does the interval I∗ of level repulsion until it covers the

whole spectrum. Although level repulsion occurs in the whole eigenvalue spectrum

for m &W , the corresponding statistics is not found to fit the GOE statistics, which

would mimic an ergodic phase. Concretely, the probability P (s) of finding a gap

si = (εi+1−εi)/δ between two adjacent eigenvalues vanishes only exponentially with

increasing s and not Gaussian-like, as expected for GOE statistics, c.f. Fig. 2.2.

Note however, that gaps with size s � 1 are much more likely in localized systems

than in delocalized ones. The coupling to the central site repels almost-degenerate

eigenvalues, but leaves the big gaps with s � 1 almost untouched. In fact, in

order to obtain a GOE ensemble, the mixing eigenvalues would need to attract

each other in order to sufficiently reduce the probability of big gaps s � 1. The

exponential tail of P (s) is therefore a remaining signature of the localized phase for

s � 1. This so called level rigidity has been observed before in systems where the

level statistics right at the Anderson transition between metals and insulators has
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2.3 Statistics of eigenvalues

Figure 2.1: Energy resolved distribution of eigenvalues εi for different cou-

pling strengths m. The color quantifies the disorder-averaged value of r =

min(gi, gi+1))/max(gi, gi+1), where gi = εi+1− εi is the gap between adjacent eigen-

values at energy E for fixed m. The interval [−ε∗, ε∗], in which the eigenvalues

repel each other, growths with increasing m. The data, generated at L = 211 and

W = 10, ranges from 〈r〉 = 0.38 (Poisson distribution) to values that exceed 0.53,

which would be typical for the GOE. Figure adapted with permission from Ref. [165].

© 2017 American Physical Society.

been studied [166, 167, 168]. The asymmetric spreading of level repulsion, shown

in Fig. 2.1, shall briefly be addressed. A robustly symmetric spectrum would be

ensured by a unitary operator V fulfilling V HV † = −H. For the second term of

Eq. (2.17), which corresponds to a tight-binding model, this could be realized in

several ways, for example by means of a translation in momentum space k → k+ π,

where the ground state is mapped onto the highest exited state. However, the central

site merely couples to the k = 0 mode in this momentum space, ck=0 = 1/
√
L
∑

i ci,

which is the highest excited eigenstate in the second term of Eq. (2.17). Thus, any

unitary operator V that negates this term cannot negate the coupling to the central

site, and vice versa. This asymmetric coupling to the central site in momentum

space is smeared out due to the disordered potentials, yielding asymmetry within

the entire spectrum of Fig. 2.1 rather than only between the highest exited state
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2 The disordered Fano-Anderson model

Figure 2.2: Critical level distribution in the DFAM. The distribution of gaps s =

(εi+1 − εi)/δ between adjacent eigenvalues is shown for different values of coupling

constant m at L = 211 and W = 10. While for small m � W an exponential

distribution is recovered, corresponding to Poisson-distributed eigenvalues, small

gaps s � 1 are suppressed at m & W where level repulsion is present. However,

for all values of m exponential tails of P (s) for s� 1 are observed, which disagrees

with the GOE ensemble (dashed line) and hence with a completely delocalized phase.

Figure adapted with permission from Ref. [165]. © 2017 American Physical Society.

and the ground state. In fact, numerical data shows that the shape of Fig. 2.1 is

mirrored at E = 0 if the sign of the nearest neighbor coupling is changed.

Both figures, Fig. 2.1 and Fig. 2.2, illustrate the different distributions of small

energy gaps s � δ at m � W and m & W . For m � W , where the Poisson

distribution dominates, the exact solutions of the FAM shown in Eqs. (2.14) - (2.16)

cannot be employed in a straightforward way, because the therein contained sums

cannot directly be converted to a Riemann integral. Interestingly, as shown below,

for m & W , where localization by means of eigenvalue statistics breaks down, the

assumptions of the FAM are fulfilled again and its solutions may be applied. How-

ever, for m�W , a new method for finding analytical results needs to be developed.

In the next section, this problem is tackled by perturbation theory, which yields an
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2.4 The three site model

effective toy-model.

2.4 The three site model

In the last section it was shown that the disordered potentials hi on the lattice sites

of the DFAM also lead to disordered, in fact, Poisson-distributed, eigenvalues, if

the coupling to the central site is sufficiently small. While the FAM excludes the

effect of almost degenerate eigenvalues, degenerate or almost degenerate potentials

hi and hf are crucial for the physics of the DFAM. This is because for arbitrarily low

coupling constants m � W , there exist two sites i and f for which their potential

mismatch ∆h = hi − hf may be smaller than their effective coupling through the

central site, such that a resonant tunneling through the central site is established.

This can be illustrated by means of perturbation theory in small coupling constants

to the central site. There, an eigenstate |Ei〉 of HDFAM at m = 0 is up to second

order modified by∣∣∣Ẽi〉 =

(
1− 1

2

m2

LE2
i

)
|Ei〉+

∑
j 6=i

m2

L(Ei − Ej)Ei
|Ej〉 (2.20)

+

(
m√
LEi

+
m2

LE2
i

)
|c〉+O

(
m3

√
L

3

)
, (2.21)

where |c〉 is the central site. The effective coupling between two eigenstates of the

ring, i.e. of the DFAM without central site, is thus given by

〈
Ẽi

∣∣∣(∑
l

El |El〉 〈El|

)∣∣∣Ẽj〉 =
m2(E2

i + E2
j )

LEiEj(Ei − Ej)
≈ 2m2

L(Ei − Ej)
, (2.22)

where the last approximation holds for close energies Ei ≈ Ej . In an extended phase,

eigenvalues repel each other and mini,j |Ei − Ej | ∼ 2W/L is a good approximation,

such that the effective coupling constant between eigenstates is at most m2/W .

However, if the model shows AL in the absence of the central site, the eigenvalues Ei

follow a Poisson distribution, and hence, energy gaps ∆E = |Ei − Ej | can become

much smaller. In App. A.1 it is shown that 〈minij |Ei − Ej |〉 ∼ 2W
L2 . Thus, the

effective coupling constant between the two most resonant Anderson eigenstates

scales as ∼ m2

W L and diverges in the thermodynamic limit L → ∞, which suggests
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2 The disordered Fano-Anderson model

Figure 2.3: Scheme of the three site model used to approximate the DFAM analyt-

ically. A free fermion is placed on an initial site |i〉 of potential hi. In a second order

process, it can tunnel through the central site into a final site of energy hf . After

solving the equations of motion, the behavior of the whole ring of sites is mimiced by

integrating the potential hf over the interval [−W,W ]. Doing so, almost degenerate

potentials |hi − hf | � m2/Lhi can be treated, unlike in the FAM. Figure adapted

with permission from Ref. [165]. © 2017 American Physical Society.

that the above performed perturbation theory collapses. Then, a more sophisticated

perturbation theory will need to be employed. However, this naive calculation shows

that one can expect resonant tunneling between distant sites through the central site

if the potentials, and thus, the energies of the ring, are disordered.

Eventually dynamical properties of the DFAM are sought. To this end, it is instruc-

tive to study how a particle, initially placed at site i, moves through the central site

c onto a final site f . This dynamics can be efficiently calculated by means of a three

site model, see Fig. 2.3. In there, only processes up to m2/L are considered, which

only enables an exchange of particles on the direct path i→ c→ f between initial,

central, and final site. This three site model is motivated by the fact that transport

along the disordered chain is exponentially suppressed due to AL. Furthermore, pro-

cesses of higher order in m, like i → c → a → c → f are already proportional to
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2.4 The three site model

m4/L2. The full DFAM Hamiltonian can be separated into

HDFAM =

(
h1f

†
1f1 +

m√
L

(f †1c+ c†f1) +
∑
n>1

hnf
†
nfn︸ ︷︷ ︸

H0

)
+

m√
L

(∑
n>1

f †nc+ c†fn︸ ︷︷ ︸
V

)
,

(2.23)

where H0 contains all potentials and the coupling to the initial site i = 1. It is

possible to diagonalize H0 using a new set of operators {bn}. Then,

H0 = λ+b
†
0b0 + λ−b

†
1b1 +

∑
n>1

hnb
†
nbn, (2.24)

where λ± = h1
2 ±

√
m2

L +
h21
4 . The initial state may be expressed as

|ψ(t = 0)〉 = f †1 | 〉 =

√
L

m

(
n+λ+b

†
0 + n−λ−b

†
1

)
| 〉 , (2.25)

where | 〉 is the empty vacuum state and n± = 1/
√

1 + λ2
±L/m

2. The perturbation

V transforms to

V = n−
∑
n>1

(
f †nf1 + f †1fn

)
+ n+

∑
n>1

(
f †nf0 + f †0fn

)
(2.26)

The quantity of interest is the probability |〈n|ψ(t)〉|2 to find the excitation on another

site n > 1 at a given time t. To this end, the ansatz

|ψ(t)〉 =
∑
n

ϕn(t) exp(−ihnt) |ϕn〉 (2.27)

is useful, where |ϕn〉 = b†n | 〉 are the single-particle eigenstates of H0. Inserting this

equation into the Schrödinger equation, this yields

i
d

dt
ϕn(t) =

∑
k

ei(hn−hk)tVnkϕk(t), (2.28)

in which Vnk = 〈ϕn|V |ϕk〉 and the potentials h0 = λ+, h1 = λ−. In order to proceed,
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2 The disordered Fano-Anderson model

the exact solutions of the system of differential equations are expanded by

ϕn(t) = ϕ(0)
n (t) +

m√
L
ϕ(1)
n (t) +

(
m√
L

)2

ϕ(2)
n (t) + . . . , (2.29)

for which one finds the recursive solutions

i
d

dt
ϕ(r)
n (t) =


∑
k

ei(hn−hk)tVnkϕ
(r−1)
k (t) r ≥ 1

0 r = 0

(2.30)

Using the initial condition, Eq. (2.25), yields ϕ
(0)
0 (t = 0) = n+λ+

√
L/m, ϕ

(0)
1 (t =

0) = n−λ−
√
L/m and ϕ

(0)
n (t = 0) = 0 for all n > 1. The two next higher orders of

solutions for n > 1 then imply

i
d

dt
ϕ(1)
n (t) =

√
L

m

(
λ+n

2
+e

i(hn−λ+)t + λ−n
2
−e

i(hn−λ−)t
)
, (2.31)

i
d

dt
ϕ(2)
n (t) =

∑
k∈{0,1}

ei(hn−hk)tVnk ϕ
(1)
k (t)︸ ︷︷ ︸
=0

= 0. (2.32)

The time dependent probability that the fermion left its initial site and arrived at a

site n then yields

nh1(t, hn) = (2.33)

= |〈ϕn|ψ(t)〉|2 (2.34)

≈
∣∣∣∣ϕ(0)
n +

m√
L
ϕ(1)
n (t) +

m2

L
ϕ(2)
n

∣∣∣∣2 (2.35)

=
n4

+λ
2
+{1− cos[(hn − λ+)t]}

(hn − λ+)2
+
n4
−λ

2
−{1− cos[(hn − λ−)t)]}

(hn − λ−)2
(2.36)

+
2n2
−n

2
+λ−λ+{1− cos[(hn − λ+)t]− cos[(hn − λ−)t] + cos[(λ− − λ+)t]}

(hn − λ+)(hn − λ−)

With this result at hand, the total probability that the particle left its initial site is

obtainable by averaging over the possible potentials hn. The result is

nh1(t) =
L

2W

∫ W

−W
dh nh1(t, h) ≈ L

2W

4m4π

L2∆3
(t∆− sin(t∆)) , (2.37)
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2.4 The three site model

Figure 2.4: The probability nh1(t), that a particle, initially placed at a site with

potential h1, left its site and is located at another ring site has different behavior

depending on the value of h1. Upon increasing h1 ∈ {0.4, 0.8, 1.6, 3.2, 6.4} from top

to bottom, the timescale in which the performed approximations are valid increases,

while the saturation value decreases. The numerical data is generated for W =

10,m = 1, and L = 28 and the solid lines represent the analytical result of the three

site model. Figure adapted with permission from Ref. [165]. © 2017 American

Physical Society.

where ∆ = 2
√
m2/L+ h2

1/4 is the level splitting. In order to solve the integral, a

principal value integral needs to be employed. Further, its boundaries were extended

to infinity, which is a good approximation as nh1(t, hn) ∼ 1/hn for hn �W .

Comparing the analytical results with numerically gained data in Fig. 2.4 shows that

the three site model describes the DFAM surprisingly well. With the above time

dependent perturbation theory the initial cubic and the intermediate linear growth

of nh1(t) is predicted. In order to find an analytical expression for its saturation

value, a time independent approach is employed rather than including more orders.

But before doing so, it should be stressed that the linear and cubic growth of nh1(t)

can also be found by using the exact solutions of the FAM of Sec. 2.2. Employing
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2 The disordered Fano-Anderson model

Eqs. (2.14)-(2.16), this yields

nFAM
h1 =

∑
n>1

|η1,n|2 =
∑
n>1

1

(h1 − hn)2

1

Z2
n + (2π/δ)2

(2.38)

=
1

δ

∫
dE

1

(E − h1)2

m4/L2

[E − Σ(E)]2 + (πm2/W )2
, (2.39)

where Σ(E) = m2

W arctanh E
W for |E| < W . In order to extract the dependence

on time, the sum is limited to states that correspond to an energy difference ω =

|h1 − hn| ≥ 1/t. This implies

nFAM
h1 (t) =

2

δ

∫ ∞
1/t

dω
1

ω2

m4/L2

[ω − h1 − Σ(ω − h1)]2 + (πm2/W )2
. (2.40)

The integral can be approximated by

nFAM
h1 (t) ∼


1
3
m4

LW t3 t� 1/h1

m4

WL
t
h21

1/h1 < t < W/m2 ∼ 1/ε∗

m4

W 2
1
h21

t = 1/δ

, (2.41)

where t = 1/δ corresponds to infinite times in a system with level repulsion. As

level repulsion is negligible for m � W (see Sec. 2.3), and the is integral derived

under the assumption that level repulsion is present (in fact, it diverges for t →
∞ i.e. ω → 0), it is not surprising that the scaling of the saturation value does

not agree with the numerically obtained data, cf. Fig. 2.4. Yet it is instructive

that the integral gives the correct scaling of nh1(t) at small times. This is because

at small times, only the largest energy differences within the eigenvalue spectra

dominate the time dependency. These frequencies, however, contain no information

on whether adjacent eigenvalues are Poisson-distributed or not, and hence, providing

no information about localization.

The correct scaling of the saturation value of nh1 can again be derived with the

introduced three site model. The saturation value of nh1(t) is defined by

n̄h1 = lim
T→∞

1

T

∫ T

0
dt nh1(t), (2.42)
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2.5 Logarithmic entanglement growth in the DFAM

which would be equal to limt→∞ nh1(t) if this limit existed. As the three site model

is a finite system, there exists a Poincaré time tP at which the system repeats its

whole time evolution. Therefore, the limit t→∞ does not exist in the mathematical

sense. However, the limit in Eq. (2.42) always exists and describes the quantity of

interest. In a simple two state problem with energy gap ∆if and coupling constant

A, the time-averaged probability to find an excitation outside its initial position is

given by P if = 2A2/(∆2
if + 4A2). Within the three site model one thus obtains

n̄h1(hn) = |〈ϕ0|ψ(t = 0)〉|2 Pϕ0n + |〈ϕ1|ψ(t = 0)〉|2 Pϕ1,n (2.43)

=
λ2

+n
2
+

m2/L

2n2
+m

2/L

(λ+ − hn)2 + 4n2
+m

2/L
+
λ2
−n

2
−

m2/L

2n2
−m

2/L

(λ− − hn)2 + 4n2
−m

2/L
. (2.44)

Again all contributing finial sites are summed over, which yields

n̄h1 =
L

2W

∫ W

−W
dh n̄h1(h) =

L

2W

π

m/
√
L

[
λ2

+n
3
+ + λ2

−n
3
−
] m√

L
�h1
=

m2π

2Wh1
. (2.45)

This expression fits to the observed scaling in the numerical model, cf. Fig. 2.4.

With the saturation value of nh1(t), enough insight into the DFAM has been gained

to study further properties like the structure of eigenstates and their entanglement

entropy, which are addressed in Sec 2.6 and Sec. 2.7 below. Before, the next section

discusses how the just derived transport features lead to the intriguing phenomenon

of logarithmic growth of entanglement entropy (LGEE) within the DFAM.

2.5 Logarithmic entanglement growth in the DFAM

In the last section, time-dependent perturbation theory was employed in order to

calculate how a single particle, placed at a lattice site with potential h1, moves

through the system. This section aims to quantify the transport of information. To

this end, the time evolution of the entanglement entropy SA(t) is considered, which

is frequently analyzed to identify the localization transition [169, 83, 170]. Using an

equal size bipartition of the Hilbert space H = HA⊗HB in real space, the informa-

tion, i.e. quantum correlations, between them is given by the von Neumann entropy

SA(t) = −tr [ρA ln ρA] of the reduced density matrix ρA = trB [|ψ(t)〉 〈ψ(t)|] inside

one of the two bipartitions. The evolution of SA(t) provides then a direct measure
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2 The disordered Fano-Anderson model

of how information spreads throughout the system. In noninteracting models of free

fermions like the DFAM, information can only spread if particles move. Therefore,

SA(t) relates to the number of particles that have moved from the bipartition A to-

wards B and vice versa. Further, for systems of free fermions it is useful to describe

a quantum state not with a vector |ψ(t)〉 ∈ H = C2L, but rather by the correlation

matrix

Cij(t) =
〈
ψ(t)

∣∣∣f †i fj∣∣∣ψ(t)
〉
, (2.46)

where fi is an annihilation operator on site i, and thus, C is a correlation matrix

of size L × L only. Yet, the matrix C contains all information about the full state

|ψ(t)〉, because according to Wick’s theorem, any correlation function splits for free

fermions into products of two-point correlation functions Cij , see App. A.2. Hence,

also the entanglement entropy is expressible by means of C [171, 172], where the

relation is

SA(t) = −tr [CA lnCA + (1− CA) ln(1− CA)] , (2.47)

and CA is the block of Cij where i and j are in the same bipartition A, e.g. the

bipartition where the single particle starts. See App. A.2 for a derivation of this

relationship. If the initial state contains multiple fermions, the number of fermions

that change the bipartition is additive, as the DFAM is noninteracting. In fact, also

the correlation functions C and CA are then additive, see App. A.3. Hence, it is

instructive to consider only one particle in the model. But then, if pure states are

considered, the matrix C has only one nonzero eigenvalue, which is one. Thus, C

has rank one, and hence, all its possible blocks CA can have a maximum rank of

one. Consequently, each matrix CA has at most one nonzero eigenvalue λ, which is

not necessarily one but instead λ = tr [CA] = nA(t), where nA(t) is the probability

that the particle is present in the bipartition A at time t. The entanglement entropy

thus simplifies to

S(t) = −nA(t) lnnA(t)− (1− nA(t)) ln(1− nA(t)). (2.48)

In the previous section, the motion of a single particle, starting at an initial site of

fixed potential h has been studied. A linear time dependence of the probability to

leave its initial site has been found before saturation sets in. However, it is crucial

that, depending on this potential h, the saturation value and the saturation time
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change according to

nh(t) ≈

2m4

WL

(
t
h2

) √
6
h ≤ t ≤

hL
4m2

πm2

2W

(
1
h

)
t & Lh

4m2

, (2.49)

cf. Eq. (2.37) and Eq. (2.45). At a given time t, particles with initial potential

h ≤ ht = 4m2t/L have saturated their dynamics. Averaging the contributions of all

possible initial sites, this yields the probability that a particle saturated its dynamics

outside its initial site

nA(t) =
1

2W

∫ ht

−ht
dh

πm2

2Wh
=
πm2

4W 2
ln

(
4m2

L
t

)
+ . . . , (2.50)

where ellipses denote time independent terms. Hence, although for each individual

particle the transport shows a linear time dependence before saturation takes place,

the average motion occurs logarithmic in time. Hereby the average can be performed

over an ensemble of particles of the same disorder ensemble or over one particle in

an ensemble of disorder potentials. Mathematically, this logarithmic dependence

emerges from the summation over all possible energies of initial sites, which trans-

lates into the integral of 1/h over h with limits set by time. As a result, also the

entanglement entropy

SA(t) = −nA(t) lnnA(t)− (1− nA(t)) ln(1− nA(t)) (2.51)

is expected to grow logarithmically in time for m�W and intermediate time scales.

The logarithmic growth of both the entanglement entropy SA(t) and the number of

particles nA(t) that changed the bipartition is verified numerically, as shown in

Fig. 2.5.

The feature of logarithmic entanglement growth has so far been associated to MBL

phases where information spreads between the particles, see Sec. 1.3. The logarith-

mic growth together with a saturation value that scales linearly with system size has

never been observed in a system without MBL before. For instance, in Ref. [173]

a logarithmic growth has been identified with a fine-tuned parameter in the Hamil-

tonian, but yet, the saturation value of the entanglement entropy is not extensive,

which would be typical for MBL systems. In the DFAM, also the linear scaling
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2 The disordered Fano-Anderson model

Figure 2.5: Entanglemenet growth of the initial product state |0101 . . . 01〉. Upon

changing the value of m, an Anderson insulating behavior for m = 0, a regime of

logarithmic entanglement growth and a linear growth for m & W is observed. The

data is for L = 512 ring sites, disorder strength W = 10 and coupling strength

m = 0 (green), m = 1 (blue), and m = 10 (red). The inset shows the logarithmic

motion of particles for m = 1 and the result of the analytical prediction in the text.

Figure adapted with permission from Ref. [165]. © 2017 American Physical Society.

with system size is present: In the previous section the saturation value n̄h = πm2

2Wh1

for a single particle has been derived. For L/2 free particles, the saturation value

S̄A(t) of their joint contribution is expected to scale with L. Note however, that the

entanglement entropy is not additive for free fermions, see below. The conjecture

S̄A ∼ L is confirmed in Fig. 2.6.

Increasing the coupling constant to values m & W , the DFAM shows a linear time

dependence of SA(t), see Fig. 2.5, which is typical for systems with level repul-

sion [169, 61]. One can readily understand this behavior with the previously defined

quantities. At m &W , the energy scale ε∗, which defines the interval of level repul-

sion, becomes of the order of the bandwidth W . Level repulsion is then present for

all energy states of the Hamiltonian. The saturation time in such a regime becomes

simply the inverse level spacing tsat = 1/δ = L/2W . Inserting this into the first line
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2.5 Logarithmic entanglement growth in the DFAM

Figure 2.6: Saturation value of the entanglement entropy S̄ for different system

sizes L and coupling strengths m ∈ {0, 0.25, 1, 5, 20} (bottom to top) and W = 10.

For all m > 0 values S̄ ∼ L are found for L → ∞. The blue line fits the data for

m = 1 and is given by S̄ = 0.007L. This feature, together with the logarithmic in

time growth of S(t), see Fig. 2.5, has never been observed before in a noninteracting

system. Figure adapted with permission from Ref. [165]. © 2017 American Physical

Society.

of Eq. (2.49), this yields

n̄h ∼
1

h2
, (2.52)

instead. Averaging over the initial energy h results then, analogously to Eq. (2.50),

in a linear growth of nA(t) and ballistic entanglement growth, as confirmed in

Fig. 2.5.

For m = 0 transport is absent because of AL, but the entanglement entropy may

grow up to a system size independent level, see Fig. 2.5 and Fig. 2.6. This is because

particles do move through the lattice over lengthcales of the localization length ξ.

Hence, particles initially placed close to the boundary of the bipartition may cross

the border and contribute to quantum correlations between the two bipartitions.
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2 The disordered Fano-Anderson model

The amount of this information does not scale with system size, as increasing the

length of the chain does not increase the number of particles that are close to the

boundary between the bipartitions [76].

Having understood the dynamical properties of the DFAM, more light should be shed

on the statical properties such as the structure of eigenstates. This will be done in

the subsequent sections. In fact, describing the underlying eigenstates provides a

new perspective to the transport behavior.

2.6 Locality of eigenstates

One of the main features of AL are the exponentially localized eigenstates, where

the lengthscale is called the localization length ξ. So far similarities to AL have been

observed in the DFAM, i.e. the Poisson-distributed spectrum of eigenstates, but also

extended features such as transport have been discussed. It is hence instructive to

study how the coupling to the central site alters the initially exponentially localized

eigenstates.

Considering the time evolution of an initial state |ψ0〉,

|ψ(t)〉 =
∑
n

〈En|ψ0〉 e−iEnt |En〉 , (2.53)

the connection between dynamical properties and the structure of eigenstates En |En〉 =

H |En〉 becomes apparent. Hence, it is not surprising that the previously found

quantities can be employed to learn more about the eigenstates. For m → 0, the

eigenstates need to converge to the AL eigenstates, hence they can be labeled in a

way such that |En〉 is localized at site n. First, the regime 0 < m � W is con-

sidered, in which the three-site model holds. Within the three-site model it was

analyzed how a particle, initially placed at site i, eventually arrives at site f 6= i.

From Eq. (2.53) it is deduced that

〈f |ψ(t)〉 =
∑
n

〈En|i〉 〈f |En〉 e−iEnt, (2.54)

and therefore, the particle can only move from site i to site f if the eigenstate |Ei〉

66



2.6 Locality of eigenstates

has some finite overlap with site f and vice versa, eigenstate |Ef 〉 with site i. This

is because |〈i|Ei〉|2, and |〈f |Ef 〉|2 are of the order of 1 by definition. In the case of

AL it is found that |〈f |Ei〉|2 ∼ e−|i−f |/ξ. In the DFAM, where transport has been

identified, one thus expects a different scaling of |〈f |Ei〉|2 for big |i− f |, which is

induced by the coupling of the central site.

To this end, the infinite-time averaged state

ρ̄ = lim
T→∞

∫ T

0
dt |ψ(t)〉 〈ψ(t)| =

∑
n

|〈i|En〉|2 |En〉 〈En| , (2.55)

is connected with the previously defined saturation value n̄h1(hf ) = tr [|f〉 〈f | ρ̄],

which expresses the probability that a particle initially placed at site i is found at

site f at large times. Thus,

n̄hi(hf ) =
∑
n

|〈i|En〉|2 |〈f |En〉|2 . (2.56)

As a remainder of the AL phase, the eigenstates |En〉 are mainly located at sites n,

and hence, the biggest contribution to the sum is given by the eigenstates |Ei〉 and

|Ef 〉, such that

n̄hi(hf ) ≈ |〈i|Ef 〉|2 + |〈f |Ei〉|2 . (2.57)

Averaging both sides over hf yields, according to Eq. (2.45),

1

2W

∫ W

−W
n̄h1(h) ≈ m2π

2WhiL
≈
〈
|〈i|Ef 〉|2 + |〈f |Ei〉|2

〉
f

(2.58)

Now a second integral is performed in order to average over also over the site i. This

yields

2
〈
|〈i|Ef 〉|2

〉
i,f 6=i

=
1

W

∫ W

m/
√
L

dh
m2π

2WLh
=

m2π

2W 2L
ln

W

m/
√
L
, (2.59)

where initial potentials smaller than m/
√
L need to be excluded, according to an

approximation performed in Eq. (2.45). The dominant behavior of the overlap of

eigenstates |Ef 〉 with a distant sites i is therefore on average given by

|〈i|Ef 〉|2 ∼
m2

W 2L
, (2.60)

which is verified numerically as shown in Fig. 2.7. Although this value vanishes as
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2 The disordered Fano-Anderson model

Figure 2.7: The wave function of the eigenstate that is localized at the site f decays

exponentially with distance |f − i| in its direct neighborhood with the same local-

ization length ξ as in the pure AL model without central site (blue line). Nonzero

hopping adds an average contribution of ∼ m2/W 2L independent of the distance

|f − i|. Data is shown for W = 10,m = 1.25, and L ∈ {29, 210, 211, 212}. The inset

shows the qualitative structure of an eigenstate by the used color intensity. Figure

adapted with permission from Ref. [165]. © 2017 American Physical Society.

1/L for L→∞, the probability to find an eigenstate outside its localization center

is m2/W 2, as there are L sites in the system. This feature supports the used scaling

of the coupling m/
√
L in order to find a system-size independent behavior.

Although the central site clearly does alter the shape of the Anderson localized

eigenstates, it is impressive how well the exponentially localized solution for m = 0

approximates the eigenstates of the DFAM at big system sizes. In fact, even for m &

W a remainder of this shape is observable. This can be understood by perturbation

theory, where the Anderson term

HA =
∑
i

(f †i fi+1 + f †i+1fi) +
∑
i

hif
†
i fi (2.61)

is treated as a small perturbation HDFAM = HC+λHA to the coupling to the central
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2.6 Locality of eigenstates

site

HC =
∑
i

(c†fi + f †i c), (2.62)

where λ =
√
L/m. For λ→ 0 one naively expects all localization features to vanish,

but, as it is demonstrated, this is not the case. This is because the Hamiltonian

HC , which describes the central site and L ring sites, has L − 1 eigenvalues with

value zero, and hence, there are L− 1 eigenstates that span a degenerate subspace

D. Perturbation theory states that the perturbed eigenstates can be approximated

by

|ν(λ)〉 = |ν〉+ λ
∑
µ6=ν

〈µ|HA|ν〉
Eµ − Eν

|µ〉+O(λ2) (2.63)

but for all ν, µ ∈ D the expression is divergent. Degenerate perturbation theory

uses the fact that the eigenstates within D can be rotated to also diagonalize HA,

such that 〈µ|HA|ν〉 = δνµ. Following degenerate perturbation theory, the correct

zero order eigenstates |ν〉 are therefore already containing information about the

Anderson term HA, independent of the size of λ. Considering that D covers almost

the whole Hilbert space H, it is no longer surprising that the eigenstates |ν〉 show

localization lengths as they are chosen to diagonalize HA. As a result, the coupling

to the central site is not able to completely delocalize, i.e. to destroy all signatures

of localization, for any coupling strength.

After finding that the central site is incapable of completely delocalizing the eigen-

states, the following question should be addressed: Are eigenstates of the DFAM

termed ‘localized’ or ‘delocalized’ using the typical methods of distinguishing AL

and ETH? As a first test, the memory about an initial state is considered. Placing

a particle on a site i, there exists an eigenstate with overlap |〈i|Ei〉|2 = 1− ε due to

the previous discussion, where ε� 1. At time t, the probability to find the particle
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2 The disordered Fano-Anderson model

at the very same site is given by

|〈i|ψ(t)〉|2 =

∣∣∣∣∣∑
n

|〈En|i〉|2 e−iEnt
∣∣∣∣∣
2

(2.64)

≥ |〈Ei|i〉|2 −
∑
n6=i
|〈En|i〉|2 (2.65)

= |〈Ei|i〉|2 − (1− |〈Ei|i〉|2) (2.66)

= 2 |〈Ei|i〉|2 − 1 (2.67)

= 1− 2ε, (2.68)

and hence, at any time t a local measurement provides information about the initial

position, which is from a thermodynamical point of view (and by Ref. [13]) a localized

phase.

A widely performed localization test is the entanglement entropy of eigenstates.

Using the reduced density matrix ρAE = trB [|E〉 〈E|] of an eigenstate |E〉, its local

character can be described with the entanglement entropy

SE(|E〉) = −tr
[
ρAE ln ρAE

]
(2.69)

between two bipartitions of the system in real space, see Secs. 1.2.2 and 1.3. For

an eigenstate localized deep in one bipartition, this entanglement entropy is zero,

such that only eigenstates at the boundary between the bipartitions contribute to an

area law SE ∼ Ld−1 in a d dimensional system. For extended states, a volume law

SE ∼ Ld is observed instead. So far, the dimensionality of the DFAM has not been

discussed. On one hand, central spin/site models may be called zero dimensional,

as there exists no dimension along which two degrees of freedom can be arbitrarily

far separated, which is the case on a one dimensional line. Note that the DFAM

can also be embedded in a two dimensional lattice. However, due to the diverging

connectivity of the central spin/site in the thermodynamic limit, the system might

be called infinite dimensional. Typically, the volume refers to the number of sites, i.e.

the volume, is L1. The area instead represents the number of sites at the boundary

between two bipartitions. However, as the central site belongs to one of the two

bipartitions of equal size, L/2 spins of the other bipartition are bordering. This

perspective suggests that an area law equals a volume law in the DFAM. Yet, it is

70



2.6 Locality of eigenstates

still interesting how the entanglement entropy scales with system size, and, whether

there are deviations from the pure AL chain. Consider an arbitrary many-particle

eigenstate

∣∣E{ai}i〉 =

L/2∏
i=1

e†ai |〉 , (2.70)

where {ai}i is a list of arbitrary indices and e†k excites a single-particle eigenstate.

Note that one has to study many-particle eigenstates in order to find any scaling

with system size in the first place. Importantly, although free fermions are consid-

ered, the entanglement entropy of a many-particle eigenstate is not simply given

by the sum of the entanglement entropies of the involved single-particle states, i.e.

the entanglement entropy is sub-additive. This statement is proven in App. A.3.

However, according to Refs. [174, 175], the sum of the single-particle entanglement

entropies is close to the entanglement entropy of the many-particle state in many

cases. Hence,

SE(
∣∣E{ai}i〉) ∼ L/2∑

i=1

SE(e†ai |〉). (2.71)

On average, the entanglement entropy of eigenstates is thus given by

SE(
∣∣E{ai}i〉) ∼ L

2
s(λ), (2.72)

where s(λ) = −λ lnλ− (1− λ) ln(1− λ) and

λ
m�W∼ L

2

m2

W 2L
=
m2

W 2
(2.73)

is the probability to find a single-particle eigenstate in a partition of L/2 sites. Thus,

a volume law

SE(
∣∣E{ai}i〉) ∼ L

2
s

(
m2

W 2

)
(2.74)

is expected for many-particle eigenstates even if the coupling to the central site is

weak. Fig. 2.8 illustrates this finding for all m > 0. Apparently, even the small

overlap of eigenstates with distant sites is sufficient to establish a volume law of

entanglement. Usually, this feature suggests a delocalized phase, but as stated

before, the area of the used bipartitions is actually proportional to the volume of

the DFAM. Yet, it is intriguing that the small constant background m2/(W 2L) does

not affect the inverse participation ratio, which is subsequently studied.
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2 The disordered Fano-Anderson model

Figure 2.8: Volume law of entanglement entropy in the DFAM. For W = 10 and

different values of m the entanglement entropy SE of many-particle eigenstates is

shown. In order to emphasize the quality of the volume law, the standard deviation

is used for the size of the error bars of the data points and not the standard error.

The blue data shows the area law SE ∼ L0 for Anderson localized states.

The inverse participation ratio

I2 =

〈∑
i

(
|〈xi|Ef 〉|2

)2
〉
f

, (2.75)

effectively counts on how many sites a single-particle eigenstate |Ef 〉 = e†f |〉 is

spread. If the eigenstates are perfectly localized, e.g. |Ef 〉 = |xf 〉, the sum will

evaluate to I2 = 1 ∼ L0. In contrast, if eigenstates are constantly spread throughout

the system, I2 = L ·(1/L)2 ∼ 1/L. It has been shown that single-particle eigenstates

of the DFAM have an overlap of m2

W 2L
with sites far away from the localization center.

However, although L sites are contributing to the sum with this amount, it vanishes

for L → ∞ as L ·
(

m2

W 2L

)2
∼ 1

L . The sum is thus dominated by the localization

center, whose width does not scale with system size. Hence, for L→∞ the inverse
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2.7 Multifractal analysis of eigenstates

participation ratio is equivalent to the inverse participation ratio that is found for

Anderson localized eigenstates, and thus, implying a localized phase.

The inverse participation ratio is not sensible for the constant background m2/W 2L

of the eigenstates of the DFAM, because the square weights large overlaps with

real space states more. In the next section, a generalized version of the inverse

participation ratio is employed in order to resolve this problem. This procedure

then allows to describe eigenstates in a more detailed way than simply differentiating

between the two terms localized and delocalized, which has failed in this section.

2.7 Multifractal analysis of eigenstates

In the last section first information about the structure of the eigenstates has been

obtained. There, however, averaged properties were considered, e.g. the overlap

| 〈i|Ef 〉 |2 of an eigenstate |Ef 〉 with a distant site i, averaged over all eigenstates

and sites of the model. For one particular eigenstate |E〉, however, the distribution

Ei := | 〈i|E〉 |2 is not expected to be flat due to the present disorder. This section

therefore aims to describe the distributions Ei of eigenstates before averaging, which

will reveal additional aspects of the model that help to complete the understanding

of the coupling of the central site to the Anderson localized chain. To this end, a

multifractal analysis of the distribution Ei will be employed. Hence, some impor-

tant features of fractals should be reviewed, before multifractals are introduced and

eventually applied to the DFAM. This introduction is inspired by a very instructive

review in Ref. [176].

Mandelbrot [177] was the first who studied objects whose surface to volume ratio di-

verges, e.g. relative to a ball, and used the word ’fractal’ to describe them. While for

standard geometric objects such as cubes or spheres the surface area is small com-

pared to their volume, nature provides objects with huge area and yet small volume,

for instance trees or lungs. Beside them, also many mathematical objects showing

this feature are known. One of them is the Koch curve or Koch snowflake [177].

While it is easy to give the dimension of the Euclidean space where these objects

are embedded in, the observed volume V (l) is defined as the volume of cubes of

length l needed in order to cover the object. If one wants to cover, for instance,
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2 The disordered Fano-Anderson model

a one-dimensional straight line of length L with cubes (line segments) of length l,

one will need L/l cubes. The observed volume is then L · L/l = L. In general the

number of needed cubes can only depend on the dimensionless quantity ε = l/L,

which can be interpreted as a resolution. Fractals can be defined as objects, where

the observed volume V (ε) depends on the used resolution. A more quantitative def-

inition is achieved with the fractal dimension D0 [176], where the number of cubes

needed to cover the object scales as

N(ε) = ε−D0 . (2.76)

If D0 is no integer number, the object is said to be fractal. For the Koch snowflake,

see Fig. 2.9, each side is mapped onto 4 new sides with a third of the initial length

in each iteration of its construction. Hence, the number of sides is N(n) = 3 · 4n,

the length of each side is s(n) = (1/3)n, and therefore the perimeter is given by

p(n) = 3 · (4/3)n. Vice versa, in order to cover the surface of the Koch snowflake at

n → ∞ with two dimensional squares of length ε = (1/3)n, N(n) = 3 · 4n squares

will be needed. The fractal dimension of the surface of the Koch snowflake is thus

given by 3 · 4n = ((1/3)n)−D0 , which solves to D0 = ln 4/ ln 3 ≈ 1.2618 for n → ∞
i.e. ε→ 0.

The Koch snowflake is a recursive fractal. Its construction follows an iteration pro-

cess where in each step the same modifications are performed, cf. Fig. 2.9. As

a result, magnifying a section of the surface will not change the general struc-

ture. The Koch curve is self-similar under magnification. However, general frac-

tals are not necessarily recursively defined. For instance, the Weierstraß function,

f(x) =
∑∞

n=0 an cos(bnπx) with 0 < a < 1, b ∈ N and ab > 1 + 3/2π, is a contin-

uous but nowhere differentiable function [177]. Its fractal dimension is calculated

to be D0 = 2 + ln(a)/ ln(b), where 1 ≤ D0 < 2 [178]. Fractals are in general not

even deterministic, in contrast to the previously discussed fractals. A famous exam-

ple for a random fractal is the tracked position of a particle performing Brownian

motion [177].

All the fractals mentioned so far are definite or binary objects – either at coordinate

xi there is a piece of the object or not. The next logical step is to extend the

definitions to structures that provide a measure p(xi) at each position xi. The

object can then be interpreted as a distribution, which is assumed to be positive

and normalized, i.e. pi ≥ 0 and
∑

i pi = 1. The analogue to the box counting of
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2.7 Multifractal analysis of eigenstates

Figure 2.9: Construction rule for the Koch snowflake. In each iteration, a third of

each side is removed in its center and replaced by a ’detour’ of twice the length of

the removed part. While the enclosed area converges, the perimeter is 3(4/3)n and

diverges for n→∞.

simple fractals is the quantity [179]

Iq =
∑
i

pqi , (2.77)

which is at the same time a generalization of the inverse participation ratio I2 of

the previous chapter. For simple fractals all pi are either zero or one, such that

Iq is independent of q. For general distributions pi, however, a q dependence is

apparent. While for large values of q, e.g. q = 2, only the largest parts of the

distribution contribute, c.f. previous chapter, for e.g. q = 0 all boxes (or sites)

contribute equally to the sum. However, sites with smaller values of pi may be more

numerous such that they actually dominate the behavior at q → 0. In general, for

each q ∈ R a different subset of the infinite system dominates the value of Iq. Each

of these subsets can be a fractal with different fractal dimension Dq. Distributions

with multiple or infinite fractal dimensions are called multifractals. The so called

Rényi dimensions Dq [176, 179] are given by

Iq ∼ ε(q−1)Dq (2.78)
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where ε is again the size of the boxes containing the measures pi and the factor

(q−1) ensures the normalization condition I1 = 1. Note that for q = 0 this equation

equals Eq. (2.76) and Iq equals the number of boxes N(ε).

At this point the multifractal analysis can be applied to the eigenstates of the DFAM.

In a finite system of size L, the best precision possible is a single lattice site, such

that ε = 1/L. The measure of each box or site is pi = |〈i|E〉|2 and instead of Dq the

exponent τq = (q − 1)Dq is typically studied at Anderson transitions [180]. Hence,

the quantity

Iq =
∑
i

|〈i|E〉|2q ∼ L−τq (2.79)

is used in order to determine τq and gain more insights about the eigenstates. Before

doing so, it is instructive to study the single contributions |〈i|E〉|2q of sites i to the

sum in Eq. (2.79). In Fig. 2.10 the normalized contributions |〈i|E〉|2q are shown

for different values of q along a section of the lattice, where the size of the value

is encoded with a color code. On first sight, one might read Fig. 2.10 as if the y

axis was the absolute square value of the eigenstate. Instead, the graph should be

read for each constant value of q, i.e. along horizontal lines. For q = 1 one then

clearly sees that there is one region on the lattice which contributes most to I1.

This is the localization center of the perturbed Anderson localized state. Around

q = 1, no fractal pattern appears and Iq behaves as for an insulating phase, where

an eigenstate is exponentially localized or even localized at a single site. There,

according to Iq = 12q = 1 ∼ L−τq , one finds τ1 = 0, which also corresponds to a

fractal dimension of zero. Along the horizontal line at q = 0, all sites contribute

equally. Here, in general I0 = L · 1 = L1−q, i.e. τ0 = −1. In fact, the two values

τ1 = 0 and τ0 = −1 are fixed points for all systems, localized or delocalized. However,

due to the above reasoning, one finds τq = 0 for all q > 0 in localized systems and

τq = (q − 1) · 1 in extended one-dimensional systems. Neither of them is seen in

the inset of Fig. 2.10. Instead, the observed behavior of τq fits to a distribution,

where for each q < 0.5 a different fractal of distinct dimension dominates Iq. For

q > 0.5, however, a finite size scaling suggests Iq = 0, which is called spectral freezing

and is usually observed at the transition between the Anderson localized phase and

extended phases [181]. In fact a fractal structure for q < 0.5 can be seen in Fig. 2.10

that becomes denser for decreasing values of q, corresponding to an increasing fractal

dimension.
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Interestingly, although the fractals found in the DFAM follow for a randomly chosen

eigenstate no simple construction rule, i.e. they are not deterministic, they are up

to some level self-similar. That is, beside the original Anderson localization peak

at i ≈ 50 in Fig. 2.10, similar peaks of same width but smaller absolute value are

observed at different sites k throughout the system. The physical picture behind

these fractals is the following. A particle initially positioned at site i with potential

hi can either move along the chain within the Anderson localization length ξ, or

resonantly tunnel through the central site to site k, if hk ≈ hi. This is the process

described by the three site model, cf. Sec. 2.4. At site k, however, the particle can

move along the chain as well, where the lengthscale is ξ, too. This property gives

rise to replicas of the original Anderson peak. In Fig. 2.10 more of these secondary

localization peaks are visible than one might expect if peaks were only localized at

sites with a potential hk within a small interval [hi − dE, hi + dE]. In fact, the

particle placed at site hi is not bound to this interval only. As it can move to

the adjacent sites i ± 1 along the chain, it can also resonantly tunnel to all sites

l with potentials hl ≈ hi±1 and hn ≈ hk±1, which are the dominant contributions

in processes of higher order, which are neglected in the three site model. Yet, the

three site model is capable of describing many properties of the DFAM such as the

observed logarithmic transport, cf. Sec. 2.5. This is because for these properties only

the moments q = 1, i.e. |〈i|Ef 〉|2 are relevant, where it is a good approximation,

cf. Fig. 2.10, to consider only the closest resonance beside the original Anderson

peak.
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Figure 2.10: Multifractality of eigenfunctions. Continuous moments q ∈ [0, 1] of

the distribution of an arbitrary eigenstate of the DFAM are shown. Besides the

original localization center at i ≈ 50, the wave function peaks at resonantly coupled

sites in form of fractal Anderson peaks. The inset shows the spectrum of fractal

dimension τ , which shows spectral freezing, i.e. a convergence to τq = 0 for q ≥ 1.

The data is generated for W = 10,m = 1, and L up to 23170. Black dots show

τq extrapolated to the thermodynamic limit. The error bars reflect the uncertainty

from determining parameters of the fitting function. The scaling analysis failed

to converge for q ∈ [0.15, 0.4]. However, from the convexity and monotonicity of

τq the dashed line, which is 1 + 2q, is expected to describe the statistics in the

thermodynamic limit. For all values of m > 0 qualitatively similar fractal statistics

are found after performing the scaling analysis. Figure adapted with permission from

Ref. [165]. © 2017 American Physical Society.
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2.8 Conclusion

The disordered Fano-Anderson model, DFAM, describes the behavior of an Anderson

localized chain of length L perturbed by an additional central site that couples with

a coupling strength m/
√
L to all other sites. The corresponding Hamiltonian,

HDFAM =
∑
i

hif
†
i fi +

∑
i

(f †i fi+1 + f †i+1fi) +
m√
L

∑
i

(f †i c+ c†fi), (2.80)

cf. Eq. (2.17), is biquadratic in fermionic creation and annihilation operators at the

central site and at sites i of the chain with potentials hi ∈ [−W,W ]. Hence, it is a

noninteracting model, such that the single particle picture is sufficient to describe

the model.

Several properties of the model that are frequently used in order to distinguish

localized from delocalized phases have been studied in this chapter. Summing up,

starting from the Anderson localized phase at m = 0, increasing the coupling m to

the central site brings the system into a critical regime. That is, although delocalized

features arise, for all values of m > 0 some properties of localized phases persist. In

fact, besides the fully localized regime at m = 0, two different regimes 0 < m�W

and m &W with a different degree of localization have been identified.

For 0 < m� W , an effective three site model has been shown to be capable of de-

scribing the dominant processes. In this regime, the strongest impact of the central

cite are tunnel processes through the central site to a final site of similar potential

as the initial site (see Sec. 2.4). Importantly, although the same Hamiltonian has

been studied in the literature before, it has been demonstrated that the previously

derived solutions cannot be applied if the disorder strength W is the largest energy

scale. Instead, the three site model has been employed in order to calculate several

properties of the DFAM. In contrast to fully Anderson localized phases, logarithmic

transport of information and particles is numerically observed and described via

the tunnel processes between resonant sites, see Sec. 2.5. This result is remarkable

because logarithmic entanglement growth has usually been used as a definition of

the MBL phase, where interactions between the particles are required. Neverthe-

less, transport has been found to be sub-linear, which stands in contrast to ballistic

phases, where particles move linearly in time. The three site model also provides ac-

79



2 The disordered Fano-Anderson model

cess to the on average constant overlap |〈i|Ef 〉|2 ∝ m2/LW 2 of eigenstates with sites

far away from their exponential localization center. Therefore, also the structure of

eigenstates indicates signatures of delocalization and localization simultaneously, see

Sec. 2.6. In the same section, the entanglement entropy SE of eigenstates between

bipartitions is bounded from below to find a volume law SA ∼ L. This is usually un-

derstood as the main feature of delocalized systems, but as it has been argued, it is

difficult to separate a volume law and an area law in the DFAM due to the nonlocal

interactions. At the same time, it has been shown that the eigenvalues of the DFAM

follow a Poisson distribution except for a small interval I∗ = [−m2/W,m2/W ] that

obeys level repulsion, cf. Sec. 2.3. While Poisson-distributed eigenvalues are a hint

to localization, the small interval I∗ is apparently sufficient to enable the observed

sublinear transport.

On the other hand, for m & W the system appears almost completely delocalized.

Linear transport of particles and information has been observed and derived by

means of the exact solutions of the FAM, cf. Sec. 2.4 and Sec. 2.5. All the eigenvalues

show level repulsion, as the interval I∗ covers the whole spectrum of eigenvalues

(Sec. 2.3). And, in addition, the volume law persists and SE becomes independent

of the actual value of m, see Sec. 2.6. However, even in this regime of m some

features of localized phases have been identified. Firstly, although level repulsion is

present in the entire eigenvalue spectrum, cf. Sec. 2.3, the statistics of eigenvalues

does not fit to the expectations of a GOE. Instead, the probability P (s) of a gap s

between two adjacent eigenvalues scales as P (s) ∼ e−s for s larger than the average

size of gaps δ = 2W/L, which is a signature of a Poisson distribution. Hence,

while the coupling to the central site is capable of repelling nearby eigenvalues, it

retains distant eigenvalues almost untouched. As the eigenvalues show a remainder

of localization, it is not surprising that also the corresponding eigenstates can be

discriminated from totally delocalized states. This has been shown in Sec. 2.6, where

an eigenstate was found to retain an exponential localization length even in the limit

m/W →∞, and thus, demonstrating a clear feature of localization.

While many of these seemingly contradicting features suggest that the DFAM is

in a critical phase between localization and delocalization, direct evidence for such

an intermediate phase has been found, too. On one hand, level repulsion with a

Poissonian tail of the gap size distribution as shown in Sec. 2.3 has been observed

in many systems right at the Anderson transition [166, 167, 168]. In addition, the
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observed logarithmic transport nA is critical in the sense that it is too slow in order

to fit to a ballistic system where the Lieb-Robinson velocity [61] describes linear

transport. At the same time, no transport at all should be allowed in a localized

system [13]. By means of a multifractal analysis of the moments |〈i|Ef 〉|2q it has been

shown that the eigenstates of the DFAM are indeed neither metallic nor insulating,

but rather in a phase in between both of them, see Sec. 2.7. While large moments

q & 0.5 are dominated by the remaining Anderson localization center and behave

as for insulators, small moments q . 0.5 reveal a multifractal pattern of duplicates

of this localization center at resonant sites throughout the system. These fractals

are sufficiently weak to e.g. not introduce quantum chaos, but at the same time

responsible for the intriguing logarithmic transport features.

Having examined the noninteracting DFAM, the next chapter turns back to the

interacting CSM. Interestingly, some features that have been identified in the DFAM

will also be present in its interacting analog. Especially the understanding of the

logarithmic tunneling through the central site will help to understand time evolution

in the CSM, where a LGEE is already expected by the bare contribution of MBL.
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3 Many-body localization in the central spin model

Similar to the extension of interactions to an AL chain, it is per se unclear whether

localization signatures persist despite interactions in the CSM. In contrast to single-

particle localized systems, where each finite disorder is sufficient to completely lo-

calize all eigenstates in one dimension, their interacting analogs show a transition

between the ETH phase and the MBL phase at a finite critical disorder Wc. This

enables the CSM not only to examine which localization features are observable in a

star-like topology, but also to study its direct impact on the localization transition.

Hence, similar to the previous chapter, this chapter aims to evaluate different values

of disorder, which eventually results in an analytic expression how the critical disor-

der Wc(A) is modified as a function of the coupling constant A to the central spin.

To this end, the eigenvalue statistics and its transition from a Poisson to a GOE

distribution is employed. Further, the locality of eigenstates is studied by means

of a volume vs. area law analysis of the entanglement entropy. Special focus will

again be put on the dynamics, i.e. the time evolution of an initial state, in partic-

ular their growth of entanglement entropy. As a LGEE has been observed in the

noninteracting DFAM in the previous section, it might not be surprising that the

‘standard’ LGEE, which is due to bare information change, adds up to the contri-

bution originating from the motion of single particles. However, as discussed below,

the enhancement of the LGEE can also be understood by a modification of the local

l-bits to ‘nonlocal’ l-bits. Eventually, after confirming that a MBL phase exists,

the question is tackled whether the central spin on its own is capable of detecting

whether its environment is in a localized phase or not. In fact, multiple features of

its autocorrelation function can be used for this task, as it is discussed, even under

realistic conditions. This strongly suggests the central spin as a novel type of MBL

detector.

The Hamiltonian of the interacting CSM is, as motivated in Eq. (1.46) of Chap 1,

is given by

HCSM =
K∑
i=1

(
J~Ii~Ii+1 +BiI

z
i

)
+
A

K

K∑
i=1

~S~Ii, (3.1)

where ~S and ~Ii are the spin vectors of the central and the ring spins. Disorder enters

by means of local magnetic fields Bi ∈ [−W,W ] with disorder strength W . For zero

coupling to the central spin, A = 0, HCSM resembles the RFHC [83, 182], which

shows a transition between MBL and ETH around Wc ≈ 3.7. For finite A > 0, the

authors of Ref. [183] claim in a similar model, that at least a rescaling with 1/K is
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3.1 Level statistics and phase diagram

necessary in order to maintain localization. In this work, l-bits, i.e. the conserved

quantities of a MBL system, are coupled to a central spin, such that the behavior

of the actual MBL transition cannot be studied. In fact, the required scaling of

1/K can be understood by means of the results of the noninteracting model of the

previous chapter. There, a coupling of m/
√
K was used in a single-particle picture,

which led to a system size independent probability c ∼ m2/W 2 that the particle

leaves the localization center of its initially closest eigenstate. In the case of many,

i.e. order K, particles, which is important to consider in order to treat interactions,

such a scaling would give rise to an extensive transport Kc ∼ Km2/W 2. This

would clearly harm the main idea of localization. Therefore, in order to prevent a

trivial delocalization in the interacting CSM, a scaling of A/K is a lower bound for

the possibility of a MBL phase. It is worthwhile to note that this scaling of the

perturbation ensures that the spectral bandwidth of the coupling to the central spin

is independent of system size. Thus, the spatially non-local coupling term can be

considered as being local in energy space. Using this scaling, the next section begins

the examination of the CSM with a perturbative analysis of its eigenvalue statistics,

which will be supported by numerical data, gained by exact diagonalization and

shift-invert methods.

3.1 Level statistics and phase diagram

The Hamiltonian HCSM commutes with the total spin z magnetization Jz = Sz +∑
i I
z
i of all spins, [HCSM, J

z] = 0, hence, it can be expressed in a block-diagonal

version HCSM =
⊗

iHJz=i, where each block Hi describes the CSM in the subspace

of a different Jz = i magnetization. Importantly, the eigenvalues of each block Hi

are, to some extent, uncorrelated, i.e. level repulsion between eigenvalues of different

Hi is absent for all parameters. This is because Jz is conserved, and thus, no coupling

between different blocks Hi exists that could lift degeneracies. Consequently, in

order to study quantum chaos, one needs to focus on the level statistics within one

subspace. Henceforth, if not stated otherwise, the largest subspace Jz = 0 is used to

study eigenvalues, eigenstates, and the dynamical features of the CSM. The subspace

85



3 Many-body localization in the central spin model

obeying Jz = 0 corresponds to a half-filled chain of fermions and its size is

D := dimHJz=0 =

(
K + 1

(K + 1)/2

)
K�1
=

23/2

√
π

2K√
1 +K

, (3.2)

which grows subexponentially in K, but at the same time, much faster than the

noninteracting DFAM. In the limit of strong disorder, the size of the window of

possible energies ranges between −KW to KW , as K random numbers are drawn

from the interval [−W,W ]. However, using the central limit theorem, one recognizes

that actually most levels are within the interval [−
√
KW/

√
3,
√
KW/

√
3], such that

the bandwidth of the Hamiltonian is given by

σH ∼
2√
3

√
KW. (3.3)

The average level spacing between energies thus scales as

δ ∼ σH
D
∼
√

π

12
W

K

2K
, (3.4)

which decreases almost exponentially for big system sizes. Thus, on first sight, it

might seem impossible that a Poission statistics retains a coupling to the central

spin, whose coupling constant A/K is large compared to δ.

However, unlike in the noninteracting DFAM, not all eigenvalues are able to mix

with each other by means of second order perturbation in the coupling term
∑

i
~S~Ii.

For an intuition, one may consider the joint eigenstates of the single Izi and Sz

operators, for instance |e1〉 = |⇑↑↑↑ . . . ↓↓↓〉, where the first spin shall denote the

central spin. In second order, the flip flop terms F =
∑

i S
+I−i + S−I+

i enable a

spin flip between two ring spins of different spin polarization. For example, given

|e2〉 = |⇑↓↑↑ . . . ↓↓↑〉, both states may mix in second order of F , i.e. 〈e2|F 2 |e1〉 6= 0.

However, 〈e3|F 2 |e1〉 = 0 if, for example |e3〉 = |⇑↓↓↑ . . . ↓↑↑〉, where more than

one spin was exchanged. Thus, although the central spin couples to all ring spins,

there is a bottleneck argument which prohibits a sudden exchange of many spin

polarizations. In fact, in the subspace of Jz = 0, the central spin may flip with

∼ K/2 spins in each order of F . Thus, it is expected that a given eigenvalue of the

RFHC mixes with ∼ K2/4 eigenvalues in second order perturbation theory in the
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3.1 Level statistics and phase diagram

coupling to the central spin. Further, these K2/4 eigenvalues are not spread over

the entire eigenvalue spectrum. Instead, a flip of two spins may at most change

the energy by 2 · 2W = 4W . Therefore, the effective level spacing between mixable

energy states is not scaling exponentially but given by

δeff ∼
4W

K2/4
=

16W

K2
, (3.5)

which now scales similar in system size as the effective coupling constant in second

order perturbation theory, which is

Aeff ∼
A2

(4W )K2
. (3.6)

Therefore, similar to the DFAM, one may expect a competition between the energy

corrections due to the coupling to the central spin and the level spacing of the

RFHC.

This expectation shall now be studied by a numerical analysis. As D grows almost

exponentially in the number of spins, and, at the same time all eigenvalues and

eigenstates are required in order to perform time evolution until large times, most

calculations are limited to 16 spins (dimHJz=0 = 12870), in order to still be able

to average over a sufficiently large disorder ensemble. Therefore, in the interacting

CSM, finite size effects can be expected, in contrast to the noninteracting DFAM. In

order to minimize their impact and study their behavior, all results were also derived

for smaller system sizes. This reveals the dependence of the results on system size

and allows to perform a scaling analysis, i.e. extrapolating to K →∞.

As in the previous chapter, the ratio

rA(W ) =

〈
min(gi, gi+1)

max(gi, gi+1)

〉
i

(3.7)

of adjacent gaps gi = Ei+1 − Ei is used as an indicator of localization [11]. With

the index A and the functional dependence on W the reader is reminded about

the dependence on the coupling to the central spin and the disorder strength. The

average is performed over min (0.1 dimHJz=0, 100) eigenvalues in a given energy

range of the spectrum. Typically, the eigenvalues of the center are chosen, because

they represent infinite temperature states. However, in the CSM, the eigenvalues in

the center of the spectrum are the first eigenvalues that are expected to delocalize,
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3 Many-body localization in the central spin model

Figure 3.1: Mobility edge in the central spin model. Left: For a coupling constant

of A = 1, the energy resolved level statistics of the RFHC (A = 0) is recovered.

The positions of the studied eigenvalues inside the spectrum are quantified by ε =

(E − Emin)/(Emax − Emin), where E is the mean energy of the used eigenvalues.

Right: At strong disorder, W = 8, where the RFHC is deep in the localized phase,

a sufficiently strong coupling to the central spin delocalizes the system. Eigenstates

in the center of the spectrum delocalize first, indicating a new mobility edge that is

induced by the central spin. Data is generated for K = 13.

if the coupling A is increased from zero. This is because of the energetic localization

of the coupling term at E = 0. Therefore, if the eigenvalues in the center of the

spectrum are in fact the first to delocalize, a Poisson distribution among them might

be a sufficient condition for localization.

This intuition is confirmed by the numerical data shown in Fig. 3.1: Deep inside the

localized phase of the RFHC, eigenstates delocalize, starting from the center of the

spectrum, if the central spin couples sufficiently strong. Importantly, for A � W

there is no signature of level repulsion in the CSM. Recall that the DFAM studied

in the last chapter showed a finite number of repelling levels at any finite coupling

to the central site, see Fig. 2.1. In this sense the Poisson distribution of eigenvalues,

and thus, localization, seems to be more robust to the insertion of a central degree of

88



3.1 Level statistics and phase diagram

Figure 3.2: Shifted eigenvalue transition. Left: Eigenvalue statistics for K = 13

and A ∈ {0.0, 1.0, 2.0, 4.0, 8.0, 16.0}, left to right. Right: Eigenvalue statistics for a

rescaled disorder W/s(A). The function s(A) =
√

1 + (A/a(K))2 (see text) shifts

all data onto the results for A = 0 (green solidline). Data is taken for K = 13 and

A ∈ {0.0, 1.0, 1.41, 2.0, 2.83, 4.0, 5.66, 8.0, 11.3, 16.0}.

freedom in interacting models. Therefore, the remainder of this section studies only

eigenvalues in the center of the spectrum, where most disorder is required in order

to localize the CSM. In the following it is quantified how much disorder is needed to

enter a fully localized phase. In particular, the critical disorder Wc(A) of the phase

transition is examined and the results are extrapolated to the thermodynamic limit

K →∞.

As the RFHC (A = 0) is well-elaborated [83], it is advisable to investigate how

the CSM modifies the known results for small but increasing values of A � W . In

Fig. 3.2 (left) it is shown that an increasing coupling constant A shifts the function

rA(W ) to larger values of disorder, and thus, increases the required disorder Wc(A)

for the phase transition. It is remarkable that the general shape of the functions

rA(W ) is independent on A, such that they all be shifted on top of each other, see

Fig. 3.2 (right). Hence,

rA(W ) = r0(W/s(A)) (3.8)

where r0(W ) is the eigenvalue statistics in the absence of the central spin. For

89



3 Many-body localization in the central spin model

A,W � 1, the coupling constant A is the only energy scale that may influence the

critical disorder strength. In fact, s(A) ∼ A is found in this regime, which also fits to

the predictions of Ref. [183] in a related model. In the perturbative regime A�W

instead, second order processes, i.e. tunneling through the central spin, are expected

to be dominant, similar to the DFAM. In this regime, s(A) = 1 + kA2 + O(A3) is

conjectured. The simplest ansatz for a functional form of s(A) is thus

s(A) =
√

1 + (A/a)2, (3.9)

where a is the only fitting parameter, which should not depend on A and W . In fact,

all data points in Fig. 3.2 (right) were shifted by this function using a = 4.0. Note

however, that a is subject to finite size effects and decreases with increasing system

size K, a = a(K). Thus, for the phase transition to be stable in the thermodynamic

limit, it is necessary to show that a(K) saturates at a finite value. If a(K) converged

to zero, the ‘phase transition’ would take place at infinite disorder.

The inset of Fig. 3.3 (left) studies the behavior of a(K) upon increasing system

sizes. Due to the limited amount of achievable system sizes, the data does not allow

to differentiate between a power-law or exponential behavior of a(K). However,

both approaches saturate significantly far away from zero, a∞pow = 3.48 ± 0.20 and

a∞exp = 3.743 ± 0.073. Both values define the area of uncertainty in Fig. 3.3, where

the black line represents their maybe less meaningful average a∞ = 3.61. Knowing

rA(W ) = r0(W/s(A)) allows for expressing the critical disorder Wc(A) in units of

the critical disorder WHeis
c of the RFHC,

Wc(A) = WHeis
c

√
1 +

(
A

a∞

)2

, (3.10)

with WHeis
c ≈ 3.7 [83]. With this form, the result for A → ∞ does agree with

Ref. [183], which expects the transition to fulfill limA→∞Wc(A) = A. Vice versa, if

this limit is taken for granted, WHeis
c = a∞ and the results for a∞ agree with the

critical disorder of the RFHC.

These results should be interpreted. For any finite value of A, a finite disorder W

can be found where CSM shows a perfect Poisson or GOE level statistic, and thus,

the central spin does not destroy the MBL phase per se. Interestingly, as the critical

disorder Wc(A), where the transition between both phases occurs, depends on the
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3.1 Level statistics and phase diagram

Figure 3.3: Phase diagram of the CSM. Left: Extrapolated phase diagram in the

thermodynamic limit K → ∞. The black solid line represents the critical disorder

Wc(A) at given coupling constantW . The stripy area bounded by dashed lines marks

the area of uncertainty, arising from an extrapolation of the fitting parameters a(K)

(see text) as shown in the inset. Right: Phase diagram at K = 13. The solid line

(with dashed lines as error bars) originates from a joint shift of all data for K = 13,

as shown in Fig. 3.2. Data points with error bars are evaluated for individual shifts

at each value of A, i.e. without assuming a concrete functional form of s(A). The

background color shows the level statistic for K = 11.

coupling constant to the central spin, the position of the phase transition may be

tuned in systems where one is able to alter the coupling constant. One example of

this would be graphene quantum dots, which are discussed in Sec. 1.5.2. Although

not being directly able to alter the coupling constant between the electron spin and

the 13C nuclear spins, one is able to modify the abundance of 13C atoms. If then, for

example, the number of 13C atoms is fixed while the size of the quantum dot doubles,

the probability of the electron to be at a 13C atom roughly halves. Then, also the

effective coupling A is affected by the same factor, which enables to fine-tune the

critical disorder and study the phase transition in these kind of systems.
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3 Many-body localization in the central spin model

3.2 Growth of entanglement entropy

It is demonstrated in the preceding section that the CSM exhibits a fully-MBL phase,

in which all eigenvalues are Poisson distributed. One of the most significant features

of this phase is the unbounded growth of logarithmic entanglement entropy [76],

see Sec. 1.3. It is interesting to see whether and how this feature reveals in the

interacting CSM, because logarithmic transport is already present in the absence of

interactions, see Sec. 2.4.

Starting with the Néel state, |ψ(t = 0)〉 = |↑↓↑↓ . . .〉, the reduced density matrix

ρA(t) = trB [|ψ(t)〉 〈ψ(t|] (3.11)

is computed by means of exact diagonalization, where K/2 contiguous ring-spins

are traced out. Within the framework of this Thesis, an efficient numerical method

for performing partial traces within reduced Hilbert spaces, for instance due to

conserved quantities, was developed, see App. A.4. Note that although 〈Jz〉 =

〈ψ(t)| Jz |ψ(t)〉 is conserved, bipartitions generally do not fulfill such a conservation,

tr
[
ρA
∑

i∈A I
z
i

]
6= const.. The method presented in App. A.4 takes this property

into account and yet makes use of the reduced size of the Hilbert space HJz=0 and

multiple cores. As it is operated with pure states, the result is independent of

whether the central spin is in the bipartition A or B. For the coupling strength

A = 0 the results of the RFHC are recovered. Here, the LGEE

SHeis
A (t) ∼ ξs∞ ln t (3.12)

is described by the single-particle localization length ξ and s∞ = limt→∞ S
Heis
A (t)/K

is the single spin contribution at infinite times [71]. Thereby, ξ depends on the

details of the model, i.e. parameters within the Hamiltonian, and s∞ depends only

on the initial state.

Figure 3.4 shows that non-zero coupling to the central spin increases the rate of

logarithmic entanglement growth as

SA(t) ∼ ξs∞(1 + kA2) ln t, (3.13)
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3.2 Growth of entanglement entropy

Figure 3.4: Logarithmic entanglement growth in the CSM. Left: The entanglement

entropy SA(t) grows logarithmically in time with a slope that depends on A. Com-

paring with the RFHC yields an enhancement of the slope of 0.093A2, independent

of W . Data is for K = 13 and W = 16. Right: Determination of the saturation

value s̃∞ per spin, which scales linearly with the coupling constant A (see inset).

This implies an increased effective localization length ξ̃, see text. Data is taken for

K = 11 and A ∈ {0, 1, 2, 2.83} (bottom to top).

where k is a constant independent of W and A. Due to computational limitations,

a finite size scaling of k could not be performed. Yet, with k ≈ 0.1 and A = 16

the slope of the logarithmic entanglement growth is almost completely dominated

by the coupling to the central spin.

With ξ ∼ 1/W 2, the bare contribution of the central spin to SA(t) scales as kA2/W 2,

which matches the results of the noninteracting DFAM. It is important to empha-

size that the CSM and the DFAM have coupling constants with different scaling

behaviors. In second order, which is the relevant contribution for tunnel processes

through the central degree of freedom, they scale as A2/K2 and m2/K, respectively.

Intuitively, the additional factor of 1/K in the interacting CSM is compensated due

to the fact that the CSM is examined at Jz = 0, which corresponds to K/2 parti-

cles, whose joint contribution to the entanglement entropy is studied. Instead, in

the DFAM, the LGEE is derived for a single particle, only.
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3 Many-body localization in the central spin model

Equation (3.13) can be rewritten as

SA(t) ∼ ξ̃s̃∞ ln t, (3.14)

where ξ̃ and s̃∞ are the effective localization length and the saturation entropy

density in the presence of the central spin. The enhancement of the logarithmic

entanglement growth originates from an increase in both, ξ̃ and s̃∞ compared to

ξ and s∞ of the RFHC. This can be seen in Fig. 3.4 (right), where the saturation

value s̃∞ of the entanglement entropy per spin can directly be extracted at large

times. In the CSM, s̃∞ is observed to grow only linearly with the coupling A to

the central spin. This should be compared to the quadratic growth of the slope of

SA(t), which is given by the product ξ̃s̃∞. Hence, the effective localization length

ξ̃ is modified by the coupling to the central spin, too. However, ξ̃ should no longer

be interpreted as a distance in the non-local CSM. Instead, ξ̃ quantifies both in the

absence and in the presence of the central spin the amount of spins that contribute

to an l-bit. An increasing value of ξ̃ suggests that the l-bits τ z have overlap with an

increasing amount of physical spins. This result is not surprising: As a particle may

tunnel through the central spin, and, at the same time l-bits τ zi are conserved, the

l-bits must have finite overlap with distant resonantly coupling spins. In this sense,

the CSM consists of non-local l-bits. This motivates the next section, which studies

how local the eigenstates of the CSM are.

3.3 Transport and area law

While in the DFAM entanglement entropy between two bipartitions A and B can

only estabilish if particles itself move from one bipartition to the other, the typical

LGEE in MBL systems originates from dephasing processes among which transport

is absent, see Sec. 1.3. The CSM potentially shows a mixture of both processes.

However, it is not trivial to distinguish both mechanisms with a direct measure-

ment. While the motion of a single particle was studied in the DFAM, multiple

indistinguishable particles, i.e. magnetizations, need to be studied in the interacting

CSM. Therefore, the individual motion of spins cannot be studied. Similary, the

wave functions of the eigenstates are unlike in the DFAM not simply localized at
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3.3 Transport and area law

Figure 3.5: Particle fluctuations of eigenstates in the center of the spectrum be-

tween bipartitions at W = 16,K ∈ {15, 13, 11, 9} (top to bottom). Particle fluctua-

tions increase with growing A. While F is extensive at A &W , F is independent of

K at A � W . This region is magnified in the inset. The slopes of SA and F scale

equally (see text), which suggest an enhancement of the LGEE due to non-extensive

exchange of magnetization through the central spin.

a given site and yield the possible transport by means of a constant background

far away from the localization center (see Sec. 2.6), but many-particle eigenstates

extend throughout the whole real space. Yet, in order to study the motion of mag-

netization within the CSM, one can make use of these eigenstates. As pointed out

before, the magnetization within one bipartition JzA =
∑

i∈A I
z
i is not a conserved

quantity. Hence, in a time evolution, tr
[
ρA(t)JzA

]
will fluctuate due to an exchange

of magnetization between the spins of bipartition A and B, mediated by the cen-

tral spin. This, however, is only possible if and only if the eigenstates of H, which

are responsible for the dynamical properties of the CSM, are no eigenstates of JzA.

Instead, eigenstates in the center of the spectrum must show particle fluctuations

F =
〈
JzA

2
〉
− 〈JzA〉

2 . (3.15)

An advantage of this measure is that it is independent of the initial state, as only

expectation values with eigenstates are considered.
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3 Many-body localization in the central spin model

The particle fluctuations in the CSM are analyzed in Fig. 3.5. Most importantly, the

fluctuations are increasing with A and, however, non-extensively, i.e. independently

of K. Hence, an increasing coupling strength to the central spin enhances the mag-

netization exchange between bipartitions. The amount of exchanged magnetization

does however not depend on the system size in the localized phase A � W . It is

remarkable that F2 ∼ kA2/W 2 within this regime and thus, the particle fluctuations

equal the slope of the entanglement entropy with the same value of k. Recall that F
is independent of the initial state, and therefore, k ≈ 0.1 (see Fig. 3.5) is a generic

constant of the CSM. For larger values of A the fluctuations are extensive. Thus,

Fig. 3.5 shows the phase transition to the extended phase by means of transport

properties. In fact, due to the non-extensive behavior, a divergency of F at A ≈W
is expected in the thermodynamic limit K →∞. It is important to see that F is not

a direct measure for the amount of magnetization that travels through the central

spin. Instead, magnetization could travel on the ring within the length scale of the

localization length. Hence, Fig. 3.5 does not rule out the possibility that simply

the localization length of the l-bits are extended along the chain with an increasing

value of A.

In order demonstrate that the enhancement of the LGEE due to the central spin is in

fact due to non-extensive exchange of magnetization between different bipartitions,

it is useful to slightly modify the setup in the following way. The coupling constant

J = 1 between two ring spins is within this paragraph set to zero. Doing so, the

model is fully star-like and a possible increasing localization length is geometrically

prohibited. As the last remainder of locality, i.e. on ring distances, disappeared, one

can sort and relabel the ring spins such that negative and positive indices correspond

to spins that are initially polarized along the negative and positive axis, respectively.

Doing so, the only possible exchange of magnetization must pass the central spin.

Similar to the analysis of the LGEE, the time evolution of this Néel state |ψ0〉 is

studied. However, special focus is put on its infinite time average

ν := lim
T→∞

1

T

∫ T

0
dt |ψ(t)〉 〈ψ(t)| (3.16)

=
∑
i

|〈Ei|ψ0〉|2 |Ei〉 〈Ei| (3.17)

that crucially depends on the structure of the eigenstates. Starting with 〈ψ0| Izi |ψ0〉 =

sgn(i)0.5 magnetization may flow through the central spin end end up in a different
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3.3 Transport and area law

Figure 3.6: Exchanged magnetization in the fully star-like CSM at J = 0 (see text).

Spins with labels i > 0 are initially polarized along the negative z axis, but acquire

a polarization of 〈Izi (t)〉 − (−1
2) during time evolution. The polarization per spin

decreases with system size, however, the total amount of exchanged magnetization

could saturate at K →∞ (see inset).

bipartition. This is then detectabe in deviances of

〈Izi (t)〉+
1

2
:=

1

2
+ lim
T→∞

1

T

∫ T

0
dt 〈ψ(t)| Izi |ψ(t)〉 =

1

2
+ tr [Izi ν] (3.18)

from the values 0 and 1, where the deviance quantifies the amount of exchanged mag-

netization per spin. Figure 3.6 shows the results of this analysis. The (de)magnetization

of each spin decreases with increasing system size K, but the sum of the total trans-

ported magnetization

M :=
∑
i

(
〈Izi (t)〉+

1

2

)
(3.19)

is still finite. The results of Fig. 3.6 reveal that the eigenstates of the CSM must be

extended over both halves of the system. This analysis is therefore to some extent

similar to the study of the overlap of single-particle wave functions of the DFAM on

distant sites shown in Fig. 2.7.
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3 Many-body localization in the central spin model

The term ‘transport’ requires very careful definition. First of all, within the research

field of closed quantum systems, transport is usually referred to dynamics, where

particles explore the whole real space, and, at infinite times, each site is equally

likely occupied. Transport is thus, depending on the initial state, not necessarily

directed. In systems that are in accordance with the ETH, and thus, not localized,

transport is an extensive quantity, expressed by a volume law of entanglement en-

tropy. Therefore, the bigger the system is, and the more particles participate, the

more particles will cross the border between two bipartitions over time, leading to

an extensive amount of exchanged particles. In the CSM and in the RFHC particle

fluctuations are non-extensive, see Fig. 3.4. In particular, in the RFHC particles

close to the border between the two bipartitions A and B are able to move within

the localization length and contribute to non-extensive fluctuations. In the CSM

each single particle (magnetization) has the possibility to change the bipartition via

a double jump through the central spin. This is possible, because due to the star-

like topology of the CSM, each spin (particle) is close to the border between the

bipartitions. Therefore, in order to maintain a non-extensive particle fluctuation,

such that the system is localized, the coupling constant to the central spin needs to

be sufficiently weak. In the noninteracting DFAM, it was shown that each single-

particle eigenstate has an average overlap of ∼ (m/
√
L)2/W 2 with each site, where

L is length of the spin chain and m/
√
L the hopping to the central site. If now L/2

of such eigenstates are considered, their total overlap with a bipartition of size L/2

yields (L/2)2m2/(W 2L) ∼ Lm2/(4W 2). Hence, in order to establish non-extensive

particle fluctuations in the case of L/2 particles, a coupling constant that scales in-

verse with system size is required. This is thus a further motivation of the coupling

constant A/K that is used in Eq. (3.1). As a consequence of this scaling, the change

of magnetization of a single spin of the CSM decreases as 1/K and vanishes in the

thermodynamic limit. However, one can imagine a setup as examined in Fig. 3.6,

where two halves of the system are polarized in opposite directions and the total

magnetization of each side is detected. Then, one could measure the total exchanged

magnetization M, which saturates at a finite value in the thermodynamic limit. In

this setup, the exchanged magnetization is finite, directed and tunable with the pa-

rameter ratio A2/W 2, and may therefore, although the system is fully-localized, be

termed transport.

The many-particle wave functions of the CSM are, due to the observed transport, to

some degree extended. As shown in the noninteracting DFAM, different indicators of
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3.3 Transport and area law

locality may give different results, especially for the star-like models studied in this

Thesis. It is thus insightful to also study the entanglement entropy of eigenstates

SE in the center of the spectrum, especially because they provide a measure of

locality that is independent of the employed initial states. Performing a similar

approximation as in Eq. (2.71) of Sec. 2.6, a many-particle eigenstate
∣∣E{ai}i〉 should

show a typical entanglement entropy of

SE(
∣∣E{ai}i〉) ∼ K/2∑

i=1

SE(|Eai〉) (3.20)

=
K

2
s(λ). (3.21)

Here, it is assumed that the many-particle eigenstates are close to tensor products

of single-particle eigenstates |Eai〉 and s(λ) = −λ lnλ − (1 − λ) ln(1 − λ). The

probability that a single-particle excitation is detected in a bipartition A of size

K/2 is then given by

λ ∼ K

2
·
(

A

WK

)2

∼ A2

W 2K
. (3.22)

However, inserting λ into the above expression of SE gives rise to a logarithmic

divergence in system size if the thermodynamic limit K →∞ is performed. This is

because the derivative of s(λ) diverges logarithmically at λ → 0. Note, that while

deriving the value of λ by means of perturbation theory, a logarithmic correction

has been identified in Eq. (2.59), which has so far been neglected because the nu-

merical data did not allow for discriminating between the term with and without

correction. Taking the logarithmic correction into account (after all, it originates

from the noninteracting three-site model), the coupling to the central spin should

be rescaled as A/(K logK) in the interacting CSM. Then,

λ∗ ∼ K

2

(
A

WK logK

)2

(3.23)

yields an entanglement entropy of

SE(
∣∣E{ai}i〉) ∼ A2

W 2
(3.24)

for the localized eigenstates of the CSM in the thermodynamic limit, which is an

area law. Figure 3.7 shows that the eigenstates in fact perform a transition from

a volume law to an area law while the disorder strength is increased. Remarkably,

the standard deviation of SE peaks at the transition, which is an indication of the
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3 Many-body localization in the central spin model

Figure 3.7: Area law of entanglement entropy. Within the localized regime, W �
A, the entanglement entropy SE is independent of system size. Instead, for vanishing

disorder each new spin increases SE , giving rise to a volume law. At the transition

between both regimes, both extended and localized eigenstates contribute to the

value of SE . Hence, its standard deviation σSE peaks at the transition (see inset).

As SE ∼ K in the extended phase but SE ∼ K0 in the localized phase, the peak of

the standard deviation is expected to diverge in the thermodynamic limit. Data is

shown for A = 1 and 7 ≤ K ≤ 16 (bottom to top).

MBL mobility edge [104]. The comparison with the theoretical scaling of ∼ A2/W 2

would require more data points at larger values of the disorder strength, while the

focus of this Thesis was put on the transition itself.

With the study of the locality of the many-particle eigenstates, the analysis of the

MBL phase of the CSM is completed within this Thesis. It was shown that the

CSM transitions to a phase with Poisson-distributed eigenvalues at a critical value

of disorder Wc, in which the ETH is broken. Despite the lack of a mathematically

rigorous concept for a measure of distance, eigenstates obey several spatial properties

that are similar to the localized states of the RFHC: For once, the entanglement

entropy SA(t) of initial states between two spatial bipartitions of the CSM grows

only logarithmic in time for W > Wc, which is impossible in an extended phase.
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3.4 Detecting MBL with a central spin

Furthermore, the entanglement entropy SE of the eigenstates themselves shows an

area law for W > Wc. However, the topology of the CSM does induce several

spatially non-local features. A very peculiar finding is the non-extensive exchange of

magnetizationM through the central spin, detected by both, particle fluctuations F
of eigenstates and infinite time averages of spin polarizations. While a non-extensive

exchange of magnetization between two bipartitions A and B is typically expected at

the border of the cut between A and B, the exchanged magnetization distributes on

all spins of the CSM. This is a consequence of the fact that each spin borders to the

cut. The distributed non-extensive exchanged magnetization, however, contributes

extensively to the saturation value of the entanglement entropy SA(t), causing an

enhancement of the speed of the LGEE. It is thus conjectured that the central spin

leaves its footprint by mixing the l-bits of the RFHC such that the l-bits of the CSM

become non-local, similar to the multifractal structure of single-particle eigenstates

in the DFAM. As the central spin modifies the MBL phase of its environment, its

environment is expected to have an impact on the central spin. Thus, the next

section analyzes whether the central spin is differently affected by a MBL or ergodic

environment, i.e. whether the central spin can be used as a MBL detector.

3.4 Detecting MBL with a central spin

After it was shown that there exist systems in which the insertion of a central spin

does not destroy the MBL phase, it is discussed how the central spin can be exploited

as an ideal (non-demolition) detector of MBL. Detecting MBL by means of a central

spin is particularly interesting because manipulation and readout of a sample occurs

only on a single spin. In fact, it is henceforth assumed that the central spin, whose

Hilbert space is only two-dimensional, is the only measurable degree of freedom. Yet

it is shown below that it is capable of examining the state of its environment.

To this end, consider the time evolution of its spin z component

Sz(t) = 〈ψ(t)|Sz |ψ(t)〉 . (3.25)

In energy space, the initial state |ψ0〉 and Sz can be described by the matrices

ρEnm = 〈En|ψ0〉 〈ψ0|Em〉 and (SEz )nm = 〈En|Sz |Em〉, where |En〉 is the eigenstate of
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3 Many-body localization in the central spin model

H with energy En. Then, its auto-correlation function yields

C(t) =

∫ ∞
−∞

dτSz(t+ τ)Sz(τ) (3.26)

=
∑
nm

∣∣ρEnm∣∣2 · ∣∣(SEz )nm
∣∣2 ei(En−Em)t (3.27)

such that the Fourier transformation of the auto-correlation function takes the

form

f2(ω) =
1

2π

∫ ∞
−∞

dte−iωtC(t) (3.28)

=
∑
nm

∣∣ρEnm∣∣2 · ∣∣(SEz )nm
∣∣2 δ [ω − (En − Em)] . (3.29)

The notation f2(ω) for the Fourier transformation of C(t) stems for the fact that

it relates to the quantity f(E,ω) that describes off-diagonal matrix elements of

observables within the framework of the ETH [55], see Eq. (1.13). Evidently, ρE

and SEz can only contribute to f2(ω) if there exists two energies with ω = Ei − Ej .
Note however, that the energies Ei and Ej in Eq. (3.29) are not restricted to adjacent

eigenvalues. Yet, the behavior of f2(ω) for small frequencies is dominated by the

statistics of level spacings gi = Ei+1−Ei. In particular, in the ergodic phase, where

eigenvalues repel each other, the probability to find a small level spacing behaves

as p(ω)dω ∼ ωdω. Therefore, in contrast to the localized phase, f2(ω) is expected

to be linearly suppressed in the ergodic phase. The dynamics of the central spin is

hence influenced by the level statistics of the surrounding spins of the RFHC. This

feature is illustrated in Fig. 3.8, where the smoothed discrete function

f̄2(ωi) =
1

∆(ωi)

∫ ωi+∆(ωi)

ωi

dωf2(ω) (3.30)

is shown. In order to be able to illustrate the whole relevant frequency space, which

ranges over 5 orders of magnitude, the steps ∆(ωi) between two data points scale as

∆(ωi) ∼ ωi. Also, it should be noted that most weight of f̄2(ω) is concentrated at

the vicinity of ω = A/K. This is masked by the logarithmic scale used in Fig. 3.8.

As motivated above, Fig. 3.8 reveals a significant different behavior of f̄2(ω) at small
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3.4 Detecting MBL with a central spin

Figure 3.8: Fourier spectrum of the autocorrelation function. At small frequencies

ω � A, the central spin can detect the ETH phase (red) by a linear decay of f̄2(ω),

which originates from level repulsion. In the MBL phase, f̄2(ω) peaks at the two

energy scales A and A/K, which correspond to the local interactions. Further, the

MBL phase reveals a significant power law decay f̄2(ω) ∼ ω−4 for fast frequencies.

Data is generated for 10 (thin lines) and 12 (thick lines) spins at A = 1. The colored

areas are guides for the eye and indicate the power-law behaviors.

frequencies due to level statistics. It should be noted that in order to detect the

small frequency behavior of the CSM, large decoherence times and perfect isolation

is required. However, f̄2(ω) behaves qualitatively different for larger values of ω, too.

In the MBL phase, clear peaks of f̄2(ω) at ω = 1 and ω = A/K can be observed.

These energy scales correspond to the coupling strengths between neighbored spins of

the Heisenberg chain and their coupling strength to the central site, respectively. In

that case, the dynamics of the central spin is strongly affected by local interactions at

intermediate times. A peaking behavior of f̄2(ω) is impossible within the framework

of the ETH, and, consequently, the CSM shows a smooth function of f̄2(ω) for

W < Wc. However, the most significant feature can be found for fast frequencies.

There, f̄2(ω) decays as a power law over many orders of magnitude. Within ergodic

systems, an exponential decay is expected instead [44]. A power-law dependence

of a related quantity to f2(ω) has recently been studied in terms of localization,

103



3 Many-body localization in the central spin model

too [184]. The exponent of the power-law is found to be independent of system size,

disorder strength and also independent of the coupling strength to the central spin

(see [185] for details). Further, for different distributions of random numbers, such

as normal and lognormal distributions the very same exponent p = −4 is observed.

This exponent therefore seems to be a generic exponent of this model and a novel

indicator of MBL.

Due to the robustness of the exponent p = −4 to perturbations of the used param-

eters, an observation of a power-law behavior of the Fourier transform of autocorre-

lation functions of a central spin seems to be a clear indication of a MBL phase. As

discussed in the introduction, the CSM models a whole variety of relevant setups.

To give a concrete example, the above described MBL detection scheme could be

performed with NV centers in diamond. In particular, working with high nitrogen

density type Ib samples, the NV center plays the role of an optically addressable

central spin while P1 centers play the role of the ring spins [122]. Operating a mag-

netic field of about 510 G, the NV center and the P1 defects become resonant, while

a deviation from this magnetic field results in a weaker coupling [186]. Hence, al-

tering the magnetic field enables to modify the coupling A between the central spin

and its environment. In diamond, disorder is mainly given by the random distances

between spin degrees of freedom, which results in disordered coupling constants.

Then, one should be able to directly measure the central NV’s frequency dependent

spin-spin autocorrelation function by means of spin-echo like pulse sequences. Typ-

ical frequency ranges that are detectable are of order ω ∼ 10−1 J to 102 J [120],

where J is the typical energy scale of the coupling between the NV center and a P1

center. Within this frequency regime, the power law behavior of f̄2(ω), can be used

to diagnose the presence of a possible MBL phase.
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Conclusions and Outlook

The central spin model (CSM) shows, regardless of its non-local coupling terms, a

many-body localization (MBL) phase above a critical disorder that depends on the

coupling strength to the central spin. This result contributes to the understanding of

MBL in several ways. Firstly, the stability of the MBL phase is extended to weakly

interacting central degrees of freedom. Using the results of the disordered Fano-

Anderson model (DFAM) it was shown, that the main mechanism competing with

localization is the resonant mixing of almost-degenerate eigenstates of the localized

system. Localization was demonstrated to break down if the central spin couples too

strong to the other degrees of freedom. From a different perspective, the disorder

strength required in order to find a system in a localized phase increases with the

coupling strength to a central spin. Hence it is conjectured that a central spin can be

used to alter the position of the transition between the MBL and the ergodic phase.

This feature can be used to enforce a phase transition in materials, in which the ef-

fective coupling constant to a central spin is easier to modify than the disorder. By

definition, a central spin interacts with the remainder of a system. This enables it to
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probe its environment in great detail, which opens the opportunity to exhaust the

central spin as a MBL detector. In fact it is found that the dynamics of central spin

may break fundamental laws of the eigenstate thermalization hypothesis, depending

on whether its environment is localized or not. With the observation of MBL in

the CSM, this Thesis suggests that a logarithmic growth of entanglement entropy

(LGEE) in an interacting system can have different origins than the non-dissipative

dephasing of the random field Heisenberg spin chain. Within the framework of the

DFAM, LGEE is derived for free fermions, whose collective motion between reso-

nantly coupled lattice sites results in this particular feature. Within the interacting

CSM, the same mechanism is motivated to induce the enhanced LGEE. Interestingly,

the amount of exchanged magnetization between resonantly coupled spins does not

increase with system size. Yet, as it is distributed among all spins, it may yield an

extensive contribution to the entanglement entropy.

Resonantly mixing spin degrees of freedom within different bipartitions of the CSM

also motivate that the l-bits (short for ‘local bits’), which are the emergent integrals

of motion of MBL, are rather non-local within the CSM. Hence, the many-body

eigenstates are, although being localized by thermodynamical means, delocalized in

real space. The spread of magnetization within the CSM is an indirect evidence

for such delocalized l-bits. For further understanding, the mutual information be-

tween two spins is a more direct measure. The mutual information should enable

to directly study the correlations between two distant spins, possibly resulting in

peaks whenever two spins are mixing resonantly. Then, it would be interesting to

compare whether the interacting CSM shows a similar multifractal behavior as its

interaction-free analog, the DFAM, does.

From both an experimental and a theoretical point of view, it is worthwhile to study

the MBL phase of a CSM if the central spin is periodically driven. Experimentally,

this is relevant in electron spin resonance techniques. From the theoretical side,

dynamical phases of matter, e.g. Floquet-MBL and time crystals have been identi-

fied. One might expect that the partial delocalization induced by the central spin

increases in time-dependent setups, where energy is no longer conserved. However,

within Floquet-MBL, many degrees of freedom are driven simultaneously, such that

driving merely the central spin is a comparable weak perturbation to the undriven

system. In fact there is evidence for an increasing level of localization in the DFAM

for a fast driving frequency [187]. Hence, this opens up the possibility that a driven
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central spin in presence of a MBL system forms a time crystal.
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Figure A.1: Illustration of the bijection between Ω1 and Ω2 (see text). The map

f removes an interval of size g after each random number (except for the last) and

attaches it at the very end of the interval. Importantly, this leads to a unique

configuration X̃ of random numbers. The inverse function, mapping from Ω2 to Ω1

simply adds a space of size g after each random number, but removes the same space

from the end of the interval. Thus, each element X ∈ Ω1 corresponds to one element

X̃ ∈ Ω2, such that both configuration spaces have the same cardinality, |Ω1| = |Ω2|.

A.1 Expectation value of the minimum gap between

random numbers

Assuming N randomly placed points {x1, x2, . . . , xN} in the interval xi ∈ [0, L],

the expectation value E[minij |xi − xj |] for the minimum distance between those N

points is calculated. Without loss of generality sorted random numbers are assumed,

i.e. xi < xj if i < j.

Consider the space

Ω1 =

{
X = (x1, x2, . . . , xN )

∣∣∣min
ij
|xi − xj | ≥ g

}
(A.1)

of all configurations X of random numbers xi, where the minimum gap is larger than

g. By definition, it covers all configurations where the gap of all adjacent random
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numbers is larger than g. Consider further the space

Ω2 =
{
X̃ = (x1, x2, . . . , xN )

∣∣∣∀i : xi ≤ L− (N − 1)g
}

(A.2)

of all configurations X of random numbers xi, where each random number is smaller

than (N − 1)g. The two spaces are not identical, but each X ∈ Ω1 can be mapped

onto exactly one X̃ ∈ Ω2 and vice versa. This can be achived by the bijection

X = (x1, x2, x3, . . . , xN ) 7→ (x1, x2 − g, x3 − 2g, . . . , xN − (N − 1)g) ∈ Ω2. (A.3)

Thus, both spaces have equal cardinality (see also Fig. A.1), and thus,

P

(
min
ij
|xi − xj | ≥ g

)
= P

(
∀i : xi ≤ L− (N − 1)g

)
(A.4)

=

(
1− (N − 1)g

L

)N
. (A.5)

Then, the exact expectation value yields, as before,

E[min
ij
|xi − xj |] =

∫ L/(N−1)

0
dg

(
1− (N − 1)g

L

)N
(A.6)

=
L

N2 − 1
. (A.7)

A.2 Free fermion methods

For models of free fermions as the DFAM described in Sec. 2, there exist simpli-

fications for treating the model analytically and numerically that are used to gain

the results of this Thesis. They are summarized in the following. Thereby, known

results of the literature are presented in a more detailed way and extensions are

found. Consider Hamiltonians of the form

Ĥ =

L∑
i,j

Hij ĉ
†
i ĉj = (ĉ†)TH ĉ (A.8)

where ĉ is a vector of L annihilation operators ĉi at sites i and H a hermitian L×L
matrix where L is the system size. For readability, hats are used to indicate operators
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like ĉi that act on vectors |ψ〉 of the Hilbert spaceH. Doing so, the abstract quantum

mechanical operators (which are basis independent) are clearly distinguished from

the matrices that are used in numerical implementations. Note that although H is a

L dimensional matrix, the dimension of the full Hilbert space is 2L as the dimension

of each annihilation operator ĉi is 2. In fact, H is a representation of Ĥ in the

subspace of particle number one, but for performance purposes, multiple particles

are often simulated simultaneously, as they do not interrupt each others motion.

The matrix H is hermitian and may therefore be diagonalized, H = V D V †. With

the new operators f̂i = Vij ĉj the Hamilton operator can be diagonalized,

Ĥ = f̂
†
D f̂, (A.9)

and using the fermionic anticommutation relations yields

d

dt
f̂k(t) =

i

~
[Ĥ, f̂k(t)] = − i

~
Dkf̂k(t), (A.10)

where Dk = Dkk are the diagonal entries of the diagonal matrix D. For time

independent Hamiltonian operators follows

f̂ = exp

(
− i
~
Dt

)
f̂ (A.11)

and

ĉ(t) = U(t) ĉ(0), (A.12)

where

U(t) = V † exp

(
− i
~
Dt

)
V . (A.13)

Note that U(t) is not the usual time evolution operator Û(t) = exp(−i/~Ĥt) that

acts on vectors of H. In fact, for the time evolution of annihilation operators in the

Heisenberg picture Û(t)ĉiÛ
†(t) = (U(t))ij ĉj holds.

For models that describe free fermions, the number operator N̂ =
∑

i ĉ
†
i ĉi commutes

with the corresponding Hamilton operator, therefore, the expectation value of the

number operator does not evolve in time,〈
ψ(t)

∣∣∣N̂ ∣∣∣ψ(t)
〉

=
〈
ψ(0)

∣∣∣N̂ ∣∣∣ψ(0)
〉
. (A.14)
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Then, it is assumed that the initial state |ψ(0)〉 is an eigenstate of N̂ , i.e. has a

given number of particles. In fact, also in models with free fermions there exist

states where this is not the case, e.g. |ψ〉 = ĉ†1ĉ
†
2 |〉+ ĉ†1 |〉, but as Ĥ does not couple

subspaces with different number of particles, the subspaces can be treated separately.

Using an eigenstate

|φ〉 =
n∏
i=1

ĉ†αi |〉 (A.15)

of N̂ describing n particles at the sites {αi} as vacuum state, the normal order can

be defined as

: ĉ†i ĉj ĉ
†
k ĉl : (A.16)

which moves all annihilation operators ĉi to the right if i /∈ {αi} and all creation

operators ĉ†i to the right if i ∈ {αi}. For each performed permutation of fermionic

operators a minus sign is collected. Thus, all operators that annihilate |φ〉 are moved

to the right. With the usual contraction

Â B̂ = ÂB̂ − : ÂB̂ : (A.17)

one can then follow Wick’s theorem in order to show that any expectation value

of the form 〈φ|ABCD . . .|φ〉 , where A,B,C,D are fermionic creation or annihi-

lation operators, may be expressed by means of products of two-point correlators

〈φ|AB|φ〉 〈φ|CD|φ〉 . . .+ . . . .

Although the states |ψ〉 within a subspace of a given number of excitations are

always eigenstates of N̂ , they are not necessarily factorizing in real space, e.g.

|ψ〉 = 1√
2

(
ĉ†1 + ĉ†2

)
|〉. Then, the normal order of operators ĉ†1,2, ĉ1,2 is ill defined,

as neither of the four operators completely annihilates |ψ〉. However, there always

exists a unitary transformation f̂ †i =
∑

j Tij ĉ
†
j within this subspace, under which |ψ〉

factorizes. Then, due to the linearity of the scalar product,

〈ψ|ABCD . . .|ψ〉 =
∑
i,j,k,...

TAi T
B
j T

C
k T

D
l . . . 〈ψ|aibjckdl . . .|ψ〉 (A.18)

=
∑
i,j,k,...

TAi T
B
j T

C
k T

D
l . . . [〈ψ|aibj |ψ〉 〈ψ|ckdl|ψ〉 . . .+ . . .] (A.19)

= 〈ψ|AB|ψ〉 〈ψ|CD|ψ〉 . . .+ . . . , (A.20)

where A = TAi ai and ai are fermionic operators for which either ai |ψ〉 annihilates or
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a†i |ψ〉 does. This step is in general not possible for states |ψ〉 that are no eigenstates

of N̂ .

As a result of Wick’s theorem, states |ψ〉 of the 2L dimensional Hilbertspace can be

completely described by means of the L×L dimensional two-point correlation func-

tion Cij(t), even if multiple particles are considered. This is also how the numerical

simulation of DFAM discussed in Sec. 2 is realized. For a given initial state, e.g. a

half filled chain |ψ(0)〉 = ĉ†1ĉ
†
3ĉ
†
5 . . . |〉, the corresponding correlation matrix C(0) is

constructed, which is diagonal and given by C(0) = diag (1, 0, 1, 0, 1, . . .). The time

evolution of the correlation matrix simplifies to

Cij(t) =
〈
ψ(t)

∣∣∣ĉ†j ĉi∣∣∣ψ(t)
〉

(A.21)

=
〈
ψ
∣∣∣ĉ†j(t)ĉi(t)∣∣∣ψ〉 (A.22)

=
〈
ψ
∣∣∣ĉ†k(0)U †kj(t)Uil(t)ĉl(0)

∣∣∣ψ〉 (A.23)

= Uil(t)
〈
ψ
∣∣∣ĉ†k(0)ĉl(0)

∣∣∣ψ〉U †kj(t) (A.24)

= Ujl(t)Clk(0)U †ki(t). (A.25)

The two-point correlation function C of a fermionic quantum state evolves similar

to its density matrix

C(t) = U(t)C(0)U †(t) (A.26)

The matrix U(t) is calculated by means of exact diagonalization techniques. In

detail, U(t) = V † exp
(
−iDt

)
V , and V and D are the eigenvectors and eigenvalues

of H.

Simple quantities like the number of particles at site i can then be read of from C(t)

as
〈
ψ(t)

∣∣∣ĉ†i ĉi∣∣∣ψ(t)
〉

= Cii(t). But it is not trivial to determine e.g. the entanglement

entropy of bipartitions if only C is accessible. For the entanglement entropy of to

bipartitions A and B of the Hilbert space H = HA⊗HB one uses the von Neumann

entropy of the reduced density matrix

S(t) = −tr [ρ̂A ln ρ̂A] , (A.27)

where ρ̂A = trB [|ψ(t)〉 〈ψ(t)|]. For pure states, one can use the Schmidt decompo-
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sition to easily show that tr [ρ̂A ln ρ̂A] = tr [ρ̂B ln ρ̂B], as both ρ̂A and ρ̂B have the

same eigenvalues, as |ψ〉 =
∑

i λi |ai〉A ⊗ |bi〉B. As the correlation matrix C(t) has

access to all information about the state of the system, the entanglement entropy

S(t) may be expressed means of C(t). For doing so, the key steps of Ref. [172] are

followed, but give more details about the calculation are given here.

Defining the partition A of the real space by the sites 1, 2, . . . , l, which are not

necessarily contiguous. Our aim is to find the reduced density matrix ρ̂A and relate

it with C. Firstly, tracing out on the level of the correlation matrix is done by simply

taking the block CA of C that describes the sites 1 to l. The reduced density matrix

ρ̂A has access to all observables within A, especially

CAij = tr
[
ρ̂Aĉ

†
j ĉi

]
, (A.28)

which enables us to show that ρ̂A may be expressed by

ρ̂A = K exp

− l∑
i,j=1

Rij ĉ
†
i ĉj

 , (A.29)

where K is a normalization constant, R a hermitian matrix, and ĉj annihilates a

fermionic excitation at site j. The operator ρ̂A is a 2l dimensional matrix that acts

on vectors of the reduced Hilbert space HA, while R is a l × l dimensional matrix,

only. Yet, R may be diagonalized, such that

ρ̂A = K
∏
k

exp
(
−εkâ†kâk

)
, (A.30)

with new fermionic operators âk =
∑l

iOkiĉi and εk are the eigenvalues of R. The

trace of ρ̂A can now be calculated in the basis of the new operators, but note that

the reduced density matrix does not describe a given excitation number only. One
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thus finds

tr [ρ̂A] =K

〈∣∣∣∣∣∏
k

exp
(
−εkâ†kâk

)∣∣∣∣∣
〉

(A.31)

+K
∑
m

〈
am

∣∣∣∣∣∏
k

exp
(
−εkâ†kâk

)∣∣∣∣∣am
〉

+K
∑

m,n 6=m

〈
aman

∣∣∣∣∣∏
k

exp
(
−εkâ†kâk

)∣∣∣∣∣aman
〉

+ . . .

=K

1 +
∑
m

e−εm +
∑

m,n 6=m
e−εme−εn + . . .

 (A.32)

=K
∏
k

(
1 + e−εk

)
, (A.33)

such that the correct normalization is

K =
∏
k

(
1 + e−εk

)−1
. (A.34)

Now ρ̂A and CA are related by

CAij = tr
[
ρ̂Aĉ

†
j ĉi

]
(A.35)

= Ktr

[∏
k

exp
(
−εkâ†kâk

)∑
m

O†mj â
†
m

∑
n

Oinân

]
(A.36)

= Ktr

[∏
k

exp
(
−εkâ†kâk

)∑
m

OimO
†
mj â

†
mâm

]
(A.37)

= K
∑
m

OimO
†
mjtr

[∏
k

exp
(
−εkâ†kâk

)
â†mâm

]
, (A.38)

where the definition of the ân operators are used, but as the exponential conserves

the number of excitations, all terms with n 6= m vanish. Now, the trace has to

be performed over an expression similar to Eq. (A.31). Here, the number operator

â†mâm is additionally inside the trace, such that, while evaluating the trace, the terms

without excitation of the m-th mode do not contribute. Comparing with Eq. (A.31),
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this yields

CAij = K
∑
m

OimO
†
mj

e−εm + e−εm
∑
n6=m

e−εn + e−εm
∑

n6=m, k 6={m,n}

e−εne−εk + . . .

 (A.39)

= K
∑
m

OimO
†
mje

−εm

1 +
∑
n6=m

e−εn +
∑

n6=m, k 6={m,n}

e−εne−εk + . . .

 (A.40)

= K
∑
m

OimO
†
mje

−εm K−1

1 + e−εm
(A.41)

=
∑
m

Oim
1

eεm + 1
O†mj (A.42)

=
∑
m

OimξmO
†
mj , (A.43)

which gives the relation between the eigenvalues ξm = (eεm + 1)−1 of the correlation

matrix C
A

and the single excitation eigenvalues εm = ln 1−ξm
ξm

of the reduced density

matrix ρ̂A, which yields

ρ̂A = K exp

(
−

l∑
k=1

ln
1− ξk
ξk

â†kâk

)
with K =

l∏
k=1

(1− ξk), (A.44)

which is also found in Ref. [172]. Inserting this expression into S(t) = −tr [ρ̂A ln ρ̂A]

yields

S(t) = tr

[
K exp

(
−

l∑
k=1

εkâ
†
kâk

)
ln

[
K exp

(
−

l∑
n=1

εnâ
†
nân

)]]
(A.45)

= lnK −Ktr

[
l∏

k=1

exp
(
−εkâ†kâk

) l∑
n=1

εnâ
†
nân

]
(A.46)

= lnK −K
l∑

n=1

εne
−εn K−1

1 + e−εn
(A.47)

= −
∑
n

ln(1− ξn) +
∑
n

ξn ln
1− ξn
ξn

(A.48)

= −
∑
n

[(1− ξn) ln(1− ξn) + ξn ln ξn] (A.49)

= −tr
[
CA lnCA + (1− C

A
) ln(1− C

A
)
]

(A.50)
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Considering only one a single particle in a pure state, the matrix C has exactly one

nonzero eigenvalue, which is one. Thus, the rank of the matrix C is one, and hence,

so are its all possible blocks CA can have a maximum rank of one. Consequently,

each matrix CA has at most one nonzero eigenvalue λ, which is not necessarily one

but instead λ = tr
[
CA
]
, which is the probability that the particle is present in the

bipartition A. The entanglement entropy S1(t) for a single particle thus further

simplifies to

S1(t) = −tr
[
CA
]

ln(tr
[
CA
]
)− (1− tr

[
CA
]
) ln(1− tr

[
CA
]
), (A.51)

such that the matrix CA does not even have to be diagonalized in order to calculate

the entanglement entropy.

A.3 Subadditivity of entanglement entropy for single

particle states

Definition 1: Entanglement entropy. Let |e1〉 ∈ H be a normalized state in the

Hilbert space H. Let further be (A,B) a bipartition of this Hilbertspace, such that

H = HA ⊗HB. The reduced density matrix

ρA = trB [|e1〉 〈e1|] (A.52)

then yields the entanglement between of |e1〉 between the bipartitions A and B via

the von Neumann entropy

SE(|e1〉) = −trB [ρA ln ρA] . (A.53)

Note that trB [ρA ln ρA] = trA [ρB ln ρB].

Theorem: Given two orthonormal fermionic single particle states |e1〉 = e†1 |〉 , |e2〉 =

e†2 |〉 ∈ H, the state |e1e2〉 = e†2e
†
1 |〉 yields an entanglement entropy smaller or equal
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the sum of the entanglement entropies of the single particle states,

SE(|e1, e2〉) ≤ SE(|e1〉) + SE(|e2〉). (A.54)

Hereby, |〉 describes the vacuum state, i.e. the state without any excitation, and

e†1, e
†
2 are fermionic creation operators.

In order to proof Theorem 1, correlation matrices

Cij(|ψ〉) = 〈ψ| c†jci |ψ〉 , (A.55)

are employed, where the fermionic states c†i |〉 form an orthonormal basis of the

single particle subspace of H. In addition, the sets {c†i |〉}i and {c†j |〉}j with i ∈ A
and j ∈ B are orthonormal bases of the single particle subspaces of HA and HB,

respectively. For instance, if HA and HB describe different halves of a lattice, the

fermionic operators c†i could be lattice site operators, i.e. c†i creates a particle on

site i. The entanglement entropy can then be calculated by

SE(|ψ〉) = −CA lnCA − (1− CA) ln(1− CA), (A.56)

where the reduced correlation matrix (CA)ij = (C)ij(|ψ〉) with i, j ∈ A consists of

only those rows and columns of C(|ψ〉) which are given by correlations within A.

The entanglement entropy is thus given by

SE(|ψ〉) =
∑
i

s(λi) with (A.57)

s(x) = −x lnx− (1− x) ln(1− x) (A.58)

and λi are the eigenvalues of the reduced correlation matrix C(|ψ〉).

Lemma 1: The reduced correlation matrices of orthogonal states are additive,

CA(|e1e2〉) = CA(|e1〉) + CA(|e2〉). (A.59)

Proof: As {c†k |〉}k is a basis of H and 〈e1|e2〉 = 0,

e†i =
∑
k

Uikc
†
k (A.60)
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where U is a unitary matrix. Note that this step requires the orthogonality of |e1〉
and |e2〉. Likewise c†k =

∑
l(U
†)kle

†
l and ck =

∑
l(U
†)∗klel =

∑
l Ulkel. Thus,

Cij(|e1e2〉) = 〈e1e2| c†jci |e1e2〉 (A.61)

=
∑
kl

(U †)jk 〈e1e2| e†kel |e1e2〉Uli (A.62)

=
∑
k

(U †)jk 〈e1e2| e†kek |e1e2〉Uki, (A.63)

i.e. C(|e1e2〉) = U †DU, (A.64)

where D is diagonal. Analogously

C(|e1〉) = U †D1U with D1 = diag(1, 0, 0, 0, . . .) (A.65)

C(|e2〉) = U †D2U with D2 = diag(0, 1, 0, 0, . . .) (A.66)

(A.67)

with D1 +D2 = D. Hence,

C(|e1e2〉) = U †(D1 +D2)U (A.68)

= U †D1U + U †D2U (A.69)

= C(|e1〉) + C(|e2〉), (A.70)

and thus Cij(|e1e2〉) = Cij(|e1〉) + Cij(|e2〉), which proves Lemma 1.

Lemma 2: The reduced correlation matrices can be expressed by

CA(|ei〉) = λi |φi〉 〈φi| (A.71)

Proof: In the proof of Lemma 1 it is shown that the full correlation matrix of a

single particle excitation C(|ei〉) consists of exactly one finite eigenvalue (which is

one). As C(|ei〉) is hermitian, its rank therefore equals one. Further, as the reduced

correlation matrix CA(|ei〉), which emerges from C(|ei〉) after deleting all rows and

columns k with k ∈ B,

rank CA(|ei〉) ≤ 1. (A.72)
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Figure A.2: Modification of the entanglement entropy at finite δ. Top: For λ1 and

λ2 on different sides of x = 0.5 the reduction of the entanglement entropy is trivial.

Bottom: For λ1, λ2 on the same side, a shift ν2 = λ2 − δ, ν1 = λ1 + δ always yields

s(ν2) + s(ν1) < s(λ2) + s(λ1) due to the concavity of s(x).

Thus, CA(|ei〉) can have at most one non-zero eigenvalue

λi = tr
[
CA(|ei〉)

]
=
∑
k∈A
〈ei| c†kck |ei〉 (A.73)

which equals the probability of finding |ei〉 in subspace HA. With |φi〉 being the

corresponding eigenvector, Lemma 2 is proven.

Completion of the Proof: Using Lemma 1 and Lemma 2, the reduced correlation

matrix of the joint state |e1e2〉 yields

CA(|e1e2〉) = λ1 |φ1〉 〈φ1|+ λ2 |φ2〉 〈φ2| . (A.74)
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Without loss of generality λ1 > λ2. Its eigenvalues are then

ν1 = λ1 + δ/2, (A.75)

ν2 = λ2 − δ/2 with (A.76)

δ =

√
(λ1 − λ2)2 + 4λ1λ2 |〈φ1|φ2〉|2 − (λ1 − λ2), (A.77)

where δ = 0 for |〈φ1|φ2〉|2 = 0 and δ > 0 elsewhere. As the function s(x) is concave,

δ > 0 yields (see Fig. A.2 for an illustration)

s(ν1) + s(ν2) < s(λ1) + s(λ2). (A.78)

The entanglement entropy is thus additive if and only if |〈φ1|φ2〉|2 = 0, taking aside

trivial cases in which one λi is zero or unity. Herewith Theorem 1 is proven.

A.4 Vectorized partial trace method

In this section we will present the numerical implementation for performing the

partial trace

ρR = trB [|ψ〉 〈ψ|] (A.79)

that is used in this Thesis. It is optimized for situations where averaging over

disorder is important but at the same time symmetries of the Hamiltonian can be

used to work within subspaces of the total Hilbert space H. While performing a

partial trace generally involves summing over the correct (depending on the part

of the system that is traced out) matrix elements in a matrix representation, the

method we introduce here is designed in a way such that no explicit loops have to

be written in a source code of a numerical implementation. Thus, we will show how

to calculate the matrix representation R of the reduced density matrix by means of

matrix multiplications R = MCMT , where M and C depend on the initial and final

basis representations but C also on the initial state vector v.

The method we introduce is working for arbitrary bases, even for not complete bases,

and is not restricted to spin 1/2 particles. For each partial trace to perform, only

one sparse matrix M , whose only non-zero elements are ones, needs to be saved
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and multiplied. This feature enables to parallelize this method, such that it is hard

to beat it in performance for the case of general bases and many repetitions, i.e.

disorder ensembles.

In general the total Hilbert space is given by H = H1⊗H2⊗ . . .⊗Hn, where each Hn
describes a degree of freedom, e.g. a spin, a site or a particle with or without spin,

and may be of different dimension dn. We allow to work within a subspace S ⊂ H,

such that symmetries and conserved quantities may be exploited in an efficient way.

Furthermore, only the smallest required subspace, depending on the initial subspace

S, after the performing the particle trace is used. For partial traces, one defines

bipartitions A and B such that HA ⊗ HB = H. Without loss of generality we

assume that the bipartitions are contiguous, i.e.

HA =

m⊗
i=1

Hi, HB =
n⊗

i=m+1

Hi. (A.80)

It is convenient to work with bases of S or H that are tensor products of bases

{|i〉n}i, 1 ≤ i ≤ dn, of Hn. Then, a basis of the total Hilbert space H is expressed

by

Btot = {|i1, i2, . . . , im〉A ⊗ |im+1, im+2, . . . , in〉} , (A.81)

which consists of d =
∏
j dj states and 1 ≤ ij ≤ dj .

Given the two bases BA = {|α〉A} and BB = {|β〉B} one usually expresses the state

by |ψ〉 =
∑

α,β cα,β |α〉A ⊗ |β〉B and finds the reduced density matrix by

trA [|ψ〉 〈ψ|] =
∑
|σ〉∈BA

〈σ|A
(
|ψ〉 〈ψ|

)
|σ〉A =

∑
α,β,γ

cα,βc
∗
α,γ |β〉B 〈γ|B . (A.82)

However, we now present an equivalent way, which may look more complicated but

is closer to the numerical implementation we have in mind. Each of the d basis

vectors of Btot can be written as |bi〉 = |ti〉A ⊗ |ri〉B, such that an arbitrary state is

given by

|ψ〉 =
∑
i

ci |ti〉A ⊗ |ri〉B . (A.83)

Note that this is not the Schmidt decomposition. In fact, 0 ≤ i ≤ d and there may

exist |ti〉 , |tj〉 with i 6= j that are identical, because the dimension of the bipartition
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A is in general smaller than d. The partial trace is again gained by summing over

unique states |tk〉A, such that

trA [|ψ〉 〈ψ|] =
∑
k

〈tk|A

∑
i,j

cic
∗
j |ti〉A ⊗ |ri〉B 〈tj |A ⊗ 〈rj |B

 |tk〉A (A.84)

=
∑
k,i,j

〈tk|ti〉 〈tj |tk〉 cic∗j |ri〉B 〈rj |B (A.85)

=
∑
i,j

〈tj |ti〉 cic∗j |ri〉B 〈rj |B . (A.86)

Although the sum still ranges from 1 ≤ i, j ≤ d, the dimension of the reduced density

matrix is in general smaller than d, because there exist |ri〉 = |rj〉 for i 6= j, too.

The first introduced method uses that we already know the orthonormal bases of

A and B, and how |ψ〉 looks in a tensor product representation of these. But this

is essentially the main task of performing the partial trace in a general basis. The

second method shows that we can tackle this problem by identifying the duplicates

among the d vectors |ti〉 and |ri〉.

A.4.1 Setup

The numerical implementation is written in python and uses the numpy and the

itertools package. In order to illustrate how the vectorized partial trace may be

realized, we discuss the steps with a concrete example. Consider the input

basis =



3 -1 -1 -1

1 1 -1 -1

1 -1 1 -1

1 -1 -1 1

-1 1 1 -1

-1 1 -1 1

-1 -1 1 1

-3 1 1 1


, state =



0

2

4

8

16

32

64

128


, stto = (1, 3). (A.87)

The matrix ’basis’ represents a subset S of a Hilbert space H = H1⊗H2⊗H3⊗H4,

consists of 8 basis states and the element in the j-th column labels the basis state of
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the orthonormal basis {|ij〉} of Hj . The labels could be strings or chars, too, e.g. ’u’

and ’d’ for up and down. Here, we have spins in mind, where the spin represented

by the first column is of total angular momentum 3/2 and the other are spin 1/2

particles. The given basis describes the subset of total spin z component zero, such

that all the entries along a row add up to zero. E.g. the state |3/2, 1/2/1/2, 1/2〉 is

element of H but outside the considered subspace S. Any state ’state’ within S is a

superposition of these 8 vectors, such that they may be expressed by a 8 dimensional

vector of complex numbers. Here we consider a not normalized vector in order to

illustrate the steps of the method. Last, the method needs to know the spaces to

trace out, ’stto’, which is a list of integers giving the Hilbert spaces Hj that are

within the bipartition T that is traced out. We will need the two integers

n s t t o = len ( s t t o )

n r s = len ( ba s i s [ 0 ] ) − n s t t o

for the number of spaces to trace out, ’n stto’ = 2 here, and the number of remaining

spaces, ’n rs’ = 2 here. The list of remaining spaces ’rs’ is given by

r s = numpy . s e t d i f f 1 d (numpy . arrange ( l en ( ba s i s [ 0 ] ) ) , s t t o )

and evaluates to (0,2) in our example, as the list of spins to trace out is ’stto’=(1,3).

Similar to Eq. (A.81), we split each vector i of the basis of S into two vectors

|ti〉 and |ri〉, which are non-unique basis vectors of HT and HR. In the numerical

implementation, this corresponds to a list ’kets R’ of remaining states and ’kets T’

of states to trace out. This is realized by

kets R = numpy . asar ray ( ba s i s [ : , r s ] )

kets T = numpy . asar ray ( ba s i s [ : , s t t o ] )

The slicing operation [:, i] is used to extract the i-th column of the matrix ’basis’,

but instead of an integer, the whole lists ’rs’ and ’stto’ of integers are passed. In our
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example, we obtain

kets R =



3 -1

1 -1

1 1

1 -1

-1 1

-1 -1

-1 1

-3 1


, kets T =



-1 -1

1 -1

-1 -1

-1 1

1 -1

1 1

-1 1

1 1


(A.88)

Each row represents a vector |ri〉 or |ti〉. As pointed out, there now now duplicates

we have to identify. Note that the initial symmetry of total spin z is broken (the

rows within one matrix do no longer add up to zero), the method still uses the initial

symmetry as unnecessary states like |3/2, 1/2〉 (i.e. a row with 3 1 in the left matrix)

are not considered, which obviously increases the performance, too. Basically the

only task to solve is to find a unique basis of the bipartitions T and R.

A.4.2 Identifying distinct rows

We aim to find the list of all duplicates in the lists ’kets R’ and ’kets T’, i.e.

kets R dup = [ [ 1 , 3 ] , [ 4 , 6 ] ]

kets T dup = [ [ 5 , 7 ] , [ 1 , 4 ] , [ 3 , 6 ] , [ 0 , 2 ] ]

This step is important because we do not only need to find a list of unique rows in

order to identify a orthogonal basis in the subspace, but we also need to keep track

which rows are equal in order to add up the correct contributions for the density

matrix, cf. Eq. (A.86). The following algorithm that finds these lists may not be

optimized yet, but it also needs to be applied only a single time, because the lists

of duplicates do not change while calculating a disorder average, if same subspace

is traced out in each ensemble.

1. Convert each row into a void. Doing so, we are not restricted to label basis

states numerically and we can compare single objects instead of lists with each

other. This is done by
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ket s T vo id = numpy . ascont iguousar ray ( kets T ) . view (

numpy . dtype ( (numpy . void , kets T . dtype . i t em i z e * kets T . shape [ 1 ] ) )

)

2. Find the duplicates among the voids:

dummy, ke t s T idx = numpy . unique ( kets T void , r e t u r n i n v e r s e=True )

which evaluates to ’kets T idx’ = [3,1,3,2,1,0,2,0] in our example. This indi-

cates that the first and the third entry of ’ket T’ are the same, the second and

the fifth, etc.

3. Now we sort the numerical names ’kets T idx’ of ’kets T’ and keep track of

the indices while sorting.

k e t s T i dx s o r t i d x = numpy . a r g s o r t ( ke t s T idx )

k e t s T idx s o r t ed = ket s T idx [ k e t s T i dx s o r t i d x ]

This gives the sorted version of ’kets T idx’. In our example, this yields

’kets T idx sorted’ = [0,0,1,1,2,2,3,3]. Meanwhile, the list ’kets T idx sortidx’

= [5,7,1,4,3,6,0,2] simply remembers where each element was before the sort-

ing.

4. Again we search for duplicates. But this time, where the list of rownames is

sorted, we keep track of where the first duplicate appears. Therefore, we learn

about the positions of all the duplicates and how frequent they are.

dummy, a r g s t a r t , count = numpy . unique (

ke t s T idx so r t ed , r e tu rn index=True , r e tu rn count s=True )

5. We now partition the list ’kets T idx sortidx’ into a list of lists, where the

inner lists contain the positions of duplicates of the same kind. Also, we keep

only entries with at least one other duplicate. This may be realized by

ket T dups = f i l t e r ( lambda x : x . s i z e > 1 ,

numpy . s p l i t ( k e t s T idx so r t i dx , a r g s t a r t [ 1 : ] ) )

and evaluates to ’ket T dups’ = [[5,7], [1,4], [3,6], [0,2]] in our example. In

general the inner lists could consists of n ≥ 2 entries.
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6. Knowing at which indices i, j duplicates are, we now create all possible pairs

(i, j). Our example exists only of duplicates that appear twice, so nothing is

done in this step. If ’ket T dups’ contained an inner list [5,7,8], the subsequent

code would yield the list [[5,7],[5,8],[7,8]].

de f f i nd sub s e t (S) :

r e turn numpy . array ( l i s t ( s e t ( i t e r t o o l s . combinat ions (S , 2 ) ) ) ) .

t o l i s t ( )

ket T dupsA = map( f i nd subs e t s , ket T dups )

ket T dups = numpy . array ( l i s t ( i t e r t o o l s . chain . f r om i t e r a b l e (

ket T dupsA ) ) )

The last line basically flattens the resulting list. This cannot be performed

within numpy, as the list ’ket T dupsA’ contains lists of different length in gen-

eral, such that it is no well defined n×m array. The result is indeed ’ket T dup

= [[5,7],[1,4],[3,6],[0,2]]’. Obviously, all these steps can be performed to find

the duplicates of ’ket R’, too.

A.4.3 Performing the partial trace

In Eq. (A.86) one can see that only those elements of (|ψ〉 〈ψ|)ij contribute, where

|ti〉 = |tj〉. Therefore, we only calculate the necessary off-diagonal contributions

o f f d c on t = s t a t e [ ket T dup .T ] [ 0 ] * numpy . conj ( s t a t e [ ket T dup .T ] [ 1 ]

which evaluates to [140, 16, 72, 0]. The diagonal elements are basically all needed

and given by

d iag cont = s t a t e * numpy . conj ( s t a t e )

In our example ’diag cont’ = [0,4,16,36,64,100,144,196]. These elements build the

sparse matrix ’C’, which is given by the needed elements of (|ψ〉 〈ψ|)ij . In particu-

lar,

C = sc ipy . spar s e . coo matr ix ( ( o f f d c on t . f l a t t e n ( ) , ( ket T dup [ 1 ] ,

ket T dup [ 0 ] ) ) , shape=( l en ( ba s i s ) , l en ( ba s i s ) ) ) . t o c s r ( )

C = C + C.T
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C = C + sc ipy . spar s e . spd iags ( d iag cont . f l a t t e n ( ) , 0 , l en ( ba s i s ) , l en (

ba s i s ) )

In our example,

C =



0 0 0 0 0 0 0 0

0 4 0 0 16 0 0 0

0 0 16 0 0 0 0 0

0 0 0 36 0 0 72 0

0 16 0 0 64 0 0 0

0 0 0 0 0 100 0 140

0 0 0 72 0 0 144 0

0 0 0 0 0 140 0 196


(A.89)

At this point we have in principal already performed the partial trace in the sense

that we have all the information about the subsystem R while we traced out T .

However, as discussed, there are also equal states in the basis of remaining spins

’kets R’. If we want to get rid of all duplicates, we have to add up the rows and

columns of ’C’ that correspond to the same state. To this end, we first construct

a matrix ’m’ with ones on the diagonal and on the off-diagonal elements that are

given by ’ket R dup’ = [[1,3],[4,6]]. Out of ’m’ we then construct the map ’M’ by

deleting each row that corresponds to a duplicate, i.e. in our case row numbers 1

and 4 (the 2nd and 5th row). In our example, this yields

m =



1 0 0 0 0 0 0 0

0 1 0 1 0 0 0 0

0 0 1 0 0 0 0 0

0 1 0 1 0 0 0 0

0 0 0 0 1 0 1 0

0 0 0 0 0 1 0 0

0 0 0 0 1 0 1 0

0 0 0 0 0 0 0 1


, M =



1 0 0 0 0 0 0 0

0 0 1 0 0 0 0 0

0 1 0 1 0 0 0 0

0 0 0 0 0 1 0 0

0 0 0 0 1 0 1 0

0 0 0 0 0 0 0 1


(A.90)
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The sparse matrix product R = M * C * M.T then gives the requested density

matrix R.

R =



0 0 0 0 0 0

0 16 0 0 0 0

0 0 40 0 88 0

0 0 0 100 0 140

0 0 88 0 208 0

0 0 0 140 0 196


(A.91)

Note again that the matrix ’M’ and the list ’ket T dup’ only have to be determined

once and do not change while averaging over disorder ensembles or performing time

evolution. Each partial trace can be computed via the simple sparse matrix product

M * C * M.T, while C only contains the necessary elements of the full density matrix

|ψ〉 〈ψ|. This algorithm can treat special requirements on the used Hilbertspace, such

as symmetries or different dimensions of individual particles, and, generates only the

maximal needed subspace of the considered bipartition, such that symmetries may

still increase performance after the partial trace.
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