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Introduction

Chemical reactions play an essential role in many parts ofifeurAs a direct conse-
guence, there has always been the desire to be able to irdltlmoutcome of chemi-
cal processes. In the field of chemistry a large variety déteiht methods have been
developed to produce new substances. As the number of eglquioducts increased
steadily, in many cases very complicated methods were saoe® synthesize the de-
sired substances. With these complex syntheteses methedsprders of traditional
chemistry have often been touched.

A new alternative approach, called adaptive femtosecoadtgm control, became
accessible by the invention of ultrafast lasers [1]. In ties and fast developing field
of laser chemistry, sophisticated shaped laser pulses dniwolecular reaction into the
desired product channels. This can circumvent the use oy ihi#ficult reaction steps
until a substance is finally produced. It may even allow theegation of molecules or
molecular geometries which have not been accessible before

The fundamentals of adaptive femtosecond quantum cone# wiost intensively
investigated in the gas phase [2-5]. Nevertheless, duesthigih particle density and
the fact that many reactions require a condensed environrtenliquid phase is a
prefered medium for chemical reactions. Already first pngie experiments based on
simple reactions have shown that the concept of femtosegoadtum control is also
applicable for solvated molecules [6-9].

A very interesting class of reactions is the rearrangemihieamolecular structure,
called isomerization. Many physical and chemical propsrtsuch as the absoprtion
spectra, depend on the given molecular geometry. Changegrtangement of the
atoms in space with light can then trigger important subsetiprocesses. Because of
the effects and applications, isomerization reactionsoéngtal importance to many
processes in the field of physics, chemistry, and biology.ekample the first step of
vision within the human eye is initiated by an ultrafast issization.

In many cases, isomerization reactions can be initiated-agliation with light. The
liquid phase in turn is important to obtain high product gieelind is often required for
certain reactions. Thus it is interesting to investigatepitdte femtosecond quantum
control applied to geometrical rearrangement reactiom®wiplex molecules in a con-
densed medium.



2 Introduction

With adaptive femtosecond quantum control, laser pulspeshaan be designed,
that drive reactions into the desired direction. The suxoeshe concept of adaptive
femtosecond quantum control is based upon the fact that ledenknowledge of the
structure and dynamics of a molecule is not required in aimdetermine the optimal
laser pulse shapes. If a complete theoretical simulatigheogystem would be possi-
ble, the laser pulse shape could be calculated. Howevegriergl such a simulation
can not be accomplished for realistic molecules and solaéractions. For the exper-
imental realization of adaptive femtosecond quantum obndnly a feedback signal
that monitors the outcome of a reaction is needed. In a clisyggapproach the laser
pulse shape which optimally fulfills the control objectivencbe iteratively acquired.
The additional optimization of certain very basic laseigpaeters, such as wavelength,
intensity or polarization and the choice of suitable cands for the reactants can in-
crease the product yield.

However, in the context of adaptive femtosecond quanturtralthe experimental
characterization of the molecular reaction is not displelesan order to monitor the
reaction yield by a feedback signal, it is necessary to deter adequate spectroscopic
signals of the reactants. The information about the reaclymamics is also important
for the characterization and interpretation of the comrethanism. Since the decisive
reaction steps often take place on a femtosecond to picoddtne scale, one has to
set up suitable methods to be sensitive to this time reginneth€rmore, pulse char-
acterization methods are indispensable as well to undhergkee control mechanism.
With the knowledge of the dynamics and the control mechasifema specific system,
in an iterative process new techniques can be developddrthapecially adapted to
the given problem.

This thesis mainly deals with the study and optimization@bmetrical rearrange-
ment of two molecular systems: the isomerization reactf@roedium-size molecule
from the family of the cyanine dyes in the liquid phase andisloenerization of the
very complex biological system of retinal within the protdiacteriorhodopsin. The
methods and concepts for monitoring and controlling suchptex systems are pre-
sented in the first two chapters. More specific informatioaudbsomerization and
possible control methods in the context of geometricalresement reactions are
given in Chapter 3.

The first part of Chapter 4 presents the investigation of theecubar dynamics of
the cyanine molecule in different solvents using variowecgpscopic methods. A con-
clusive scheme of the dynamics was found in collaboratidh #i Santoro and R. Im-
prota performing quantum dynamical calculations. On th&daf this information,
the potential of the method of adaptive femtosecond quawtumrol for molecules in
condensed matter is demonstrated for this medium-sizeaulelén the liquid phase.
The required feedback signals can be measured by transisoitpdion spectroscopy.
In this spectroscopic technique, the system is excited aviplnmp pulse and the dy-
namics can be interogated by a temporally delayed probe pAlser excitation with



light, the isomerization efficiency, i.e the relative yielfithe educt to the product iso-
mers, can be both enhanced and reduced by specifically @elspgprmp laser pulses.
Finally the effect of the enhancement of the radiative detennel on the isomeriza-
tion efficiency is analyzed.

Chapter 5 deals with the biomolecular system bacteriorhsidopAdaptive fem-
tosecond quantum control is first applied to directly shdygepump laser pulse. This
experiment shows that a reduction of the isomerizatiordyaeld therewith the isomer-
ization efficiency is possible. Motivated by different thetical calculations, a new
pump—-shaped-dump—probe scheme for influencing the maledyhamics is devel-
oped. The shaped-dump pulse can influence the dynamicses, twnen the decisive
reaction step occurs. This scheme allows for the control ofeoular systems, as
demonstrated for the biomolecular system bacteriorhadppad it additionally pro-
vides information on the wave-packet evolution.

In Chapter 6, a further developed method is presented thafacditate the anal-
ysis of control mechanisms of adaptively determined optiasser pulse shapes and
provide an insight into the reaction mechanism. This metimad¢tes use of fithess-
landscapes, in which the system’s response for parametpakse shapes is system-
atically measured. By scanning the pulse separation andethéve amplitude of
colored double pulses, pump-dump scenarios can be real@dh often play an
important role. The concept is first characterized by expents whose outcome is
theoretically simulated. It is then demonstrated in an @rpent on the excitation
efficiency of a large dye molecule in solution, i.e. the antafmexcited molecules
for differently shaped laser pulses in relation to theirspuénergy. Finally the iso-
merization process of the biomolecular system bacterawpsin is illuminated using
colored double-pulse control-landscapes. These diftergperiments show the capa-
bility of colored double-pulse fitness-landscapes to itigage reaction dynamics and
to identify the mechanism of adaptively determined lasdésgoahapes.
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Chapter 1

Methods

Many basic processes of molecular dynamics take place om@$econd time scale.
By attaining the femtosecond time resolution, it becameiptess principle to moni-
tor and understand the fundamental processes ruling thecolal dynamics. Depend-
ing on the given problem, different methods are suitablerswbssary to investigate
the aspects of such reactions. With rising complexity ofitivestigated systems one
method alone often does not deliver enough information ttetstand the whole dy-
namics. Therefore different experimental methods, alimiinating the undergoing
dynamics from different views, are necessary for a hopeftdimplete picture of the
molecular processes.

Besides only monitoring reactions a very compelling tasloisake influence on
the development of the undergoing dynamics. There are mifieyesht methods to
reach this goal by means of shaping an exciting laser fielés&ltan be summarized
under the term optimal control. In recent years a methoddalb@adaptive femtosec-
ond quantum control” has been shown to be capable to autoatigtfind solutions
that fulfill a given control task. To understand the contraamanism of adaptively
determined optimal control fields, a complete analysis efrtiolecular dynamics is
necessary. Beside this, different experimental methodsedapon systematic scans
of physical meaningful pulse shapes can help to unmask tlgetiv@areaction is con-
trolled by a certain pulse shape.

This chapter presents suitable methods for investigaliagrolecular dynamics, in
medium and large systems, either in the liquid phase or eddukith a protein matrix.
Subsequently, the basic possibilities of controlling noalar reactions by influencing
the exciting laser field are discussed. Furthermore ther¢iieal basis for a scheme
for reducing the problem of complexity is presented.



6 Methods

1.1 Electronic transitions in molecules

An electronic transition is the promotion of an electronnfran occupied orbital to
an unoccupied orbital by the absorption of a photon. The moe®hinent electronic
transition is the excitation from the ground state into thst fexcited state. Beside
this of course the inverse is also possible as well as tiansito even higher lying
states. These electronic transitions and the observatidmenipulation of the fol-
lowing molecular dynamics will be the key subject of thisdise

Electronic transitions are located in the visible and in uhteaviolet wavelength
region (see Figure 1.1). Depending on the excitation wanggle transitions between
different kinds of orbitals can be induced. Especially atrstr wavelengths, excitation
into higher excited states takes place.

In polyatomic molecules, the electronic states are depgndn the degrees of
freedom of the molecule. Thus the excited states are clegized by potential (hy-
per)surfaces which contain the potential energy as wehaseraged kinetic energy
of the electron. It has been shown that often only certaimesesyof freedom are rel-
evant. Therefore the potential energy surfaces can be ifimdplo be dependent on
a certain number of relevant reaction coordinates. Manyngkas for these potential
energy surfaces can be found in this thesis.

The molecular dynamics after excitation can be describetidpchodinger equa-
tion:

o) = H — )] o) 1)

H is the Hamilton-operator of the systerp, the transition dipole moment (t)
the electric field at time and |y;) the wave function of the system. In the case of
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Figure 1.1: Areas of absorption for different kinds of triéines. The molecular or-
bitals are termed after the nomenclature of Kasha [10].
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dissolved molecules, as it is the matter in this work, therixttion with the solvent
has to be considered in the Hamilton operator.

The spectrum of sufficiently short femtosecond laser pudaescover multiple vir-
bational levels of the molecule, which can then can be caitigrexcited. This super-
position will then result in a wave packet. The temporal atioh of the wave packet is
depending on the potential surfaces and can be experirhemiahitored (see Sections
1.2 and A.3).

1.2 Transient absorption spectroscopy

A molecular reaction starts at an educt state and finally enith® product state. While
proceeding from the one to the other state, different inéeliates can be reached.
Therefore during the reaction, different physical projgsrvary with time. The change
of these properties can characterize the different stepigeateaction and can be used
to monitor the dynamics of the system.

To monitor the change of the desired physical propertiesiected with the reac-
tion, generally one measures the signal of an subensembig isTespecially true for
solvated systems. The members of this subensemble mustralvith the reaction at
the same time, while the remaining molecules only cause stanhbackground sig-
nal. The effect, that initiates the reaction, must be shamared to the time scale on
which the reaction takes place. Thermal heating, the comweaynto initiate a reac-
tion in traditional chemistry can thus not be used. As seénarprevious section many
reactions can be initiated by irradiation with light of the@per wavelength. With the
invention of ultrashort laser pulses in the femtosecondnegt is for example possible
to fulfill the above stated requirements for exciting molesun a time window, that is
short compared to the duration of the reaction.

Since these dynamics often take place on a femtosecond tabe, she temporal
change of the physical properties can not be recorded ireatdiray. The fastest pho-
todiodes have a time resolution of still about 20 ps and etreials cameras are limited
to about 400 fs [11].

To overcome this limitation, one can use a second ultradhedr pulse (called
probe pulse), whose time duration is shorter than the @adiynamics. The intensity
of the probe-pulse depends on the absorption coefficieriteosample to the time of
the interaction. By changing the time delay between exomatind the second probe
pulse one can thus measure the change of the dynamics wih ifithe absorption
coefficient in the monitored wavelength region is suffidgeffected by the reaction.
The excitation event is often labeled as pump event, thenskeiteraction as probe
event.

As already stated in the introduction to this chapter andnasvall see in Chapters
4, 5 and 6 the temporal evolution of the absorption can yidlat af valuable infor-
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Figure 1.2: Basic setup for a transient absorption expettinidre pump and the probe
pulses are spatially overlapped in the sample. The pump pulstes a certain amount
of molecules and the probe pulse monitors the temporal &ahgheir absorption
coefficient and therewith the reaction dynamics. To achthig the time delay be-
tween the two pulses can by varied by a delay line. The mogllifatobe pulse is then
recorded with a photodiode.

mation and already show many features of the dynamics. lildime mentioned that
there are cases that need other methods, e.g. if diffeesdtave the same absorption
properties. Some of these methods will be discussed in tkteseetions.

A simple scheme for a pump-probe setup that is also the basied pump-probe
experiments in this work is shown in Figure 1.2. An ultrashmmp pulse is used to
excite a certain amount of molecules. An also ultrashorb@noulse can be tempo-
rally delayed by changing its propagation length. Afteerattion of the probe pulse
with the molecules the pulse energy is monitored by a phottedi With the help of
wavelength selection different states can be selectivelyitored. This kind of spec-
troscopy is called transient absorption spectroscopy.

1.3 Fluorescence upconversion

The fluorescence can provide a lot of valuable informatiayuah reaction. If a molec-
ular system is excited to a higher lying excited state vetgrofluorescent states are
accessed before finally reaching the product state. Thdystate fluorescence spec-
trum can already provide a good insight into the reactionhraeism. More informa-
tion can naturally be obtained by the time resolved fluoneseeThis can be achieved
by different methods. The easiest way is within a transieésbgption experiment. If
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a fluorescent state is populated the population can be stietutown to a lower state
with the help a probe photon of the proper wavelength. Theitoi@d probe-pulse

intensity is thus increased. This method has the big disddyga that very often in the
same wavelength region, where fluorescence is prominaotahlsorption takes place.
These different signals form a resulting signal which candrg difficult to interpret.

To overcome this disadvantage a different method must ket toseeasure the flu-
orescence separated from the absorption signals. Therdfeprobe-interaction step,
that ensures a femtosecond time resolution, must be traadfeo a place where no
absorption of the molecules interferes with the fluoreseesngnal.

To ensure the desired time resolution so called nonlindactsfin special crystals
are used. There are a big variety of nonlinear effects intalysvhich are summarized
in Section 2.2. In the case of monitoring the fluorescencetima resolved way, one
can make use of the effect of sum- or difference-frequencyngiof two pulses. If
certain conditions are ensured, two pulses with the cefieglienciesv; andw, can
produce a signal abi = |w; + wp|. These conditions are important in the method of
fluorescence upconversion. Namely they are spatial andaehgverlap, correct po-
larization of the two incoming pulses ai andwy, transparency of the crystal at all
involved frequencies and correct angle of the crystal asixerning the electric field
vector of the incoming pulses at a fixed crystal temperatéiae of these conditions
is not met perfectly it affects the intensity of the produpetke atws. If one of the two
pulses is much shorter than the other, the intensity of tyeasipulse at a fixed time
delay between the two source pulses is mainly effected aktin@oral pulse structure
of the longer pulse. By changing the time delay between thestwoce pulses the
temporal profile of the longer one can be mapped out. The eatuthe underlying
nonlinear process is not important for this measurement.tiiéhsum- or difference-
frequency mixing is used only depends on the signal qudii#y the processes can
provide.

In the case of fluorescence upconversion the emitted fluemescby the excited
molecules is used as the longer source pulse. A second phégeshould be as short
as possible, is overlapped in a nonlinear crystal with therfiscence. This pulse is
called gate-pulse If all conditions are fulfilled for a sum-difference-frequency sig-
nal, the temporal profile of the fluorescence can be measyrewhitoring the sum-

or difference-frequency signal depending on the time déktyveen the two source
pulses. This method is termed fluorescence upconversion.

Since the fluorescence signal is often already very low ensity, the upconverted
signal is even lower. This is especially the case if comgetian-fluorescent paths
exist, as it is the case in the molecules which are invesithet this work. Therefore
special care must be taken in suppressing the pump andighteIihe fluorescence is
normally red-shifted concerning the pump-wavelength. ftais, the pump light can
be sufficiently suppressed with an appropriate filter witheftecting the fluorescence
too much. Special care should be taken in such a configurdiemause in principle,
it is possible that the pump beam causes fluorescence in the filat can cause a
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spectral filter

sample non linear
crystal

Figure 1.3: Schematic setup for a fluorescence upconversxperiment. The
molecules in the sample are excited by the pump pulse. Therdbcence is frequency
mixed in a nonlinear crystal with a gate pulse, whose pulsatdn is shorter than the
time of the underlying dynamics, that cause the fluorescehoe time delay between
the fluorescence and the gate pulse can be varied by a dedayl e frequency-mixed
signal can be further filtered in the frequency domain and tieeorded by a photodi-
ode.

misleading signal. By replacing the molecule with the solhamly, this effect can be
ruled out.

By changing the orientation of the axis of the up-convertingtal, the wave-
length of the fluorescence can be very effectively seleciede the acceptance band-
width for either sum- or difference-frequency is quite oarifor a thick crystal. The
frequency-resolution can even be enhanced by approprieges for by the use of a
monochromator or spectrometer. In Figure 1.3 a standardeffeence upconversion
setup is presented. By using spherical mirrors in an imprdigdd collecting geom-
etry, the solid angle for collecting the fluorescence lighh de increased [12, 13].
Furthermore in a very specialized setup, even an entireefboence band in a broad
range of 10,000 cm! can be upconverted without readjusting optical elemeniés T
allows measurements of the fluorescence by upconversidnanvgingle pump-gate
scan.

Stimulated emission and fluorescence upconversion, athbaing quite different
in the way they are acquired, are trying to measure the sai@et.eThe similarity of
both signals has been repeatedly emphasized in the litergitd]. Differences in the
dynamics can occur in the case where the pump and the probe ipuhe stimulated
emission experiment temporally overlap.

Therefore the fluorescence upconversion experiment gisswaluable informa-
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tion about excited state dynamics since it only probes therdkcence and thus can
help separating the stimulated emission contribution fthenabsorption contribution
in transient absorption experiments in the very common o&egerlapping bands.

1.4 Influence of polarization: Anisotropy
measurements

Up to now, all methods have been discussed, without havingeeia focus on the
polarization of the laser pulses. When exciting and probiiity Winearly polarized
pulses, one can expect an influence of the polarization orethdting signal [15-19].

Beside some exceptions like thgg@nolecule, most chromophores absorb light in
a preferred direction. In a simple model, molecules havivgrtdipole axis paral-
lel to the electric field vector of the pump pulse are prefaadly excited. Thus the
sample is anisotropic after the excitation act. Of courgestéime effect is valid for
the probe pulse. In the case that the dipole moment chargyesentation during the
time between the pump and the probe act, for example bechasgemmetrical rear-
rangement of the molecular structure, this will cause arntiadeél modulation of the
probe signal. Moreover, on a longer time scale, the inytiallisotropic subensemble
will become isotropic due to its brownian motion. This effexccalled rotational dif-
fusion [16, 20, 21].

For example probing a population that does not decay, in gopgonobe geometry,
in which the probe polarization is parallel to the pump piaktron, will nevertheless
result in an exponentially decaying signal on top of a cartstéfset. At time zero, the
subensemble of excited molecules is highly anisotropi@ ditobability for absorbing
a second photon is then proportional to the square of tharspabduct of the tran-
sition momentm(t) and the electric field vectoE . This means that the absorption
is proportional to co¥8(t)) with 8 being the angle betweelﬁ(t) and E. In this
simple model system lets assume that the transition momeurived in the pump step
is parallel with the one in the probe step. Then, becausertiteepulse was chosen
to have its polarization parallel to the polarization of thenp pulse, the preselected
subensemble has its transition moment parallel to the petdadric field vector. This
caused to be close to zero for most of the molecules and therefor& 8plose to
its highest value. Therefore, the modulation of the probhery efficient.

After the excitation act, brownian motion takes place araitfitially preselected
subensemble changes its anisotropy and becomes morepisotiide average value
of cog(0) for the subensemble gets lower until reaching asymptdyitiaé value for
the isotropic case.

The situation for the method of fluorescence upconversiageistical. The pump
step will cause a preselection. Because this ensemble istapg:, the fluorescence
is anisotropic as well. The upconverting crystal acts asaarzation analyzer due to
its phase matching conditions.
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Figure 1.4: Definitions and relations for describing thesatropy A) Definitions and
relations between the fluorescence intensity comporigjsfor a sample placed at
the origin of the coordinate systet.is the electric field vector of the linear polarized
incident light B) Characterization of the orientation of tharisition momenhi(t).

To describe these effects the term anisotropy is introdu¢ed carthesian coor-
dinate system lets the incident electric field vector ofdinpolarized light be in the
z direction (see Figure 1.4). For the example of fluorescetheecomponents of the
fluorescence intensity that are parallel and perpendidalaine electric field vector
are denoted ak(t)=I; andIx(t)=ly(t)=I_(t). These individual components can for
example be measured with the help of spectral filters to sgspthe pump light and
polarization filters. The total intensityt) is thus

(1) = Ix(t) + Iy(8) + 12(t) = 1 (t) + 21 . 1), (1.2)

With these relations two definitions are formulated in comriterature. The po-
larization ratiop(t):
ORI

p(t) = MOERG) (1.3)
and the anisotropy(t):
UIOE G
r(t) = 'II<U+—2|L(U (1.4)

As seen from Equation 1.2, the anisotragy) is the quotient from the difference
of the I (t) andl_(t) to the total fluorescence intensity, while the polarizatiatio
p sets the same difference in relation to the fluoresceneasity in direction of the
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observation. These two definitions are connected via tleedielation

~2p(t)
=32 p(t)

between anisotrops(t) and polarization ratig(t). However, in newer literature gen-
erally the anisotropy(t) is discussed.

As already stated in the beginning the transition momenésavith time. The ori-
entation of the transition moment(t) can be characterized by the an§lg) with the
z-axis and the angle(t) with x-axis. The components of the transition moment for
a particular molecule along the three axes are Mér) cosa;(t) with aj(t) being the
angles between the transition moment and the three axigz=x,

Because there is no phase relation between the elementasgiens, the contribu-
tion of each molecule to each intensity component is progaat to the square of the
corresponding transition moment. For a complete ensenibletecules summation
over all N molecules give the expression:

(1.5)

li(t) = const- M? % cos(aij(t)) = const M2Nco(ai(t)) (1.6)
=]

for i=x,y,z. The bar characterizes the ensemble averagetbgeN molecules at the
time t.

The sum of the three average values of’¢agt)) must be equal to unity in the
defined coordinate systempg(ax) + cog(ay) + cog(a;) = 1. Because of the axial
symmetry around the z-axispS(ax(t)) = co$(ay) holds. Therefore the expression
co(a4(t)) = co(0(t)) = 1— 2co(ax(t)) is obtained. Then the anisotropy can be
given by

O —1® _ 1(t) -

B ()
O R FGE Ry )
B coF(8(t)) — coP(ax(t)) 1.8)
co(a(t)) + coL(ay(t)) + co(O(t))
_ co2((t)) — G- L.9)
co2(ax(t)) + co(ax(t)) — (1—2co2(a(t))) .
_ 3coF(6(t) -1 (1.10)

2

These results are important for understanding the changleeo&nisotropy with
time which means the change of the orientation of the triemsinoment. From this
behaviour, important conclusions for molecular dynamaos loe drawn.

To hold the results of these methods simple, it is desirabseparate the influence
of the change of the population and the change of the orientaf the transition mo-
ment on the probe signal. To probe only the change of the ptipalthe anisotropy
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has to be equal zero.
The information of the change of the population can be recocied from the sig-
nalsl, (t) andl(t) [19]:

1
3
The suml(t) +2-1,(t) is, as shown in the beginning, the total fluorescence irtiensi
This of course is independent of the direction of the tramsimnoment. Instead of this
method also probing under an angle of B4eliminates the effect of the direction of
the transition moment on the probe signal [19]. This angle@wvn as the “magic an-
gle” in the literature [19,22-24]. Therefore the anisoyroft) measures the evolution
of the direction of the transition moment, while pump-prab@uorescence upconver-
sion spectroscopy under magic angle condition measureh#regye of the population.
Using the Equation 1.11 for measuring a signal, free of tfleaence of the transition
moment direction, has the experimental disadvantage,ttv@asignals have two be
measured instead of only one, as in the case of a magic angleuneenent.

If more than one state contributes to the anisotropy sighah the anisotropy is the
superposition of the anisotropy of each state weighted thgmormalized intensity:

Ima(t) = Z (I (t) +2-1.(t)) (1.11)

0=y li(t>t)ri(t) (1.12)

|t0ta|(

with lotal (t) = ¥ Ii(t) andli(t) is the individual intensity of each contributing state This
|
is called the “additivity law of anisotropies” [16, 18].

The law of additivity has especially consequences in pungigpanisotropy experi-
ments. There the anisotropy is weighted by the individuatriutions to the transient
absorption signal. Theses contributions can now be botitiy@mand negative, for ab-
sorption band on the one hand and bleach or stimulated emissi the other hand
(see Section 1.5). Therefolg:a (t) can become zero and thu@) for the complete
signal infinite [18, 19, 22, 24].

Nevertheless, the individual anisotropies do not becorfieit@. In contrast to this,
in the above used picture, it can easily be shown, that theegaifr (t) must be in the
interval of [-0.2, 0.4] [16]. Under special geometrical ddions and in the coherent
regime, the anisotropy can exceed these values [15, 25].

1.5 Spectroscopic signals in a simple model

To describe the molecular dynamics adequately, it is nacgds know the poten-
tial energy surfaces in dependence of all relevant cootelinaln the case that these
potential energy surfaces are known, one should be ableetdifg and explain all
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spectroscopic signals. Unfortunately especially in theiti phase one can not directly
measure the potential energy surfaces.

Another possibility is to calculate them witkb initio methods. With increasing
complexity of the system, naturally these calculationsobee more difficult. Espe-
cially in the case of solvated molecules the influence of theenit must also be taken
into account. Despite these difficulties, many calculaiohthe potential energy sur-
faces of even very complex molecules have been publishgd[26—29]). Most often
these calculations only deal with the ground state and thiedkcited state.

In many cases, if the potential energy surfaces are not grfienown, one can
use a reduced model. In this reduced model, different aredepotential energy
surface, on which at least a part of the population is tragpe@ longer time, are
reduced to a fixed state. In the evolution of the moleculamadyios after excitation,
these states become populated and depopulated. This nudiges rom the fact that
many effects, connected with the shape of the potentialggr&irface such as wave
packet motion can not be explained. Therefore especidictsftaking place in the
first few 100 femtoseconds, may not be explainable in thisegho®n longer time
scales, this models becomes more exact. Despite theseamorys the model can
even be helpful explaining signals in the short time reggince the effect of wave
packet motion for example is often superposed on the sigaaked by the decay of
the population [30-33]. In a model, where both contribugiane fitted, they can thus
be separated from each other [34-37].

In Figure 1.5 the potential energy surfaces for a model nubdeare shown. There
are many molecules showing a similar behaviour as in theepted example, although
in most cases it is necessary to introduce at least a secondiicate to explain all sig-
nals. But for simplicity, in this chapter this simplified expl® will be used. The first
excited surface shows a small barrier, as it is the case fimple in stilben, the plant
photoreceptor phytochrome or in the green fluorescenceiprf88-41]. This barrier
divides the surface into an energetically higher and a ldweag part which can be
symbolized by two different states. In common literature tagion on the excited
surface, to where the wave packet is initially excited isezhFranck-Condon region
(FC). In the sample molecule, similar to many real casesF@isegion shall lie in that
way that the higher lying state gets first populated. Thiesthall not be a fluorescent
state, therefore with a certain decay time the lower lying pathe excited state gets
populated. From there a decay to the ground state shall lsghpeby emitting a pho-
ton.

These simple population dynamics can be represented birthe-state model in
Figure 1.5 B. The different states are connected to each, athéthe population trans-
fer is characterized by decay- and rise times of the diffesegnals. This model has
the advantage, that the shape of the different spectrassamals due to the change
of the population in the different states can be easily d¢ated as will be presented in
the next section. It has been shown that many features ofitherlying dynamics can
be explained with the help of such reduced models. Howewelinterpretation on the
basis of such models must be handled with care, since effactsas solvent shift can
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Figure 1.5: A) Potential energy surfaces for a model mokecilhe ground stat&,

is barrierless, while the excited state forms a small baridter excitation a wave
packet is formed at the Franck-Condon region (FC). This wae&gdas first trapped
in the minimum before the barrier, from where no fluorescesiadl take place. From
the second minimum, the ground state can be accessed byngmaifphoton. Excited
state absorption can take place from both minima on the fistesl surfaces,, but at
slightly different wavelengthdg a1 andAg a0. B) Reduced model of the same molecule.
Areas on the energy surfaces, where the population getseidagre characterized by
a state i with the populatioN;. The population gets transferred from the ground state
S to the first state on th&; surface. From there the population decays witho the
second state. This state can be depopulated with the decay-li

for example produce similar signals as two different stafesareful analysis over a
broad spectral range is necessary to rule out such effects.

Here, it is also very likely, that the initially prepared veapacket oscillates in the
first minimum. If the time resolution is sufficiently high, ig possible to see these
oscillations on top of the signal, caused by the populatiecagt [30-33, 42]. Since
the oscillatory behaviour superposes on the decay signedni be included into the
model, as mentioned above.

In a pump-probe experiment, there are several differemiceff modulating the
probe pulse and reflecting the undergoing molecular dyranfis already explained
in Section 1.2 the absorption coefficient of the moleculeraéixcitation varies with
time thus reflecting the dynamics. In the case here for exautingd molecule can be
excited onto the first excited state by an ultrashort pulskeatvavelengti\ pymp Af-
ter the pump pulse has passed the sample, a certain amouotexfules is transferred
into the first excited state. Until these molecules do noehapopulated the ground
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state again, they will not absorb &tump except another even higher lying state is ac-
cessible with this energy from the excited state. If thisasthe case the probe signal
at Apumpis enhanced due to the missing absorption by the excitedoulel® This is
called "pump-depletion“ or simply only "bleach®. This bigasignal thus reflects the
repopulation of the ground state.

The decay to the ground state itself takes place in the gigse by fluorescence.
This can either be monitored by fluorescence upconversian arpump-probe ex-
periment by stimulated emission. These signals therefdteat the dynamics on the
excited state.

From the first excited state surface, other even higher Igiages are very often
accessible. Since a higher lying region is present and arliyireg one on the first
excited surface, it is possible, that with the wavelemytjp a certain higher lying ex-
cited state by only one of the two regions can be accessed.iFballed excited state
absorption. If both regions on the first excited surface dbsbAga the individual
signals superpose to a resulting signal.

Beside the discussed signals, whose shape can be calcwatkd tate-equation
theory in the next section, there is the signal of hot grouatesabsorption, that will
naturally occur in a molecular system like the given oneeAlieing excited to th§;
surface and the following decay back to {&eground state, the molecule will be in
a vibrational hot configuration which is called hot grounatst Since the hot ground
state configuration is nevertheless not too different froenground state itself, its ab-
sorption band is basically similar, but broadened and heftlesl. While the vibrational
cooling takes place, the absorption band of the hot grousie gfets more and more
the shape of the steady state absorption spectrum of theulelg3—-45].

Besides the hot ground state absorption which will occuréytitesented molecule,
there can even be additional effects causing absorptioaksign a real molecule. After
excitation, different photoproducts can be reached, edlready on the excited state
or after the decay to the ground state. These photoproduittdse exhibit hot ground
state absorption and in the case that they are still in attezkstate, they can also con-
tribute to the fluorescence spectrum [46,47]. Very promipeoducts are dissociation
products and the resulting further reactions [48-53] arahyadrical rearrangements,
as for example ring-opening [54-57] ais-transisomerization [37,52,58-69].

In addition to these signals, there can also occur solvdesdren absorption and the
absorption of different ionized species [70-73], as weblaft because of the interac-
tions with the solvent [74].

1.6 Mathematical description within the rate-equation
theory

The temporal change of the population in the different statehe reduced model in
Section 1.5 can be calculated by the rate-equation thetwy gfound state population



18 Methods

No1 gets transferred by an ultrashort pump-pulse into the fusited state. The effect
of the temporal width of the pump-pulse is discussed at tlteaérthe section. The
initial population in the first state decays with the decayetir; to the second state.
The inverse of the decay time is labeled rite- % and gives the name to this kind
of mathematical description. The second state gets pauliaith 11 and depopulated
with 1o. This time is finally the rise time with that the ground stagtsgrepopulated.
For this sequence one can formulate a set of differentistans:

dg®) _ 1
el TlNl(t) (1.13)
d\p(t) 1 1
dio(t) _ 1
at = erl(t) (1.15)
These differential equations can be easily solved:
Ni(t) = N01exp(—rl) (1.16)
1
_ R LA _t
No(t) = —— (exp( Tl) N01exp< T1>) (1.17)
_ D N _t
No(t) = — (1 exp( Tz))
1 (1 Ngexp( -+ (1.18)
T P T '

The population in the different states can be monitored iarag probe experiment
on different ways, by pump-depletion, excited state alismrgand stimulated emis-
sion in the given case. The population of the first state oretogted surface before
the barrier can be visualized by the excited state absaorptidhe probe-wavelength
Aprobe = Aea1. Since the second state after the barrier does fluorescepthdation
No(t) of this state can be monitored by two ways, either by stineadamission at
Aprobe = Af| Or by excited state absorption &fohe = Aea2. Finally the repopulation
of the S-ground state can be seen in the pump-depletion signigyge = Apump

The temporal evolution of three of these signals are showrignre 1.6 in the
first column. Stimulated emission and pump depletion havegative absorption sig-
nal, because the probe intensity is enhanced due to thegzexat the corresponding
wavelengths. The change of the populations is shown in thenskecolumn.

In real molecules the discussed effects will not occur atreacewavelength, but in
a broad spectral band. The pump depletion is in the wholetigpeegion present,
where the steady state absorption spectrum of the exciuel istdifferent from zero.
Also the excited state absorption presents itself ofteneag broad bands, since the
higher lying excited states are quite dense. Thereforeliberption bands of the dif-
ferent states often overlap, giving a broad band of excit&ig sbsorption with several
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Figure 1.6: The plots of the first column show different spesstopic pump-probe
signals, that can be expected from the model, presentedgurd-iL.5. With each
of the spectroscopic signals, the temporal evolution ofpgbpulation of one of the
three states can be monitored. Black lines represent thelatdd pump-probe signals
for delta-function like pulses, while the red lines consitte influence of a Gaussian-
shaped response function with FWHM=120 fs. The populatioagizen in the second
column and are the result of the rate-equation model for itiu@ton, described in
Figure 1.5. A) Left: Pump depletion &t)ohe = Apump right: Temporal evolution of
the ground state populatidip(t). B) Left: Excited state absorption Aprope = A A,
right: Temporal evolution of the ground state populathdyit). C) Left: Stimulated
emission atArone = Afy, right: Temporal evolution of the ground state population
No(t).
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maxima [59, 75]. The fluorescence band itself is on the red wiith respect to the
pump-wavelength. If different fluorescent states are priesiee fluorescence as well
can exhibit different maxima and thus cover a broad rangedrspectrum.

All these bands can now overlap and superpose to a signalrgfceenplicated
shape. Additionally there will also be the contribution$of-ground state absorption,
the absorption of different products, solvated electraosized species and effects
due to solvent interactions, that can make the understgradithe pump-probe traces
quite difficult. Methods, such as fluorescence upconver@ern Section 1.3) which
can measure one of these contributions in absence of thespttan highly improve
the interpretation of such pump-probe traces.

Up to now, all curves have been calculated for delta-fumclice pulses. The in-
fluence of a pulse with a certain pulse shape can be includedhe signal by the
convolution of the temporal behavior of the moleciilg¢) and the response function

g(t).

(o]

S(ta) = [ gt~ Ta)f(t)c (1.19)

—00

In this equationS(14) denotes the measured signal, as itis the result from a rpalex
iment. Here one can assume that the pulses are Gaussiasdsrapthus the response
function is as well:

_2y/In(2) t2
gt) = mexp(—4ln(2)w) (1.20)

FWHM denotes the width of the response function at the halfsofmaximum ampli-
tude. The convolution of the calculated signals for the nhoddecule with a response
function of a FWHM of 120 fs are shown in Figure 1.6 as red lindss value is cho-
sen in that way that the dynamics can still be easily reakesalin the convoluted case.
As one can see from Figure 1.6A, if the time scale on which tbéeaular dynamics
takes place is in the order of the FWHM of the response functio® experimental
signal gets washed out. But if the response function is kndlandynamics can still
be identified. With a very good experimental setup, dynarna@ksg place on a time
scale much shorter then the time scale of laser pulse dareéin be identified with a
very accurate treatment of the measured signals [76].

Very often at least a part of the dynamics lasts much longar the pulse duration.
In these cases a delta-function is taken as response fanétieady in the case of the
ground state repopulation dynamics in Figure 1.6C the rdiffee of the experimental
signal (red lines) and the pure solution of the rate equatmmch is equivalent to the
convolution with a delta-function, is negligible. In suchses the response function
can be neglected.
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1.7 Basic sketch for optimal control

There are many ways in controlling molecular reactions.dxample, in conventional
chemistry parameters such as temperature, pressure cgrtoatoon are changed to
influence the outcome of a reaction. Another possibilityhie formation of more
stable products, with the help of catalysts.

The use of laser sources, in particular those, deliveritrigghort pulses, opens a
different access to control molecular reactions. Thesdoustare often summarized
in the expression “optimal control”.

1.7.1 Ultrashort laser pulses in optimal control schemes

Some of the methods, summarized in the expression "optioratal“, base upon ef-
fects due to spectral phase of the electric light field. Ingiven case it is sufficient to
look at linear polarized laser beams, since in the discusgpdriments only electric
fields of linear polarization are used. The electric field aagpatial and a temporal
dependence. Many effects can be theoretically describeshlyyconsidering the tem-
poral dependence. To hold the description simpBle, y, z t) is reduced t&E(t). The
spectral electric field can then be defined as

E(w) = |Eo(w)| e ?®) (1.21)

In this equationEq(w)| is the spectral amplitude angl w) the spectral phase. The
temporal electric fieldE(t) can be calculated by the inverse Fourier transformation of
the spectral field:

E(t) :\/%T/E(w)ei‘*’tdw (1.22)

and the spectral electric fiell(w) by the Fourier transform of the temporal field vice
versa:

E(w) :\/%T/E(t)e‘i“’tdt (1.23)

Because the temporal electric fidit) is real, for the spectral electric field the
relationE(w) = E*(—w) is valid [77]. Therefore the values for positive frequescie
are sufficient for a complete characterization of the spéetectric field.

E(w) forw>0,

(1.24)
0 forw < 0,

E+(w) = [E(0) 9@ = {

and
E(w)=E"(w)+E (w) (1.25)
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The temporal electric field can be written as
E(t) = %|A(t)]ei"’(t)+c.c. _EY) +E (1) (1.26)

E*(t) can be derived fronE™* (w) by inverse Fourier transformation.

In most cases of experimental relevance the spectral ardplis centered around
a carrier frequencyy and non-negligible values for the spectral intensity alg er-
pected in a small intervdlw around this carrier frequency. The spectral phase in 1.26
can thus be developed in a taylor series aroundf it does not change significantly
with the frequencyw:

o) = fP(CUo)-l-{S—Z]%(O)—%)+%[f—w€]%(ﬁ)—ﬂb)z+
% [%L(m—wo)%... (1.27)

The first coefficient describes a constant phase and is irothtext of this work unim-
portant. The second one is antiproportional to the groupcigl This coefficient is
responsible for a shift in time, as one can see by an inversedfdransformation. The
third one is the derivative of the second one and therefa® @lled “group velocity
dispersion” (GVD, sometimes also called “group delay disjpe” GDD). This shows
the change of the group velocity with the frequency. The othiens are called after
their order (“Third Order Dispersion”, TOD, “Forth Orderd4persion”, FOD, ...). Es-
pecially the third, but also the forth and the fifth coeffi¢ciane often used as a single
control parameter in control experiments, because of pitgisical relevance to many
processes.
In the same way the temporal phase in 1.21 can be written as

d 1[d?p] o 1[d@] 4
Pt)=@t=0)+ |:dt1t_0t+2 [dtz}t_ot + 5 |:dt3‘|t_0t +... (1.28)
The first coefficient again describes a constant phase, wWiglsecond symbolizes a
shift in the frequency domain. The third coefficient showesthange of the frequency
with the time. If the time-dependent frequency increaseaatamnously the pulse is
called up-chirped and the third coefficient is differentnfraero. The pulse starts with
red frequencies and sweeps to blue ones. In the acoustiogaralthis produces a
characteristic noise, from which the name “chirp” is takémthe case that the time-
dependent frequency decreases monotonously the pulskeid dawn-chirped. The
other coefficients are named “second order chirp”, “thirdeorchirp”, ... . In the case
that the phase is constant the pulse is called bandwidthelimiThis pulse has the
shortest time duration for a given spectrum. The fact thatesal spectral phase shifts
the laser pulse in time gets especially relevant for timgedeent feedback signals as
will be shown in Chapters 4, 5, and 6.
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Due to the fact that the linear coefficient is only resporesibl a temporal or spec-
tral shift respectively, very often the “time-dependenagdi’¢ (t) is introduced:

B (t) = @(t) — axt (1.29)
The time-dependent instantaneous frequen(y then becomes:
_do _ d¢
w(t) = TR T (1.30)

With this definitionE ™ (t) can be written as

ET(t) = %A(t)ei"’(t)ei‘*’ot = %A(t)éa’ot (1.31)

with A(t) as the complex field envelope.

In experimental measurements the pulse energy is an inmpgeaameter. The
pulse energy can be calculated by integration of the tenhpaoiae intensity over the
spatial and temporal coordinates. The temporal intensitye obtained by averaging
over one optical cycle of the laser field:

t+T/2

I(t)zsocn% / E2(t')dt’ = 2gocnA(t) A% (t) (1.32)
t—T/2

And analogue for the spectral intensity:

| (w) = 2g0cn|E(w)|? (1.33)

1.7.2 Concepts for optimal control

The control of molecular reactions has been traditionatligi@ved by conventional
chemistry. The growing understanding of the molecularcstme and the invention of
the laser seemed to open a new possibility to control rextibhe idea was to depose
enough energy in a molecular bond by irradiation of light okaain wavelength until
it breaks [78]. The conceptual problem is the ultrafastseihution of the energy
throughout the whole molecule [79, 80]. Because of the cagpdif the individual
vibrational modes, the irradiated energy is redistribided therefore the selective
breaking of bonds is not possible.

Beside this conceptual problem for selective bond breakdifferent excitation
wavelengths can nevertheless influence the outcome of aichlenaction [60]. First,
tuning the excitation wavelength more and more into the igdtiem maximum will
cause the simple control effect of a higher number of excaitetecules. Of course this
trivial effect will cause a higher product yield, but this chanism does not influence
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Figure 1.7: A) Sketch of the Tannor-Kosloff-Rice scheme %} By an ultrashort
pump-pulse, a wave packet is created on the first excitedsirfWith the help of
a second pulse of the proper wavelength and time delay irece$p the excitation
event, the wave packet can be dumped into the desired prodaoctel. B) Sketch of
the Brumer-Shapiro scheme [89-94]. The initial and the fitatiesare for example
coupled by a single and a three photon transition. The ptpualaf the final state can
by controlled by varying the relative phase between the tasitions.

the reaction directly. Beside this effect, different exiita wavelengths correspond to
different Franck-Condon regions (see Section 1.1). Thaalntave packet starts on
different spots on the potential energy surface or even oiffereht surface. These
changed starting values will influence the evolution of thevevpacket and thus the
final outcome of the reaction.

A similar single control parameter can be the intensity. eing a high intensity
regime, the shape of the potential energy surface will démenthe intensity of the
laser field [81-84]. The modification of the potential enesgyfaces will influence the
evolution of the population. This can then effect the yidithe expected products.

These methods and other single control schemes for inflogratiemical reaction
are still very limited. The possibilities of modifying ther@ution of a reaction are
restricted to a few cases, in which the wave packet can efédgbe influenced in the
desired way. A more global method, that does not only workfewasingle cases must
be able to control the evolution of the reaction in a more ganeay and additionally
take the processes of the redistribution of the excitati@rgy into account.

One way in this direction is the so called pump-dump or in s@ages pump-
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repump scheme, first introduced by Tannor, Kosloff and Rice-8$8] (see Fig-
ure 1.7A). In the first case, an ultrafast pump-pulse wilateea wave packet on the
excited surface, where it will evolve within time. After serime delay a second pulse
can dump the wave packet to a lower potential energy surfilse.wave packet will
be transferred to a certain spot which can correspond togsiesdl product. This point
depends on the choice of the parameters, connected witluthpidg process. Beside
the time delay between the two pulses the wavelength of betpamp and the dump
pulse must be chosen to fit to the energy difference betweeditierent spots on the
potential energy surfaces. Not only the dumping of the waaaket, but also the ex-
citation to an even higher lying potential energy surfageassible. There it will also
evolve for some time and then decay back to lower lying paéenergy surfaces and
finally to some product state. It has been shown, that by this the dynamics can be
modified as well [95].

Normally the wave packet tends to spread very fast. Thisesailee Franck-Condon
overlap to become very poor in most cases and thus the cem@pump-dump mech-
anism is often very difficult. Applying different chirps the excitation laser pulse have
shown to influence the spreading of wave packets. Revivalsagéwackets can thus
be influenced [32, 96, 97]. Even more complex phase functoasble to reduce the
effect of wave packet-spreading at a certain point in tingethns making the concepts
of pump-dump schemes even more efficient [98].

Beside these complex variants of the Tannor-Kosloff-Riceesw there are
different methods for controlling molecular dynamics lthem the interference of
different paths. Brumer and Shapiro proposed in 1986 a schas®d on this concept
that was first experimentally realized in 1989 on atoms atet [an also on small and
medium size molecules [89-94](see Figure 1.7B). In this @ggr, the ground state
is coupled to degenerate final states via two multiphotamstti@ns of different order,
eg. a single photon with the frequencg 3ransition and a three photon transition at
w. By tuning the relative phase between theand the 8 pump-pulse, constructive
and destructive interference between population of thedegenerate final states can
occur.

This intuitive scheme can now be extended to all the patlas.cdn be accessed by
the different frequencies within an ultrashort laser pulsevery interesting example
in this context is the coherent control of the two-photonitaion of Cs-atoms by the
group of Y. Silberberg [99, 100]. They showed both theoediycand experimentally,
that certain dark pulses do not excite the system at all,embiher pulses induce
transition as effectively as transform limited pulses. Shpulses have in contrast to
the transform limited pulse a greatly reduced amplitude.

There is as well the chance that different competing patls$,e@n which a certain
point on a potential energy surface can be reached. Becaubis af splitting of the
initial wave packet and the interference at a different gaot cause an influence on
the reaction dynamics [26].
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The term optimal control covers a very broad spectrum of hifigrent control
mechanisms. The necessary control fields often have a verglaated structure.

These control fields can now in principle be theoreticallgaiated. Calculating an
electric control field bears the problem of having a propeavidiedge of the molecu-
lar Hamiltonian. The group of A. Rice has shown, that incregshe complexity of
a molecular system changes the calculated control field][TDliey performed their
calculation on the quite small, only three atoms spannirsgesy HCN exhibiting the
isomerization reaction HCN-» CNH. With increased complexity of the model, the
complexity of the control field increases as well, while istdl possible to guide the
reaction to the desired goal. They conclude that reduciagdmplexity of the calcu-
lations for the optimal electric control fields is not likety be useful for the design of
control fields, used for actively controlling reactions ofyatomic molecules.

Beside the difficulty in calculating the necessary pulse ebafhere is the ques-
tion of their robustness under real experimental condstiolm most cases it will be
very likely that the conditions under which the experimerperformed and the pulse
shapes have been calculated will differ from each other. d@egsarameters like tem-
perature and pressure which may have small variationshiti@ laser pulse normally
does not have a Gaussian spectrum as generally assumedhedig Additionally its
pulse duration and carrier frequency often shifts withireaperimental period. This
will probably need to correct the calculated pulse shapdsast a little bit. Such
corrections will probably not be possible during the expemt, since the necessary
calculations are very time-consuming.

Already in 1992, J. Rabitz has proposed a scheme to overcase tfifficulties [1].
In this case, the problem is not separated into the stepsquiirdty the Hamiltonian
or respectively the mechanism of the reaction and then lzdiog the necessary elec-
tric control field which will modify the outcome of a reactiom contrast to this, the
Rabitz-scheme uses the experimental outcome of a reactgunide the search for the
desired electric control field. With the help of the expena¢ outcome, the effec-
tiveness of an applied control field can be estimated. Qffecontrol fields are tested
on the problem and with this information, new control fields de calculated. These
electric control fields have the potential to be better agthpi the given problem [102].

The problem of calculating better adapted pulse shapesedarie with the help of
a learning algorithm. By this method, the control objectige be iteratively obtained.
The remaining problem of generating shaped pulses has lbéerdsvith the help of
a so called pulse shaper [103—-105]. The working principéxgdained in Section 2.4.

There are different algorithms, that can solve the probléfimding the pulse shape,
that fulfills the control objective best. There are for ex¢éemihe method of testing
all possibilities, Monte-Carlo simulations, simulated ealing or evolutionary algo-
rithms. All this methods have their advantages and disadgas which are discussed
in [106]. Good results could be achieved by using evolutipradgorithms. These
algorithms imitate the evolutionary process in nature.n$farred to the given prob-
lem, a certain number of random pulse shapes (individuslgsted and form a first
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Figure 1.8: Scheme for adaptive femtosecond quantum dorircandom first gen-
eration of laser pulse shapes will be experimentally testeitd the desired system
according to a given control objective. Based on these exggertal results, an evolu-
tionary algorithm calculates a new generation of pulse ebaghich have the potential
to be better adapted to the given problem. By this method,ah&@ objective can be
iteratively obtained.

generation. Based on the effectiveness (fitness) of thereiftendividuals, they sur-
vive, get crossed over or mutated. Depending on the repiasamof the pulse shape
parameters and the formation of the next generation, tHgesetams can be divided
into the two subgroups of evolutionary strategies and gemdgorithms. The algo-
rithm used in this work combines aspects of both. The exadizedion is summarized
in [106-108].

The described concept is called closed-loop learning obatrd has been success-
fully applied to many different molecular problems. Theselude for example the
optimization of the excitation efficiency [6—8, 109], disgation processes in the gas
phase [2-5], energy transfer in large biomolecular mok{®], selective excitation
of different vibrational modes [110, 111] and the controtltd geometrical rearrange-
ment in the liquid phase [112].

After successfully having performed a closed-loop leagreontrol experiment, it
is necessary to measure the pulse shape and to calculatietircdield. A natural
guestion that arises at this point, is how the control meisihanvorks. As described
in the beginning, there are many different mechanisms #@natrdfluence a reaction. If
not special care is taken (see Section 1.9) the learningitilgocan find pulse shapes
based on any possible control mechanism, as well as pulpesliizat are a combina-
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tion of all and even including features that are not necgs€asmparison with theory

can help to understand the control mechanism [113, 114]ohmescases the control
mechanism can be directly seen in the control fields in theéestf the investigated

problem. Of course basic, information about the process fother measurements
must be available.

The control of different isotopes ik, has been shown to depend to a big part on a
shift in the excitation wavelength [115]. The manipulatmfimphotodissociation reac-
tions of small molecules in the gas phase was identified tpdmapy pulse sequences
using the characteristic oscillation period of the moledall6]. For the control of vi-
brational dynamics, double pulses have shown to form a goloien [110,117]. Al-
though in the latter experiment the algorithm used a redpeeaimeterization in which
the parameters of a multipulse sequence were optimizetl, sncultipulse structure
would also be evident from the result of an unrestrictedmjzition. Beside these
cases it is often very difficult to directly access the cdntmechanism from the pulse
shape. Therefore other methods are necessary to obtaiesired information from
the measured pulse shape. These experimental methodsradeiged in Section 1.9.

1.8 Spectroscopic methods for liquid phase feedback
signals

As described in the previous section, an adequate feedhgoklss essential for
performing adaptive femtosecond quantum control exparimeThis feedback signal
has to provide the information about the effect of a shapserlpulse on the system.
With the help of this information, the learning algorithmncdetermine new better
adapted pulse shapes by an iterative procedure. This meglqodes a high amount
of tested individual pulse shapes. Using a full 128 pixelsid#o define the spectral
phase in which each pixel can be varied independently a |bmérfor the necessary
amount of pulse shapes will be about 1500. This limit arisesafthe experience of
many experiments in our laboratory. Laser system instasliwill make it difficult
to perform optimizations over more than 12 hours. Therefbesinformation about
the response of the system on a pulse shape has to be recolded than a minute,
although a more realistic upper level will be 10 s or less.

Every feedback method which can provide the necessaryniaton within at
least a minute can be used to guide the learning algorithra.nidst suitable detection
method strongly depends on the system under investigatibme most important
control experiments in this thesis deal with the controlezations in the liquid phase.
Therefore the detection method to monitor the photoprodocicentrations has to
be applicable in the liquid environment. Many chemical gsial methods such as
chromatography are very sensitive to certain photopradioctt they cannot fulfill the
time limitation condition. Moreover, several chemical s techniques furthermore
have the disadvantage that the affected sample volume hbs toansported to a
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different place where detection occurs. Such a complexgohae will most likely
lower the accuracy of the information and therefore shooldoe used if possible.

In many adaptive femtosecond quantum control experimangshotodissociation
of molecules in the gas phase, mass spectrometry was vecgssially employed
to identify the reaction products [2-5]. Liquid phase saspincluding complex
biomolecules can in principle also be investigated by masstsometry techniques,
such as electrospray ionization mass spectrometry or Es@y mass spectrome-
try [118-120]. However, this work will mainly deal with th@wtrol and investigation
of the light-induced change of the atomic arrangement wittmolecules. The
reaction products thus have different geometrical condigioms, but identical atomic
compositions and therefore cannot be detected by mass@metty methods.

In general, there are several optical methods which arebbapaidentify different
photoproducts including isomers. If the photoproductsrésoe at different frequen-
cies, the amount of emitted light is proportional to the antai photoproducts [7,47].
In oder to fluoresce, the photoproducts have to be still in>aitex] state or must
be excited with a second laser pulse. In many cases, the $kemee spectra of
different products strongly overlap. Thus, fluorescenasftisn a reliable tool for the
identification of isomers, with the exception of situationkere their fluorescence
spectrum strongly overlap.

The Raman spectra of most molecules and even of isomers o&the s10lecule
generally differ from each other and can thus be used to ifgetitem. Different
methods have been developed to record Raman spectra of neslesing cw-lasers,
such as linear Raman spectroscopy, induced Raman spectyascGARS (coherent
anti-Stokes Raman spectroscopy). For a review on these detbee Reference [11].
Linear Raman spectroscopy has the disadvantage of a lowl$gnaise ratio in
comparison to the non-linear techniques, such as inducedaRapectroscopy or
CARS. Otherwise, the setups which are necessary for the nearlitechniques are
much more complicated.

In certain cases, such as for example in ultrafast switghiogesses as it is the topic
of this thesis, it may be necessary to monitor concentratarshort-living products.
Then the detection method has to possess a sufficient timtuties, which can be
provided by several optical methods. The temporal evatubiovibrational modes can
be monitored by CARS based on ultrafast lasers. Unfortunételgpectral resolution
suffers strongly in time resolved CARS, which results in muobalder Raman-lines
compared to those in CW-Raman spectra. Ingenious modificatmften including
pulse shaping methods, can help to improve the spectrauteso[121-129]. This
can make it difficult to distinguish between the Raman speattdifferent isomers.
Also, the high intensities lead to a nonresonant Raman ¢omions, obscuring the
desired resonant Raman lines. Up to now several single antipamalmeter control
schemes have been applied to Raman experiments [111, 121,359 It has been
shown that it is possible to selectively excite certain nsoaied to influence the decay
time of them. However, the low spectral resolution and theeexnental difficulites
limit the usefulness of time-resolved CARS for monitoring fmpwoducts.
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There are several methods based on transient grating &ffézt can provide
information about a molecular reaction and the resultirgtien products (see for ex-
ample Reference [77] and Reference [136]). Degenerate fauewmixing (DFWM)
has proven to be capable to serve as feedback signal foriaslaptltiparameter
control of vibrational dynamics [110, 117] of a molecule metgas phase. Also
single parameter control of a gas phase dissociation cgactiuld be monitored using
DFWM as detection method [136]. DFWM can also be applied toatetV systems
as for example shown in Reference [137]. For performing DFWMgeast three
laser pulses are necessary. Using a fourth pum laser pus&les the possibility to
have an excitation wavelength different from the probe Wwength. This increases
the complexity of the setup. Furthermore, the measurentedifferent states with
DFWM makes it necessary to tune the wavelengths of the threé&/NdFpulses.
Therefore it is very difficult to directly probe multiple ref#don products with this
technique.

With transient absorption spectroscopy (see Sectionhlfjple reaction products
which have different absorption spectra can be easily tefée absorption spectra of
molecules generally differ from each other in the infraregion, which make transient
absorption spectroscopy by probing in this wavelengthoregn ideal method to
provide a feedback signal to guide a control [138]. Also ia titraviolet and visible
wavelength regions, the photoproducts can have differestrption bands. Since it
is experimentally much easier to perform experiments véatet pulses in the visible
regime, using a feedback signal in the visible will facdidhe experiment. In order
to perform transient absorption spectroscopy, only twergsulses are required,
which reduces noise introduced by vibrations of the optetaments and allows a
fast alignment of the setup. The disadvantage of transiesration spectroscopy
in comparison to DFWM is the heterodyne measurement. Theakigna small
modulation imposend on the probe intensity. It can be etdéthby a difference
measurement, which limits the repetition rate but incredbe signal-to-noise ratio
slightly.

With fluorescence upconversion spectroscopy (see Sectnthe time-resolved
fluorescence of a molecule can be measured. If the populatiarcertain transition
state has to be monitored, fluorescence upconversion cae asrfeedback signal.
However in many cases, the fluorescence spectra of moleatdegery broad and
therefore it is often difficult to distinguish between dif@at photoproducts on the
basis of their fluorescence. Furthermore, hte method regjuimore experimental
endeavors in comparison to probing stimulated emissionragstent absorption
spectroscopy, which is feasible more easily

In this thesis, experiments on the control of isomerizatieaction are presented
(see Chapters 4 and 5). It will turn out that an ultrafast mesamsant technique is
required to monitor the product isomer yield. This feedbsigikal will be provided
by transient absorption spectroscopy in the visible wanggleregion. Because signals
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at multiple wavelengths have to be recorded, transientrpbien spectroscopy is the
ideal feedback for the control of an isomerization reaction

In Chapter 6 and in Chapter 4, Section 4.6, experiments arermiexs for which
much simpler feedback signals are sufficient, which arehittd harmonic generation
yield in the first and the molecular fluorescence in the secase.

1.9 Mathematical description of double pulse genera-
tion

In the previous section, it could be seen that there are ofteny possible control
mechanism to a given problem. Some of these control meahariiave a coherent na-
ture and base on the interference of different paths, sonteeof base on non-coherent
effects such as changing the excitation yield by drifting tentral wavelength of the
excitation pulse to the absorption maximum of the system.

Adaptive femtosecond quantum control experiments based faedback signal
opens the possibility to find the optimal solution for a giy@opblem under the given
circumstances (see Section 1.7). In this adaptive appratiferent solutions for a
given problem can be combined, because the combinatioteis ah even better solu-
tion than the individual ones only. In addition to this, th@imal solution can contain
meaningless parts that do not help solving the given proplerhdo not negatively
affect the found solutions either. These parts make it ofeeg difficult to understand
a solution, that is found in an adaptive femtosecond quartmirol experiment.
There are several different approaches by different grogsmcounter this problem.
Already the very first adaptive femtosecond quantum coetperiment by K. Wilson
used in principle a special attempt to simplify their saati{6]. They reduced the
space of the possible solutions, by parameterizing thesb@ke solution has been de-
scribed by a very limited set of parameters. This bears bithrstages and disadvan-
tages. If the parameters are chosen well according to tles givoblem, the optimal
solution has the chance of containing no misleading inféiona If the parameters
have furthermore a physical meaning, it is well possiblat the found solution can be
easily understood. Of course the price to pay is that inkmaiwledge about the given
problem normally has to be present to find an adequate setafngers. In addition
to this, one can not be sure to have found the best possiblé sdlations, since the
solution space is restricted. The last disadvantage cambrished by additional op-
timal control experiments without any restrictions on tlaegmeter space. The fittest
individual of this optimization can then be compared witke tiutcome of the fittest
individual in the restricted case.

This concept of changed basis sets has been used by M. M¢&ka8] and largely
improved by the group of T. Weinacht [139-141]. They introeld additional penalty
functions to further suppress the occurrence of unimpogarts in the solution for a
given optimization problem. This method improves largdlg possibility of getting
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the physical meaning out of such an optimal control solution

A crucial question is the choice of the correct basis for tiverg problem. This
issue has been tried to be solved by a concept known fronststaticalled principal
component analysis [142]. In this approach, the differemegations of an optimiza-
tion are analyzed by the calculation of a covariance masee (142]). The eigenvector
corresponding to the largest eigenvalues of this matrixcareelated with the fitness
most. This set of eigenvectors serves as a new better bakih@arfasis can even be
reduced since the eigenvectors for small eigenvalues dhmuilof less significance.
This method bears the problem that a covariance matrix base¢ke outcome of an
evolutionary algorithm does often not contain enough imf@tion to yield a good new
basis. The analysis of a large number of different covaganatrices is necessary to
get a good new basis.

The attempts for understanding the outcome of an adaptmtotecond control ex-
periment, as performed by the groups of K. Wilson or T. Welmiaare basically based
on the reduction of the space of solutions and parametgrizio a small number of
parameters. For an accurate treatment many successfatliogiions with many dif-
ferent basis sets and many penalty functions have to berpetb To find the correct
values for each penalty function, several successful opitions are necessary. For
complicated setups with complex molecules and interaatitimthe environment as it
will be the topic in this thesis, a high number of optimal eohexperiments is diffi-
cult to perform, since every single optimal control expennwill take many hours.
Including the necessary preparations before the contp#raxent and the additional
measurements after it, in the case of bacteriorhodopsirsioigée control experiment
takes on average twelve hours. Therefore the presentedmtie not usable in this
case.

To overcome this problem, the test measurements must bijeossbe performed
with high accuracy in a short time. Therefore the idea is a@arameterize the space
of solutions for the optimal control experiment, but to peni a sufficient high num-
ber of additional experiments in which different parametf physical meaning are
scanned continuously. The accessible subspace of s@utipthis method is quite
small in comparison with all the possibilities, that can lseessed in a free optimal
control experiment. But because the parameters are chosieia whysical meaning,
the tested subspace has a high relevance and a good chamosevofgan interesting
behaviour.

This method has been used to investigate reaction mechafosign before the first
adaptive femtosecond quantum control experiments [32145). Single parameters,
such as chirp, excitation wavelength or excitation enem@yetproven to have a high
influence on many reactions. In possible control experisi@rtmany reactions, such
single control parameters can be included in the optimatrobsolution. Comparing
the optimal solution with different individual solutiorthiat also partly solve the given
problem, can help identifying the meaningful part in theiimpd solution and separat-
ing it from the misleading information.
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The method of scanning different parameters furthermosal@advantage of be-
ing reproducible. In the case that the parameter set is @mphough, this method can
be similarly valuable as the method of reducing the basisfsatcontrol experiment.
Of course a much higher subspace can be addressed by thedméthe reduced ba-
sis set for the optimization. But there is as well the chanegttie global maximum
is not found, depending on the learning algorithm. In theecafsa parameter scan,
often many values can be interpolated and do not need to bsumeea Therefore a
parameter scan can contain a similar amount of informatsobesng addressed by a
restricted closed-loop experiment. In the closed-loopeerpent in principle every
possible pulse shape can be addressed. However, many efhise shapes will have
no significant difference or are completely meaninglesh@édontext of the control
objective. These cases can be excluded in a parameter scan.

In the context of scanning different parameters, the grdup 8aumert has applied
different sinusoidal phase-functions in the frequency donon an Autler-Townes
state-doubled problem [84]. This problem has been showe extremely sensitive to
the given parameterization. Adapting different sinusbptease-functions on a laser-
pulse in the frequency domain results in pulse trains oédifit amplitude and distance
in the time domain. The experiment has shown, that the sdgoassible solutions is
very complex, showing multiple local maxima and minima.

In this work, a scheme for testing pump-dump like processgsasented. Many
reactions have been shown to be sensitive to such pulsesaspbown in Section 1.7.
These pump-dump like processes are performed by two pulse§iyst one prepares
the molecule in a certain state, the second influences thedxoolecule after some
time in a desired way. The outcome depends on the time detayeba the two pulses,
the central frequency and the amplitude of the pulses. Simaa optimal control ex-
periment the solution can easily be optimized for theserpatars, a systematic scan
of these would yield a lot of valuable information.

Other experiments have shown that the absolute phaseetifferbetween two
pulses can have influence on the reaction [110, 117]. Therefwanning the differ-
ence of the absolute phase between the two pulses is alsy antenesting control
parameter.

Double pulses can be generated by applying a special spglcarse to a bandwidth
limited laser pulse. As seen in Section 1.7.1, a linear spephase shifts the pulse
in the time domain. Intuitively a colored double pulse cancbeated by applying a
triangular spectral phase which shifts a part of the spectarward and the other part
backward in time [146]:

P(00) = Sigre— (6n-+ 5) o (0 (6 -+ 50) (1.34)

In this equation i% the spectral phase slope afuw + dw) the point at which the
spectrum is broken and shifted either forward or backwatiia. ThusAt determines
the pulse delay between the two pulses and the spectraldoeaby — dw the spectral
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width and the amplitude of the sub-pulses.
The spectral amplitudg= (w)| of the laser pulse can be assumed to be Gaussian

(w-ap)?

[E(w)| =Eoe o2 (1.35)

In this equation,o is the half width at 1/e. If Equations 1.34 and 1.35 are irsert
in Equation 1.21 one gets the spectral electric field for dtl@Bnitions which can be
transformed into the time domain by the inverse Fouriersi@mation 1.22:

Eoo . _(H%e? ( L (1 AT
Eit)= ——e '@t| g 7 1—iErfi( =(=—+t)o
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22 LA (1.36)
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+e 4 (1—|Erf| (5(7—00)))
with the antisymmetri€&r fi function defined by
X
Erfi(x) = 2n‘5/e(y2)dy. (1.37)
0

If the spectral breakpoiniy + dw is set to the carrier-frequency, one gets two
pulses, whose amplitudes are equal. In this case Equatdthchn be decomposed
in a sum of two electric fieldE(t) = E;(t) + Ex(t) with

B EOO' _I(th _(%it)zgz iy . } E
El,z(t)_—z\/?e e 1 1—iErfi 2( > tt)o (1.38)

In this representation, one can easily see, that the temnglecric field is composed
of two individual pulses centered arouﬂdxz—r.

With the two parameterAt and (awy + dw), double pulses with a desired dis-
tance and a defined amplitude ratio can be created. Twordhist examples for a
double pulse distance of 1000 fs and identical amplitudésariirst case and different
in the second are shown in Figure 1.9A and B.

By scanning the two parameters time delay and breakpoint gpigiag the result-
ing pulse shapes to a problem, sensitive to the this paraxegion, a two dimensional
control map can be measured. With the help of this control, tiregodependence of the
given problem on the double pulse distance, color and ana@itatio can be directly
visualized.

As mentioned before, it could be very interesting to ingeste the effect of the
phase difference between the two individual pulses. Theeghe effect of a phase step
on the temporal pulse shape is investigated first. Again aSan spectral amplitude
|[E(w)| is assumed for the laser pulses (see Equation 1.35). Inadbkis the spectral
phase has the form:

@(w) =A-UnitStegw — (awn + ow) (1.39)
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Figure 1.9: A), C), D) Plots of the analytical solutions foffelient spectral phase func-
tions. The first column presents the calculated temporaliardp profiles, the second
column the assumed spectral amplitude profile and spettaslp A) Triangular spec-
tral phase for a slope of 1000 fs and for a breakpointgt- dw = 2.348rad/fs.
B) Numerical solution for the case of a triangular phase whih $ame slope as in
A) but for a breakpointwy — dw) = 2.354rad/fs. In plots C) and D) the spectral
phase describes a step-function witk- 77in the first case and = 3/2tin the second.
In all cases, the spectral width at 1/e of the maximal amgéitis 0 = 0.017rad/fs
and the carrier-frequency isy = 2.348rad/ fs.

UnitStep(x) is the step function with O for<0 and 1 for x>0. A is the amplitude
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factor for the phase step. For the cas@cf 1 anddw = 0, an easy expression for the
temporal electric field can be obtained by the inverse Fotna@sformation:

01 i L e ()
= 2v/2 '

This simple spectral phase function already has a big infe®m the temporal shape
of the laser pulse as can be seen from the two examples indFiga€ and D.

E(t) (1.40)

To investigate the combined effect of the phase step anditmgular phase, the a
program has been written, that integrated parts of the noaigrackage LAB2 in the
computer code [147]. With the help of this numerical packémgeeffect of different
phases can be simulated under experimental conditions.gébanfi the spectral phase
can be applied by a pulse shaper. As will be discussed ind@e2#, this experimental
tool has certain limitations. If the desired pulse shaps gletser to these limitations,
the experimental results will include more artifacts. Timewdated pulse shapes in this
chapter are still in a region, where the experimental atsfare very small. Still they
are included in the calculations.

The first two rows in Figure 1.10 show three example pulsediftarent triangular
phases and different phase steps in the temporal and in gdotrapregion. A more
complete table can be found in the Appendix A.5, since itleltome necessary for the
understanding of the experimental results presented intEh@pThe pulse parameters
are chosen similar to our the experimental possibilitiesamier-frequency otw =
2.348rad/fsand a pulse duration of 80 fs. The breakpaigt— dw is for all cases
set to 0. The first column shows the bandwidth limited casee Jdtond the result
for the small value ofAt = -150 fs and a phase step of &Xdentical the case in
Figure 1.9D. Sincé\rt is nearly twice the value of the pulse duration, the effect of
the triangular phase slope is already visible. This effactses two pulses of equal
amplitude. The additional phase stepfof 3/21Tis responsible of the difference of
the two amplitudes. For values Afr being larger than 500 fs, the modulation of the
amplitudes due to the phase step becomes very small.

Most experiments in this work are not performed at the céfteguencywy =
2.348rad/ fs but at the frequency of the second harmonig & 4.7 rad/fs). This
can be achieved by frequency doubling in a nonlinear crysts Section 2.2). Since
this effect is proportional to the square of the fundameintahsity, the effects of the
different amplitudes gets enhanced. This can be very welh s the third row of
Figure 1.10. Due to the additional squaring of the intenkitythe second harmonic
process, the different pulse shapes can have different pulsrgies.

The simulation of scanning the triangular phase sI%band the phase stepfor
the breakpointwyp — dw at the carrier frequency and frequency doubling the reslti
pulse will produce in the contour plot for the pulse energy:. better comparison with
the experimental data, this contour plot is shown in Chapt&idure 6.2B. For con-
venience the wavelength is chosen as parameter for thepgmedknstead of the fre-
qguency. The second harmonic of the fundamental laser pailsery easily accessible
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Figure 1.10: Spectral and temporal pulse amplitude proéites phase functions for
different spectral phases, calculated with a program ttiagrated parts of the numer-
ical package LAB2 into the programming code [147]. For allseushapes a carrier
frequency ofuy = 2.348rad/ fsand a pulse width of 80 fs are assumed. The different
rows show the spectral and temporal representation of dutri field for the funda-
mental pulse in the first two rows and for the second harmonecBBO (Beta Barium
Borate) crystal with a thickness of 1Q@0m in the last two rows. The numerical calcu-
lations include the experimental artifacts that will regtdom the pulse shaper and the
crystal. The second harmonic generation is assumed to take g a non-depleted
regime. The column A) shows the different representationsafbandwidth limited
pulse, the next column B) for a double triangular phase sldp&5® fs and a phase
step ofA= 3/2m. In the case of column C) the double triangular phase slog®iisan

to be -500 fs ané\ = 3/21. A more complete table can be found in the Appendix A.5.

in an experiment and can thus be useful for comparing theyhvaith the experiment.
Scanning the triangular phase slo%?eand the phase stepat a fixed breakpoint
Ao — OA thus results in a big variety of different pulses. In the cas@ only colored
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double pulses are produced. In contrast, in the caseétlsatinequal to zero the dou-
ble pulses are additionally modulated in their amplitudd axhibit a spectral phase
step. This results in a map of a high number of different palsgpes, that can cause
pump-dump like processes.

Scanning the triangular phase slo%?eand the break poinig — A for the phase
stepA=0 and frequency doubling the resulting pulse will resulthia contour plot for
the pulse energy shown again for better comparison withxperements in Chapter 6
Figure 6.3B. Also in this case, the frequency doubling precesl cause different
pulse energies for the different spectral phases. The loamesrgy is expected for
double pulses of the same height due to the squaring progeabe Isecond harmonic
generation. If the breakpoimyp — A is very different from the central wavelength
Ao the pulse gets only shifted in time, and therefore no dififeeecompared to zero
spectral phase will be the result.

Due to the second harmonic process, the spectrum of the pulsghly modu-
lated and in most cases not Gaussian anymore (see the tabAgpendix A.5 and
Figure 1.10). This has to be considered if this paramet@rizacheme is used in-
cluding frequency doubling. Simulations including effedue to the excitation with
spectrally different pump-pulses are necessary to uratetshe outcome of the exper-
iment. Such simulations are demonstrated in Chapter 6.2.



Chapter 2

Technological concepts

The main ideas and necessary methods for the experimerhis gohtext of this work
have been presented in Chapter 1. This chapter describesdimeotogical details,
essential to perform the desired experiments. A main topibis thesis is the use of
spectrally shaped femtosecond laser pulses in various Wégstechnological concept
for generating laser pulses and shaping their spectrakpbatescribed in the begin-
ning of this chapter. These laser pulses can then be used exgieriments. Therefore
most often wavelengths other than those available by the fager system itself are
needed. These can be obtained by using different nonlifiegt® By passing several
optical elements and in many cases a nonlinear crystal,itasepshaped laser pulses
change their properties. Therefore a characterizatioh@fpulse shape close to the
experiment is needed for pulses of different central wanggles. The methods for
characterization of the pulse shape, that are employedsdittésis, are outlined at the
end of the chapter.

2.1 Laser system

The main component of the whole setup is the laser systems.|ld$er system has been
partly rebuilt during this work, mainly to increase its piig stability and to decrease
the fluctuations of the pulse energy both on a short and onggtiore scale. Therefore,
the beam traveling distance between the different compgengecreased to a mini-
mum. Different components such as mirror holders and pasts heen replaced by
more stable versions. Newly available beamsplitters wettdp characteristics allow
for a higher throughput and a broader spectrum. New saditt giump laser sources
greatly reduce the pulse-to-pulse fluctuations. In theedndf the rebuilding of the
laser system, all optical components on the laser tableegotanged to guarantee the
best performance.

The rebuilt laser system now produces ultrashort laseepuasa central wavelength
of 800 nm, a repetition rate of 1 kHz, a pulse duration of 80rfd a pulse energy
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Figure 2.1: Scheme of the arrangement of the basic comp®oéthe laser system.
The ultrashort pulses from the oscillator are stretched2® ds in the stretcher to
avoid damage in the succeeding components. The stretchezs@re amplified in the
following component by a factor of £@nd afterward temporally compressed to 80 fs.
The resulting pulse has a central wavelength of 800 nm, aepnsrgy of 0.7 mJ at
a repetition rate of 1 kHz. Additionally the diagnostic tealhe pulse shaper and the
different possibilities for converting light into diffené frequency regions are shown
as well as their integration into the experiment. Thesetadil components as far as
necessary for the experiments will be introduced in thigptéra

of 0.7 mJ. Briefly, the homebuilt oscillator is pumped by adaliate diode-pumped
frequency-doubled Nd:Vanadate laser from Coherent Inc.déhdverdi V-5) [148].
By using the Kerr-lens mode-looking effect in a Ti:sapphimgstal, the oscillator pro-
duces pulses at central wavelength of 800 nm, a pulse daoratiabout 60 fs and a
pulse energy of 4 nJ at a repetition rate of 90 MHz [149]. Thils@ energy is in most
cases not high enough to perform the desired experimentsrefidie the pulse are
amplified based on the principle of chirped pulse amplifaafil50]. The pulses from
the oscillator get stretched in the so called stretcher talsepduration of 120 ps by
introducing positive chirp. This is necessary to reducepiek intensity of the pulses,
in order to prevent damage in the succeeding componentsciafip within the re-
generative amplifier. The amplifier itself consists of a djghire resonator, which is
pumped by a Nd:YLF laser (model: Evolution-15, manufadusg Coherent) work-
ing at 10 W, 527 nm and at a repetition rate of 1 kHz [151]. TheW& laser itself
is pumped by an AlGaAs laser diode. One of the stretchedlaripulses is selected
each milisecond by a Pockels-cell and is amplified by a faatdi®® in the regenera-
tive amplifier. After being amplified the pulse is switched bythe same Pockels-cell.
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The pulses are then recompressed in the compressor to adouddn of 80 fs.

This setup is shown as a sketch in Figure 2.1. Additionakydiagnostic tools, the
pulse shaper and the different possibilities for convgrlight into different frequency
regions are shown as well as their integration into the expert. These additional
components as far as necessary for the experiments wilktzelirced in this chapter.

2.2 Extension to other wavelengths regions

Nonlinear effects are widely used throughout this work. Mogortant examples are
the white-light generation and the sum-frequency mixindirdghort laser pulses are
combined with very high intensities and thus with very higkdistrengths. In this
case the polarizatioR does not scale linearly with anymore, but higher orders must
be taken into account:

Plw) = exP(w)E(w)+ P (w) (2.1)

+((X®PE(w))E(w)E(w) +... (2.2)

The quantitiesy(™ are called “nonlinear optical susceptibilities @f order”, which
are themselves tensors of the order n+1. For the most geresm@lthe magnetic terms
in H and mixing terms oFi andE must as well be included in Equation 2.1, which are
important for the Faraday effect. However, the magnetim$eand mixing terms shall
not be considered in the following.

The polarization is the origin for a new electric field strdngvhose frequency is in
the linear case the same as the one of the fundamental fielduBeof the nonlinear
part, there is also the chance for new field strengths atrdiitefrequencies. This
effect can be used for the generation of electric fields at fnequencies, which can
be already seen for the term connected with the second ofdiee monlinear optical
susceptibility. For the simplest case, the electric field ba assumed to be linearly
polarized and propagating in the z-direction as a plane wave

E(zt) = %E\(z,t)ei(‘”t_koz) +c.c (2.3)

In this simple case the product Bf E yields:

. 1. , " .
E2(zt) = ZAZ(z,t)e'Z"’t_2kz+ A(zt)A*(zt) +c.c. (2.4)

If x@ is different from zero a new electric field strength at B created in addi-
tion to the linear term which causes the field strength at #réer frequency of the
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fundamental beam. Furthermore there is a non-oscillatimdgribution, which is called
“optical rectification”. The voltage cause by this constield can be experimentally
measured [152].

The intensity connected with these new electric fields mgfly dependent on the
properties of the material in which they are generated. Tbstimportant ones are the
transparency, the value of the nonlinearity and since mibtsh @rystals are used, the
angle of the crystal axis with respect to the electric fieldt &8so external parameters
such as the temperature have a high influence on the efficiency

Starting point for the description of the various effectg doi the interaction of the
electric field with matter is the wave equation, which can eeved from the Maxwell
equations:

192 0?
02 0~.t2 E(? t) IJOW

The previous assumption of the simplification of the arpytnaropagation direction
allows us to replacél x 0 x E by —9%E /97

Ox (Ox)+ P(F,t) (2.5)

To calculate the electric fields for the very important caseoond harmonic gener-
ation (SHG), several assumptions have to be made. As mest iofpproblems similar
to the second harmonic generation the slowly varying epeépproximation is used.
This is valid for all laser pulses, except the shortest. lt&df the laser pulse is sig-
nificantly longer than an optical cycle (about 2 fs for visilbight), what is fulfilled
in the experiments in this thesis. The electric field can themwritten as a product
of a fast varying carrier wave and a slowly varying envelopection. Furthermore,
the second order derivatives in Equation 2.5 of the slowlying envelopes can be
neglected since the measure of its change is the derivaéilsa the group velocity
dispersion and the higher order dispersion are assumed ab faéor influence. In
addition, depletion of the fundamental beam is assumed & benor importance, so
that the terms connected with this effect can be neglectéaénTn the case of Type
| second harmonic generation, where the fundamental beapagates either as or-
dinary or as extraordinary beam, producing an extraorgioaan ordinary wave, the
wave-equation can be formulated for the fundamental [7d]the second harmonic

beam:
0 10\ -~
~ L= _ _iv(® * iAkz
(0z+vdt>Al ix 22kAAe‘ (2.6)
9 10 WO o jnk
(o"_z vdt) 2= —ix" )ZczklAlel ‘ (2.7)

The subscript 1 denotes the fundamental field, while thesigt® denotes the gener-
ated second harmonic field.

For the generation of new field strengths, the conservafiemergy requires

wp = 201 (2.8)
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Of course, the momentum-conservation also has to be fdlfille
Ak = 2k — ko (2.9)

This relation is called the “phase-matching condition” ttee second harmonic gener-
ation andAk the “phase-mismatch” and expresses the momentum-cotiservi the
interaction length is finite, the momentum-conservation only needs to be fefilith
an uncertainty of 2l which is expressed by the phase matching condition 2.9 [153]
The highest efficiency for the second harmonic process isagd, if the momentum
conservation is fulfilled, what means that the phase-mismak is equal zero. Be-
cause of the energy conservation (Equation 2.8)@@%, Equation 2.9 can be
written as

wn(w) wn(ap) 2

Mk=0— 27 =2 = Z (e - () (2.10)

This relation is not fulfilled for general cases, becausenary materials do not
show anormal dispersion in their transparent regiofiey) > n(w)). A possibility to
solve this problem is provided by negative uniaxial crystlir whichnegy(w ) < no(w)
is valid. ny describes the “ordinary” andy the “extraordinary index of refraction”.
The coordinate system shall now be defined in that way, treabftical axis of the
nonlinear crystal is identical with the z-axis. The fundamaé beam is assumed to
lie in the xz-plane and have the andglewith the optical axis. The ordinary index
of refraction is independent frorft, while the behaviour of extraordinary index of
refraction can be described by [154]:

No()?Nen(w)?

Ne(?, ) = No( ) SIP & + Neg(w)2 co 9

(2.11)

In the case of type | SHG with(cwy) = no(w1) andn(awy) = ne(w,) Equation 2.11
can be inserted into 2.10 to calculate the arfylat which the phase-matching condi-
tion is equal to zero and the second harmonic generatiorepsdtas the highest yield.

Beside the above explained method to endikre: 0, it is possible to fulfill this con-
dition with the help of the temperature dependence of thacebe index. By this, the
angled = 90r is possible, at which the acceptance is the highest and thedignment
of crystal is less critical. This scheme of temperature phaatching is for example
employed in the pump lasers.

The coupled differential Equations 2.6 and 2.7 can be sdivethe case of exact
phase matching at the carrier frequency and small conveedicciency (below few
tens of percent [77]). The differential equations are thawesl by [77, 155]

Ao(ap) O /Al(wl)ﬂl(ab—an)dwl (2.12)
The temporal complex field envelope can be calculated by

Ao(t) O Aq(t)? (2.13)



44 Technological concepts

The temporal field of the second harmonic is therefore sirmilés structure to the
one of the fundamental beam. In contrast to this, the spditld can be significantly
changed due to the convolution in Equation 2.12. This willllseussed in more detail
at the end of Section 2.4.

The fundamental beam and the second harmonic have diffgremp velocities. In
thick crystals this “group-velocity mismatch” results ineamporal broadening. If the
crystal is thin enough, the inverse effect can be observedal® of the quadratic
dependence in Equation 2.13, the second harmonic pulserigsthan the fundamen-
tal pulse. Under certain conditions, the effect of the graajocity mismatch can also
lead to a pulse-shortening, if the temporally leading edgbepsecond harmonic pulse
is always at such a position, that it is influenced by the utedeg@ part of the funda-
mental pulse. Then the leading edge will be more amplified tha trailing one, what
results in a pulse profile with a reduced full width at the lodlits maximum [77,153].

2.3 Self-phase modulation and white-light generation

To get a bright spectrum of information about a moleculactiea it is essential to
probe the dynamics at different energies. As pointed ouettiBn 1.2, in the case of
pump-probe spectroscopy, this can be realized by usingrdift wavelengths, for both
pump and probe. Since the pump pulse needs to be of a sighifitansity in contrast
to the probe pulse, different mechanisms for generatirtg bf different wavelengths
can be used for either the one or the other.

High intensities can be generated by frequency doublinggsevious Section 2.2),
frequency mixing or amplification of a seed beam of low intgnbut of a desired
wavelength. Difference- or sum-frequency mixing is vemigr in its description
to the above mentioned case of second harmonic generafioi43, 155]. A very
prominent case which will also be used in the XFROG (crossetation Frequency
Resolved Optical Gating, see Section 2.6.2), is the sumiénecy mixing between the
fundamental and its second harmonic. This procedure tharitsein the third har-
monic of the fundamental, which is in the given case at 266Amplification of seed
beams is realized in the various kinds of optical parametmplifiers (OPAs). The
generation of the seed pulse varies from case to case. Venyipent representatives
are the NOPA (Non-collinear Optical Parametric Amplifiefpf—159] and the TOPAS
(Traveling wave Optical Parametric Amplifier of Superfluszence) [160, 161].

These methods provide pulses at different wavelengths eyideémergy, have the
disadvantage that they are often accompanied by a congdicatup, except in the
case of second harmonic generation. For probing the dymsarigh intensities are
normally not necessary, even not desired. A different meisha white-light genera-
tion can produce a necessary spectrum for probing the maledynamics.

A white-light continuum can generally be produced by fongsa laser beam of
sufficient intensity into a transparent medium. The prapsrof the generated white-
light depend on the properties of the medium, the focal patera and the seed laser.
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Figure 2.2: Effect of self-phase modulation in a medium veithon-vanishingy
nonlinearity on the spectrum A) and on the time-dependesiaitaneous frequency
B) of an ultrashort laser pulse. The dashed black line shoe/slectrum or respec-
tively the time-dependent instantaneous frequency oftitsebefore traveling through
the medium. The blue line shows the same properties for asgaumtensity profile
lo(t) after passing the medium. The red line shows the effect fostime profile but
with twice the amplitude. The same result can be obtainedadtgifg the amplitude
constant but doubling the length of the nonlinear medium.

The main origin of the white-light generation is the effetself-phase modulation.
The refractive index does not only depend on the frequendyalso on the intensity
of the light passing through the medium [77, 154]. Thereftre refractive index can
be separated into a linear panig and a nonlinear panty, which is affected by the
susceptibility of the third ordex(®:

(3
n(l) :no+3é(Tol(t) =no+nal (t). (2.14)

Because the phase velocity of light in matter is connected:\t'ra% with the
refractive index, the phase velocity itself depends onrikenisity. The speed of light is
part of the equation of the wave vector ayp/c. By this and Equations 1.29 and 1.32,
the equation of the time dependent phegg can be written as:

o) = ¢<t>+abt—kz=¢<t>+abt—%f'>z

~ B(t) + ot — —— z (2.15)

To simplify the description, a flat initial phase with an aloge value of zero is as-
sumed. Because the intensity varies with time, an ultrasaser pulse modulates its
own time-dependent phase when traveling through a medigmnen-vanishing (4.
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The modulation mainly depends on the length of the mediunth@temporal inten-

sity profile and the nonlinearity. The resulting spectrdbfiean be calculated by the
inverse Fourier transformation from the temporal field unithg the self-modulated
phase. For an initially Gaussian pulse, the result is shawvsdveral different ampli-

tudes in Figure 2.2A. The same picture can be obtained byirfgpttie amplitude of

the Gaussian pulse constant and vary the length of the mamlimedium or vary the
nonlinearity. For comparison the spectrum of the input besashown as well.

The time-dependent instantaneous frequency can be dalduby using Equa-

tions 1.30 and 2.15:
w(t) = wo—mz (2.16)
Co

In the case of a Gaussian amplitude profile, the instantankeequency will first start
at smaller frequency compared to the carrier frequencyebtiginal pulse and then
move to higher frequencies. This situation is shown in Fegu2B for different am-
plitudes of a Gaussian profile.

Beside the broadening of the spectrum the pulse is also teitypetongated. Due
to the broad spectrum the pulse could now be recompressaeddeea smaller pulse
duration than before.

These simple calculations can only be applied to pulses seteral cycles of the
electric field, because the nonlinear refractive indggdoes not instantaneously follow
the intensity profile. For the case of ultrashort pulses éfdw-cycle regime, this fact
must be considered.

Unfortunately, in many cases the experimentally recorgedtsa, especially those
that are important for generating a stable and broad camtimean not be solely ex-
plained by self-phase modulation. There are several otturepses influencing the
generation of new frequencies. Due to the modulation of ¢ffractive index with the
intensity, the speed of light is as well modulated, whichsesithe pulse center to travel
with a different velocity then the trailing and leading edifeéhe pulse. This effect is
called “self-steepening”. The exact behaviour can be tatied [77,162] and the effect
measured as well in the case of propagation through opti@ss gibers [163]. The cal-
culations are rather complex but intuitively one can uni@de that the temporal pulse
shape is drastically changed by this effect. Since the tiomeadn is directly connected
with the frequency domain via the Fourier transformatiangpectrum is modulated as
well as a result of the temporal modulation. Since the temgmurise profile is asym-
metric, theE(w) also shows an asymmetric behaviour.

A further interesting effect arises, because of the “satisbing” effects of the laser
pulse in a medium, whose refractive index is depending orirttemsity. The non-
uniform intensity distribution of the laser pulse across team profile results in a
transverse variation of the index of refraction. This caadl¢éo a focusing effect de-
pending on the way in which the refractive index change takase. If the pulse starts
to focus, the region near the pulse center undergoes thegalbgihase-modulation.
The resulting dispersion causes the highest modulatetidnaio flow away from the
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pulse center due to the different speed of light. This resulta splitting of the ini-
tially Gaussian pulse in two pulses. Again this modulatibthe temporal pulse shape
causes a modulation in the spectral region. This effect Isgpsplitting can be treated
numerically [77, 164].

Despite these mentioned effects, there are, dependingeaméium in which the
white-light is generated, many other nonlinear effectaigricing the spectrum. These
are for example parametric four-photon mixing, Raman scageand multiphoton-
excitation [77,165]. Molecular resonances of course vatumally also complicate the
process, although for normal applications, white-lighbdd generated close to reso-
nances.

The maximum spectral broadening is of special practicaredt and has been
proven to be strongly material dependent. In the case ofewight generation in
solids, it has been shown that the width of the producibletspm is proportional to
the energy gap of the material that is used. Neverthelesig thno material that could
provide the needed spectral broadening necessary to pettierdesired experiments.
This disadvantage can be overcome by changing the wavhlehtte pump-light for
the white-light generation.

Due to the white-light generation process and the resuttisgersion, the pulse is
no longer bandwidth-limited. The white-light continuunndae regarded as a chirped
pulse, whose spectral components can be treated indefbnd@&j. This causes the
individual part of the probe pulse to have a different tineeezwith respect to the
pump-pulse (see also Section A.1).

2.4 Pulse shaper

For the concepts of influencing molecular dynamics withrgeigses presented in Sec-
tion 1.7.2, it is necessary to be able to modify the laserepims general way. Beside
these general concepts, many control approaches are bassdporally spaced pulse
sequences with temporal distances of few tens of femtosiscodnfortunately it is
quite difficult to experimentally shape an ultrashort pugectly in the time domain.

But since the description of ultrashort laser pulses in tme Wlomain is connected
by the inverse Fourier transformation with the descripiiorithe frequency domain
(see Section 1.7.1), shaping of an ultrashort laser pulséeachieved either in the
one or in the other.

There are several different methods for shaping ultradaeer pulses. Nearly all
of them are based on a so calleftgetup. The incoming laser beam gets dispersed by
a grating. The dispersed beam is then collimated by a lersanibcal lengthf. The
grating itself is positioned in the focal plane of this leris.that way, the individual
frequency components will be focused into the focal plantheflens, which is also
called “Fourier plane”. This setup works in principle likeFaurier transformation.

A second lens of a focal length and a second grating in the same distance from
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the Fourier plane as in the first case works like an inversei€otransformation. In
an ideal case and without any further components, a lasee pehves this geometry
without any modification. This setup is called “zero-dispen compressor” [166].

The spectrally dispersed pulse can now be modified in thei&opiane by spatial
light modulators (SLM). There are several different vaolas of SLMs, which can
spectrally shape ultrashort laser pulses.

An example for such SLMs is the acousto-optical modulaté7[168], which uses
diffraction by an acoustic wave, that can be externally cletd. The diffracted part
of the pulse is modulated according to the acoustic wave.

A second variant modulates the spectral phase by elongatighortening of
the optical path between the different frequency companeihis can be achieved
by deformable mirrors, deformed by either small piezo-motor electrostatically
by small electrodes [169-171]. The mirror can be constcuetéh the help of a
membrane causing a smooth phase function or with a micypaframall individual
mirrors.

An exotic possibility modulates the optic path by rotatingryw small glass plates,
which are located in the Fourier-plane [172]. Thus the spéphase gets modulated
as well.

The oldest dynamical concept is based on a liquid crystglalys[103, 104]. It
consists of a certain number of glass plates, that are comtbdindium-tin oxide
(ITO). To each of these glass plates an electric AC-voltageeandividually applied.
In the case of no voltage, the long-stretched liquid-ciystalecules of the display
are oriented perpendicular to the beam propagation. Indlse of the presence of
a suitable AC-voltage, the orientation of the molecules gkean This modulates the
refractive index for light along the corresponding axis.eTdhange of the refractive
index causes a change of the wavelength of the light paskimogigh the pixel, if
the polarization of the light is chosen correspondinglyhte orientation of the liquid
crystals. This results in a different phase according tah@ied voltage with respect
to the case without any voltages applied to the pixel. In Wy, the phase of the
individual spectral components and thus the spectral pbasebe modified with
respect to the given resolution provided by the numbers#l mf the liquid crystal
display.

In a slightly modified geometry with the help of two polarizethe pulse shaper
based on a SLM does not modulate the spectral phase but the@umlap Using a
double-layered liquid crystal display, it is also possitileshape the two polarizations
or both amplitude and phase at the same time [105]. In piigclgy combining these
different possibilities, for both polarizations the phasel amplitude can be shaped.

All the different possibilities for modifying the spectiathase have their advantages
and disadvantages which are discussed in the given refssema this work a liquid
crystal based pulse shaper is used, that does modify th&aiggitase of an ultrashort
laser pulse. Figure 2.3 shows the design of the pulse sh&ece the laser beam
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Figure 2.3: The pulse shaper used in this work consists afdispersion compressor
and a spatial light modulator (SLM). The first grating disggethe incoming laser pulse.
The dispersed light is then collimated by a cylindrical lefi$¥ie different frequency
components of the incoming light can thus be easily moddlatets spectral phase
with the help of a liquid crystal display, that is placed i ttocus plane. The setup
is continued symmetrically to the focal plane. Because tleel liguid crystal display
can only modulate s-polarized light, but the laser beam egaly p-polarized, two
A /2-waveplates are used to rotate the polarization beforeaftadthe liquid crystal
display. With this setup it is possible to shape the speptrake of the incoming laser
pulse.

is commonly p-polarized, but in the case of the liquid crlysliaplay used for the
experiments in this thesis can only modulate s-polarizgitt ltwoA /2 waveplates are
needed before and after the SLM. Cylindrical lenses carerico@imal use of the
full height of the pixels to reduce the chance of damagingdisplay due to a high
intensity. The voltage can in principle be varied in 409 <2 bit), but for a phase
between 0 and 2 a region is optimal that can be covered by 2000 steps. Simce th
display consists of 128 pixels, this results in 288@ossible pulse shapes if all pixels
contribute to the modulation of the phase.

2.5 Shaping pulses in the UV region

During this work, shaped pulses at wavelengths around 408remequired for many
experiments. This wavelength regime has the big advantage more or less easily
accessible by frequency-doubling of the Ti:Sapphire funelatal pulse. Pulse shaping
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in this wavelength regime can be done in various ways. Thelsshway is the direct
shaping of the 400 nm laser pulse. This has been reportecéarst-optical pulse
shapers [173], as well as for micromirror devices [169]. Td®s case shows, that the
concept can in principle be adapted for every kind of defdnimanirror in the case,
that a suitable coating that reflects the desired wavelesrigtavailable for the device.
All these mentioned devices have either the problem thgtdhey exist in a prototype
variant, as for the micromirror, or they exhibit other digadtages, like a low through-
put or a restricted number of possible pulse shapes.

The available liquid crystal displays have the big disadwge that its transmittance
only reach down to 450 nm. Direct shaping of the 400 nm pulsleus not possible.
Therefore the laser pulse must be converted to the desgedeafter the shaping pro-
cess. In principle this is possible on two ways, either bgdescy doubling or by sum
frequency mixing with an unshaped laser pulse (see Sectibar®l [174,175]) . The
latter variant has the disadvantage that the resultingggradrthe 400 nm shaped laser
pulse is rather low. To guarantee complicated temporakpstisictures, the unshaped
pulse has to span the time window that is needed for the teahptructures. This
makes it necessary to have a temporally very long unshaped pith a small peak
intensity. Therefore the sum-frequency signal of the longhaped and the shaped
pulse will be quite low in its intensity.

The second variant is based on direct frequency doublinghef modulated
pulse [174]. On the one hand, this ensures a high intensitygod00 nm beam, which
is often desired in the experiment. But on the other hand osetdv&eep in mind
that the intensity is lower for temporally stretched pulem for pulses close to the
bandwidth-limit (see Equations 2.12 and 2.13). This wilcabe the case in the first
variant of mixing the shaped pulse with an unshaped onee sime unshaped pulse
necessarily will have a Gaussian shape and therefore willf lnfferent intensity at
different times. However, the degree of the modulation aitiiensity will not be that
significant compared to the second case of direct secondomé&rgeneration but as
stated above its total yield generally will be much smaller.

As already seen in the plots in Section 1.9 and A.5, the spectf the second
harmonic of the fundamental can significantly differ frone thitial Gaussian shape
of the 800 nm fundamental pulse. In the easy, but very ofted aase of a sinusoidal
spectral phase, the second harmonic spectrum can be aalyytalculated. A pulse
with a spectral sinusoidal phase structure

_ 2
Er(w) ~ e (o) docottt(ar—a) (2.17)

will result in a train of pulses with a temporal separatiomdof ® is the modulation
amplitude anduw the carrier frequency. Inserting Equation 2.17 into therdlkgdin for
the second harmonic, Equation 2.12, will result in a terraf th essentially propor-
tional to the sum over all Bessel functions multiplied by apaential function that
decreases withAta, wheren is the index of the sum [174]. For ultrashort pulses with
a large value ofo and a pulse train with a large temporal pulse separakigrihis
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expression can be reduced to the term containing only theeaeler Bessel function
Jo [174]:

2

As one can see the second harmonic spectrum is clearly medul®&odulation of
phase and amplitude opens up a big space of physically signifpulse shapes com-
pared to the case of phase-only modulation. Amplitude naichr has shown to
sometimes have a significant influence on the control obg¢lil5]. Also the sec-
ond harmonic of the double pulses result in a highly moddlapectrum (see plots in
Section 1.9 and A.5). As will be demonstrated in Chapter §,tiodulation is for ex-
ample mainly responsible for the fluorescence yield for aiomesize molecule from
the family of the cyanines. Simulations of the effect of thedulated spectrum with
respect to the control objective are therefore desiralele 8ection 6.2).

Ex(wp) ~ e_%(wziwﬂ Jo <2<Dcos(}Atw2)> (2.18)

2.6 Pulse characterization methods

After a successful control experiment, it is necessary sratterize the pulse shape,
that fulfills the control objective. In analogue to this seqoe the last section in this
chapter concerning the technological methods will dedi g€ pulse characterization.
Several different methods have been developed for charaotethe pulse shape of
an ultrashort laser pulse. Among them are FROG (“FrequeneplRed Optical Gat-
ing”) [176-178], SI (“Spectral Interferometry”) [179], 8PER (“Spectral Phase Inter-
ferometry for Direct Electric Field Reconstruction”) [1886], STRUT (“Spectrally
and Temporally Resolved Upconversion Technique”) [187] 588 others. Many of
these techniques exists in different variants to compenf®atcertain disadvantages
that each method naturally has.

Here it is desired to characterize ultrashort laser pulsestemporal regime from
80 fs up to several picoseconds both at 400 nm and 800 nm. iteEmas SPIDER
can not characterize both short pulses and long pulses wtithenodification of the
hardware. The standard variant of FROG, based on secondharigeneration for
example can not characterize wavelengths at 400 nm. But ag adbantage, it is
self-referencing. This means that neither initial infotima about the pulse is needed
nor that a known reference pulse is used to measure the umkpolse. In contrast
techniques such as the Sl need a well characterized retepense.

To overcome these disadvantages, a combined FROG and XFRO@hiructed.
The FROG is capable to characterize the 800 nm pulse by atrmglthe unknown
pulse with itself. This characterization works best, if fhése is not too complicated.
The XFROG technique is an extension of the FROG techniquea XFROG tech-
nique uses a known pulse for the correlation with the unknpwise. Because this
pulse can be of a different wavelength, this has the advartta@t also pulses at a
central wavelength of 400 nm can be characterized by thimtgque. In the case of
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Figure 2.4: Three of the pulse characterization method®caurelator, FROG and
XFROG, used throughout this work base on the scheme prekientieis picture with
slight variations. Two pulses, which can be temporally getarelative each other,
are spatially overlapped in a nonlinear crystal. The resgikum-frequency signal can
then be detected in dependence on the temporal delay. Tée itinethods for pulse
characterization differ in the input pulses and the dedeatnethod. In the case of the
autocorrelation, the pulse 1 and 2 are identical copies ahdtbe cooperative signal
is detected. Therefore a complete characterization of #he i not possible, except
in special cases. It is possible to get the complete infaomat not the pulse energy
but the spectrum is recorded. This variant is called FRO@dftwo input pulses are
not identical replica, but a known reference pulse is usedriie of the two pulses, the
setup is called XFROG. The advantages and disadvantagée dlifferent methods
are explained in the text.

the experiments in this theses, the necessary known refepaiise is a fraction of the
unshaped 800 nm pulse that can be characterized by FROGefofeeboth methods
are very well suited for the characterization of both 400 mmh e 800 nm pulses.

2.6.1 Self referencing technique - FROG

A very common technique for online characterization of psl&s the autocorrelator.
Two pulses become spatially overlapped in a nonlinear akyktr example in a non-
collinear geometry (see Figure 2.4). That means that thepm®ses do not travel
parallel but have a certain angle relative to each otherh Wii¢ help of a delay stage,
the one pulse can be delayed with respect to the other. Thengsulting intensity
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of the mixing process in dependence of the time datays detected and forms the
autocorrelation signal:

Ad(Te) /It (t—T1e)d (2.19)

This autocorrelation function is both symmetric and reaicktcan be seen from the
correlation theorem:

A(w) = v2m ()l (w)* (2.20)

The Fourier transformation of the autocorrelation is préipaal to the spectral inten-
sity. Because of this, only few information can be drawn outhef measurement of
the autocorrelation function.

An infinite set of symmetric and asymmetric functions canehidne same autocor-
relation function. In the case of unmodulated pulses it adsumed that the pulse
shape is Gaussian or sédike. With this assumption the pulse duratiog can be
obtained from the autocorrelation measurement, whichmaected with the FWHM
of the autocorrelation over the relatiog = v/21p.

This information is very helpful to monitor the laser duriag experiment but can not
give the necessary information about a pulse shape as aegedter a control exper-
iment. A small modification of the setup can yield much morferimation. Instead

of monitoring only the pulse energy, the whole spectrum ipestielence of the delay
is recorded. This geometry is then called FROG and the medsignal FROG trace.
This measurable FROG trace can be written as the square eldtieic field:

2

IFroG(W, Tr) = [Esig(®, TF )| / \/—ES|gt ,TF e “tdt (2.22)

If Esig(t, e ) is known, the field can be obtained more or less straight fatwahe
signal field is composed of

Esig(t, TF) = %A(t)A(t — TF)ei[q’(t)ﬂL(P(t*TF)] (2.22)

A(t)€? is now of interest, which can be obtained by integrafiag(t, 7= ) over Tg.
This is identical to the Fourier transformation for the neaviableQ, in the case that
this variable is set to zero:

1
Esig(t,Q) = \/ETE&gt ,Tr)e T dre (2.23)
[l

s \/271
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By inserting Equation 2.22 in Equation 2.24 and substituting- 7 =t — T, it
is possible to calculate the desired figl@)e'? :

00

Esglt,0=0) = AV [ \/%TA(t—TF)ei‘p(t_TF)drF (2.25)
oo L

= A(t)e"”(‘)/ EA(rF)é‘P“F)drF (2.26)

O At)deV (2.27)

The difficulty is now to obtain the electric signal fieldig(t, 7). There are differ-
ent algorithms to fulfill this task, which generally stamifin a random pulse shape and
then calculate the FROG trace via Equation 2.21. The resthiein compared with the
measured data and a FROG-error is calculated and itesativiglimized, which ex-
presses the similarity between the calculated and the mexhfeald. For this retrieval
a commercial software is used in the laboratory(FROG ver3iiwmom Femtosoft Tech-
nologies [189]).

2.6.2 Characterization of complex UV-Pulses XFROG

The difference between the FROG and the XFROG techniquetilysn the nature of

the input beams. While in the case of the FROG technique thé&ams are identical,
the XFROG technique uses a reference beam which is différemt the one, which

shall be characterized. The retrieval of the electric difjel is identical to the FROG
case and the electric field to be characterized can be obtamm the retrieved signal
field in a similar manner. In the XFROG case, in which the soeiency generation
is used Esig(t, Tr) is written as:

Esig(t, TF) = %A(t)Aref(t _ TF)ei[q’(t)+(Pref(t*TF)] (2.28)

By inserting this equation into 2.24 again the relation 228htained.

The XFROG method was successfully used to characterizeweak pulses [190,
191]. Beside this the technique has the very appealing aaganhat the two spectra of
the involved pulses do not have to overlap. This makes itiplest® characterize pulses
both in the UV (for example by difference-frequency mixirgjia Reference [192]) as
well as in the IR (for example by the sum-frequency of the wvkm pulse with an
adequate reference pulse as in Reference [193]).

A second advantage is the possibility of an intuitive un@erging of the pulse shape
from the XFROG trace for many cases, as it is not so easy focdke of the FROG
trace. This can be very well visualized by Figure 2.5, whaeeRROG and XFROG
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Figure 2.5: FROG trace A) and XFROG trace B) of a pulse with atspkephase,
causing double pulses in the temporal regime. The indiVidukses have a distance
of 500 fs and have different carrier frequencies. Additlgnthe amplitude differs
slightly. With the definitions of Sectionl.9, the phase ctnee can be characterized
by a phase slope of 500 fs, no phase step and with a breakp@@8axm for a cen-
tral wavelength of 800 nm. The pulse structure can be verjyeaslized from the
XFROG trace of this shaped pulse with an unshaped Gaussis@ @iua central wave-
length of 800 nm and a FWHM of 15 nm, while interpretation of EROG trace is
not that intuitive.

trace for a sample pulse is shown. In this case it is a doubkepyenerated by a
triangular spectral phase with a slope of 500 fs and a breiak, ploat is shifted by three
nanometers according to the carrier wavelength. In the ¢eahpegime this results in
two individual pulses, at different carrier frequencies afferent amplitudes with a
distance of 500 fs (for more information see Section 1.9)s $tructure can very well
be realized in the XFROG trace of the shaped pulse with a Gauike unshaped
pulse at a central wavelength of 800 nm at a FWHM of 15 nm. As aegumence of
the correlation, the pulse structures of the original palgeblurred. In the FROG case
the reference pulse is the shaped pulse itself, which pesdaanuch more complex
signal.
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Chapter 3

Reaction dynamics at conical
Intersections

The first part of this chapter mainly introduces the theoedtconcepts for molecu-
lar dynamics in the vicinity of conical intersections. Theme expected to play an
essential role in many systems in which an ultrafast reacgi@ccompanied by a ra-
diationless decay to the ground state. The isomerizatiaaties which this thesis
deals with, belong to this type of reaction. To understareddarly time dynamics
of such reactions, theoretical simulations greatly helgeustanding the experimental
data. Therefore, the second part of the chapter presentisabeetical findings which
are of general importance to understand the experimerstaltsan the following chap-
ters. Additionally, the present state of research conogrtiie molecules used in the
experiments, is also shortly summarized.

Beside the investigation of reaction mechanisms, this shrasinly deals with their
control. The fundamental control mechanisms have already introduced in Chap-
ter 1. However, the actual control mechanism for a given lpralzan be complicated.
Both the nature of the control problem, as well as the exomatield must be con-
sidered. Employing pulses at wavelengths which lead to aitagion to higher lying
potential energy surfaces enables different control mashes, compared to the use of
wavelengths for direct excitation to the first excited egyesgrface. At the end of this
chapter, concepts for the optimal control of photoisonatitin reactions are presented.
These cover excitation to higher lying states, active args$iga control mechanisms
for examples relevant to the reaction types investigatekigwork.

3.1 Beyond the Born Oppenheimer approximation

One of the most important concepts for the theoretical ¢aficun of molecular dynam-
ics is the Born-Oppenheimer adiabatic approximation andi@sfore found entrance
into many textbooks [14]. To summarize briefly, this appneaiion allows to calcu-
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late the dynamical processes in two steps. First thedslmger-equation is solved for
the case of fixed nuclei. In the second step the exact eigeasifithe system are ex-
panded in the fixed nuclei states. Inserting this ansatzlet&chodinger equation for

the complete system results in a system of coupled diffedeaquations. In the case of
the Born-Oppenheimer approximation, the parts of the eguatihat are responsible
for the coupling (coupling terms) are omitted. This can Istified by considering the

kinetic energy operator as a small perturbation of the maat motion. The nuclear

motion can thus be thought of as if it were proceeding on therm@l energy surface

of a given electronic state.

Many molecular dynamics are well characterized by the Boppédheimer ap-
proximation. Nevertheless, it is well known that neglegtthe coupling terms is not
justified in general [194—-200]. This is for example the cdskea spacing of the elec-
tronic eigenvalues is small compared to the typical spaagspciated with the nuclear
motion. In this case the residual coupling via the nucleaekt energy operator causes
transitions between the adiabatic electronic states [194¢h behaviour has very early
been considered by F. Hund in 1927 and theoretically desttiibthe following years
by J. von Neumann and E. Wigner as well as by E. Teller [201}-203

The crossing of potential energy surfaces has long beemhtt@s a relatively un-
common occurrence. But with the experimental progress coimgethe molecular
dynamics, it became clear that many chemical reactions @engpanied by elec-
tronic relaxation all the way to the ground state. In additibe time scale of many
reactions only spans a few picoseconds, making an efficerdydmechanism to the
ground state necessary.

The invention of efficient computers has largely influenced stimulated the field
of theoretical modeling of molecular dynamics. Since th&9many molecular
systems of increasing complexity have been investigatdeesd investigations have
shown that the crossing of potential energy surfaces aremmmmon occurrences,
but in contrast very often found.

The question under which conditions such crossings occuar b easily an-
swered [202, 203]. It is supposed that the correct eleatrergenfunctions for all
energy levels are known, except for the two potential cuwkih are expected to
cross. For these, two arbitrary wave-functigmsand (» are chosen in that way that
they form a complete orthogonal basis. The correspondiggrealuesE;(R) and
E>(R) have to be eigenvalues of the matrix

= (Hu(R) Hix(R)
H(R) = (HZl(ﬁ> sz(ﬁ)) ' (3.1)

In this equatiorR describes coordinates of the nuclei and the individual imetrtries
are given by

Hia (R) = (Uu[H(R) ). (3.2)
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The eigenvalues can now be easily determined with the helpeofharacteristic poli-
nom:

—

H11(R) - E(R) Hi2(R)

detH(ﬁ):‘ Hoa(R) Haol ) — E(RY ’ (3.3)
This results in the eigenvaIuE’:i,z(ﬁ):
. . . N
E12(R) = Hll(R);sz( )+ (Hll( );HZZ( )) +Ha1(RH12(R).  (3.4)

SinceH(R) is Hermitean, the relatiohl,1(R) = Hy2(R)* is valid. If there should
be a crossing of the potential energy surfaces, the two e#@gesE; , have to be
degenerated. Obviously this makes it necessary that trerexqut in Equation 3.4
vanishes. This is exactly the case if the off-diagonal etetrHig,(R) and the difference
between the two diagonal elemehts; (R) — Hxo(R) are equal zero:

0 (3.5)
andHll( )—H22( ) = 0. (36)

If the off-diagonal elements are complex the number of dionliincreases by
one ReH12(R)) = 0 andIm(H12(R)) = 0). However, most theoretical calculations
only use real valued Hamiltonians for describing molecudgnamics at conical
intersections. Condition 3.5 is in general not valid in theecaf diatomic molecules
with eigenfunctions, because the off-diagonal elemergsnarmally not equal zero
(non-crossing rule). In the case of molecules with more tianatoms, condition 3.5
can be fulfilled by varying two parameters.

Still this small calculation does not answer the questiortiver a conical inter-
section is in the region where the molecular dynamics isadlgtiaking place. It
could be well possible that there is a degeneracy of the greendaces for a certain
molecular system, but at such parameters that the pointeotdimical intersection
does not influence the molecular dynamics. To answer thistique to the best, one
has to solve the Hamilton equation and calculate the eneqggoatation values and
the wave packet dynamics after the influence of an electittthiat excites a molecule.

The effect of crossing potential energy surfaces can be isegrsimple two-state
two-mode model. In this model two nondegenerate electrstatesy; and (), are
coupled by a single vibrational modg,, the coupling mode. In addition, there is
a tuning modeQ; that modulates the energy separation. The most simple Hamil
tonian resulting in non-adiabatic dynamics for this simgystem can be written as
follows [14,194-200]:
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H(Q1,Q2) = Hc(Q1,Q2) + Hi (Q1,Q2) (3.7)

with

2
Ho(QuQ2) = To(QuQ2)+ Y I4a) QB+
&
| Q1) A Qo(W2| + [Y2) A Qa2 (Y | (3.8)
2
Hi(Q1,Q2) = T(Q1,Q2)+ ) |Wk>(Ek+%Q%+Kle)<Wk|~ (3.9)
&1

E; andE; are the vertical excitation energies at the reference gegrma = 0,

Q2 = 0 of the states}; and . « are the two harmonic vibrational frequencies of
the system. The; are essentially the gradients of the electronic excitagioergies
with respect toQ; and are called the intrastate coupling constants. Thestater
coupling by the coupling mode can be visualized very well gy matrix elements
|W1)A Qa(Wo| and |Y2)A Qo (yn|. In these termd is the interstate coupling constant.
Finally Tyin(Q1,Q2) = Tc(Q1,Q2) + Ti(Q1,Q2) denotes the nuclear kinetic energy
operator.

The adiabatic potential energy surfaces can now be obtaseeigenvalues of
H(Q1,Q2) — Tkin(Q1, Q2), what means diagonalizing the Hamilton operator in the fixed
nuclei limit Tyjn (Q1,Q2) — 0[194,196,197,199,204]. This model Hamiltonian or vari-
ants of it has been used in several theoretical simulatiomgscribe and investigate
the dynamics in the vicinity of conical intersections [1286]. The resulting adiabatic
potential energy surfaces for the given Hamiltonian fortthe-state two-mode proto-
type conical intersection model are shown in figure 3.1. Tdlees fork; andA can be
directly obtained fronab initio calculation by fitting the given model to the calculated
adiabatic surfaces [196]. This projection on a simplifieddelacan help to understand
the mechanisms, responsible for the dynamics.

Figure 3.2D-F shows the tuning effect, the dependence oétieegy gap an the
tuning modeQ;. In contrast 3.2A-C shows the effect of the coupling modetlioee
fixed values 0f)1. One can see very well that the shape of the lower surfaceisgy
modulated, having a double minimum character. At a certalneszofQ; andQ, the
potential energy surfaces are seen to crosQ{at —0.8571 andQ, = 0). From the
perspective view in 3.2A and D as well as from Figure 3.1 thptel double cone near
the point of intersection can be visualized very well.

The dimension of the conical intersection is depending emtimbem of relevant
nuclear degrees of freedom. In general, condition 3.5 firtersection of the poten-
tial energy surfaces determines a hypersurface of dimemsbin nuclear coordinate
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potentia\ energy [arb. u.]
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Figure 3.1: Perspective view of the adiabatic potentiatgnsurfaces for the two-state
two-mode prototype conical intersection model. The cdrébape of the intersection
can very well be visualized in this plot. In the given caseualeies for the model are:
E;1 =9.45,E, =9.85,k; = —0.212,k> = 0.255,w = 0.258,w, = 0.258,A = 0.318.

space. By increasing beyond the valuen = 2, the isolated points of the intersec-

tion become continuous manifolds and thus the coordinaigeraf close approach of
potential energy surfaces increase tremendously [200].

3.2 Isomerization as an example for

conical
intersections

As can be seen in Chapters 4 and 5, at least the isomerizatiotiaies under inves-
tigation take place in less than a few picoseconds. Additlgnthe isomerization in
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Figure 3.2: Plot D)-F) show the effect of the tuning mode om dldiabatic potential
energy surfaces for the two-state two-mode prototype ebmtersection model. A-
C) show the effect of the coupling mode. To visualize how thegpghof the adiabatic
potential energy surfaces are effected, cuts are presémtextrtain fixed values of
Q1 andQy, respectively. To visualize double-minimum characterhef lower surface
and the conical shape near the intersection points, pangpeats along both involved
modes are shown in A) and D).

these cases is accompanied by populating the electronimdrstate. This makes a
fast decay to th&,; surface necessary.

Isomerization reactions have very early been in the focusafy theoretical pub-
lications concerning the dynamics connected with the défeaugh a conical inter-
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section [26-29, 45, 199, 205]. Already by additionally aatucing a periodic poten-
tial and using more tuning modes in the model-system reptedeby Equation 3.8,
many effects of the isomerization reaction can be very weiltated [199]. By us-

ing a model that is better adapted to a realistic moleculs, mow even possible to
simulate the experimental observable data. For exampleaBntdnd G. Stock have
presented calculated pump-probe spectra for the molebatiopsin which is related
to the molecule bacteriorhodopsin used in this work [142P3). They show that it is
even possible to simulate pump-probe data which reflectdythamics in the vicinity

of conical intersections.

3.3 Geometrical rearrangement reactions

There are several types of reactions accompanied by a mgameent of the molecu-
lar structure. In many cases this rearrangement has theefatd of taking place on
relatively long time scales since the molecular structa® to be twisted or changed
otherwise. This also often includes a new arrangement afahent shell. Thus, for
bigger systems such a molecular rearrangement can welptake on a milisecond
or even longer time scale. Nevertheless, there are readiypes, involving molecu-
lar rearrangement which take place on an ultrafast, femt@iansecond time scale.
These reaction types often work as trigger for a succeediagtion which then can
take place on much longer time scales. This is for exampledse in the protein
bacteriorhodopsin, in which a smaller molecular part, ngrttee retinal molecule, is
the trigger for the proton-pumping mechanism of the wholdetule (see also Sec-
tion 3.3.2). By such a mechanism, a molecular rearrangenambe influenced by
effects, taking place on an ultrafast time scale (e.g. a ¢exrghotochemical switch
or folding of a protein) [206].

Processes that take place on an ultrashort time scale aoldena change in the
molecular structure are for example ring-opening or isamadon reactions [54, 56,
57]. Due to these effects, these reactions have very impoftactions in physics,
chemistry and nature. For example the process of visiorsenigslly depending on an
ultrafast isomerization of the molecule retinal. The sanwdeicule is also responsible
for the survival of the bacteria halobacterium halobiumah kkes. For these reasons
it is of special interest to understand the undergoing mdéeaynamics and to inves-
tigate possible methods for controlling the reaction madm.

Because of this importance to many fields of science, thisslegamines this topic
on two different systems: on a small one from the group of oyawlyes, namely
3,3'-diethyl-2,2’-thiacyanine (NK88) dissolved in meti@ and on the very complex
biomolecular system bacteriorhodopsin. Some necessarysi® understand the ex-
periments and interpretations concerning the two systeengigen in the next section
for the smaller system NK88 and in the section thereafteth®more complex system
bacteriorhodopsin.
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Figure 3.3: Structure of the cyanines. They consists of grpethine chain of length
n and two endgroups. A) polymethine chain. B) benzothiaz@&yt ethyl group) and
C) 4-quinolyl endgroup. A methine chain with n=0 and with twadgroups of the
first type forms the molecule NK88, while with two endgroupshe second type the
molecule 1144C is formed.

3.3.1 Isomerization in a simple system

The symmetric cyanines are probably the most widely usess damolecules under-
going photoisomerization. They have an immense varietyppfieations, for the most
part in laser technology as Q-switches, saturable absodet laser media [207-210].
Due to their excellent suitability for photosensitizatioimey can be utilized for
everyday technology like photographic materials [211)2&8lar cells [213, 214] or
as recording layer in compact discs [215], as well as formagc purposes [216,217].

The main chromophore of the cyanines is the polymethinenc{sgie Figure 3.3).
According to the length of the chain, the molecule is lab&kt the respective Greek
prefix. At the two ends of this chain, there can be differerdgeaups. In the case
that the endgroups are identical, the molecule belongset@itbup of the symmetric
cyanines, in the case that they are different, to the asynuorgtanines. The proper-
ties of these two families differ slightly (see for examp@48, 219]). Since this thesis
deals with members of the symmetric group, the asymmetaaiogs will not be dis-
cussed here. If as endgroug&y, with R being an alkyl group, are used, the molecule
belongs to the family of streptocyanine dyes. Members &f flmily are used in the
early theoretical calculations, since they consists oy anlew atoms. Unfortunately
streptocyanines are not chemically very stable [75]. Thbibty can nevertheless be
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drastically enhanced by using different heterocyclic gsoat both ends of the chain.
In the case of the molecule used in this work the methine at@msists only of three

carbon atoms, from which two of these are members of the enggiThe endgroups
themselves have a benzothiazolyl structure.

While the cyanines with a longer methine chain have been subjearious exper-
imental and theoretical investigations (see [75] for aaeyj only few information is
known about cyanines with a short chain.

The most intensive investigations have been performed éygtbup of V. Sund-
strtom on the system 1,1'-diethyl-4,4’-cyanine(1144C) [59-65]heir experiments
essentially show, that the bond twisting occurs on a subsgicond time scale and
that the first excited energy surface can be regarded ashbess. However, despite
the similarity of the structures of 1144C and NK88 both theugd state dynamics
and the excited state dynamics show significant and integedifferences. This fact
makes the investigation of the dynamics of NK88 a very emgitask.

Beside these investigations on short-chained cyanine dye=sady in the seven-
ties the fluorescence lifetime of the molecule NK88 was dated indirectly from the
measured absorption and fluorescence spectra. Howeveggpeidconclusions on the
molecular dynamics could be drawn at that time [220].

A more recent publication [75] mainly deals with the excitgdte absorption of
several cyanine dyes. The group’s own sub-picosecond mexasats including infor-
mation from other publications about excited state abgmormif different cyanine dyes
lead to a rule for predicting the absorption wavelengthsefexcited states of the dye
molecules. With this rule and from own measurements for tb&eoule NK88 they
predicted the wavelength region (around 390 nm) and theyd@oe of the excited
state absorption (sub-ps regime).

The same publication also succeeded in identifying thetap®oof the photoprod-
ucts. The lifetimes of the photoproducts are much longer tha lifetime of the other
processes, with the exception of the ground state bleanobe$ie ground state bleach
has the same shape as the ground state spectrum, the spettharphotoproducts
can be easily obtained, even without having a sub-picosketiore scale. As disad-
vantage of this procedure, multiple photoproducts can asdparated, if their decay
times are similar.

With the computers becoming more powerful, the group of oy@s have been
subject of several theoretical investigations [29, 221fspétially the dynamics of
the short-chained cyanine dyes have very early been sieduilatoretically [59, 222].
H. B. Schlegel, M. Olivucci, M. A. Robb, T. Vreven and coworkerainly focused on
the effects on the molecular dynamics resulting from défedengths of the polyme-
thine chain while holding the endgroups identical [29]. Aaed work by P. A. Hunt
and M. A. Robb investigated the effect of different excitatmonditions on the iso-
merization (see Section 3.4).

The third one from F. Santoro and R. Improta directly addie#sedynamical evo-
lution and the potential energy surfaces for cyanines witierént endgroups [26].
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Figure 3.4: A) Schematic drawing of NK88 in itiansgeometry. B) 3D-Structure of
thetransisomer of NK88 computed at PBE0/6-31G* level of theory by FiSeo and
R. Improta (see 4.2). Relevant atomic labels and dihedrakaragk indicated .)

These investigations have been influenced by the expersnaemte within this work,
and the discussions motivated different calculations. évkpecialized calculations to
understand the dynamics of the molecule NK88 have beenrpagfbin collaboration
with the same group [223,224]. These calculations addpessa issues of the molec-
ular dynamics and most of them are introduced in Chapter 4renthey are necessary
to understand the experimental data and to get a pictureeomtblecular dynamics.
However, some of the results are rather basic and thereftyagluced in this chapter.

Most of the calculations are carried out for the slightly giem molecule in which
the ethyl groups are replaced with simple H-atoms (HTCY)sTias been done for
reducing the complexity of the system and thereby redudnegniecessary time for
the different calculations. Nevertheless, at certain {soiwhere it was necessary for
the clearness and the computational effort was acceptéiglealculations have been
performed for exactly the molecule this thesis also dedtls (NK88).

The calculations have shown that the thermodynamicallyenstabletransisomer
in its ground state has a nearly planar geometry. The twedsonal structure is
given in Figure 3.4. As will be shown in Chapter 4 there are taantetically possible
product isomers;isanddouble-cigd-cis). In contrast to théransisomer, both theis-
and thed-cisisomer are turned around one of their C-C bonds and exhibjrafsant
deviation from planarity (see Figure 4.10).

The simplified molecule HTCY in which the ethyl-groups are ditbted by a H-
atom has similar structures, but the deviation from plapasiless significant.

After irradiation with light of the proper wavelength, a veapacket is created at
the Franck-Condon region (FC) on the first excited surfadsee Section 1.5). From
there the wave packet in principle evolves to the conicargection (Cl) and decays
back to the ground potential energy surf&eTheS — S transition has in the case
of NK88 and HTCY a nonbonding/nonbonding character [26].

The topology of the first excited surface has proven to beequoimplicated and
therefore the evolution of the wave packet from the Franckeoa region to the con-
ical intersection is not trivial. It has been shown that twonpeting paths exist which
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Figure 3.5: Potential energy surfaces for the molecule HT@¥igdifferent reaction
coordinates (taken from Reference [26]). The evolution ftbmFranck-Condon re-
gion (FC) can proceed on two ways. The first path is represéatede two figures
A) and B). It starts at the FC region and then leads to the mimi&MinC, (A). From
there it is necessary to pump energy in asymmetric modesstadiach the minimum
S Min and then the conical intersection (B). The second path idajisp C). The
symmetry is broken at the very beginning and the conicalseigtion can be directly
reached from the FC region over the minim&Min without passings; MinC,.

are not too different in their energy. To visualize this babar the3N-6 dimensional
space needs to be restricted to a two dimensional one. Oraetamp coordinate is the
torsion¢’ around the C-C bond. The other coordinate is defined by linéaterpo-
lating the other internal coordinates between their vahtethe relevant equilibrium
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structures and moving them in a synchronous way. The pla@t Stiows the potential
energy surface in dependence on these two coordinates Bi@enolecular structure
can be transformed by rotation of 18to itself, this motion is calle€, motion in
contrast taC; motion which stands for a structure which must be rotatedd®y & re-
produce itself. From this figure it can be clearly seen thaptbtential surface exhibits
a minimum at an angle af’ = 160°. This minimum is due to its symmetry labeled as
SIMInC,.

In the pure dependency of these coordinates, the coniaaisettion can not be
reached. To get to the conical intersection, it is necessapump energy in asym-
metric modes (disrotatory motion concernipggaind¢’ and asymmetric skeletal mode
of the two rings). The potential energy surface in dependentthe angle)’ and
these collective asymmetric C1 modes are shown in Figure J.BB. potential en-
ergy surface has two minima, a local one which is identic#thwhe above mentioned
SIMiInC; and a global one, namesiMin. The conical intersection ClI is not located
in the global minimun;Min but at slightly higher energy values. Thus the complete
path goes from the FC region to the first minim&MinC,, from there to5;Min and
finally to the conical intersection. This would be the pathmected with the lowest
energy.

There is also the possibility that the global minim&Min is reached directly from
the FC region if the symmetry between the two rings is broley early. The accord-
ing potential energy surface is shown in Figure 3.5C. As omese from this figure,
there is an initial plateau until the ang§e = 150 is reached, without any barrier.
Once the global minimum is reached the situation for the acarintersection is the
same as for the first possible path.

The isomerization is accompanied by an intramolecular geharansfer. In the
ground statesy the charge is almost totally localized on one of the rings.cdon-
trast, in the first excited state, this ring is almost neutral

The fluorescence has been calculated to mainly arise fror§Me1C, intermedi-
ate. Since the minimur§;Min is close to conical intersection, fluorescence arising
from this area must be at smaller frequencies compared textigation frequency,
because the distance to tigsurface is smaller.

This predicted barrier and competing paths for the moleblK&8 are in strong
contrast to the experimental findings for the molecule 1144&h has a more or less
barrierless excited surface [59, 61, 62, 65]. This makesxaerenental study of the
molecular dynamics of NK88 very interesting, but also neaggif the molecule shall
be used in a control experiment.

Nevertheless, from the data available, the isomerizatygmachics for molecule
NK88 is still expected to be on an ultrafast time scale [7®]2®%hile other chemi-
cally realized molecules of the same group have much moegeéeldynamics. This
behaviour is especially true for cyanines with a long methghain which have both
shown experimentally and theoretically to have a high bawn the excited surface
and therefore very long fluorescence time scales [29, 759 .bBrier finally influences
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A) B)

Figure 3.6: Examples of important isomerization reactiohshe molecule retinal:
A) retina rod cells in the human eye: retinal molecules erdbddin the protein
rhodopsin. B) the retinal molecule embedded in the proteatdomrhodopsin (taken
from [225]).

the time scales on which the different possible isomergstate populated.

Also the substitution of the sulfur atom in the moleculausture by an oxygen to
form oxacyanine or by Chlgroups has shown to result in remarkably slower dynam-
ics. In contrast to this, the use of completely differentgnodps can result in even
faster dynamics. However, all molecules for which inforimatbout the excited state
is available behave slower than NK88, with the exceptiorefrholecule 1144C. The
time scale of the dynamics of this molecule is expected froenavailable literature
data to be comparable with the time scale of NK88.

3.3.2 Isomerization in a large biological system

As already pointed out, isomerization is very important meany processes in bi-
ological systems. Two very famous examples are shown inr€i@us concerning
the molecule retinal, embedded in the protein rhodopsimathe protein bacteri-
orhodopsin. Depending on the protein environment the isizat#on reaction of the
retinal molecule triggers quite different processes. Eofdled in rhodopsin, it can be
found for example in the human eye and forms the primary stepsen [66]. In

bacteriorhodopsin it works as the trigger for a proton puntyctvis essential for the
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Figure 3.7: This figure shows the complete photocycle ofdyamtodopsin. As can be
seen from the sketch the protein works as a proton pump, wiiaséon is triggered
by the initial isomerization of thall-trans retinal (BR). The succeeding steps are la-
beled fromlzgp to Ogao. The central absorption wavelength of the according ttemsi
states are given as subscript and the decay times from degat@nother are written
along the arrows (adapted from [227]).

survival of the bacterium in which bacteriorhodopsin carfdaend [67—69]. Due to
the very specialized function within the biological systehe protein environment is
expected to have a large influence on the isomerizationiogatself.

This thesis deals with the membrane protein bacteriorhgidaphich is an integral
part of the purple membrane of Halobacterium halobium, édpaen that can be found
in salt marshes [67—69]. The chromophore group of this prage¢he retinal molecule.
In bacteriorhodopsin the photoisomerization of the rétthaomophore is the first step
for a proton transport through the bacterium membrane. To®p pump causes a
proton gradient which drives the synthesis of adenosipadsphate [34, 69, 226].
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The complete photocycle of bacteriorhodopsin is showngufg 3.7 and has been
subject to many publications. Experiments carried out &itlariety of spectroscopic
methods show that different transition states are involueitie photocycle of bacte-
riorhodopsin:bRsgg — H — l460 — Js25 — Ksgo — Lsso — Ma12 — Nsag — Opao —
bRsgg. The subscript denotes the maximal absorption wavelengwheh the re-
spective transition state can be monitore&sgg denotes the thermodynamically sta-
ble ground state of light-adapted bacteriorhodopsin. Riyuglfter excitation to the
Franck-Condon regiorH)) thelgg transition state is populated in 200 fs. From there,
the decay into thdgos-state occurs in less than 500 fs. TKeyg state finally has a
13-cisgeometry and is populated in about 3 ps [227].

Since this work only deals with the first steps of the procetsp6l 460 until Ksgp,
see Figure 3.7) the complex longtime behavior of the protélhnot be discussed
here (for an overview see [68, 225, 227]). The populatiorhefttansition stat&sgg is
required for the following photocycle. If this state is naigulated, the following pro-
cess of proton pumping will not take place. This early timeaiyics and the detailed
spectroscopic signals, insofar as they are necessaryifothisis, will be discussed
more deeply in Chapter 5.

3.4 Schemes for optimal control in the vicinity of coni-
cal intersections

The fundamental concepts of optimal control schemes agadyrintroduced in Chap-
ter 1. In general the control schemes for different problamesbased on one or more
aspects of these introduced principles. Neverthelesdjdleof theoretical optimal
control regarding different control objectives is a topiamy groups work on through-
out the world. The knowledge of the pure fundamental prilesifior optimal control
alone is not sufficient to regard all problems as solved! t&#linterplay of the molec-
ular Hamiltonian with the control field is a very complex pl&in and it is not neces-
sarily the case that each method can solve the given probiémaioa possibility exists
to solve it at all. In this context, it is a very interestingegtion how a given problem
can be solved, i.e. how the control field has to be designedwuad the underlying
control mechanism actually are.

There are several publications that investigate the iségerdrolling the isomer-
ization efficiency, what is the aspect this thesis is mairdglohg with [98, 101, 221,
228-233]. In general one can group the different controéseds in passive and ac-
tive ones [14]. Passive control means that particular waakets are prepared in the
Franck-Condon region by specific tailored pump laser pulda@stware then turned
off. The wave packets then evolve under the influence of thential energy sur-
faces. The term active control means that the laser fieldirentarned on during the
intended reaction. The laser field guides the system fromnikial state out of the
Franck-Condon region to the final state.
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A very exciting computational example concerning passptinzal control of pho-
toisomerization has been performed by M. A. Robb and P. A. f221]. This study
deals with a small cyanine dye (trimethine streptocyant@e ¥ which is thus of the
same group as the molecule NK88 which is used in this work. réduaction of the
computational effort the endgroups are smaller than in #se ©f the molecule used
in this thesis (see Section 3.3).

In many publications, the most probable path for the evofutf a wave packet
is estimated by the smallest potential energy. This resultise concept of a conical
intersection, viewed as a single spot on the excited surfeseng the lowest potential
energy. Normally, the conical intersection is not only atdpd in fact a multidimen-
sional surface (see Section 3.1 and [14, 200]).

It has turned out that for the molecule stCY two reaction co@igs are most im-
portant (torsion around the central C-C bond and the sked&gtching). The potential
energy surface of the ground state and the first excited atatehown in Figure 3.8 in
dependence on these reaction coordinates. In this figureotiieal intersection seam
is also indicated as well as the minimum energy path trajgcichis trajectory jumps
to the ground energy surface at the minimum energy path abimitersection, which
is normally only called conical intersection. Dependingloa initial conditions at the
excitation step, the wave packet does not necessarily ndald the minimum energy
path. Thus it does not necessarily get to the ground statacguneither at the same
spot as in the minimum energy path nor with the same shapeaur®ligt as one can
easily take out of Figure 3.8, this will strongly affect whet the trajectory will end up
in the left or the right well or in other words, whether the emlle will isomerize or
not. If the skeletal stretching is enhanced, this will regubn earlier crossing of the
conical intersection seam and thus result in populatindepeatially thetrans well.
In contrast, by reducing this skeletal motion and enhanthegtorsional motion, an
increase of theisisomer yield can be achieved.

A different concept for controlling theis-transisomerization yield incorporates
higher lying states. Since the calculation of higher lyitages is very time-consuming
and difficult, there are not many theoretical investigagidimat deal with this topic.
Higher lying states generally become more dense and thumuthber of conical inter-
sections increase. Excitation into this regime and shatiagvave packet can make
advantage of this issue, since many different reactiorvgath may now be available.

Most of the theoretically active control schemes in the aafssomerization as
control objective work with a shaped excitation step folallby dumping of the pop-
ulation with an also shaped dump pulse [98, 228,229, 231,232

A very complete calculation has been performed on retinahadopsin by Fu-
jimura, Domcke and coworkers [98]. This is a system whichugegsimilar to the
one used in this thesis, but there embedded in the proteterdi@todopsin. A similar
study has been previously carried out for a simplified moaieb&cteriorhodopsin with
comparable results [228].

As potential energy surfaces for the control study on rhedgghe very success-
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exemplary
Energy | trajectory

Trans Cis
Figure 3.8: Potential energy surfaces of stCY in dependendkedtwo reaction coor-
dinates on the torsion around the central C-C bond and thetskstretching. While
the molecules in the left ground state potential well hizaes-geometry, the molecules
in the right well exhibit acis-structure. Also depicted are a minimum energy path
trajectory (MEP) and an exemplary trajectory that a wavekgacan take after the
molecule has been excited from an initi@ns-configuration. The conical intersection
seam (= conical intersection hyperline, see Subsectioni8dlso shown in the plot.
Taken from [221].

ful model from Stock and coworkers is used that simulate gestsal properties and
the dynamical behaviour of this molecular system (see [@%] 2nd Section 3.2). In
their calculations, they have shown that these potentiatggnsurfaces can be well
described in dependence on the torsional angle about the @@ dnd an effective
coupling mode which corresponds largely to the stretchoaydinate of the polyene
chain. The calculated pulse structure consists of a shapmtion pulse which pre-
vents the coupling mode from being excited. This couplinglenie mainly responsible
for enhancing dephasing of the wave packet. The less dephlnesee packet already
ensures a higher product yield. After 400 fs the control fiedd basically no amplitude
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until becoming very intense after 450 fs. This has been ifiedto be a pump-dump
pulse that ensures an even higher yield in the product cthariace the Franck-
Condon factors at this stage are very small, the amplitudéefihal feature in the
pulse sequence is an order of magnitude larger than theopiepulse structure.

These kinds of electric fields are quite difficult to obtairaineal experiment since
the necessary frequency range is quite large. In principbdh $arge spectra can be
produced and even shaped, but the experimental effort s Aigerefore a modified
variant of this scheme is proposed in Section 5.3 that cagaat partly address these
described issues.



Chapter 4
NK88 - a simple cyanine dye

The relevance of the cyanine dyes both for scientific inteard for technological ap-
plications has already been stressed in Section 3.3. Fartite due to their capability
to isomerize, they are well suited for the investigation lo@ tontrol of geometrical
rearrangement reactions.

Very good candidates for this task are the short chained regmif the cyanine
dyes family, due to their considerably fast isomerizatioacpss. Despite the high
number of molecules in this subgroup the dynamics of onlyroamber, the molecule
1144C, has been well characterized. Unfortunately this cutdeis not so well suited
for a possible control experiment, since its absorptionimear does not agree with
the wavelength provided by the laser system.

The high relevance of this molecular family paired with thel of information on
the potentially most interesting subgroup for an optimaltoal experiment motivates a
study of the short chained cyanines. Therefore in this @rape molecular dynamics
of a member of the short chained cyanine dye subgroup, naig, is investigated
by various spectroscopic methods and in different solvehitese measurements are
completed by simulations carried out in a cooperation bydat&o and R. Improta.
These calculations in comparison with the spectroscopaala able to give a detailed
and reliable description of the overall kinetics. The coapiee investigation on this
molecule demonstrate that in a complex problem as given tiexénterplay of theory
and experiment can yield a much richer description of theeswbar processes than
one of the fields alone. Because the calculations will greatlsease the understand-
ing of the experimental data, they are also presented inctrapter. The results of
these experiments will show remarkable differences in tiergial energy surfaces of
NK88 in comparison with the molecule 1144C, despite theuddtiral similarities.

On the basis of this data optimal control experiments areopeed that show en-
hancement and suppression of the isomerization efficiediogle control parameters
such as chirp or excitation pulse energy are also compar#gteineffect on the iso-
merization process. Finally the effect of optimized flucerece on the isomerization
reaction is investigated in an additional experiment tdvgamore information about
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the influence of the radiative decay channels on the isoat@siz process.

4.1 Experimental details for the spectroscopy experi-
ments

The details of femtosecond laser system and the pulse shapérin the experiments
are presented in Sections 2.1 and 2.4. A fraction of theabailpulse energy is used
for the pump pulse which is then frequency-doubled in a g@0thin lithium tribo-
rate (LBO) crystal. In the case of the experiments, using thegmshaper, the spectral
phase of 800 nm beam can be shaped, resulting in phase anituaeghaped pulses
after the frequency doubling process (see Section 2.4).

The pulse energy of the second harmonic generation (SHG)Gn# is gener-
ally 1.5 uJ. In the case of complex pulse shapes, the pulse energy caigrié-
cantly smaller compared to that value. The 400 nm pump pslsken focused by
a lens with a focal length of 20 cm into a flow cell where the male NK88, dis-
solved in methanol or ethylene glycol, is constantly exgeshby a peristaltic pump.
This way, each laser shot sees a new volume of the solutioe. fldtv cells have a
thickness of 20Qum and 2 mm in the cases of methanol and ethylene glycol, respec
tively. The sample is purchased from Exciton Inc. as catidge, namely 3,3’-diethyl-
2,2'-thiacyanine iodide, and used without further purifica. Absorption spectra are
recorded with a Hitachi U-2000 spectrophotometer.

For the probe laser pulse about »HJ of the 800 nm laser pulse is taken and
frequency-double it in a 30im thin beta barium borate (BBO) crystal. The result-
ing 400 nm laser pulse is employed to generate a chirpedsup@ruum by focusing
it into a sapphire disk. For probe wavelengths above 500 henstipercontinuum is
generated by leaving out the BBO crystal and focusing the 800esm into the sap-
phire plate. The white-light probe laser beam is then fodusea lens with a focal
length of 15 cm into the sample under an angle of abobtitwlith respect to the pump
laser beam. After passing the sample, the probe pulse igzmthby a monochro-
mator for detection of different probe-wavelengths fron® 36n to 950 nm. If not
otherwise mentioned, the polarizations of pump and prolaenb&re set to magic an-
gle configurations of 5477 The delay between the two pulses can be modified by
a computer-controlled delay stage. The dynamics in the unedgransient absorp-
tion signals are approximated in a single or multiple expiaéfitting procedure, as
widely used in femtosecond transient spectroscopy [61,23¥%-241], with rise and
decay times taking into account the cross-correlation {EFWHM) of the pump and
the white-light probe laser pulses.

A further setup is used for the fluorescence-upconversiperxents. The 800 nm
pulse is frequency—doubled in a 4@n thin LBO crystal, a dichroic mirror then sep-
arates the SHG and the fundamental 800 nm laser beams. Tme¥b8am is used as
pump pulse, while the 800 nm beam has the function of a gase muthe fluorescence
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upconversion crystal. A flow cell with a thickness of 2 mm isitioned between two
microscope objectives. A 500 nm band-pass filter blocks ¢nearning pump beam,
while the fluorescence proceeds to a further BBO crystal. Thddmental 800 nm
light propagates via a computer—controlled delay stagesafatused into the crystal
by a lens with focal length of 20 cm under an angle of abottwith respect to the
fluorescence. The angle of the crystal is set to the phaséhmgtcondition for the

desired wavelength. The sum-frequency signal passes annaand-pass filter and
the transmitted light is measured with a photomultiplidretu

4.2 Computational details

The calculations in connection with the dynamics of the rowle NK88 have been per-
formed by F. Santorro and R. Improta. Ground state optinoratnd frequency calcu-
lations of minima and transition states (one imaginarydesggy) are performed in vac-
uum at DFT/6-31G(d) level using the PBEO hybrid functiondld243]. The transition
states are determined according to the STQN method by Salaled coworkers [244].
The energies are refined by single-point calculations bb#Bi0/6-31+G(d,p) and
at MP2/6-311+G(2d,2p) level. Weak dispersive interactiare likely to stabilize the
transition structures (vide infra) and MP2 method is knoavbeé more reliable for their
treatment [245—-248]. Vertical excitation energies are poted by time-dependent
DFT (TD-PBEO) at TD-PBEO0/6-31+G(d,p)//PBE0/6-31G(d) lev8ulk solvent ef-
fects on the ground and the excited states have been takeadobunt by means of
the Polarizable Continuum Model (PCM) [249]. In this model thelecule is em-
bedded in a cavity surrounded by an infinite dielectric, with dielectric constant
of the solvent (for methanol the value 32.64 is used). Thétyca¥ the solute is de-
fined in terms of interlocking spheres centered on non-tgemcatoms, whose radii
are optimized according to the UAHF model [250]. Electrbstaolvation free ener-
gies are computed at PCM/PBEO0/6-31+G(d,p) level, while foited states PCM/TD-
PBEO0/6-31+G(d,p) calculations are performed, accordirtgeégrocedure outlined in
Reference [251]. Thermal contribution to free energy in vaclare computed from
the results of the frequency calculations. All the caldola are performed by the
Gaussian03 package [252].

Excited state optimizations are performed both at CIS/6*3&&| by the Gaus-
sian [252] package and at time dependent DFT (TD-DFT) ley#hé Turbomole [253]
package, utilizing the PBEO hybrid functional [242, 243] ahd dev-SV basis set,
whose accuracy is comparable with the standard 6-31G* one.
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4.3 Study of the excited state dynamics

Only a few experimental aspects are known about the excitdd kinetics of the
molecule NK88. Basically only two estimations care abous frioblem (see Sec-
tion 3.3). In the seventies, the fluorescence lifetime wésitzted from the absorption
and fluorescence spectra to be about 1.7 ps [220]. A diffegemip estimated the
excited state absorption from own sub-picosecond expetsrte be centered around
380 nm and having a life time in the sub-picosecond regimé [Wb contrast there
have been several theoretical simulations on this topiticating rich excited state dy-
namics [26, 29, 221].

The dynamics before and directly after the transition bactheé ground state are
therefore investigated by transient absorption speabmsén a wavelength region
from 360 nm to 950 nm and in different solvents. To get betteeas to the excited
state dynamics in particular, fluorescence upconversi@as iwell performed. These
results are compared with theoretical simulations to getelcasive description of the
overall kinetics on the first excited surface.

4.3.1 Results of the experiments

The absorption spectra for different concentrations aesgmted in Figure 4.1A for
an optical density of 0.1 to 1.1 at the pump-wavelength of @480 The normalized
spectra presented in Figure 4.1B show no variation of therplien characteristics.
Figure 4.1C shows the steady-state absorption spectrurk®8ih methanol at room
temperature. It is dominated by the monomer peak at 422 nnaaops significantly
before 450 nm. The asymmetry has been attributed to a vibsimulder around
406 nm [217]. As a pulse at 400 nm is used, i.e. on the blue dideeoabsorp-
tion spectrum, as pump beam, excitation of several vibrtavels is likely. For the
more viscous solvent ethylene glycol, the maximum is stittg 3 nm to the red.
In the following, the focus will be on the transient behavilmrmethanol, additional
measurements in ethylene glycol have been performed fopanson and for further
deciphering of the underlying molecular processes.

The overall dynamics are shown in Figure 4.2. Here spegtraolved pump-
probe transients are presented for the first 30 ps for probelamgths from 370 nm to
950 nm. In this section the focus will mainly be on the eantget dynamics. The main
aspects at early times (seen in Figure 4.2) are the incredossaption around 750 nm
and 380 nm, and the decreased absorption between 420 nm @moh6@nd again at
around 900 nm. In order to understand the different coriobs at these wavelengths,
different representative transients are presented aondssied in the following.

The effect of decreased absorption between 420 nm and 60@nrecwell visu-
alized by a transient at a wavelength of 500 nm (see Figu&)4There, only one
absorption and one emission process contribute to thedigtahl as can be seen from
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Figure 4.1: A) Steady-state absorption spectrum of NK88al&d in methanol at
room temperature for different concentrations. B) Nornealigpectra for the different

concentrations shown above. C) Steady-state absorpti@trgpeof NK88 dissolved
in methanol (solid line) and ethylene glycol (dashed lirtepam temperature.

the two curves in Figure 4.3A, which represent a decompmusdf the total fit into the
two involved processes. The rise time constant with whiehetimission signal appears
is 0.2 ps while the decay time constant with which the emmssignal diminishes is
1.9 ps. The absorption contribution rises with 2.2 ps anégewith 11 ps. Fits with
a fixed rise time of the absorption contribution yield aceéj# results up to rise times
of 3 ps.

In order to get a better understanding of the excited-statarmics we fluorescence
upconversion measurements have been performed. Thedsobed fluorescence at
500 nm is shown in Figure 4.3B. This wavelength is close to tlag&imum of the
fluorescence spectrum. The fit to the data associated witmB0@ives basically a
monoexponential decay curve with 1.8 ps. A biexponentiad@hdits the data better,
but the second decay contributes only less than 2% with aydewa constant of about
9 ps. Thus, it will not be considered in the following.

The transient absorption at 700 nm shows the temporal behaf/the increased
absorption starting around 600 nm until 950 nm. The fit to tf@ta consists of two
parts: a fast decay with a time constantmwfl.4 ps and an offset. This offset is
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Figure 4.2: Spectrally resolved pump-probe transientse ZHaxis pA) of the con-
tour plot describes the change in absorption of the pradi:liwWhile red denotes a
high transmission (decrease in absorption) through the@Eamurple marks increased
absorption of the probe-beam.

strongly intensity dependent and vanishes for excitatémend pulse energies smaller
than 0.25uJ. To clarify the origin of the offset additional experimgmin potassium
idodide (KI) in methanol have been carried out. In these expnts, only the solvent
and the molecule are changed, whereas other laser paramaetdept constant. As can
be seen in Figure 4.4, the transient obtained in pure methas@nly one contribution
different from zero which is the coherent artifact at thegoriof the time axis. In
the case of Kl dissolved in methanol there is an absorptignasiin addition to the
coherent artifact, but in contrast to NK88 there is no ctwtion that decays on a
short time scale. Of course the coherent artifact also £kt NK88 dissolved in
methanol, but it vanishes in the rising edge of the absamptio

At the red side (600 nm to 950 nm) of the wavelength region ssib&e with the
probe pulses, an additional feature of negative absorftemomes visible (see the
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Figure 4.3: A) Transient at a probe wavelength of 500 nm. BEubws the experi-

mental data points, while red marks the fitted curves. Dajtagl and dashed light blue
show the contributions that superpose to the complete finghastimulated emission
and an absorptive signal, respectively. B) Fluorescencenyecsion transient for a
fluorescence wavelength of 500 nm. Black shows the experahdata points, while

red marks the fitted curve.

transient at 900 nm in Figure 4.5D). This feature has risedamudy time constants of
3 ps and 8 ps, respectively. Careful analysis of the tranalestrption at 750 nm (data
not shown) shows that this emissive contribution is alssgmeat this wavelength, but
with a very small amplitude compared to the other featuresgmt at 750 nm. The
transient at 900 nm also exhibits a fast absorption sigrthl aviime constant of 1.4 ps,
and a slight offset similar to the transient at 700 nm.

The most difficult feature to analyze is the absorption stgrat the blue edge of
the observation window below 360 nm and going up to 440 nm.I/bat all wave-
lengths in this area at least one further process contslotéhe total signal. In the
region where the steady-state absorption spectrum (F@gas different from zero,
the effect of pump-depletion exists. If the probe pulse coimefore the pump pulse,
all molecules are still in the ground state. In the oppositeason, i.e. when the probe
pulse comes after the pump pulse, the probe beam experiessegbsorption, causing
a band of pump-depletion (manifested as decreased almsuriite so-called ground-
state bleach). Farther on the red side, the absorption karttie product states and
hot ground states as well as the stimulated emission arisetefore, the transient at
360 nm is appropriate in order to investigate the absorgieomd which starts in the
near-ultraviolet and goes up to 440 nm. Only a small contiviouof pump deple-
tion (compare with Figure 4.1) can be found there. Neveettelespecially from the
logarithmic plot in Figure 4.5C it can be seen that the urnyilegl dynamics are very
complex at a probe wavelength of 360 nm.

At very early pump-probe delay times in the 360 nm transieot in Figure 4.5A-
C, a rapid decay is visible after which the decay becomes slawé then changes
again to a slightly faster decay. This decay behavior canxpimed by the superpo-
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Figure 4.4: Transient at a probe wavelength of 700 nm for @ses A) Kl in methanol,
B) methanol only and C) NK88 in methanol for the first 20 ps. Blagresents the
experimental data points, while red marks the fitted curves.

sition of different contributing components. The fits in tig 4.5A-C show these two
contributions together with a small bleach component wisbsge and time constants
are derived from the transient at 400 nm (see Subsection #h® initial absorption
has a rise time that is below the time resolution and a deoag tionstant of 1.2 ps,
while for the second absorption signal rise and decay tinmstemts are 1.8 ps and
9 ps, respectively. These fast features (decaying with §.2na 9 ps, respectively)
cannot be explained by the overlapping rest of the pump teplérecovering with
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Figure 4.5: Transient at a probe wavelength of 360 nm on a Angnd on a short

B) time scale, as well as in a logarithmic representation C)clBtepresents the ex-
perimental data points after subtraction of the coheretifaat, while red marks the

fitted curves. The three contributions of ground state Ihi€dot-dashed green), initial
(dashed blue) and succeeding (dotted orange) excitedadiateption are also shown.
D) Transient at a probe wavelength of 900 nm. Black shows tiperaxental data

points, while red marks the fitted curves. Gray (dotted) ane dashed) show the
contributions that superpose to the complete fit, namelytexkstate absorption and
stimulated emission, respectively.

10 ps, 45 ps and 600 ps see Subsection 4.4), since the tines scaldifferent. There-
fore, two superposing processes must give rise to this ptigorsignal. The reason
for assuming these processes in the fit model becomes ewndinat discussion.

For comparison and assignment of the absorptions at 360 daGhnm, transients
in the more viscous solvent ethylene glycol are present&iguare 4.6. Similar to the
case of NK88 dissolved in methanol, the transient at 360 nnoigpurely monoex-
ponential as can be seen in the inset. The reason for thig isuperposition of two
absorptive signals and a small contribution of pump demtedinalogously to the case
of methanol. The decay times of the two absorptive contioimstare about 6 ps and
56 ps, respectively.

In contrast to methanol as the solvent, the 500 nm transieNK88 in ethylene
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Figure 4.6: Transient at probe wavelengths of A) 360 nm and®) rim for NK88
in ethylene glycol. Black represents the experimental datiatg, while red marks the
fitted curves. The inset in A) shows the first 20 ps of the 360 ramsient. The three
contributions to the 360 nm transient, namely ground stkgadh (dot-dashed green),
initial (dashed blue) and succeeding (dotted gray) exatate absorption, are also
shown.

glycol has only a contribution of decreased absorption deatiys with 23 ps, while
there is basically no absorptive component (see also Sett).

4.3.2 Results of the computations

Figure 3.4B shows the structure of the trans isomer (thedkr@ondon structure) of
NK88 computed at PBEQ/6-31G* level of theory. Relevant atdatdiels and dihedral
angles are indicated. By using the same approach previopplied to the study of
a simpler model of NK88 (where the Et- groups are substitbiedi- groups) [26],
here the minimum energy path from the Franck-Condon stredtutheS; absolute
minimum is approximately described through a series oftegtate optimizations at
fixed values of the’ (N3 —C;, —Co—Cy) angle, performed by the CIS/6-31G* method.
The path, reported in Figure 4.7, starts with a conrotatastion of ¢ and¢’ that pre-
serves th€, symmetry up to a local minimu&MinC, at¢ = ¢’ = 153 . After that,
crossing a very weak barrier (estimated toh8.015 eV), the system breaks the sym-
metry by a disrotatory motion and reaches the global T@ minimum (see Figure
3c in reference [26]). This behavior is qualitatively sianito that predicted for small
cyanine models by accurate CASSCF calculations [29]CAs$tructures thé&y — S
transition acquires a charge-transfer character. TD-Die§gnts known deficiency in
treating this kind of transitions [254] over-stabilizingetS; energy, and in fact a TD-
PBEO/def-SV computation of thg, path, fails to reproduce its fir€b-like part.
Additionally the feasibility of a different path is invegtited which preserves the
C, symmetry ¢ = ¢’) up to pseudo-perpendicular arrangements. This altempéith
might be relevant for the production of tl® d-cisisomer, that is obtained from the
trans structure rotating both th¢ and ¢’ dihedrals. Figure 4.7 reports ti@ path
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Figure 4.7: Symmetry-constraine@y) and free C1) paths on th&; surface of NK88
computed at CIS/6-31G* and TD-PBEO/def-SV level of theory.e Emergy of the
Franck-Condon structure is indicated respectively as amd@square. The calculation
are performed by F. Santoro and R. Improta

obtained in gas phase both at CIS/6-31G* level and at TD-PBEBY level. CIS
method, giving a more balanced description of the chargestea excitations [255],
is expected to be reliable when comparing the relative l#tabf the two C; andCy
paths. On the other hand, when charge transfer is not présein theC, path) the
S, TD-PBEO energies are clearly more reliable than the CIS onessrall model
cyanine TD-PBEO has indeed proven to give results in goodeaggat with accurate
CASMP2 method (see [26]).

Figure 4.7 shows that the CIS, andC, paths almost coincide up to about 140
degrees where thg; path splits from th&, one, becomes energetically favored and
drives the system toward t& minimum $MinC;. The energy along th€; path
instead increases up to a barriepat ¢’ ~ 115°. The barrier with respect to the local
minimum$MinC, is & 0.35 eV and it lays to an energy about equal to the initial en-
ergy of the system, i.e. the energy at the Franck-Condonmdgeported in the figure
as a dot). Beyond the barrier, a n€y minimum is computed ap = ¢'=94°. How-
ever, it must be kept on mind that, at pseudo-perpendicutéecular arrangements the
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CIS (as the TD-DFT) results might be biased by the neglectirtpable-excitations.
The CISS; energies are largely overestimated, as seen by the comparighe
computed Franck-Condon energy (4.29 eV) with the experiataatisorption max-
imum (2.93 eV). The agreement is much better for TD-PBEO&€vealculations
(3.41 eV). Nevertheless the shape of the CIS and TD-RBHiath is very similar with
a barrier at aboup = ¢’ ~ 115° and a pseudo-perpendicu@ minimum S;MinC,",
a frequency analysis confirms that it is a true minimum). Téeier predicted by TD-
PBEO (0.36 eV) is very close to the CIS one even if in this casenesgy is slightly
higher than the Franck-Condon one (about 0.05 eV). In Sedtidrit will be shown
that the DFT isomerization barriers & are lowered (by about 0.1 eV) by a proper
consideration of dispersive non-bonding interactionsiammportant at the perpendic-
ular arrangements of the transition states. Since thesetttons are at work also in
the excited state, it is reasonable to think that als&h®, barrier is overestimated by
a similar amount. Furthermore, the inclusion of bulk sotweifect stabilizes twisted
geometries by~ 0.05 eV over planar ones. On the balance, the computatiarss th
provide an estimated value of the energy barrier of aboue.2

The /S oscillator strength has a clearly different behavior altmgtwo paths.
Along theC; path it drops steeply after tt&MinC, structure because of the charge-
transfer character of the electronic transition, whilegtigeases much more smoothly
along theC, path. Both at th@lMinCE and $MinC; minima the oscillator strength
is small but not zero. As intuitive, th& — S energy gap is lower at thé; minimum
(2.18 eV, CIS value) than at th& one (2.75 eV, CIS value). As already discussed,
the CISS, energies are always clearly overestimated. AlongGheath at¢’ = 94°
(corresponding to the CIS minimum) the TD-PBE0O— S gap is~ 1.3 eV.

4.3.3 Assessing the excited-state dynamics from the experimental
data

From the data presented in Section 4.3.1, it will be derivethe following that the
dynamics on the5; excited-state energy surface is governed by two differiené t
regimes. The faster one is governed by a decay with a timegamniess than 2 ps,
while the slower one is characterized by a time constant otig® ps. This behav-
ior can be interpreted in the context of the theoretical ltesun the following, the
emission signals will be discussed (i), afterwards the giigm signals (ii).

i) Emission signals

Measuring the temporal behavior of the fluorescence is &tdivay to gain insight
into the excited-state dynamics. Information about therisoence behavior can be
gathered either by fluorescence upconversion or by meagstivenstimulated emission
in a transient absorption experiment.

i.1) Stimulated emission measured at 500 nm
The stimulated emission can be seen very well in Figure 42 r@gion of reduced
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absorption during the very first picoseconds in the wavealergnge between 420 nm
and 600 nm. This is the same wavelength range where many failbwing processes
connected to the ground-state dynamics also have their@hmsobands. To a certain
extent these are the absorption bands of the product ispex@iged-state absorptions,
the contributions of ground-state bleach, as well as pteshitt ground-state absorp-
tions. Careful analysis has shown that around 500 nm therdysooe non-negligible
absorption contribution, in addition to stimulated enossiThis makes the fit in Fig-
ure 4.3A more reliable, because only two contributing diginaust be considered. The
fit results in a 1.9 ps decay time constant for the emissio®@@nsn. Since the steady-
state absorption spectrum has no contribution at this wag#h and the pure solvent
also shows no signal, only the possibility of stimulated sian remains.

I.2) Stimulated emission measured at 900 nm
A contribution of decreased absorption is found with a decag constant of about
8 ps in the transient absorption at 900 nm (see Figure 4.5§9iM at 900 nm, neither
the steady-state absorption spectrum nor the pure solhemt a signal. Thus, the
signal of decreased absorption at 900 nm can be attributetthtalated emission. As
this wavelength corresponds to a small energy gad (38 eV) the emission must
occur where the two electronic surfaces are closer together

i.3) Fluorescence upconversion measured at 500 nm
Since stimulated emission is often superimposed by akhearppbmponents, the up-
conversion measurement gives a more direct access to tivenation [61, 256]. The
temporal behavior of the fluorescence measured by fluoresagoconversion of the
dye NK88 is shown in Figure 4.3B. The fluorescence signal pati&sa few hundreds
of femtoseconds and then decays with 1.8 ps.

The value of 1.8 ps from the fluorescence upconsversion isngood agreement
with the indirect measurements by A.C. Craig and coworkefisamtid-seventies, who
predicted a decay time of 1.7 ps by evaluating fluoresceneetisp[220]. Also, the
time constant of 1.8 ps matches very well the decay time aonsif 1.9 ps found by
the stimulated emission.

i) Absorption signals

The fluorescence can, but does not necessarily need to bedaopservable for un-
derstanding the excited-state dynamics completely, lsec#uis known that many
molecules have dark states which do not fluoresce [44, 2383. pfoblem is particu-
larly serious in molecules undergoing chemical reactiohglvimply large amplitude
motions, since it is likely that the system does not fluoredic@ong the reaction path-
way. Therefore, also other signals in addition to the fluoease will be investigated
in order to investigate the motion on Biore adequately, e.g. excited-state absorption,
because it can have another Frank-Condon window than fllemesd61, 63, 256].

Dark states that do not fluoresce may thus be observed, leettaysdo not emit but

can absorb [44,238]. Of course also the excited-state ptisordoes not necessarily
probe all dynamics on the first excited surface, but it caniflr useful information in
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addition to fluorescence measurements.

In the case of NK88 dissolved in methanol, there are two beuiniish are correlated
with excited-state absorption. Several absorption coutions exist on the red side of
the steady-state absorption window (600 nm to 950 nm). Tlaer Ivery different
decay times, which allow an easy distinction between them.

ii.1) Excited-state absorption measured at 700 nm
A representative transient for the absorption between @@md 950 nm is shown in
Figure 4.4C for a probe wavelength of 700 nm. There are twaylémes, 1.4 ps and
a contribution with a very long decay time constant whichldawt be determined.
Several explanations are possible for the contributiom wie very long decay time
constant at 700 nm:

First, the signal could originate from solvated electroils. test this hypothesis,
additional experiments with Kl dissolved in methanol ardqened (see Figure 4.4A
and B). Dissolved Kl exists as land K'. Irradiated by 400 nm light1 can absorb
two photons and produce a solvated electron which shows sorg@tion in the near-
infrared [71, 257]. The iodine anion is a common species o INK88 and KI. In
solution, NK88 exists as cationic salt and, Iso that a possible explanation for the
observed offset for pump pulse energies higher than 250 tideirmeasurement of
NK88 dissolved in methanol could be the production of s@salectrons from the'l
also present in the solution.

Second, the offset could also be due to a fragmentation psoCEhe steady-state
absorption spectrum of NK88 is measured immediately aft&zrsive exposure to
pump light, but no absorption around 700 nm or any other chaognpared with the
fresh sample was observed. In case photodissociationgyg¢berphotofragments have
to react back to the initial molecule in a few seconds.

Third, the absorption could be due to triplet states. Whenfi@ctese intersystem
crossing exists, the population transfer to triplet sta#s occur very fast, even on
a sub-picosecond time scale as observed in metal ligand2%89-260]. However,
it cannot be determined which of all the conceivable scesas the origin of the
observed absorption.

The fast contribution (1.4 ps) observed in the 700 nm tramsiENK88 in methanol
is neither seen in the pure solvent transient nor in the Kidient, so it must originate
from NK88. As the 1.4 ps time constant is close to the one nmreddwy fluorescence
upconversion (1.8 ps) and by stimulated emission (1.9 ps)riégasonable to assign
the signal with a decay time constant of 1.4 ps to excitetesthsorption. The fact
that it has a slightly shorter decay constant could be duedituation in which the
Frank-Condon overlaps f@ — S, and forS; — & transitions behave differently.

i.2) Excited-state absorption measured at 360 nm
In the work of P. Plaza and coworkers [75], it is concluded tha band of absorp-
tion, starting below 360 nm and going up to 440 nm, origindtes excited-state
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absorption. Figure 4.5A-C shows a transient at 360 nm thataimly dominated by
this absorption. In Figure 4.5C the same transient is plottgh a logarithmic ordi-
nate. The data and the fit show that the signal is not purelyoexponential, i.e. there
are possible contributions from other processes. Takiegsthady-state absorption
spectrum shown in Figure 4.1C into account, it is found th&6&® nm there is still
a non-negligible amount of absorption by ttians form, resulting in a ground-state
bleach contribution in the time-resolved measurements.tidnsient absorption mea-
surement (Figure 4.5A-C) for the first 2 ps shows a rapid deckbgwed by a slower
decrease of the signal. This time dependence cannot baregblay the superposition
of a monoexponential absorption signdA(> 0) and the bleach contributioAf < 0)
only. As can be seen from the analysis of the data (Figure-€b#e initial temporal
behavior of the bleach contribution has a very differenetsoale, so that two absorp-
tion contributions with decay time constants of 1.2 ps ang,9@spectively, must be
taken into account.

The origins of these two time constants (1.2 ps and 9 ps) cantbsreted as
follows in the context of the previously discussed measer@s Since it is already
known that the initial excited-state dynamics takes placeadl.8 ps time scale or
faster, it is a reasonable assumption that this behavidsasraflected in the excited-
state absorption band which starts in the ultraviolet anelsgap to 440 nm. From
the calculations and measurements at 900 nm it is alreadyrktfwat there is another
motion onS; on a longer time scale (8 ps). It is likely that the dynamicsestable
at 900 nm can also be probed by the absorption signal at 36(ecause it might
be irrelevant which specific arrangement is adopted by thieecate due to the high
density of excited states accessible with 360 nm. SummingwpS; dynamics &

2 ps andx 9 ps) can be inferred from the combined analysis of the measemts at
500 nm and 900 nm. These explain why two absorption compsmeiddition to the
ground-state bleach contribution are introduced in thefittie 360 nm transient. The
fit itself reproduces all features of the transient and taltang time scales agree well
with the assigned molecular states.

i.3) Absorption measured at 500 nm

A third method in order to obtain information about the eadistate dynamics com-

prises the measurement of the appearance time of the gsiatelspecies. Unfortu-

nately, the early-time dynamics of the corresponding spscopic signals are hard to
determine since, besides product ground-state absoyptsmstimulated emission and
excited-state absorptions obscur the transient signdlendspective spectral regions
around 460 nm. This makes it very difficult to determine tise time of one of these

many contributions accurately. In contrast to these sgjtid absorption at 500 nm is
only superimposed by stimulated emission (see Figure 4.3A)

As already pointed out before, the analysis of the transies®0 nm gives only one
absorption contribution. The time constant of 11 ps is €mib the slow component
of 9 ps, found in the fit for the excited-state absorption acb860 nm. Concerning the
rise time of the absorption contribution in the 500 nm transi a fit which involves
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two predecessor states for the absorption results in whdrtme scales of 2.2 ps for
the dynamics of these two states, the same as when only @enis is included in
the model. A fit with a fixed rise time larger than 3 ps and a freeagf time does not
converge to the data points at all.

To prove the different nature of the absorption signals atrafh and 360 nm, addi-
tional experiments are performed with NK88 dissolved irykethe glycol. As can be
seen in Figure 4.6, while the stimulated emission at 500 nehoisgated from 1.9 ps
to 23 ps, the absorption signal at 500 nm (as well as the emnisdi 900 nm, data
not shown) is not present anymore. In contrast, the slowempoment of the excited-
state absorption probed at 360 nm still exhibits a strongadigith a time constant of
56 ps. Due to the higher viscosity of the solvent the timeescale elongated in the
case of ethylene glycol, but the time constants of the inityamamics are elongated
differently. A possible scenario for the absence of the giigm signal at 500 nm and
the emission signal at 900 nm in the case of ethylene glydmsed on less molecular
torsion due to the higher viscosity of the solvent, so thatSh— & transition occurs
at configurations that are less twisted and therefore dollost an observation of the
signals [238]. However, in this scheme the formation of ppodducts should be in-
tuitively suppressed in ethylene glycol as well, which i$ the case according to the
data, presented here. Further discussion of this topicvengat the end of the next
subsection in the context of the theoretical results.

In summary, the experimental results indicate the exist@fi¢wo time regimes in
the dynamics on the excited st&g The faster one is seen in signals which show a
rise time of few hundreds of femtoseconds (or to short to omedsand a decay time
within 2 ps, namely the fluorescence upconversion at 500 ngpd decay time), the
stimulated emission at 500 nm (1.9 ps decay time), and therfasmponent of the
excited-state absorption in the 700-900 nm region (1.4 payd&éme) and at 360 nm
(1.2 ps decay time). The slower dynamics is detected by kigmigh a rise time of
~ 2-3 ps and a decay time et 9 ps, namely the stimulated emission at 900 nm
(rise time 3 ps, decay time 8 ps), the slower component obthitesl-state absorption
at 360 nm (rise time 1.8 ps, decay time 9 ps) and the very sroatpbonent in the
fluorescence upconversion (decay time 9 ps). The deviatiormng the time constants
guoted for each of the two time regimes might originate friwe flact that they were
determined with different probe wavelengths (thus proldifterent regions on the
$1) and different types of signal (excited-state absorptistisnulated emission, and
fluorescence upconversion), for whom the FC windows mighaie differently. A
further absorption signal at 500 nm shares approximateysttme time scale of the
slow S; dynamics (rise time 2.2 ps and decay time 11 ps) but cannatd@biguously
assigned and will be discussed in detail below.



4.3 Study of the excited state dynamics 91

4.3.4 Interpreting the excited state dynamics

In this section, by performing a synoptical comparison @f #vailable experimental
and computational results, it is discussed what picturéhefpghotoisomerization of
NK88 can give better account of the observed excited-staiditne dynamics.

First, TD-PBEO computations show tthe two-time dynamics originate entirely on
the § surface ruling out a possible alternative explanation, i.e. thaéeond excited
state is involved in the dynamics, as it has been suggestgten systems, for example
in the retinal photoisomerization [69]. Indeed, in the FGioa S, is almost dark and
is remarkably less stable th&h (at least 0.75 eV), and it does not come closegito
along the possible photoisomerization pathways.

Once this point has been assessed, two different explasagie possible for the
two different observed time-regimes :

(a) They are due to the existence of two different reactive pagtsa(namely the
symmetricC, and the asymmetriC, one).

(b) They simply arise from different structures along the sadway (the ener-
getically favoredC; one).

In the hypothesis (g)after the system has passed $eMinC, structure, beyond
following the C; pathway it can also follow th€, pathway and get to the loc& -
MinC,” minimum after crossing th€, barrier. Several experimental results find a
consistent explanation within this description.

Right after the excitation, the system evolves along the mm energy pathway
toward$;-MinC; (at this stag€s, andC; pathways coincide). It is also possible that
a part of it already starts to remove tBe symmetry (see Reference [26]), but this
pathway, though barrierless, should have a scarce drivirngf The FC region and the
fluorescent region of th&;-MinC, structure are abandoned in about 1-2 ps, and this
motion is recorded by the fast decaying signals. After ttage (it is assumed that the
dephasing is complete and adopt a statistical perspeaivction of the molecules of
the sample goes quickly 8 -MinC; following theC; pathway (the faster dynamics);
then it reaches th§;, — & Cl and goes t&y in about 2-3 ps. The remaining fraction of
the molecules overcomes tGebarrier and is trapped around the pseudo-perpendicular
C> local minimumS;-MinC,” from where it reache$ at longer times (on the time
scale of 10 ps). The faster pathwaySgis responsible for the 500 nm hot ground-
state absorption which decays with 11 ps, because of thecoialecooling. It is also
responsible for the fastest repopulation time of tilams isomer (see Subsection 4.4)
which in fact exhibits a time constant ef 10 ps. On the contrary, the fraction of
the molecules of the sample traveling on @epathway is responsible for the slowly
decaying stimulated emission at 900 nm which rises with 3hps tfme for reaching
the S-MinC,P minimum) and decays with 9 ps (the time for reaching $ie- §
conical intersection). In fact, along tl pathway thes; — S transition preserves a
non-vanishing oscillator strength also close to the mimn@y. For example at TD-
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PBEO level it is still 0.08 atp’=100 with a S, — § gap of about 1.6 eV, compatible
with the 900 nm emissior{ 1.4 eV).

When the molecule is embedded in ethylene glycol, the enasgypation is more
effective, and this disfavors the more energé€lcpathway which becomes not ob-
servable anymore. The system follows only @epathway and as a consequence the
900 nm stimulated emission disappears. In this case it issfiike that also the 500 nm
hot ground-state absorption disappears since in this ¢teseystem reaches tifg
surface only at strongly asymmetric structures close t@th€l (see Reference [26]
for details). The solvent viscosity could hence preventritedecule to recover &;
arrangement (and hence a non-rfil- S; oscillator strength) while it is still vibra-
tionally hot (as required for an absorption at 500 nm). It facgo back to &,
arrangement the molecule needs to twist simultaneously thet side-rings and this
can be difficult in a viscous solvent.

The two-pathways scenario also furnishes a possible exfiamto the formation
of the isomerd-cisdiscussed in Subsection 4.4. In fact, the fraction of theeudes
oscillating arounds;-MinC,P, could eventually decay o®& at aC, Cl different from
the minimum-energ¥Z; one computed in Reference [26], in a region from which the
d-ciswell is directly accessible since baghand¢’ are rotated te- 90°. It is worthy to
notice that such a pseudo-perpendic@a€l has been indeed documented by accurate
CAS calculations in a small-model cyanine where it lies 228lknol below the FC
energy [29].

Finally, please note that this is the only possible scenétize 11 ps absorption
at 500 nm is assigned as a hot ground-state absorption. Hongdtstate absorption
is indeed often located in the same wavelength region asstied emission from
the S surface [43, 261] and often also has major contributionsaatelengths where
no steady-state absorption can be found [44]. This wouldyirtipat a fraction of
the molecules of the sample is & within 2-3 ps, and, since some signals fr&n
survive for about 10 ps, consequently the existence of theSiveompeting pathways
is accepted.

The critical feature for assessing the consistency betweeabove described sce-
nario and the experimental results is the height of the grigagier on theC, pathway.
If the value computed at TD-PBEO0/6-31G(d) level in the gassptta 0.35 eV) would
be accurate, thé, pathway would be clearly much slower than @yeone. Therefore,
the fraction of the molecules moving on it, if any exists, wdde trapped aroun; -
MinC, for a much longer time, hence resulting in a clear biexpdakfiiorescence
at 500 nm (with the longtime decay much longer than 1.8 ps)is Tature is not
seen in experiments, apart from a negligible component.eNlegless, as discussed
in the result section the barrier is probably overestimatethe calculations, and the
Si-MinC,P minimum is therefore more easily accessible. Moreoverlaser pump at
400 nm furnishes to the system about 0.15-0.2 eV above thigyeakthe FC structure
(roughly identified with the absorption maximum at 423 nnoiytlier facilitating the
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access to th&;-MinC,P region.

An alternative scenario for th® dynamics follows instead theypothesis (b)The
system follows only one pathway, preserving @yesymmetry up to the small barrier
after theS;-MinC, structure and then turning @, structures. According to this pic-
ture, all the signals recorded are excited-state signlaé¢sfaster ones originate from
structures at which th€, andC; pathways collapse onto each other, and the slower
ones by structures lying on ti& pathway when it has split from th&é, one (after
passing througl$;-MinCy). This picture well fits with the fact that the decay of the
faster signals and the rise of the slower ones are roughlyl&imeous, and naturally
explain the mono-exponential decay of the fluorescenceGnB In this scenario the
500 nm transient absorption arises fromSan— S, excited-state absorption. Thisisin
line with the fact that the determined time constant of 11qugyhly matches with the
9 ps of the excited-state absorption at 360 nm. The resulisCAS surface hopping
study on a small model cyanine [221] (where tirelelocalized rings are substituted
by CHy-methine groups and as a consequence the dynamics is mueh tfeen for
NK88) [26], seem to support this hypothesis, identifying thster dynamics with the
motion out of the FC region (along the reactive twisting) graslower dynamics with
the motion toward the conical intersection.

Three findings do not straightforwardly fit into this pictur€&irst, it is not very
likely that, when embedded in ethylene glycol, the reacpiathway is modified so to
destroy the possibility of th§ — Sy 500 nm absorption but not tig& — S, absorption
at 360 nm. On the other hand, the disappearance of the 500 sonpdgilbon can not be
explained by a possible large solvent shift, which is verijikety since the ground-
state absorption spectra of NK88 in ethylene glycol and ithar@ol are very similar
(shifted by only 3 nm, see Figure 4.1C), and in fact also therotignals (see for
example the 360 nm one) do not show marks of such a shift.

Furthermore, this scenario predicts indeed that the passa§, takes place with
the slower dynamics¥10 ps) but this is the same time scale of the fastest repapulat
time of the ground-statgansisomer. This requires an almost instantaneous cooling
on theSy ground surface which, though it cannot be excluded, is not Meely. As
an example the fast cooling of p-nitroaniline in water, dueffective H-bond solute-
solvent interactions, takes place in about 1 ps, and thie tirareases up to 6 ps for
dimethylamino-p-nitroanliline in acetonitrile where neldénd plays a role. NK88 in
methanol is expected to be not very different from the latteration for the weak-
ness of the possible H-bonds [26]. Finally in this picture 90 nm emission should
come from theC; structures close the minimu®-MinC;. Apart from the fact that
at this point thes; — § gap is estimated to be too large to be compatible with the ex-
perimental wavelength (around 2.0-2.2 eV, see [26]) it Waeimain to be explained
why the emission is quenched in ethylene glycol. In fact, iasussed in the previ-
ous subsection, the possible explanation thatSihelinC, structure is not reached in
the viscous solvent and that ti¥ — & transition takes place at geometries closer
to planarity, conflicts with the fact that this would imply appression of the product
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isomers, which is not observed.

In conclusion, the photoisomerization of the short-chdicyanine dye 3,3’-diethyl-
2,2’-thiacyanine dissolved in methanol and ethylene dlyes been investigated. Ex-
cited onto the $surface, this molecule passes a conical intersection amdeiszes
either to thecis andd-cis photoisomers, or relaxes back to tin@ns form (see Sec-
tion 4.4). To observe this complex excited state dynamissigdtion spectroscopy has
been used covering a spectral range from 360 nm up to 950 nwoinlifferent sol-
vents as well as fluorescence upconversion. The interpmetat the results has been
supported by a theoretical investigation by F. Santoro anidngrota on the possible
excited state reaction paths, performed at CIS/6-31G* andPBE0/def-SV compu-
tational level.

The observation evidences a two-time dynamics orSiheurface, while the com-
putations suggest the existence of a main reaction@gtm which the symmetry of
the molecule is broken quickly, already at moderately ®dsgeometrieg’ ~ 140,
and a possibly competitive second p&thin which on the contrary the symmetry is
preserved up to pseudo-perpendicular configurations. Xperenental results better
fit with a scenario where both the paths are pursued:Cihpath leads to the faster
decay t0S (<2 ps), while theC, path, being less favored energetically, is responsible
for the slower decay~9 ps). It is also plausible that the two paths connect to the
S via two different conical intersections [262] as it happémsa small model cya-
nine [29], which would give a natural explanation to the fatian of thed-cisisomer
predicted in the most likely model presented in the nextiseci he actual feasibility
of theC, path depends on the true height of the barrier, which can tsyheomputed
accurately for such a large molecule in solution.

Alternative explanations could give account of the obsgmecited state dynam-
ics: (i) the path on th&; surface is unique (th€; one) and the signals decaying with
different times come out from different structures alonig tingle path (ii) part of
the wave packet undergoes asymmetrization already in #reckfCondon region and
does not pass through MinC»,, and this is the origin of the splitting of the reaction
path. However, although the above pictures cannot be coetplelled out either ex-
perimentally or theoretically, as discussed in the abocé@es several findings make
them less likely.

4.4 Ground state dynamics after photoexcitation

Several time-resolved studies investigating the grouatd stynamics of cyanine dyes
have been performed in the last decade [59-62, 64, 137, 344283, 264]), indicat-
ing that certain structural features lead to distinct défees in the photoisomerization
characteristics.

It has been shown that certain cyanines exist in more thargaemetric conform-
ers in the ground state [75, 207, 265]. Recent theoreticdlestion thiacyanines [26]
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suggest this possibility to be also true for the symmetritetide NK88.

Under room temperature conditions, only the most stableésas present in so-
lution. This can be confirmed by the absence of known producher ground state
absorption in the steady state spectrum of NK88 in metharll [ X—ray analysis
of the crystal structure of NK88 [266] and NMR experiments similar thiacya-
nines [267, 268] as well as theoretical calculations havealed that this is thegans
conformer (see Section 4.4.2). Both experiment [266] andrthi26] have shown that
the geometrical structure of tlikansisomer is close to planarity.

The ground state dynamics of the molecule NK88 can be bessiigated by the
transient absorption spectroscopy data in the range frddm8bto 630 nm. Together
with theoretical simulations a conclusive picture of theml kinetics of the molecule
NK88 can be drawn.

4.4.1 Results of the experiments

The overall dynamical behavior of the molecule for the fihstty picoseconds after
400 nm excitation is displayed in Figure 4.2. In the wavethagegion from 360 nm
to 500 nm, one can easily determine two main regions, deetletssorption ranging
approximately from 390 to 430 nm and increased absorptiomal 460 nm. Addition-
ally, during the first few picoseconds, there is a spike ofel@sed absorption starting
at about 420 nm going up to 600 nm as well as a contributioneyeased absorption
from 360 nm up to 440 nm, both having different time constésitsce these features
decay rapidly, they can be better identified in the assatiméasients). The latter has
been assigned to excited state absorption by Plaza and kensdi75]. The overall
short time behavior reveals that the molecular dynamicsiduhe first few picosec-
onds are manifold since a big variety of different molecglamtributions superpose to
the resulting signal (see Section 4.3).

As can be seen from Figure 4.2 as well as by the nature of theegsaitself,
we there are two different time regions on which the reactakes place: the initial
twisting process during the very first few picoseconds onaie hand and the ther-
malization process on a time scale of several 100 ps on thex bind. This section
focuses on the ground state dynamics following photoettoitaand passage through
a conical intersection, the short time behavior on thp@&ential energy surface is dis-
cussed in the previous section. The long time behavior ofdhetion is investigated
by analyzing transients covering, in the case of methanbina delay of two times
the longest time constant of the contributing processesréfbre, transients spanning
1200 ps are presented in Figure 4.8A and C.

During the first few picoseconds of the transient at 460 nniteststate dynamics
dominate, followed by a biexponential decay of the absorptiith 7, = 45 ps and
7, = 600 ps. The individual contributions are shown as well ingh&e plot to vi-
sualize the amplitude of the different parts. The repojputan the absorption of the
400 nm transient can be fitted satisfactorily by both a biegntial or a triexponential
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Figure 4.8: Transients at probe wavelengths of A) 460 nm artDGhm. Black shows
the experimental data points, while red (gray) marks theditiurves. The individual
contributions are also shown as well to visualize amplisuofeeach contribution. The
inset shows the behavior of the transients during the firsp£0 B) Transients for
the pump polarization and the probe polarization set teeckfit angles at the probe
wavelength of 460 nm. The black (diamond) line shows the exyantal data for the
pump polarization parallel to the probe polarization, theel{circle) the data for the
perpendicular case, orange (square) for the case of meaancered (triangle) for
the case of calculated magic angle data. The inset showsttevior of the 460 nm
anisotropyr (t). The red line represents a monoexponential fit for laterydetaes.
D) Transient at a probe wavelength of 500 nm. Black shows tiperaxental data
points, while red marks the fitted curves. The inset showsl#ia on a logarithmic
scale for easier verification of a monoexponential long titeeay.

curve. The triexponential fit yields time constants of 6004% ps and 10 ps. The
first time constant reappears in the transient at 460 nm. mMdgiae individual contri-
butions are also displayed in the plot. Unfortunately, tigmal-to-noise ratio is not
sufficiently high to clearly favor either the biexponentualtriexponential fit model.
In the case of the biexponential fit, the longest time coridieanomes shorter and the
shortest slightly longer to compensate for the missingrdaution. As will be seen in
the discussion section, because the longer time constaps do the value of 470 ps,
this fit model is not so likely in relation to the time scalesrfiid for other processes.
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Because the 45 ps contribution at a probe wavelength of 46& rangjuite interest-
ing feature, for additional information and to reconfirm theasurements, transients
at this wavelength for the pump pulse polarization paraed perpendicular to the
probe pulse polarization are recorded. With this additiorfarmation, the anisotropy
r(t) of the system can be calculated (see Equation 1.4) with tipeofithe signalg (t)
which is the intensity of the signal in which the pump pulséapaation is parallel to
the probe pulse polarization anhd(t) in which the two polarizations are perpendicu-
lar. The anisotropy(t) reflects the change of the orientation of the transition mame
responsible for the respective transients, while the maggle transients records the
change in the population.

The magic angle data itself can be reconstructed from theakid, (t) and | (t)
(see Equation 1.11). The different signgl&t), 1, (t), the calculated magic angle sig-
nal Iya(t) and the directly measurdga(t) (with the magic angle between the polar-
ization directions of the pump and the probe beam) are shoWwigure 4.8B. Clearly it
can be seen that the calculated magic angle data agreesitethevdirectly measured
transient. The transient in which the probe pulse and theppuunse polarizations are
parallel to each other can only be fitted by a clear biexpoakté¢cay, the same holds
for the magic-angle data. However, the amplitude for théefasontributions in the
latter case is smaller than for the parallel polarizatiomsueement. Last, the transient
for the case in which the pump-pulse polarization is perperar to the probe-pulse
polarization is basically monoexponential. The anisotngp) data for these measure-
ments is displayed in the inset in Figure 4.8B. As explaine8ection 1.4, the total
anisotropyr (t) for many different contributions in a transient absorpgaperiment is
the superposition of the anisotropy of each contributiorgived with the normalized
intensity.

The fit of the total anisotropy(t) at the probe wavelength of 460 nm for delay
times after the first few picoseconds results in a monoexmuttaidehavior with a de-
cay time of 60 ps. Due to the magnitude of the decay time, thpomsible process
can most likely be attributed to the effect of rotationafulfon [20, 21]. Omitting the
complicated short time behaviour, the anisotropy for ldeday times is only affected
by the two absorptive contributions as seen from the fits efritagic angle data. In
principle they can have individual anisotropies, but fa tdase of rotational diffusion
the anisotropy values are expected to be similar for themfft contributions. This
will then explain the monoexponential behavior of the fittie anisotropy data.

The above mentioned decay time of roughly 10 ps in the trahsie400 nm also
reappears in the spectrum observed at 500 nm (Figure 4.8i@)spike at the begin-
ning which is due to stimulated emission from thes8rface vanishes in less than 2 ps,
while the final decay in the absorption also obeys an expaiatgcay of 11 ps and is
basically monoexponential.

For ethylene glycol, the transients for the same wavelengté presented in Fig-
ure 4.9. The 400 nm signal shows a fast contribution of 70 pisaaslower one of
several ns which cannot be determined accurately by remptdansients over 2 ns.
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Figure 4.9: Normalized transients of NK88 dissolved in &thg glycol. The probe

wavelengths are alprope=400 nm, 460 nm, and 500 nm (from top to bottom). Black
shows the experimental data points, while red marks thel fiibeves.

In the case of 460 nm, the signal of reduced absorption istalibtimes longer than

in methanol, before one can observe an increased absoumitimmger delay times
that decays biexponentially with = 60 ps and a second decay time in the nanosec-
ond regime. The transient recorded at a wavelength of 500xMmibies only a single
feature, namely a peak of reduced absorption that decal2®&ips.

4.4.2 Results of the computations

The calculations in this section are carried out by F. Santond R. Improta.
PBEO0/6-31G(d) optimizations, show that the NK88 cation ceisten three differ-
ent isomeric forms on the grourfg) surface, depending on the arrangement at the
Nz —Co—Co—C, (¢) andN; —C, —Co—C5 (¢’) dihedral angles. The three structures
are sketched in Figure 4.10. The structure namnaas has actually drans arrange-
ment at both¢ and ¢’ and shows &, symmetry, while in theC; cis-isomer¢’ is
rotated so to assumecas configuration. Finallyd-cis (double-ci$ has aC, symme-
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Figure 4.10: Structures of the three isomérar(s, cisandd-cis) and the two transition
structures TSc and TS4) of NK88 computed at PBE0/6-31 G(d) level of theory. A
frequency analysis confirms that the stable isomers hav@aginary frequency while
the transition structures have one imaginary frequence. rélevant atomic labels are
indicated on theransstructure, while the values of tigeand ¢’ angles, sketched on
the cis structure, are reported for all structures. Calculatiomfopmed by F. Santoro
and R. Improta.

try with a cis arrangement at botlh and ¢’ dihedral angles. Table 4.4.2 reports the
energies in vacuung,c) of the different isomers computed at PBEO and MP2 level.
It also gives the thermal contribution (at room tempergttwehe Gibbs free energy
in vacuum, computed at PBE0/6-31G(d) level, and the eldettiosolvation free en-
ergyAGg(')l, computed by PCM [249, 250] at PBE0/6-31+G(d,p) level. Acoardo

both PBEO and MP2, thigans species is the only one significantly populated at room
temperature.

Table 4.4.2 includes also the data relative to the tramss#iates (TS) for thrans«—
cisandcis < d-cisreactionsTSc andTSq respectively, whose structures are sketched
in Figure 4.10. The energies of the transition states wipeet to the stable species are
generally lower at MP2 level than at PBEO level. This is maohie to the dispersive
interactions important in the stabilization of the tralositstructures which are better
described at MP2 level [245-248]. An analysis of the intarat distances of the TS
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trans T cis TSg d-cis
Evac (PBEQOY®

0 1239 7.37 17.78 10.18
Evac (MP2))

0O 10.84 6.74 16.01 8.23
(Gvac - Evac) (C)

0 -0.73 -0.90 -0.67 -0.16
AGE! (@)

sol

0 -0.89 -0.73 -1.78 -0.50

Table 4.1: Relative energies and free energies (in kcal/foothetrans, cis andd-cis
isomers of NK88 and thd@ Sc. and T §4 transition structures. Notes: (a) PBEO/6-
31+G(d,p)//PBE0/6-31G(d) calculations. (b) MP2/6-31122p)//PBEO0/6-31G(d)
calculations. (c) thermal correction to Gibbs free eneogynputed at T=298.15 K,
in harmonic approximation by PBEO0/6-31G(d) (it includes #ffect of zero point
energy). (d) electrostatic solvation free energy compateeddCM/PBEO0/6-31+G(d,p)
level. Calculated by F. Santoro and R. Improta.

structures suggest that the perpendicular arrangemertke dfvo fused rings allow
the formation of van der Waals interactions betweenrirgy/stems and the sulphur
atoms lone pairs (iITS¢) and the ethyl-substituent iIT§,4), respectively. Also the
d-cisstructure appears to be significantly stabilized by MP2babdy because of the
interaction between the system and the ethyl substituents, and this explains why the
energy difference betwedrs,q andd-cisvaries little from PBEO to MP2.

Table 4.4.2 reports the vertical excitation energy (VEEJaouum and in methanol
computed at TD-PBEO0/6-31+G(d,p) level for the three NK88rises. As already
shown in Reference [26] the computed VEE for thens andcis isomers are close
to experimental absorption maxima (with a blue-shift=0f0.35 eV) and the VEE
difference between the two species matches almost pertbetlexperimental result.
Finally the VEE ofd-cisis very close (0.07 eV lower) to the VEE ofs.

4.4.3 discussion

The transients and the fits presented above contain manyimeohaspects of the iso-
merization dynamics of NK88. After the excitation the systevolves on the first
excited surface and decays back to the ground state eithstirbylated emission or
through a conical intersection. At this conical intersewctine hot molecule can either
relax back to the original educt structuteafisform) or isomerize to two product iso-
mer configurations, theis and thed-cisisomer.

As it has been shown above, the calculations predict thahtéeema of absorption
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gas phase solutiéd  exp©

trans
3.37(1.01%) 3.29(1.19%) 2.93
cis
3.18(0.81% 3.11(0.97) 2.73
d-cis

3.11(0.81)  3.04(0.95)

Table 4.2: Vertical excitation energy (in eV) for theans cis and d-cis isomers of

NK88. TD-PBEO0/6-31+G(d,p)//PBE0/6-31G(d) calculationsc{Dator strengths are
given in parentheses. Notes: (a) PCM calculations. (b) frofer@ace [26]. (c) from

Reference [75]. Calculated by F. Santoro and R. Improta.

of cisandd-cisground state isomers are very close in energy, with ther lakisorbing

at slightly longer wavelengths<(0.07 eV), and have comparable oscillator strengths.
As a consequence, since the experimental maximum of thelmsoof thecisisomer

is at~ 454 nm, the signal at 460 nm (0.03 eV red-shifted) would noortie sum of
thecisandd-cispopulations, if both are accessible, without the possyhiti discrim-
inate among them.

The longest time constant in the measurements in methaG0lips which arises
at two prominent places. First in the decay of the absorgiat60 nm, and second in
the rise at 400 nm. Due to the long duration, this feature bide tascribed to a prod-
uct state. The theoretical calculations, as carried outorendetail at the end of this
chapter, suggest an assignment to the absorption of theigedd-cisisomer which
undergoes thermal back relaxation via th&to thetransconfiguration. Consequently,
the same time constant reappears in the transient at 400 hith v mainly caused
by pump-depletion and thus directly reflects the repoputedif thetransground state.
The interpretation supports the triexponential fit modelthe 400 nm transient, pre-
sented in the result section.

The shorter time constant of roughly 45 ps in the triexpoaéfit of the 400 nm
transient is also directly related to the signal observed6& nm of the same time
constant. According to the calculations (vide infra), thesmponents correspond to
the thermal backreaction to th@nsground state by molecules that directly turned to
the cis isomer after passing the conical intersection. As alreagheementally seen
by other groups who analyzed the similar molecule 1144C Jj1®i& ground state
dynamics cannot simply be understood in the standard anesdiional picture of a
double-well potential diagram, but it is necessary to idela more complex potential
shape to take the complete isomerization process into atcou

Nevertheless, because the rotational diffusion time emrgs very similar, one
could conjecture that the biexponential decay is causedalyylpolarized beams or
similar effects. Therefore, additional polarizers areduecare for possible polariza-
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tion distortions and additionally calculated the magiclargignal from the individual
measurements with the pump pulse polarization set paaaiieélperpendicular to the
probe pulse polarization. As shown in the Section 4.4.1 ithesients are also fitted
for parallel and perpendicular polarization individuatty ensure the correctness of
the magic angle measurement and compared the calculatetheitirectly measured
data.

Because the 400 nm transient can also be fitted satisfactyrily biexponential
model and it is not possible to distinguish between the twonbidels only by the
400 nm data, it is interesting to additionally discuss itesggjuences, although it has
already been shown that the triexponential model is moedylikin the case that no
contribution of about 45 ps exists in the repopulation of488 nm signal, it would
mean that there is no corresponding state decaying toahsground state with 45 ps.
In this scenario, because such a decay time is visible in@ein transient, the ac-
cording process would have to first populate the state wighidhger decay time of
600 ps, before a relaxation back tinensground state occurs. Thus, the fast time con-
stant of 45 ps would reappear in the temporal behavior of i transient as a rise
time for the absorption corresponding to the repopulatith®transground state.

The trans repopulation is not only dominated by the 600 ps and 45 ps tiame
stant, but also by a shorter one of 10 ps, which can also belfaithin the transient
at 500 nm in Figure 4.8D (see also Section 4.3). There, therptisn decays with
11 ps and can therefore be ascribed to absorption by a hohdrstate temporarily
populated by molecules which decay directly from thepStential energy surface to
the ground state [43, 261]. A similar temporal behavior carfdund in the case of
transstilbene, where the cooling process continues on a 10 psstale [43].

Hot ground state absorption is often located in the same leagth region as stim-
ulated emission from the S1 surface [261]. The stimulatets€on can be seen as
strong contribution of negative absorption during the ffest picoseconds in Fig-
ure 4.8D (the fluorescence peaking around 500 nm decayssithias 2 ps, too [220]).
As already pointed out in Section 4.3 and as can be seen indMgR the 11 ps absorp-
tion component and the stimulated emission cover the samelaayth region, which
is in agreement with the assumption that the observed atisoip indeed hot ground
state absorption.

In order to further verify the assumption that the absorptid 500 nm originates
from a hot ground state, additional experiments are peddrim the more viscous
solvent ethylene glycol. Figure 4.9 shows that the featooesesponding to the pho-
toisomerization process behave in a similar way, but orfiit time scales compared
to the case of methanol. Focusing on the 500 nm transiergnibe seen that there is
no contribution of absorption, only stimulated emission ba observed with a time
constant that is elongated to 23 ps. Possible scenariohweljaain this feature are
discussed in Section 4.3.

One can now ask whether the assignment of the 45 ps absocptribution, seen
in the 460 nm transient, does not originate from ¢ieisomer. In this case, it would



4.4 Ground state dynamics after photoexcitation 103

have to be some hot ground state absorption frontridresform. Consequently, there
should be no process repopulating the ground state witl@rotiserved 10 ps, be-
cause vibrational cooling would limit the process to timalss larger than 45 ps. In
this scenario, the process visible at 500 nm could not cawsedntribution to the
transground state repopulation with 10 ps, because the probgynerresponding to
460 nm is closer to the ground state minimum than the one goraling to 500 nm.
This would mean that the potential surface region probed@ttn would have to be
some kind of hotter state than the one responsible for thend6Gontribution and thus
would only account for a 10 ps initial rise of the 460 nm absorp while there should
not be a time constant of 10 ps observed in the transient abd00

The most reasonable scenario illustrating the repopulatidghetransground state
includes vibrational cooling of that fraction of the moléesiof the sample which af-
ter theS, — S transition directly accesses thranswell of the § surface, while the
longer time constants are related to thermal relaxatiowdset the ground state iso-
mers.

It is reasonable to assume that the cooling in $9gotential wells of the other
species ¢is andd-cig), formed after thes; — & transition, occurs on a similar time
scale of~ 10 ps. Therefore, in the analysis of the long-time decay ettansients at
460 nm and at 400 nm (time constami{s~ 45 ps andr, ~ 600 ps), any role of the
excess vibrational energy due to the electronic transiteombe safely neglected and
adopt the simple rate equation theory 1.6 to investigatéhirenal reactions among the
ground state isomers. Figure 4.11 reports the relative Giitlde energies (bold num-
bers) of the relevant NK88 species on theground state, computed from the values in
Table 4.4.2, adding the more reliable the MP2/6-311+G{@dRergy in vacuum with
the thermal correction to free energy in vacuu@{: — Evac) and with the solvation
free energ;AGgl)l term. The activation free energiA&* at room temperature for the
four processefrans — cis, trans+« cis, cis — d-cis andcis < d-cis, are reported as
italic numbers. The diredtans«< d-cisreactions do not need to be considered as they
are too slow, requiring the simultaneous breaking of bo&#Gf— C, andCy —C, 1
bonds.

Figure 4.11 also reports the inverse values of the kinetistamts from the rate
equation theory for the four processés= (k,T /h)expg —AG*/kyT), ky=Boltzmann
constanth=Planck constant). The inspection of the numbers showskhandKkg,
the kinetic constants of theans— cisandcis — d-cisprocesses are much slower than
ket andkyc, the constants relative to tlh@ns« cisandcis < d-cisreversed processes,
and can therefore be neglected. This allows us to adopt oevfog kinetic scheme:

d-cis ¢, cis 4 trans (4.1)

which has a simple analytic solution. NamiNg N. andNy the population of the three
speciedrans, cis andd-cisrespectively, andNo:, Noc andNgg their initial values with
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Figure 4.11.S isomers and transition states. Relative free energies (hottbers) for
the relevant species of the NK&3 surface and isomerization activation free energies
(italic numbers). The inverse of the isomerization kinetmstants, obtained by the
Absolute Rate Theory are reported. Notice thaisandtranscan convert te@isalong

two equivalent paths (rotatingy or ¢’); this fact is automatically considered in the&*
values through the symmetry numbers in the rotationalt@artiunction. Calculations
performed by F. Santoro and R. Improta.

Noc + Nog=1, andNg =0, one gets

(Nocket — kac)e " + Nogkgce et

et = ket — Ko (4.2)
Ng(t) = Npge ke (4.3)
MO = 2T =Rl 4.4)
_ . (NOckct - kdc)eikCtt —+ NOdkcteikdct
- kct—kdc (4'5)

According to the previous equation, Noc andNgg are both different from zero, i.e.
if after theS, — S transition both thecis andd-cis species are populated, the model
predicts a biexponential decay of thNg+Ny populations and a consequent increase
of N; (with the same time constants). This gives account for tipeemental results
concerning the signals at 400 nm (monitoridg, and at 460 nm (monitoriniyc+Ng).
The faster and the slower decay of the experimental signailsthrerefore be as-
signed to theis — transandd-cis— cisback-reactions, respectively. The calculations
underestimate the experimenkglandky by a factor~ 3 and~ 6, respectively, which
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is a satisfactory agreement. In fact, the kinetic constarggirastically dependent on
the precise value dfG* which is the sum of many contributions, each subject to a com-
putational error. Specifically, extracting the experinaéAG* values from the 45 ps
and 600 ps time constants in methanol one gets 3.5-3.6 kaladima 4.9-5.0 kcal/mol,
respectively. Therefore the error of the computed valupsrted in Figure 4.11 is

~ 1 kcal/mol or less, which is the maximum degree of accurapgetable at the state
of the art for such a large system in condensed phase. Marebreust be observed
that also dynamic effect of the solvent, not consideredafitame of the rate equation
theory, can play a role in determining the rate of a reactim.example is given by
the difference of the results in methanol and in the viscaoluglene glycol.

In summary, the experimental and computational resultsatel that both theis
andd-cisspecies are populated following the excitatiorstpand that the most likely
triexponential repopulation of the 400 nm signal and biegrdial decay of the 460 nm
signal are due to the thermally coupled back-reactiboss — cis — transon theS
surface.

Two hypothesis can be done on the formatiordefis (a) once prepared in the
Franck-Condon region d¥;, all the molecules in the sample make a transitioggo
at theS; /S conical intersection characterized in Reference [26], etaly the¢’
dihedral (see Figure 4.10) is rotated~a90°; after that, on th&, surface the system
not only goes tdransandcis, rotating¢’ respectively back to 18®r forward to 40,
but utilizes the excess vibrational energy to rotate alsgtdihedral and populate the
d-ciswell, too. (b) a fraction of the molecules of the sample ®taith¢ and¢’ onS;
to ~90°, and reaches a differe{ /S conical intersection from where it can directly
access th& d-ciswell. The existence and the accessibility of such a conidalsec-
tion has been indeed documented for a small model cyanirje [29

A true dynamical study based on really accurate electraloudations is necessary
to discriminate between these two possibilities. TD-PEERQonstrained optimiza-
tions on theS; surface, reported in the Section 4.3, show the existenceCptarrier
separating the Franck-Condon region frofGaminimum S$;MinC5 in which both¢
and¢’ are~90°. The barrier is estimated to be at an energy lower than theckra
Condon energy and therefore it can be in principle crossadrbaccurate knowledge
of its height would be necessary to really evaluate the lidéagiof the hypothesis (b)
and this is hardly obtainable for such a large molecule inhzesd. On the other side,
after theS; /S transition the system has a large excess vibrational ererdyherefore
the first hypothesis (a) is realistic. The experimental datéhe short-time dynamics
are better interpreted assuming thatﬂi]MinCZP Is actually reached by the system.

In conclusion, the ground state dynamics after isomeoratif the cyanine dye
3,3'-diethyl-2,2’-thiacyanine has been investigated.e Hxperimental results are in
agreement with the theoretical calculations presented &ed in Reference [26]. In
thermodynamical equilibrium nearly all molecules h&ramsgeometry. By irradiation
of light with the proper wavelength the molecule can be extanto the first excited
surface. After decaying through a conical intersectiornthe most likely model the
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Figure 4.12: Term scheme of the molecule NK88 illustratimg nolecular dynamics
during isomerization. After excitation onto the first excitpotential energy surface,
the molecule moves out of the Franck-Condon (FC) region anthesaa conical in-
tersection (CI) via two competitive pathways. From therésdmerizes either to the
trans, thecis or thed-cisform. Since both theis and thed-cis have a higher ground
state energy, the population relaxes back with 45 ps and §@®thetransform. Note
that the fast and slow paths fro8MinC, could drive to two different conical inter-
sections, the first a1 symmetry leading transandcis on SO, and the second 62
symmetry leading tal-cis

molecule isomerizes either to thens the cis or thed-cisform. Since both theis
andd-cishave a higher ground state energy the population relaxdésvatt45 ps and
600 ps to thdransisomer. With the experimental and theoretical results alusive
scheme of the dynamics after the isomerization procesesepted, which is summa-
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rized in Figure 4.12.

The elementary steps taking part in the photoisomerizgtiooess feature diversity
and complexity, highlighting that the rationalization bétlarge amount of valuable in-
formation provided by pump and probe experiments requikesyacareful analysis at
the molecular level. On this respect, the semiquantitatiyeement between the exper-
imental and computational picture is particularly encgirg, and it confirms that the
combined use of time-resolved experiments and accuratpuational results facili-
ates a detailed and reliable description of the overalltidge®f medium-size molecules
in the condensed phase.

4.5 Optimal control of the photoisomerization effi-
ciency

Over the last decade remarkable theoretical and experainerigress was achieved
in the field of optimal control of chemical reactions [1, 2769]. The method is also
applicable in the liquid phase, where interactions withgbkent molecules increase
the complexity. None of the liquid-phase control experitseso far [6, 7,9, 132] have
yet tried to control the modification of the molecular stiuet As shown in various
chapters in this thesis, tlogs-transisomerization has attracted much attention because
of its importance in chemistry and biology (see especiadigt®ns 3.2, 3.3 and 3.4).
Another example of rearrangement of the molecular straciithe conversion be-
tween enantiomers. The control of this stereochemicalgg®with shaped laser fields
has attracted great theoretical interest in recent ye&&{272].

As seen in the previous sections the molecule NK88 is a gondidate for per-
forming optimal control experiments on the issue of cofitiglthe isomerization effi-
ciency. Therefore, in the following different attempts émntrolling the isomerization
are presented. First simple single-parameter controlsebare tested. These include
the variation of the excitation pulse energy and the secodéerspectral phase. Then
the concept of multiparameter adaptive femtosecond putiggisg is directly applied
to the problem of changing the isomerization efficiency.

4.5.1 Experimental details

The phase-shaped 800 nm femtosecond laser pulse is frggdenbled in a 40Qum
thick LBO crystal. The resulting laser pulse at 400 nm is tfeeeshaped in spec-
tral phase and amplitude (see Section 2.5). The maximune uisrgy of the second
harmonic at 400 nm is 1.6J with a pulse duration of 100 fs for a bandwidth-limited
800 nm fundamental laser pulse. The shaped 400 nm pump putben focused
into a 200um flow cell where the sampléD = 0.3), dissolved in methanol, is con-
stantly exchanged. A white-light continuum centered adod®0 nm is used as probe
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Figure 4.13: Sketch of the setup for controlling the isoxsion efficiency. The
800 nm pump-pulse is phase-shaped and then frequencyedbirbbh LBO crystal.
This results in amplitude- and phase-shaped laser pulsesantral wavelength of
400 nm. As probe pulse a white-light continuum centeredraal@l00 nm is produced
by focusing a 400 nm pulse into a sapphire plate. Pump anceppolses are spatially
overlapped in the sample. The probe beam is split into twatitras after the passage
through the sample. This allows the simultaneous acquiisif transient absorption
signals at two distinct wavelengths. These signals can ligensed in an adaptive
femtosecond quantum control experiment as feedbackdisigna

pulse (for more details see Section 4.1). The white-lighetgulse is delayed via a
computer-controlled delay stage and focused into the saouder an angle of about
10° with respect to the pump laser beam. The white-light proberlaeam is split into

two light beams after passing through the flow cell and seseparate monochroma-
tors. This allows the simultaneous acquisition of transasorption signals at two
distinct wavelengths. The complete setup is presented leetehsin Figure 4.13.

4.5.2 Feedback signal and single-parameter control schemes

As seen in Section 4.4, the pump-probe transients recordpbbe wavelengths of
400 nm and 460 nm for large delay are times mainly affectechieyod the two isomers,
respectively. The pump-probe signal at 400 nm for largeayd@mes is proportional
to the amount ofrans-molecules that were initially excited, while the curve a046n
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Figure 4.14: These plots summarize the results of the ilgat&ins on the dynamics
of the molecule NK88. Figure A) shows the spectral regiomsyhich different states
can be detected by various effects, recordable by tranabesarption spectroscopy. In
B) the temporal behaviour is sketched. Plot C) shows the twisigats, whose signal
at 20 ps is used as a feedback signal for controlling the isaat®n efficiency. The

feedback signal is as well marked in A) and B) by the dashed.line

measures the fraction of molecules that actually undeages-cisisomerization. The
ratio of the probe signal& A(460nm)A A(400nm) at a delay time of 20 ps therefore
reflects the isomerization efficiency (i.e., quantum yiealdectly . Additionally, an
appreciable influence of stimulated emission and abserptidiigher lying states as
well as hot ground state absorption is limited to very eadynp-probe delay times
and therefore is negligible at a pump-probe delay time of 20 Phis situation is
summarized in Figure 4.14.

In the beginning single-parameter control schemes aredest the problem. First,
the influence of varying the pulse energy of the pump pulsevisstigated. It is found
that the ratio between the generated ground st@tesomers and the exciteglans-
isomers does not change significantly for pump pulse eneaaggtions of a factor of
five (from 200 nJ to 1125 nJ).

Another single-parameter variable frequently used in oaftecontrol schemes is
chirp. Under the given experimental conditions, the raéitween the generated ground
statecisdisomers and the excitegdansisomers changes only by about 15% when for
varying the second order spectral phase from -7500fs-7500 f$. To further inves-
tigate this observation, Figure 4.15A shows a cutout of thigopscan from -2500 fs



110 NK88 - a simple cyanine dye

Z
L

2500 fs2 quad. phase —
0 f52 quad. phase —

—_
o
SN

u.]

0.000 4~

ratio 460 nm / 400 nm
o
o

©
®
o

abs. change AA [arb
o
o
o
N

o
o
o
1 'b

2500 -1250 0 1250 _ 2500 10 05 00 0,5
second order phase [fs“] time delay At [ps]
D
) —2508 fs2 quad. phase )
5 0.000 -0 fs“ quad. phase ;'0-001
o) o)
S, EO'OOO
e E
> 0.002  0.0011
5 S 0.0021 2500 fs2 quad. phase —
_8 0.004 _gs 0 f32 quad. phase —
S F0o 0 10 20 30 SO0 20 30
time delay At [ps] time delay At [ps]

Figure 4.15: Plot A) shows the ratio of the probe-signalsGft Am and 400 nm at a
time delay of 20 ps for a scan of the second order spectralephash -2500 f3 to
2500 f€ imposed on the pump-pulse. As can be seen, a small change ftib can
be observed, comparing very positive and very negativeegal@) Transients for pump
pulses with 0 f& (red line) and 2500 fs(black line) second order spectral chirp for a
probe wavelength of 400 nm. The pulse energies of the chiapeldunchirped pump
pulses are attenuated to be equal. D) The same situatiofroaprobe wavelength
of 460 nm. To verify the influence of the chirp on the stimutibéenission the first few
picoseconds of the transient in C) are measured with highuteso. The transients in
B) to D) reflect the behavior of the chirpscan in A). For theiiptetation see the text.

to 2500 f€ imposed on the pump pulse. The y-axis describes the ratibeoptobe
signals at 460 nm and 400 nm for a pump-probe delay time of 2@8p®ne can see,
there is a small variation of the ratio with the value of theas®l order spectral phase.
To verify this observation, transients are recorded fonéiees of 0 f8 and 2500 &
second order phase (see Figure 4.15C and D). The pulse dresdpeen attenuated to
be the same for both cases. Because the chirped pulse ad#ezzditation efficiency
slightly, one of the transients at 460 nm is scaled to be eqguak other for long delay
times to allow better comparison of the data. The respedf@enm transients are then
rescaled with the same factor. Clearly the two plots C and vstiat the isomeriza-
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tion ratio is slightly different for the two cases of usinguamp pulse with no chirp and
one with a chirp of 2500 fs In the latter case, the isomerization ratio is lower than in
the case of an unshaped pulse as can be seen from the sig@@lpsatelay time by
comparing the transients for 400 nm and 460 nm.

A very interesting question is how the stimulated emissiehdves under these
two excitation conditions. The stimulated emission is rdable by the small nega-
tive spike at the beginning of the 460 nm signal. This sighalutd behave similar
to the pump depletion at 20 ps, since both reflect the amouekafed molecules.
This means, for pulses that suppress the isomerizatiore tieve to be more excited
molecules to achieve the same amount of produced isomeesefbine the stimulated
emission and the pump depletion have to be considerablgr&og the chirped pulse
than in the case of the unchirped pulse, while the absorptidthe produced isomers
remains the same.

Because the isomerization takes place very efficiently, tineutated emission de-
cays very rapidly (see Section 4.3). Therefore the signklbeistrongly effected by
a shaped pump-pulse and the height of the emission spike atamencompared di-
rectly. To get an impression of the behaviour of the sigrad, first few picoseconds
are recorded with a high resolution (see Figure 4.15B). bylot the area of the signal
from -500 fs to +500 fs is compared for the two pump pulses.68tdm in this regime
mainly stimulated emission takes place. The differencénefttvo signals is hatched
to guide the eye. The exact calculation of the area yields% higher value in the
case of the chirped pump pulse. This comparison is widelyecbisince due to the
simple pulse shape of a chirp, this pulse is not shifted ir timth respect to with the
unshaped pulse. Additionally, the coherent artifact sthook influence this signal sig-
nificantly, because it will occur in both cases, the chirped the unchirped excitation.
Furthermore, in the given case it is relatively small corepéao the molecular signal.
Moreover, the integral of the main part which is the eledtt@ontribution, is equal to
zero (see Section A.1 and Reference [76]). The behavioureo$timulated emission
is just as expected from the comparison of the signals aréifit wavelengths and a
delay time of 20 ps. The stimulated emission is larger whikamount of produced
isomers stays the same. That means that the isomerizaficierady is slightly smaller
for the chirped pulse compared to the unchirped pulse.

This result is especially interesting, because it is addeby applying different
chirps. Due to the symmetric nature of this spectral phasapgtric shifts of the beam
due to bad alignment are not expected. Furthermore alsagehathe excitation fre-
guency is not the case for these pulse shapes. In princighiftain the excitation
wavelength can have an influence on the isomerization eftigig60]. Normally, this
shift has to be several tens of nanometers, but in the preasatonly a small shift of
maybe two nanometer can be achieved within the parametas Qy the system used
here. A change of the isomerization efficiency due to a mdituiaf the pulse spec-
trum is not very likely to happen in the present case. Adddlty the measurement of
all information within a single transient provides veryiable information, since most
unwanted effect such as offsets can be easily excluded.
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4.5.3 Multiparameter control

As seen in the single parameter control schemes, it is ordgible to vary the isomer-
ization efficiency to a small amount, and only suppressigrossible. Nevertheless,
these experiments already show, that the variation of tleetsgd phase has an in-
fluence on the isomerization reaction. The goal is now to dwtnate that adaptive
femtosecond quantum control is able to effectively corttielcis-transisomerization
of a complex molecule in the liquid phase. As already disedsdbove, the pump pulse
is sent through a femtosecond pulse shaper capable of pngdemmplex laser pulse
shapes by spectral phase modulation. An automated “leploap” is then employed,
where an experimental feedback signal from the physicalrababject itself guides
the evolutionary algorithm to find laser fields optimized tioe control task.

In the present case, as feedback signal the ratmsasomers in the ground state
after the photoisomerization process to the amount ofaifytiexcitedtransisomers
(i.e., the relative reaction yield) has been chosen. Torohte these quantities, the
transient absorption signal at the two wavelengths of 40Ganch460 nm at a given
specific pump-probe delay time has been recorded. The puaige plelay time during
the optimization experiment was set to 20 ps, because kankients show only small
changes at this large delay time. The ratio between the gvats can be changed only
negligibly by the time-shift of the tailored pump pulse. Atitthally, an appreciable
influence of stimulated emission or absorption to higherdystates is limited to very
early pump-probe delay times and therefore is negligible pamp-probe delay time
of 20 ps (see Section 4.5.2).

By employing the automated learning loop, laser pulse shegsdetermined which
enhance or reduce the isomerization reaction. The evalafithecis/transratio as a
function of generation number is shown in Figure 4.16 fortthe cases of enhance-
ment and reduction of isomerization. Each data point isvieesge of the ten best laser
pulse shapes of the generation. In order to monitor thelgyabf the experimental
conditions an unshaped laser pulse is applied after eadraen of the evolutionary
algorithm. The statistics of this reference measurementar times smaller than in
the case of the shaped laser pulses.

In the case of maximization of th@s/transratio, i.e. the enhancement of the iso-
merization, the evolution of the optimization is shown igiiie 4.16A. Thecis/trans
ratio for unshaped laser pulses is essentially constanttbeetime of the optimiza-
tion (open circles). In contrast, tlees/transratio measured with modulated and op-
timized laser pulses clearly rises above that level as aifumof generation number
and converges finally to an optimum (solid circles). Thisvehithe ability to increase
the ratio between the amount @k- to trans-molecules using adaptively shaped fem-
tosecond laser pulses. On the other hand, the algorithmag@iminimize that ratio
(Figure 4.16B) as well. In this case a laser pulse shape isifthat reduces the iso-
merization efficiency.

The optimized laser fields were characterized by the XFR@Gntigue. This pulse
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Figure 4.16: A) Maximization and B) Minimization of thas/transratio as a func-
tion of iterations using an evolutionary algorithm. Theefilldots represent results
obtained with shaped laser pulses (average of the ten lbgidinals). The open dots
show the reference signal obtained with an unshaped lats that is sent after each
generation. On the y-axis of both graphs the achievable catinges for the single pa-
rameter control schemes of pulse energy (dark greywitith) and quadratic spectral
phase (light grey) variation are also shown. The pulse gnggs varied from 200 nJ
to 1125 nJ and the chirp from -750G f® 7500 f£.

characterization scheme is based on spectrally resolesd@orrelation of the modu-
lated 400 nm pulse and an unmodulated 800 nm reference saledreference [190]
and Section 2.6.2). The XFROG-traces of the optimized psitegpes are shown in
Figure 4.17A for the maximization and in Figure 4.17C for thmimization, respec-
tively.

One possibility for control might be the creation of diffetecoherent vibrational
wave packets on th® surface by the differently shaped laser pulses. Subseguirat
nature of the wave packet controls the passage through theatintersection [273]
and thereby the isomerization efficiency. However, the megsents presented in
Section 4.3 indicate that higher-lying electronic statesiavolved. One can see from
Figure 4.17A that in the case of maximization, an only sligihtodified laser pulse
compared to the unshaped one is needed to increase thiemfficeven more. The
almost unshaped laser pulse for the maximization meansateabng laser pulse is
necessary for nonlinear transitions. It may well be the tageupper potential energy
surfacesS, are reached in a nonlinear multi-photon excitation whidbved a direct
motion through the conical intersection to reachdtseelectronic ground state without
any vibrational wave packet dynamics. In contrast to mazimgi photoisomerization
the suppression of this process obviously needs a trainsef Jaulses with reduced
intensity for each of them. One possible interpretatiorhat here vibrational wave
packet dynamics in uppe${) potential energy surfaces are necessary to open an exit
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Figure 4.17: XFROG traces of the optimal pulse shapes for#@&)imizing and C) min-
imizing the ratio between thas- andtransisomer. For comparison the XFROG trace
of the unmodulated pulse is shown in B).

to thetransground state via the conical intersection. The laser pudse probably in-
duces electronic transitions between these differenteckgotential energy surfaces.
Each of the (differently) shaped individual laser pulsegcivtare still coherent to each
other, changes the vibrational wave packet dynamics arggyd

In summary, without the result of theoretical work incluglithe influence of higher
lying states, it seems impossible to accurately assigmira@ved dynamics on the up-
per potential energy surfaces. However, the optimal lagkseg still give an indication
what sort of dynamics is required for maximizing and for mizing photoisomeriza-
tion.

The results of the single-parameter variations are showraesin Figure 4.16A
and B. The bars in both cases show tlmev#idth of the standard deviation of the two
measurements, i.e. 95 % of all data points lie within thisgeanFurthermore, in or-
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der to avoid very smalirans excitation signal with low signal-to-noise ratio to enter
into the fitness function and thereby to cause physicallymmggess high values of
thecis/transratio a suitable discriminator is used as a lower thresi®ld]. This dis-
criminator is given by the lowest measurable denominatothfe signal-to-noise ratio.
Hence the experimental results clearly demonstrate thahalbly shaped femtosecond
laser pulses open up a new level of quantum control in complakecular systems.

In summary, these experiments demonstrate, that adaptivi@$econd pulse shap-
ing is able to control isomerization reactions of a complexiguaule in the liquid
phase. By optimizing the ratios of theans- and cisisomers in a multi-parameter
optimal-control experiment, it is demonstrated that isonagion efficiencies can ei-
ther be enhanced or reduced. This can be regarded as a firgbsi@ds controlled
stereoselectivity in photochemistry.

4.6 Effects of the fluorescence efficiency on the isomer-
ization

It has been shown in the previous section, that it is possibt®ntrol the isomeriza-
tion efficiency. As feedback, signals that are proportidnathe amount of excited
molecules and to the amount of produced isomers are usedmaimang question is
the influence of the fluorescence as possible decay chantie¢ @mount of produced
isomers.

C. V. Shank and coworkers have shown in 1996 for one-photarsitrans in a
high intensity regime that the amount of excited moleculepethds on the pulse
shape [275]. For the investigated system, there are pubggeshwhich causes sig-
nificantly more or less excited molecules, although theyehdentical pulse energies.
For a simple system, the amount of excited molecules willarite the total fluores-
cence yield. Therefore the quotient of the fluorescence yeethe pulse energy shows
the efficiency of a pulse shape to produce fluorescence aradiési dluorescence effi-
ciency.

The theoretical calculations suggest, that there arerdittavays on the first excited
surface, connecting the Franck-Condon region with the @bnintersection. These
ways are thought to have different oscillator strengthsespect to the ground state
surface. Therefore the fluorescence should mainly arise toe of the two possi-
ble paths. Because of this it is thinkable, that by influent¢hwginitial wave packet
in a way to enhance the fluorescence can also have an impabeasomerization
process. If the path that exhibits more fluorescence is faghuhis could result in a
lower amount of produced isomers. In this case, there is pdsgibility, that the wave
packet takes the fluorescence decay channel before reatleimgnical intersection.
The decay by emitting a photon will result in a populationtetransground state.

Furthermore there is the possibility, that the differerthpaare connected with dif-
ferent individual isomerization efficiencies that resalain average molecular isomer-
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ization efficiency. This assumption is not unlikely, beatlse conical intersection is
reached from different directions. If one of the two pathseha higher possibility
to fluoresce, the enhancement of the fluorescent channed ceslilt in a preferred
population of the corresponding path. If the paths are nomneoted with different
individual isomerization efficiencies, this could vary taeeraged molecular isomer-
ization efficiency.

To address this issue, an optimal control experiment isoped, in which the
enhancement of fluorescence is the control objective. Thmappulse from this ex-
periment is then tested by transient absorption spectpysagarding its influence on
the isomerization efficiency.

4.6.1 Experimental details

Most of the setup for this experiment is identical to the osedin the previous section.
In addition, a certain fraction of the shaped pump pulseds$ed by a microscope ob-
jective with a focal length of 10 mm into a second cell contagrthe molecule NK88
dissolved in methanol. A second identical microscope divecollects the fluores-
cence produced by the excited molecules. To avoid any $tgayfrom the pump-
pulse, the fluorescence is collected under an angle ohW@@ respect to the direction
of the pump pulse. For the same reason a 500 nm bandpass filtea WWWHM of
40 nm is used in front of the photodiode which collects thertigsoence.

A second fraction of the pump beam is monitored by anothetquihade, whose
signal is therefore proportional to the pulse energy. Thesesignals, the pulse en-
ergy and the fluorescence can be used in an femtosecondvedgp&ntum control
experiment as feedback signals. Similar to the setup in tbeiqus section, the ef-
fect of the shaped pulses on the isomerization can be tegté@utsient absorption.
Two different probe wavelengths can be independently mogat and used for further
investigation of the control mechanism (for details seetiSect.5.1). This setup is
sketched in Figure 4.18.

4.6.2 Results and Discussion

Several experiments on the optimization of the fluorescérase already been per-
formed previously [6-8]. These experiments have showrt,itha possible to find
pulse shapes which enhance or suppress the fluorescenceoté@utar system. The
experiments of the group of K. Wilson have shown that therobnmtechanism in their
case essentially bases on a higher or a lower excitationegftig, respectively, due to
an intrapulse pump-dump mechanism [6].

Own experiments using the concepts of adaptive femtosempasuostum control have
proven that it is well possible to enhance the fluorescerald wif the molecule NK88
dissolved in methanol by nearly a factor of two in compariaath the unshaped pulse.
The evolution of the ratio of fluorescence to pulse energyhigroptimization is shown
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Figure 4.18: Sketch of the setup for performing experimeotxerning the influence
of the fluorescence on the isomerization reaction. A cefft@ction of the phase-
shaped and frequency-doubled pump pulse is guided into ackdiywcontaining the
molecule NK88 dissolved in methanol. The fluorescence isrdsd by a photodi-
ode. A second photodiode records the pulse energy. Thesgigwals can be used as
feedback in an adaptive femtosecond quantum control expeti The effect of the
shaped pulse on the dynamics can be additionally measuegump-probe experi-
ment. For probing, a white-light continuum is generateddxusing a 400 nm pulse
into a sapphire plate. Pump and probe pulses are spati@lapped in a second flow
cell containing the molecule dissolved in methanol. Thebprpulse is split into two
fraction after passing the sample. This allows to monitay tifferent wavelengths
simultaneously.

as inset in Figure 4.19B. Each point is the average of the kajral individuals of a
generation. After each generation the ratio for an unshegfedence pulse is recorded
and used for normalization of the optimization curve. In tbkkowing the success
of this optimization will be shown with two additional measments. Therefore the
outcome of this femtosecond adaptive femtosecond quantmrat experiments is
confirmed by three methods. Because this optimization has Ve successful, the
optimized pulse is used for further investigations.

After the successful adaptive femtosecond quantum coexériment, the effect
of the optimized pulse shape on the isomerization reactidested by transient ab-
sorption spectroscopy. Several interesting features eaebn by comparing the two
transients at 400 nm and 460nm for both cases of excitatitnthe optimized and an
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Figure 4.19: Plots A) and B) show the influence of an optimizeldg shape for en-
hancement of the fluorescence on the transient signals atM@nhd 460 nm. As inset
of Plot B) the evolution curve of the ratio of the fluorescenzéhte pulse energy is
shown. Each point is the average of the signal of all indigldwf a generation. Af-
ter each generation the ratio for an unshaped reference gulscorded and used for
normalization of the optimization curve. An enhancemenalfgctor of two can be
achieved. The optimal pulse shape is used as pump pulse tratigent absorption
experiments. The transient signal at 400 nm (bright colans) 460 nm (dark colors)
are shown up to 25 ps for the two cases of optimized (blue) astlaped (red) pulses
in plot A). Clearly an enhancement of the absolute signal@ttimped to the unshaped
case can be seen comparing the same wavelength. In cotiieasttio of the two sig-
nals at 400 nm and 460 nm at a delay time of 20 ps remains the wée® using
optimized and unshaped pulses for excitation. Plot B) shbeitst few picoseconds
of the transient at 460 nm for optimized (dark blue) and upsdadark red) pump-
pulses. The negative signal is caused by fluorescence atlde icase of excitation
with the optimized pulse, it is strongly effected by the puhiape.
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unshaped pulse.

At early delay times, the transient at 460 nm is mainly infeexh by stimulated
emission. Since the enhancement of the fluorescence wagtingzation objective,
the stimulated emission should be enhanced as well. ThrerEfgure 4.19B shows a
cutout of the first few picoseconds of the signal at 460 nms Tigure shows the two
transients for the case of an unshaped (red) and an optirfthes) excitation pulse.
Both pulses have been attenuated to have the same pulse.ekgmye can see from
this plot, the stimulated emission in the case of the op®aigulse has a more com-
plicated structure than in the case, in which the unshapkse siused for excitation.
This results directly from the fact that the optimized putees a quite complicated
structure which exhibits in the given case a double pulse dikucture. To investi-
gate the influence of the optimization, the area that is @/éy the negative signal
(stimulated emission) is integrated. It turns out that tteman the case of excitation
with the optimized pulse is 1.6 times bigger than for the aafsthe excitation with
the unshaped pulse. Because this analysis is very diffibealtig@sult is only used to be
compared with the direct measurement of the fluorescenceoaglpd by the photo-
diodes. Nevertheless, these two different measurementstbie same tendency. This
supports the analysis of the stimulated emission on the ané &nd the success of the
optimization on the other.

The transients at 400 nm and 460 nm for a delay time of up to 2B@dgor the dif-
ferent cases of optimized and unshaped excitation pulgeshawn in Figure 4.19A.
The transient at 400 nm mainly reflects the amount of excitelécules and the one at
460 nm for late delay times the amount of produced isomemene Section 4.5.2).
To investigate the effect of the fluorescence optimizationhe isomerization the val-
ues at a delay time of 20 ps are compared. It turns out, thattiein the case for
the optimized pulse is 0.62 and in the case of the unshapese ®10.60. Within the
given signal-to-noise ratio of the measurement, this tianaof less then 4% cannot
be accounted for a change in the isomerization efficiency.

Additionally it is very interesting to analyze the ratio ¢fet amount of produced
transisomers to the pulse energy which is as well measured forxpergnents. As
already visible from Figure 4.19A, the amount of producemiriers is higher in the
case of using the optimized pulse for excitation comparethéocase of using the
unshaped pulse. From the exact evaluation it turns out ligatdtio is enhanced by
a factor of about 2.1. Because the isomerization efficienoye&ly unchanged, this
value is carried forward to the amount of initially exciteslecules. This can also
easily be seen in the plot for the case of the 400 nm transiérg.evaluation agrees
very well with the fluorescence optimization result whichayields a factor of 2 for
the enhancement of the fluorescence.

The measurements have shown by three different methodshiadtuorescence
yield has been successfully enhanced. The transient dlmsogxperiments have
proved that the amount of produced isomers and the amourtivéd molecules is en-
hanced by the same factor. This allows the conclusion tleastimerization efficiency
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is not altered for the case of enhancing the radiative delcagreel.

4.7 Conclusion

The presented experiments have shown the versatility ofrtbkecule NK88. The
dynamics of this molecule dissolved in different solverasdnbeen investigated by
transient absorption spectroscopy in a wavelength regiam 360 nm to 950 nm.
The excited state dynamics were additionally observed lyydkcence upconversion
spectroscopy. Moreover, the influence of the concentratiothe steady state spec-
trum was investigated. In cooperation with F. Santoro andnffarbta a conclusive
description of the molecular dynamics could be obtaineca fhleoretical calculations
and the experimental results show dynamics on two time saalethe first excited
potential energy surface after excitation. These two ticses are attributed to two
different reaction paths. On one, the symmetry is brokeheeaon the other later.
After decaying through the conical intersection the mdiecan either decay back to
the thermodynamically most stalitansground state or to the product isomers. In the
most likely model two product isomers are assumedgcthand thed-cisform. Since
both lie energetically higher, the population finally redaxback to theérans ground
state. From a general point of view the work on the dynamicsvstthat a critical and
joined use of different experimental and theoretical apphes is necessary to get a
realistic picture of very complex phenomena, such as théodwmnerization of a large
molecule in the condensed phase. Furthermore, though reatyrés can be assessed
only by true dynamical theoretical computations, the réa€lwances in time-resolved
spectroscopic techniques and in quantum mechanical catnqmel methods make the
understanding and the fine tuning of excited state processeaistic goal.

Based on this information about the molecular dynamics, dagptve femtosecond
guantum control experiments with the objective of altetimgisomerization efficiency
were performed. Both enhancement and suppression of theiszation yield have
proven to be possible. In an additional experiment the femaece efficiency was in-
creased by adaptive femtosecond quantum control. Thessunegaents have shown
that the optimal pulse shape for enhancing the fluorescere®mbt influence the iso-
merization process significantly. The obtained optimaatiesults show that adaptive
femtosecond pulse shaping can be applied to many challengésysical, chemical,
and biological research where isomerization reactionsfwveal importance.



Chapter 5

Bacteriorhodopsin - an important
Isomerization in nature

The importance of isomerization to many processes in physiemistry and biology
has already been stressed in the previous chapters. Thogecmaainly deals with the
spectroscopy and control of the isomerization processedrvénry complex biological
system bacteriorhodopsin. The fundamental informatianttics system is already
introduced in Section 3.3.2.

The photoisomerization of retinal in bacteriorhodopsinrasal step for proton-
pumping has been subject to many publications as soon asréisatution became
short enough to resolve the dynamics (see [31,276] ancerefes therein). The retinal
molecule is able to form several isomers suc®-ass 11-cis 13-cisor all-trans. The
thermodynamically stable ground state as well as the dffigi®f the isomerization
to each of the possible isomers is strongly dependent orutiheusding environment.
Both the selectivity as well as the efficiency is poor in sotgesuch as methanol.
Starting from theall-trans form, it isomerizes with 6 % to th&l-cisand also with
6 % to thel3-cisform [69, 277]. In contrast, embedded in the protein enviment
of bacteriorhodopsin the isomerization efficiency from thermodynamically stable
all-transform to thel3-cisform is 65 %, while 35 % relax back to tlad{-trans ground
state. The situation for retinal embedded in rhodopsinsystem responsible for the
visualization process in the human eye, is similar. In thise; the educt isomer is the
11-cisform which isomerizes with a quantum yield of 67 % to @iktrans geome-
try [34, 278]. This shows that the protein environment makesphotoisomerization
both highly selective and efficient.

Optimal control has shown, both experimentally and thecally, to be able to
change the quantum yield of many different processes [28,9.@®1, 109-112, 221,
228-233]. These include investigations in the gas phasehssvin the liquid phase.
Most of the investigated systems have been of small or mediama Recently, the
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group of M. Motzkus published a work on a highly complex sgstef biological
importance [9]. In this experiment, it has been shown thatehergy flow in the
light-harvesting antenna complex LH2 from Rhodopseudoma@wadophila can be
controlled. It turned out that the energy transfer coulddmuced by optimal shaped
laser pulses in a coherent manner. An increase of the ermamggsfér could not be ob-
served.

As seen in Chapter 4, itis possible to enhance or reduce theeigation efficiency
of a medium-complex molecular system dissolved in methHrid]. In this case, the
molecule is not embedded in an environment already optoni®enature for a cer-
tain problem, as in the case of LH2. Therefore, it is veryriegéing to investigate the
combination of both aspects, the control of the isomeragifficiency and a complex
system relevant for nature.

First steps towards this goal have been performed by diftggemp-dump-probe
schemes [95, 279, 280]. The corresponding experimentsdiexen that it is possible
to reduce the isomerization efficiency [279, 280].

In this work the traditional pump—dump—probe method is ioved to a pump—
shaped-dump—probe scheme to control and investigate olatedtynamics. In a dif-
ferent context, shaped Stokes pulses were used to achiselagtive ground-state
population within coherent anti-Stokes Raman spectros{2giy, 282]. In the pump—
shaped-dump—probe scheme, the dump-pulse frequency sercho lie in the near
infrared to have the chance to influence the isomerizationgss at a point where the
ground state surface and the first excited state surfacdase o each other. This is
the case near conical intersections which are thought to goleessential role in the
isomerization process of retinal in bacteriorhodopsireréfore, with this scheme, the
influence of a tailored laser field on the isomerization dymeanslose to the conical
intersection can be investigated. This method tries taodyore active control schemes
which are often employed in theoretical studies (see Ch&x@r In these cases, the
laser field guides the wave packet all the way to the desiredimt channel. With these
concepts it has been possible to successfully influencestimedrization efficiency in
computational model systems of bacteriorhodopsin [228].

An illustrative example for this improved pump—shaped-guprobe scheme is
shown in Figure 5.1. There, the molecule is excited by a puntgeresulting in a wave
packet in the Franck—Condon region of the first excited-g&jgpotential energy sur-
face. This wave packet evolves under the influence of thaezksitate Hamiltonian.
At the conical intersection the wave packet can propagatie toethe ground states().
The probability for populating different product configtioms on the ground-state po-
tential energy surface is directly related to the dynamid¢kerconical intersection. In
the displayed example, the decay occurs with a certain pilityaeither to the right or
to the left well of the ground-state potential energy swefatich agis or trans struc-
tures in the case of an isomerization reaction. The shap¢hanklocity of the wave
packet close to the conical intersection depend on themafuheS; potential energy
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Figure 5.1: A) Potential energy surface scheme for a typiwakecule. Aftergy— S
excitation by a pump pulse, the induced wave packet moves tine Franck—Condon
region (FC) to the conical intersection (Cl), where it can gduzck to thesy potential
energy surface. With a certain probability, either molacwonfiguration A or B is
populated. B) Pump-shaped-dump—probe sequence. In timgpéxahe shaped dump
pulse (red/hatched) is delayed bywith respect to the pump pulse (blue/dark gray).
The impact of the dump pulse, i.e. the final population in ganftion B, is monitored
by the probe pulse (green/light gray), which arrives at ataelayt, > 1, after the
pump pulse.

surface.

In order to study and control the excited-state evolutiamgrqum control with a
shaped dump pulse is implemented. This has the potentiafloéncing the dynamics
in the vicinity of a conical intersection, which is of essahimportance to the final re-
action outcome. The end result is measured by an additimneldelayed probe pulse.
With adaptive quantum control the optimal shape for the dpoipe can be obtained,
and together with systematic variations of parameterizedglpulse shapes, informa-
tion on the potential energy surfaces close to the conit¢aisection can be deduced.
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Hence, the pump—shaped-dump—probe scheme allows botbvetpoptimal control
experiments and provides a better understanding of théeelxstate time evolution of
the system under study.

The first part of this chapter will introduce different mosléhat can be found in the
literature which try to explain the early time dynamics. tidaion, the spectroscopic
signals, as relevant for the experiments, are presente@. s€bond part will show
the results of the improved pump—shaped-dump—probe sghesmetroduced above.
Two aspect are illumined: the potential of shaped dump gulsextract information
about the molecular dynamics on the on hand and the capabiléfficiently control
reactions on the other hand. Finally, the third part denrates first attempts to control
the isomerization efficiency by shaping the excitation eulshe excitation will take
place into a higher-lying excited state. The higher densitgtates in this regime is
connected with an increased number of conical intersextidiinis opens alternative
reaction pathways that can be accessed by optimal desigogdt®n pulses.

5.1 Dynamics and spectroscopic signals

The very first step of the isomerization of retinal determitiee dynamics for the rest
of the photocycle of bacteriorhodopsin. Because of this n@nce, the first steps of
the photocycle have been subject to many publications. eStime first experiments
on the ultrafast dynamics of bacteriorhodopsin, four défe groups of models have
been developed, trying to explain the big variety of diffarexperimental observations
(see Figure 5.2). Model 5.2A and B are the oldest and most amtynused models

to explain different experimental results. They principdliffer in the fact where the

vibrational equilibration takes place after the molecuds been excited by a photon
of the proper wavelength. In model A the equilibration hapgpelready on the first

excited surface while in B the equilibration mainly takeaga in the ground state.

In these both models, the excited state surface is “reda@leag the isomerization
(torsional) coordinate and drives the photoexcadletrans isomer towards thé&3-cis
product isomer along a barrierless path. The stimulatedsan decays on multiple
time scales, with decay times of about 200 fs and 1 ps [22@&.t&mporal behavior of
the stimulated emission additionally changes with the \emgth region in which the
signal is monitored. A similar behavior can be seen in thétedstate absorption. In
addition, the earliest absorption bands in the vicinityhaf photoproduct absorption at
625 nm also appear with a multiexponential rise function kize a significant contri-
bution corresponding to a decay time of about 500 fs or 1e8s2®3]. This led to the
conclusion that the isomerization essentially takes plaitiein the first 500 fs. The
200 fs time scale was accounted for a damped torsional maowemoi of the Franck-
Condon region. The succeeding state is nadgelspecies and is populated within
500 fs. This one finally decays to tlkggg-Sstate with about 3.5 ps. ThH&gg-State can
be identified as the ground state of ttf&cisphotoisomer.
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Figure 5.2: Different models that have been used in thealitee to explain the molec-
ular dynamics of bacteriorhodopsin. A) In this most ofteadisvo-state overdumped
model, the isomerization is essentially finished after 50 fwhich the intermediate
stateJgos is populated. Thdgos-state decays with 3.5 ps to thggg-state. Model B)
differs from A) in the fact that the vibrational equilibrati is assumed to take place
already on the first excited surface. Also the relaxatiolway is mostly determined
on the excited surface. In C) recent theoretical results feadtwo-state two-mode
model (a stretching and a torsional mode). conical intéi@eaenotes the conical
intersection, SP a stationary point and FC the Franck-Comelgion. Model D) in-
corporates experimental findings that indicate the excgtef a small barrier. This
is explained as a result of nonadiabatic coupling betweerfitst two excited states.

(taken from [227]).
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The exponential behavior can in principle be explained Iffedint curvatures of
the excited surface within the Models A and B. Further expents with different ex-
citation wavelengths [283], and older experiments at thif temperatures (see [69]
for a review) indicate that a small barrier could exist onftrst excited surface. These
experimental results led to the model 5.2D.

This model tries to explain the existence of a small barriith whe help of strong
nonadiabatic coupling between the first two excited stdtethis case, thdg,s-state
is thought to be on the first excited surface, close to a pdi@re/the ground state sur-
face and the first excited state surface come very close toaher and thus facilitate
an efficient decay to the ground state [227].

Nevertheless, more recent studies on the temperature diepes of bacteri-

orhodopsin’s excited state lifetime again support a bdess nature of the retinal ex-
cited state at physiological temperatures in contradictimthe earlier results [284].
These earlier results were based on steady-state spepyosad time-resolved spec-
troscopy with a time-resolution of 30 ps and could be exgdiwithin the new ex-
periments. Two time scales appear at very low temperataréast dominant one,
remaining basically unchanged as a function of temperaturd a slower one. The
latter could be responsible for the older observations.
Theoretical calculations including a further coordinaiettie already employed tor-
sional coordinate, namely the high frequency stretchiegd lto a new model, called
two-state two-mode model (Figure 5.2C). The studies indittat no avoided crossing
is likely to occur [285]. Nevertheless, these calculatishew that there is at least a
plateau or even a small barrier on the first excited surface.

None of these models succeeded in explaining all experahéndings [227]. Es-
pecially, differences in the stimulated emission spectama the fluorescence upcon-
version spectrum can not be explained. This shows that iti@ imolecular dynamics
is far from being simple and can not be explained in strongtuced schemes. Many
different modes and electronic states have to be accoumteder to describe the early
time kinetics properly [227]. A model explaining the digoaacy between the stimu-
lated emission and the fluorescence upconversion speatnpires aCHs rock mode,
a hydrogen out of plain (HOOP) vibration and a torsional modéthin this model
the different absorption bands are situated in such a waythbkastimulated emission
is partly canceled by the HOOP absorption. This model is shiowFigure 5.3 as a
sketch.

Commonly, light at 568 nm is used for the excitation of bacrodopsin, because
this wavelength corresponds to thketrans § absorption maximum. Irradiation with
400 nm light results in excitation to the third excited sugf&; [283]. Most of the
dynamics is comparable to the case of excitation at 570 nih, tive exception of a
slight shift of the rise times of thés,s-state to a clear double exponential behavior
with 150-200 fs and 1600-2500 fs, respectively. In addjtmnew absorption feature
peaking at 740 nm arises. On the one hand, this can be adibatvibrational hot
molecules on the first excited surface after the nonradiatecay from th&s to the
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Figure 5.3: Sketch of the two-state many modes model addpiedreference [227].
This model is capable to explain the discrepancy betweestimeilated emission and
the fluorescence upconversion spectrum. The used moddweares rock, the hydro-
gen out of plain (HOOP) vibrations and the torsional mode.s&#ds for stimulated
emission. In this model, the molecule gets excited to th@d¢k&ondon region and
from there the wave packet moves to tHestate. Then, either thiggg-State are the
Je2s-State is populated. From the first one radiative decay tallHeans ground state
is possible. From the second one radiative decay t@liians ground state is pos-
sible as well, but also the population of tKggg-ground state. During this step the
torsional modes become important and thereforekidyg-state has alread/3-cisge-
ometry.

S surface which takes place in less than 50 fs. On the other, lthadshape of the
emission spectrum is also likely to be changed, so that thative contribution to the
complete absorption signal at the questionable waveleoigfidO nm is reduced and
an overall absorption emerges [283].

Three-pulse experiments have shown thatShstate relaxes even faster when pop-
ulated nonradiatively from th&, rather than directly byy — S excitation [95]. The
same experiments lead to the conclusion that the relax&tom a higherS, state is
likely to end up in a different stat& which is close to the state on ti& surface
reached by direcg — S excitation, but not identical to it. Although there are et
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Figure 5.4: Transient absorption signals of bacterioripgdoexcited at 400 nm. At
the probe-wavelength of 660 nm the signal is dominated byJthend the K-state
absorption. At 590 nm in addition to these contributiongréhis a signal with an

opposite sign which can be assigned to pump-depletion. Xtieed-state population
can be monitored with the help of the stimulated emissiorbatr8n or above.

differences in the dynamics concerning the cases of eiantat 400 nm and 568 nm,
the quantum yield of the reaction does not change signific§23].

In the experiments concerning bacteriorhodopsin in thiskywexcitation is also
carried out at 400 nm. One reason is that this wavelengthsi$yezbtainable by the
laser system used for the experiments in this thesis. Anodason will be given in
Section 5.3. The experimental transients for the transibsorption signals at probe-
wavelengths of 590 nm, 660 nm and 850 nm are shown in Figurél'gse transients
are capable to give the necessary information for the diskperiments.

As seen above, all models agree that the population df3hasground statelsgo-
state) takes place with about 3.5 ps. The absorption signili state can still be
monitored at 660 nm although the maximum of the absorptiat 590 nm. At the
same wavelength of 660 nm also thgs-state contributes to the complete molecular
absorption, although having its maximum at 625 nm. But sihtestate decays with
3.5 ps, this signal has only a non-negligible contributibttha first few ten picosec-
onds. Therefore the transient signal at 660 nm at late detegstis proportional to the
amount of produced3-cisisomers.
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Figure 5.5: Sketch of the setup for the pump—shaped-duropepexperiment. The
800 nm dump pulse can be phase-modulated with the help ofsepiray pulse shaper.
The pump pulse is frequency-doubled in a nonlinear crysikallinearly recombined
with the shaped dump-pulse. By focusing a small fraction ef800 nm beam into a
sapphire plate a sufficiently broad white-light continungénerated that can be used
as probe pulse. The probe pulse on the one hand and the purapagretl dump-pulses
one the other hand are spatially overlapped in the sampfierémt probe wavelengths
can be selected by a monochromator after passing the sample.

The decay time of th&sgg-state itself is known to be in the microsecond regime
and thus for time delays accessible in the presented exestimo significant decay

due to theKsgg-state depopulation is observable.
The transient at 590 nm has two overlapping contributionditérent sign: the

Je25- and theKsgg-state absorption, but also the bleach signal fromathrans ground

state which dominates at early delay times.
Finally, the excited state population can for example beitoced at wavelengths

equal to 850 nm or higher by stimulated emission.
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5.2 Reducing the isomerization yield by active control
schemes

5.2.1 Experimental details

To realize a pump—-shaped-dump—probe control scheme, thhenB8Qoulse is split up
into three fractions. The first one is used for generating @enllght continuum by
being focused into a sapphire disc. This white light contimwcovers all desired probe
wavelengths necessary for the experiment. The secondbinastfrequency-doubled
in a 300um LBO crystal to generate pulses centered at 400 nm. The poégye
was attenuated to at most 500 nJ. These pulses were usedteoteganolecules. The
third fraction is shaped by a liquid crystal display spdtgit modulator within a zero-
dispersion compressor and is then recombined collineattytihe 400 nm pump pulse.
This 800 nm pulse acts as a shaped dump pulse. If no phaseatiodu$ applied to
the pulse shaper, the 400 nm pump pulse and the 800 nm dungquédap not only
in space but also in time. Both the pump and the shaped dumespals focused by
a 200 mm lens into the sample. The probe pulse is spatialljap@ed with the pump
and the shaped dump pulses after passing a 150 mm lens. Teeguise has an angle
of 10° with respect to the pump and the shaped dump pulses.

After passing the sample different wavelengths can be welenut of the white
light continuum of the probe pulse by a monochromator. Thaydeetween the probe
pulse on the one hand and the pump and shaped dump pulses athéhéand can
be modified by a computer-controlled delay stage. This sistshown as a sketch in
Figure 5.5.

Light-adapted bacteriorhodopsin is used as a thin film (sge[286]). The sam-
ple has been purchased from Munich Innovative BiomaterM&tjnsried, Germany)
containing the wild type of bacteriorhodopsin in a film ofdeékan 10Qum thickness
with approximate optical densities of 1 at 570 nm and 0.250&t @m, respectively.
This sample is both perpetually rotated and translated peaially designed sample
holder to probe different portions with each laser shot anavbid thermal heating of
one spot in the sample (see Appendix A.4).

5.2.2 Reverse control by pump—-shaped-dump—probe scheme

The pump-shaped-dump—probe scheme can be used to efficienttol reactions and
to extract information about molecular dynamics. In thissection these two aspects
will be demonstrated for the molecular system retinal intdaarhodopsin.

Since the characteristics of excited-state potentialggnsurfaces determine both
photophysical and photochemical processes, it would bieatiés to use the power of
pulse-shaping technology for specifically studying extisgate dynamics. In order to
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Figure 5.6: A) Stimulated emission at 900 nm andl1B}cisproduct isomer yield at
660 nm without a dump pulse (black) and with a bandwidthiahidump pulse (red)

set to a delay time of 200 fs.

facilitate such analysis, the usual quantum-control place is reversed: instead of
looking for optimal excitation starting from the groundtsteoptimalde-excitations
seeked starting from the excited state. Hence the propatithe excited system can
be studied more directly, retaining the capabilities ofpgthpulse analysis. The idea
is that the optimally shaped de-excitation pulse (dumpguisntains information on
the propagating excited-state wave packet and thus on #yeeshf the excited-state
potential energy surface.

Here, the molecule is excited at 400 nm which causes anlitiéiasition to the
S3 potential energy surface [283]. As shown by the group of R.H3t@asser, non-
radiative decay to th&, potential energy surface takes place in less than 50 fs [283]
From there, after propagation &, the wave packet returns to the ground-state po-
tential energy surface via a non-radiative transition. lFamdwidth-limited excitation
pulses, thall-transisomer is repopulated with a quantum efficiencyx085%, while
the 13-cisisomer is produced with: 65% [34].

The amount ofL3-cisisomers could in principle be monitored by the absorption of
theKsgg-state at 590 nm. As already stated in the previous subsedatiorder to avoid
ground-state bleach contributions from tr@nsspecies, which are present at 590 nm,
the probe wavelength is setto 660 nm instead. Therd,3has Ksgg-State still absorbs,
but notransground-state bleach occurs. In the same wavelength regiamecursor of
theKsgg-State, labeledg,s-state, absorbs as well. However, this intermediate stde h
a lifetime of about 3 ps and therefore a non-negligible agbation is only visible at
early delay times.Thus the probe delay is set to 150 ps foctwhie signal is directly
proportional to the amount of producé&8-cismolecules [227, 283, 287].

Employing a bandwidth-limited dump pulse at the correctetuohkelay can efficiently
dump a certain part of the excited state population. Ndgutis influences the time-
dependent signal of the stimulated emission, since it ipgnt@nal to the excited state
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population. The stimulated emission probed at 900 nm is showigure 5.6A for the
cases with (red) and without (black) dump pulse. The timayd&r the dump pulse
with respect to the pump pulse was set to 200 fs by applying@esponding linear
spectral phase onto the dump pulse. This results in a shdtéo delay times. From
Figure 5.6A it can be seen very well that a certain part of teted state population
is transferred by the dump pulse into other states that dumesce at 900 nm. The
transient signal drops significantly after the dumping act.

If a dump pulse at 800 nm is employed, both excited-staterpben (5 — S,) and,
to a larger extent, stimulated emissid - &) can occur. Therefore, a certain frac-
tion of the population is transferred from tBestate to thall-transground state. As a
consequence, the initially excited molecules which hawnlumped to thall-trans
ground state cannot reach thgyg-state anymore, so that the dump pulse significantly
influences the photoisomer yield, as illustrated in detaithe groups of P. A. Anfin-
rud [280] and S. Ruhman [279]. This can be visualized, if tlamgrent absorption
signal at a wavelength of 660 nm is monitored, where Kggy-state absorption is
dominant [287]. This signal shows that the population ofkg&y-state is also affected
by the dumping process (see Figure 5.6B). Thus, employingvgduulse alters the
isomerization efficiency.

In the experiments, presented here, shaped dump pulsesedletas manipulate
molecular dynamics. In a first step, the mean temporal posif the wave packet
in the dumping region is determined by scanning the firseogpectral phase of the
dump pulse, shifting it in time (Fig. 5.7A). Attime zero, themp and the dump pulses
have full temporal overlap in the sample. For negative (p&ilinear spectral phases
the dump pulse comes before (after) the pump pulse. Depgodithis parameteriza-
tion, the amount of producelB-cisisomers (probe signal at 660 nm) is measured. As
can be seen from Fig. 5.7A, most effective dumping (i.e. sgaproduct absorption)
in the case of bandwidth-limited pulses occurs at a delag tfnabout 200 fs with
respect to the pump event.

In the second step, the amount of produ@8dcisisomers is measured in depen-
dence on second-order spectral phase of the dump pulsea Vixid additional setting
of 200 fs for the previously optimized first-order phase (FgB). The sign conven-
tion is such that negative values of second-order spedteggcorrespond to negative
temporal chirp, i.e. higher frequencies preceding lowearsonThe dumping yield is
highest for unchirped pulses, but furthermore an asymnweiity respect to the sign
of second-order phase is visible, indicating the shape e@pthtential energy surface
difference betweelyy andS;. The dumping yield for negative chirps is higher, i.e.,
the 13-cis product absorption is lower, than for corresponding pesithirps. This
reflects the energetic separation betweerSihend S, potential energy surfaces in the
transition region accessible with dump pulses at 800 nm laadjiven spectral band-
width. While the wave packet evolves &, the gap toS is getting smaller, so that
negative chirps can dump more efficiently. This interpretais in analogy to chirped
laser pulse excitation, but instead of intrapulse dump@¥g 275] with separate pump
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Figure 5.7: Transient absorption signal (400 nm pump, 80@amp, 660 nm probe,
150 ps pump—probe delay) which is proportional to the amodiiroduced13-cis
isomers. A) Absorption difference in dependence on the-dirder spectral phase of
the dump pulse. B) The same signal as a function of the secalet-spectral phase
(i.e., linear chirp), with an additional linear phase offfse200 fs. Figure C) shows the
same signal again, but for the third order spectral phadeamtadditional linear phase
offset of 200 fs. The curves are normalized to the signal ieve absence of a dump
pulse. D) Sketch of laser pulse with a third order spectrabgfof 16 fs2.

and chirped dump pulses. Due to the second-order spectiaepthe dump pulse is
also stretched in time, so that the shaped dump pulse stamigetlap with the pump
pulse, and parts of the dump pulse might arrive too early toplthe wave packet
(thus reducing the dumping yield). However, this effectidtidoe identical for pos-
itive and negative chirps for the given laser bandwidth dngtdoes not explain the
observed asymmetry. Therefore, the potential energy sudéiference close to the
conical intersection can be inferred from the spectral phasiation data in Fig. 5.7.
Calculations are currently performed in order to obtain aengprantitative analysis.
Similarly to the variation of the second-order spectralgade third-order spectral
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Figure 5.8: A) Evolution curve for optimizing the dumpingesit. Each data point
represents the average of the transient absorption sigd@inm pump, 800 nm dump,
660 nm probe, 150 ps pump—probe delay) of the ten fittest ichatds of one gener-
ation. The dashed line indicates the signal level of a badihalimited pulse with a
linear spectral phase of 200 fs. B) The resulting temporahisity profile of the op-
timal pulse as calculated from the phase mask pattern, bealf-referencing pulse
characterization methods like FROG, SPIDER or MIIPS givenfimrmation about lin-
ear spectral phase, which is important in the experimerudised here. The position
of the pump pulse is indicated in gray.

phase is varied in addition to a linear phase offset of 200Afs.can be seen from
Figure 5.7C, the dumping yield is higher (and therewith thedpct absorption lower)
for positive values than negative values of the third orgexctral phase.

In the case of the third order phase, for negative valuestaop#ire shaped-dump-
pulse intensity is temporally shifted to times before theit@tion by the pump pulse
occurs. Therefore, it can not contribute to the dumping @secFor positive values the
temporal broadening results in a less effective dumpinghdtdgh third order phase
leads to postpulses that arrive at times where dumpingligessible (see example
in Figure 5.7D), the total effect of such pulses is still deraihan for an unmodulated
pulse of same energy at 200 fs. However, these postpulse®o#ibute to the dump-
ing process in contrast to prepulses that are more than 2068fdse the main pulse.
This explains the asymmetry in the third-order spectrakplszan.

Now the effect of different dump pulse shapes with higheregality and flexibility
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by using adaptive control is discussed. This concept is eyapl with the objective of
minimizing thel3-cisisomer yield as the fitness function in an evolutionary atgan.
All 128 pulse-shaper pixels are varied independentlyisgftom a random distribu-
tion, and hence the algorithm is unbiased with respect toexpected wave-packet
evolution. The fitness in dependence on generation numbgr 3BA) shows that
the evolutionary algorithm successfully finds pulse shdpatare better adapted to
the control objective than the random pulse shapes of thegrgeration. The dashed
horizontal line represents the level of the signal for a bdadth-limited pulse with a
linear spectral phase of 200 fs as inferred from Figure 5.7A.

The temporal intensity profile of the optimal pulse shapg.(bi8B) is an almost
transform-limited pulse whose maximum is shifted in timbeDptimal delay for most
efficient dumping is consistent with the linear spectralgghscan (Figure. 5.7A. One
can conclude that best dumping results can be achieved bgrarsar-bandwidth-
limited dump pulse at a delay time of about 200 fs after thétation.

The experiment is repeated in a second base for the speb#asé pin which coef-
ficients of a Taylor expansion of the spectral phase up to ttieref four are used as
individuals. Again a nearly bandwidth-limited pulse skdtby 200 fs was found to
dump most efficiently.

The results from the optimal control experiment indicatat teven for a complex
molecular system like bacteriorhodopsin, the wave-padyeamics can be fairly sim-
ple. The initial temporal width of the created excited-stative packet is determined
by the width of the pump pulse. During propagation on$hpotential energy surface,
the wave packet might get dispersed or even subdivided thrdfuelongated if a barrier
were present. The unmodulated dump pulse exhibits the sssmgotal width as the
pump pulse. Thus, an appreciable change of the wave paclegdhbe time between
the pump and the dump pulse should affect the pulse shapd fio@am optimal control
experiment. The corresponding dump pulse shape is ratigteseind in comparison
to Figure 5.7A, the dumping yield does not significantly eectéhe values of the linear
phase scan. It can be concluded that the wave packet renssitsilty unchanged un-
til it reaches the Franck-Condon region where most effectivaping is possible with
the 800 nm pulses. Using pulses in other wavelength regiodashorter duration
promises to gain additional insight into the molecular dyies.

In summary, a quantum control pump—dump—probe scheme wasrdtrated in
which the dump pulse is additionally phase-shaped. In ashto other approaches
in which the initial excitation field is modulated, the copt@resented here enables
one to manipulate the dynamics at a later time when the decs$ep for the reaction
under study actually occurs, for example near conical setetions. This opens the
possibility to control photochemical reactions more effittly.

Specifically, thdrans-cisisomerization reaction of retinal in bacteriorhodopsirswa
controlled with this pump—shaped-dump approach. The tiagubptimal dump pulse
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structure for this complex system is surprisingly simplel é&ads to the qualitative

conclusion that the excited-state wave packet is stillegadmpact in the dumping
region. In general, the technique demonstrated here pewachandle on the control
of complex systems with a broad spectral distribution afigréons, but it also allows

retrieving information on the shape and evolution of extis¢éate wave packets and
underlying potential energy surfaces.

5.2.3 The pump—dump-repump—probe scheme

In different theoretical publications on the control of tls®merization efficiency,
pump-dump-repump-probe schemes were proposed to havaphbility to even in-
crease the isomerization yield [98, 228]. The principle lbesn already been sketched
in Subsection 3.4 and has been theoretically demonstratedxactly the system,
which is of interest here [228]. Briefly, the pump pulse creadewave packet on
the first excited potential energy surface. This wave paitkéten dumped to the
ground state with a energy close to the top of the potentialdsahat separates the
two isomers. Therefore, to a certain time a non-negligilale pf the wave packet can
be in the product isomer region. There, it can be transfeiwdatie target state by a
rapid repump-dump process, which can in principle be redlizith a single pulse of
sufficient broad spectrum by intrapulse dumping. In theofeihg this pump-dump-
repump sequence is tested systematically by employingemldouble pulses after the
excitation step.

Colored double pulses can be produced by applying a lineaepioea certain part
of the spectrum according to (see also Section 1.9):

@(w) =UnitSteg+(w— (aw— dw)) - AS- (w— (wp — dw)) (5.1)

In this equatioMS is the spectral phase slope. In contrast to the expressrainéo
double-pulse generation in Section 1.9, this time the spleghase slope is the pulse
separation and not only half the value. To differentiateMeen these two cases the
letter Schosen.ay — dw is the breakpoint frequency, at which the transition from th
unshifted to the shifted part of the spectrum occlWsitStex) is the step function
with O for x<0 and 1 for x>0. The positive argument within tienitSte pfunction
results in the shift of the blue part of the spectrum, whileegative argument shifts
the red part. The other part’'s spectral phase is set to aaminstlue of 0. Therefore
this part remains unshifted. Measuring the system’s respdor such double pulse
shapes, whose relative amplitude and pulse separatiostemsgtically varied, results
in a fitness landscape. This fitness landscape can provigieriafion about the molec-
ular reaction dynamics and in the present case informabontahe sensitivity of the
isomerization reaction of retinal in bacteriorhodopsiptwnp—dump—repump control
mechanisms.
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Figure 5.9: A) and B) show the change of the product isomedyasltransient signal
at 660 nm at a delay time 150 ps for different colored doublsgsu The breakpoint
wavelength controls the spectral width of the individudlses and the phase slope the
temporal distance. In A), the red part of the spectrum is fade200 fs after the pump
pulse and the blue part is further delayed while the sitmaitioB) is vice versa, as
indicated in the sketches underneath the data plots.

Figure 5.9 shows the outcome for these two cases in depeaderdifferent break-
point wavelengths and phase slopes. Additionally, againeat spectral phase offset
of 200 fs is applied. Also measurements without additiomadr offset imposed onto
the spectral phase have been performed. However, in bo#s @asincrease of the
isomerization yield compared to the case of no dump pulsklcwmi be achieved.

As can be seen in Figure 5.9, most effective dumping can beahin the case
that both pulses are centered at 200 fs after the pump-acbr€akpoint in a region,
where the spectrum of the laser pulse has only a small ardplitinere will basically
be only one very intense pulse. If the breakpoint moves todinéral wavelength of the
initial unshaped pulse, two pulses of the same height withleeesult. In Figure 5.9A
the red individual subpulse is fixed at 200 fs after the pumisgand the blue one is
delayed. Most efficient dumping is achieved for breakpoattabout 790 nm which
means that the unshifted pulse contains most of the avaitbblitude. For a break-
point at 810 nm, only if both pulses overlap, efficient dungpatcurs. Otherwise if
the second more intensive pulse is delayed, the dumpind sapidly drops. This sit-
uation is identical with the first order spectral phase scaRigure 5.7A. In general
from Figure 5.9 it can be seen, that a lower dumping yieldéeired when the break-
point wavelength is chosen in such a way that the fixed pul28@fs has only a small
amplitude.

In contrast to the theoretical predictions, the produdtyinever rises over the value
for the case of no shaped-dump pulse. Therefore it is trieddease the product
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yield by adaptively shaping the dump pulse with the contlgéotive of maximall3-
cisisomer yield. If more complicated pulse shapes such as aeaghirepump pulse
or triple pulses of different central wavelength are ablentwease the product isomer
yield, such a solution should be discovered by using adapémtosecond quantum
control. However, the learning algorithm failed to find aggushape, that can enhance
the product isomer yield and therewith the isomerizatidiciehcy.

The results of the adaptive femtosecond quantum contra@rexents and the sys-
tematic scans using colored-double-pulse control-laayuss can be due to different
reasons: It could be possible, that the spectrum of the shaplse pulse is not suffi-
cient broad to fully realize the proposed pump-dump-reptonghe system retinal in
bacteriorhodopsin as discussed in the beginning of this&ilmn. Another explana-
tion can be given in agreement with the observations of amaptontrol experiments,
performed by the group of M. Motzkus for another biologicgtem. There the max-
imization of the energy transfer in the light harvestingesuma complex LH2 failed as
well. This can indicate that further improvement by sha@esit pulses of a reaction
that has already been optimized by nature is not possifle. [9

5.3 Reducing the isomerization yield by shaping the ex-
citation pulse

In the previous section, a novel scheme has been presemtetidh the excited state
wave packet is influenced close to the conical intersectibims can be understood
as the experimental approach for actively controlling thaion of the wave packet
on the first excited surface (see Section 3.4). A differet@napt is presented in this
section, which is traditionally applied in most experinaniptimal control experi-
ments [6-8, 109, 2-5, 9]. This time, a wave packet shall bpgyesl in the Franck-
Condon region by specifically designed pump laser pulsefiegiven case, the exci-
tation will occur to the third excited potential energy s by irradiation with 400 nm
light. The wave packet then evolves under the influence optitential energy sur-
faces. As experimentally shown and already discussedquslyi the non-radiative
decay from theSs to the S; potential energy surface takes place in about 50 fs [283].
Therefore, the initial shape of the wave packet is cruciatlie following processes.
Since the bandwidth of the 400 nm shaped laser pulse is about 4n influence on
the first excited surface by a dumping process, as demoedirathe previous section,
is not very likely to occur. However, excitation to highgidg states is still possible.

The initial excitation to higher-lying states by the pumgsgucan open up new pos-
sibilities for control mechanisms. Higher-lying statesgeally become more dense
and thus the number of conical intersections increase.t&iam into this regime and
shaping the wave packet can take advantage of this issge, miany different reaction
pathways may now be available.
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Figure 5.10: Sketch of the setup for controlling the isomxeion dynamics in the
case of the molecule bacteriorhodopsin by shaping theagiant pulse. The shaped
800 nm pump pulse is frequency doubled in a nonlinear cryBtafocusing a second
800 nm pulse into a sapphire plate, a white-light continusrareated which can be
used for monitoring the dynamics. Pump and probe pulsespatally overlapped

in the bacteriorhodopsin sample. The probe pulse can betonediat two different

wavelengths simultaneously. With photodiode PD1 the punepgy of the pump beam
before and with photodiode PD2 after passing the sample eandnmitored.

5.4 Experimental details

The laser pulse from the femtosecond laser system is sfituwo fractions, one for
the pump pulse and another one for the probe pulse. The puls@ isiphase-shaped
and then frequency-doubled in a 4@ thin LBO crystal. Therefore the resulting
pulses are shaped in both phase and amplitude (see Se&)offRese pulses are fo-
cused by a 200 mm lens into the sample. The maximum energ\edtaped pump
pulses is limited by a neutral density wheel to 500 nJ at thepséa In order to mea-
sure the absorption of the pump pulse by the sample, a smaalidn of the pulse
energy is directed before and after the sample into two id@inphotodiodes (PD).
The output of the photodiodes is integrated by two BOXCAR irdéy's and recorded
with an Analog to Digital Converter-card (ADC-card). The tworels are adjusted to
have the same amplitude without sample. Before the expetjrttenlinearity of the
photodiode-signal as a function of the pulse intensity tiveiused range was carefully
checked.

The probe pulse is focused into a sapphire plate to genevatéexlight continuum
centered around 800 nm. The spectrally broadened pulseusdd by a 150 mm lens
into the sample, where it spatially overlaps with the pums@u After passing the
sample, different wavelengths can be selected out of theevliight continuum by two
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monochromators. For this experiment, one monochromasatito 660 nm, while the
other monitors the signal at 850 nm. The delay between th@tses can be modified
by a computer-controlled delay stage. This setup is shovensketch in Figure 5.10.

5.5 Results and Discussion

The investigation of the possible change of the isomepnagifficiency is the main
interest of this section. Therefore it is necessary to nooritte educt and product
channels. Since it is desired to investigate the isoméoizgield, the product channel
is the produced 3-cisisomer. In principle there are two candidates for probirg th
amount of produced isomers, either by the amplitude of tisemgtion of thels,s-state
or of the Kggg-state (see Sections 3.3.2 and 5.1). Using the populatiaghea¥sos-
state as a feedback-signal has two disadvantages compatied population of the
Ksgo-state: First, it is still under discussion whether fggs-state is already the direct
precursor of the photoproduct-isomer, in a sense that nkrélacation on a fast time
scale to thall-trans ground state can occur. And second, sincelfag state decays
in a few picoseconds, from the experimental side it is veffycdit to use the signal as
feedback.

The Ksgg-state which has been shown in various experiments to hd&asge-
ometry, has a decay time of(2s. Therefore the amount of produc&8-cis-isomers
can be easily monitored with the help of tKggg-state absorption after several tens
of picoseconds. In contrast to tlggg-state absorption, most other signals decay on
a time scale of a few picoseconds or less, except the blegohlsiThe bleach signal
itself arises from the missing ground state absorption duleet excited molecules that
have not yet relaxed back. Therefore this component mus aawntribution with a
similar temporal behavior as the produdgicisisomer.

At wavelengths larger than 660 nm a contribution of pump eliégh to the result-
ing signal can be neglected, because nearly no ground &tsoeption arises at these
wavelengths. In contrast, the absorption of Kagg-state is still very prominent at a
wavelength of 660 nm [287]. Therefore, in order to monitar &mount of produced
13-cisisomer, the transient absorption signal is recorded ataydehe of 30 ps and
at a wavelength of 660 nm, where basically all other signalsela negligible contri-
bution.

As a second signal it is necessary to either monitor the atrwfunitially excited
all-trans molecules or the amount of molecules which directly relaskidato theall-
transground state. The last one turns out to be difficult to meaisuilee given case.
In principle the pump depletion has at least two decay coraptn A fast one, orig-
inating from the molecules that directly repopulate #iletrans ground state and a
slow one from those that first convert to th8-cisisomer. Unfortunately, the fast
pump-depletion component which could serve as a good fegdiignal, is always
overlapped by other components within the wavelength ragessible by the used
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setup. Therefore, it can not serve as a suitable feedbacélsig

Another spectroscopic signal that yields the amount oftegcmolecules can be
obtained by either monitoring the excited state absorptiotiime stimulated emission.
The S excited state dynamics can in principle be monitored by aemulse around
460 nm [287]. Unfortunately because the white-light is gatex with a 800 nm seed
beam in a sapphire disc, transients can only be measured wod80 nm at least.
Therefore, the signal at a wavelength of 460 nm is not mebukgy the used setup
simultaneously with 660 nm signal.

The absorption of the hot molecules that have decayed t&tla@d can be mon-
itored around 740 nm is still overlapped by other contritogi such as thKsgg-state
absorption. Therefore it is difficult to interpret this segnbecause both contributions
are influenced by the modulated pulse in a contradictory mann

The other possibility, the stimulated emission, is visiél@vavelengths larger than
850 nm [283], with only a very small contribution of an addiital absorption. This
can in principle serve as a signal for the amount of initiakgited molecules.

In this context, in the case that complex shaped pulses adkfos excitation, one
has to hold in mind that some of those previously mentionedtspscopic signals do
not necessarily monitor the amount of excitddtrans molecules. It is well thinkable
that for example the excited state population is transfidogea specially shaped pump
laser pulse via a non-fluorescent channel to the produd.shatthis case the stimu-
lated emission would have a low value, although there coudth ®e more molecules
excited, compared to the case of unshaped pump pulses. Adecoblem arises in
the case of complex shaped laser pulses. Since the stimhelatission is a rather short
signal with a decay time of 700 fs to 800 fs [283] one has tofodyatake into account
the effect of the pulse shape onto the transient. This makkicult to use the signal
as feedback in a closed loop experiment. Still it is veryregéng to monitor the stim-
ulated emission and compare it with the optimization result

The amount of initially excited molecules is proportionakhe absorption that the
pump beam experiences by passing through the sample. ©herdie pump energy
can be monitored before and after passing the bacteriogsoaéilm. The difference
of these two signals is the amount of absorbed pump light,tlnsl proportional to
the amount of initially excitedll-trans molecules and can very well serve as feedback
signal.

Due to the modulation of the pump pulses in phase and amelitin@ difference
of the pump pulse energy before and after the sample must beatiped to the
pump pulse energy. The optimization goal is thus the ratithefnormalized amount
of producedl3-cismolecules to the normalized amount of initially excit@étrans
molecules for the maximization and vice versa for the mimation. In this quotient
the normalization is canceled, because both the numernadcthe denominator is nor-
malized by the same value.
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Figure 5.11: A) Optimization of the fithess as a function af tieneration. Black
denotes the unshaped reference pulse which is sent aftergeaeration to monitor
the laser stability. Red stands for the evolution of the opliynshaped pulses. Each
point is the average of the signal of all individuals of a gatien. Plot B) shows the
transients at 660 nm and plot C) at 850 nm for the two cases afgtimal pulse shape
(red) and an unshaped pulse (black) of the same pulse enAgggan be seen, the
stimulated emission shown in C) is fairly identical in bottses, while the signal of
the produced isomers at 660 nm is different in the case offhew@ed pulse compared
to the unmodulated pulse. The decay time for the stimulat@dson is reported to be
about 700 fs to 800 fs for unmodulated pulses [283].

produced 13-cis isomers
pulse energy

initially excited molecules
pulse energy

_ produced 13-cis isomers (5.2)
~initially excited molecules '
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The optimization curve is shown in Figure 5.11 as red linechgaoint is the aver-
age of the signal of all individuals of a generation. The kléme shows the signal for
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an unmodulated pulse that is applied after each generatioronhitor the stability of
the system. As one can see, this reference signal does ydigaificantly during the
optimization. While a reduction of the isomerization effiatg could be achieved, no
pulse shape could be found that enhances the isomeriz#fimarcy. The explanation
for this can again be that reaction, which are already optchby nature, can not be
further optimized with the help of shaped laser pulses.

Figure 5.11B and C show the transients at 660 nm and at 850 conded for the
case of the optimal pulse shape and an unshaped pulse ofntieepsdse energy. Al-
though not intended, the optimized pulse additionallyraltee excitation efficiency
slightly. Thus, for better comparison both transients lier ¢tase of excitation with the
optimized pulse are rescaled with the same parameter. angsneter is chosen in a
way that the two transients at 850 nm for the case of unshapkd@imized pulse have
nearly the same amplitude. As can be seen in Figure 5.11Botimea pulse produces
less13-cisisomers compared to the unshaped case. The absorption saitige is
the same for both excitation pulses. As discussed aboveah&ent at 850 nm shows
a strong feature of stimulated emission. In contrast tordmesient at 660 nm, the tran-
sients at 850 nm are very similar for both cases of optimizetisshaped pulses. The
transient for the optimal pulse shows a slight change irigpe at the very beginning
which is a consequence of the modulated pulse shape. Wihhbiatove mentioned
limitations, the stimulated emission can be used to measieemount of initially
excited molecules. Although the unchanged amount of séitedlemission does not
necessarily prove that the amount of excited molecules stagstant, this behavior is
consistent with the result of the other presented methodezsuring the amount of
pump-absorption.

In general the measurements for a successful optimizabiok at least 12 hours
and the XFROG setup for the pulse characterization did nmoaine aligned over this
period of time. This prevented the measurement of reliablegoshapes directly after
the experiment, yet. Therefore a complete and final explamdbr the mechanism
that is responsible for the control of the isomerizatiorctiea of the retinal molecule
within the very complex biological system bacteriorhodombserved in the presented
experiment cannot be given at the moment. The increasedtylenghe higher-lying
states to which the excitation takes place leads to a higheber of conical inter-
sections and therefore to an increased number of possiéntion pathways. One of
these pathways could have been selected with the optimse pulcomparison to the
pathway which is chosen, if the molecule gets excited by ahaped laser pulse.

5.6 Conclusion

In the first part of this chapter an improved pump—dump—psatieeme in which the
dump pulse is additionally phase-shaped, is presente@r&ekieoretical publications
concerning the control of isomerization indicate that famcontrol schemes can have
an influence on the isomerization efficiency, if time delayd &equencies are chosen
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properly.

This scheme is employed to the very well investigated systelight-adapted bac-
teriorhodopsin which undergoes isomerization from a@ligrans form to the 13-cis
form. The wavelength of the dump pulse was chosen to be ezhtgrabout 800 nm
which bridges a gap where the first excited potential eneugfase lies close to the
ground state surface. The amount of produt@daisisomers observable by absorption
at a wavelength of 660 nm and a delay time of 150 ps was useahs pignal.

The influence on the product-isomer yield of different phfasetions applied to the
dump pulse is systematically investigated including feettond and third order spec-
tral phase. Second and third order spectral phase wheresedpmto an additional
linear phase offset to investigate the influence at the mdintost effective dumping.

Because different theoretical publications predict an irtgod role of a pump-
dump-repump sequence on the isomerization process, teghesented scheme was
further expanded to a pump-dump-repump-probe schemeg88, Zhis pump-dump-
repump-probe scheme is then applied to the molecule badtedopsin. Finally adap-
tive femtosecond quantum control was used to investigatedkes that are not covered
in the previous schemes.

The experiments show that at an excitation wavelength of#®@nd a dump wave-
length of 800 nm, most effective dumping occurs with bandRdnited pulses at a
delay time of 200 fs. The overall results could be interpgietethe two-states many-
modes model given in [227]. The pump—-shaped-dump—probenselallows control
of molecular systems away from the initial Franck-Condondeim in those regions
of the potential-energy landscape where the decisiveiogastep occurs, and it addi-
tionally provides information on wave-packet evolution.

In the second part, the control of isomerization efficientlgacteriorhodopsin was
investigated by directly shaping the excitation pulse.al$ been shown that it is pos-
sible to reduce the isomerization efficiency, while it was possible to find a pulse
shape that can enhance it. Of course, this is not necesagpilgof that it cannot be
achieved by optimal control. A similar situation has turreed in the case of LHZ2,
where it was also only possible to reduce the energy trabsfeptimal shaped laser
pulses [9]. This could indicate, that these two systems)gpeglevant in nature, are
already optimized to the best and no further enhancemertteachieved by shaping
the exciting electric field.

The experiments that are presented in this chapter denatsstrat optimal con-
trol by adaptive femtosecond quantum control is also applein cases of complex
molecular rearrangement reactions in the case of largedigal molecules.



Chapter 6

Analysis of femtosecond quantum
control mechanisms with double pulses

In many cases it is quite difficult to extract the control megism of a pulse shape
obtained in an optimal control experiment. Approacheshsag for example using
different basis sets for closed loop optimizations, neeigh humber of successful
optimizations [139—-141]. When measuring the dynamics ofermsystems a signal
with a good signal-to-noise ratio is often very difficult tbtain. Therefore a sufficient
high number of different optimizations to carefully invigsite the control mechanism
is often not possible.

As already introduced in Section 1.9, investigating theesys’s response on pa-
rameterized pulse shapes can provide an alternative @olatithis problem and pro-
duce very informative fitness landscapes. As shown in mapgraxents and by sev-
eral theoretical calculations pump-dump or pump-repurhgses can often influence
the dynamics significantly (see Section 5.2). To be seeditithe molecular dynamics
for a given case, different parameters concerning the purdptee dump pulses have
to be optimized. These are for example the time delay betweepulses, the central
wavelengths, the amplitudes and the difference of the atessphase of the individual
pulses [87,95,110,117,279, 280].

The theory for generating double pulses has been develop8ddtion 1.9. The
double pulses can be controlled by three parameters: tImepztiapeA—zT controls
the pulse separation which has the valire With the parameter spectral breakpoint
Ao — 0A, the amplitude ratio of the two individual pulses can beedriFinally, the
height of a phase stedinfluences the absolute phase difference between the dadivi
ual pulses of the double pulse.

In this chapter the presented scheme is experimentallyacteaized and then tested
in a second-harmonic experiment. These frequency-doyhksk shapes are espe-
cially interesting, because with pulses in this wavelengtiion photochemically in-
teresting and relevant reactions can be addressed. Thenefine second part, effects
of such frequency-doubled double-pulses in a chemicalgvamt system are investi-
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gated experimentally and compared with theoretical sitraria.

In the next part of this chapter, the capability of the présémparameter-scan
scheme to investigate control mechanisms is demonstnai@giototype experiment.
There, the third harmonic yield from a setup that forces t®phlses to be the opti-
mal solution is adaptively optimized. This experiment Heesadvantage, that effect of
the different pulse shapes can be intuitively understoadaaithematically calculated.
The comparison of the adaptively determined pulse shagetiv information from
the double-pulse fitness-landscape helps to understammatiieol mechanism.

In the last part of this chapter the dependence of the eiaritafficiency (i.e. the
dependence of the amount of excited molecules on differdseshapes in relation to
their pulse energy) of the solvated dye molecule IR140 orcssdepulse shapes in two
parameterizations is investigated by using transientrabisa spectroscopy. The re-
sults show that very different pulse profiles can be equntbledequate to maximize
a control objective. Only to mention at this point, anothenpinteresting application
can be found in Section 5.2 of the previous chapter. Theeaythod of double-pulse
generation has been used to investigate complex pump-depypnp-probe schemes.

6.1 Characterization of the double-pulse generation
method

The generation of double pulses has been introduced in deg&ection 1.9. Different
calculated examples are presented in that section as wallggpendix A.5. Because
of the experimental importance, double pulses are oftemetkat wavelengths in the
UV regime. Pulses with a central wavelength around 400 nmbeaeasily obtained
by frequency-doubling of the 800 nm pulses, which are predidy Ti:sapphire laser
systems. Frequency doubling of 800 nm double pulses wilkkgdly produce double
pulses centered at 400 nm. As discussed in Section 1.9 andnélppA.5, the fre-
guency doubling process will effect the spectrum of the @slsapes whose shape can
differ significantly from the shape of the 800 nm spectrum.

The double pulses can be verified by using the pulse chaizatien method
XFROG which is introduced in Section 2.6.2. Two repres@rgaxamples are shown
in Figure 6.1 for a pulse separation of 1000 fs, a breakpirtdA that coincides with
the central wavelength of the unshaped pulse and a phasé stép The difference
in the two figures A and B lies in the sign of the phase S”Z%é. Clearly the two
individual pulses can be seen in both figures. Also very wslble is the fact, that the
individual pulses have different central wavelengths. Byiparing the two figures, the
effect of the different signs of the triangular phase slapeliservable. In the case for
A—ZT =500 fs, the pulse which has a more red-shifted central wavelengties earlier
in time and the blue-shifted one arrives later. In the cas%rfec —500 fsthe situation
is the opposite. Because of the curvature of the potentiabgrsirfaces, this can be
of crucial importance for influencing molecular dynamicshwsuch double pulses as
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Figure 6.1: XFROG traces for two different sets of doubléspiyparameters. The
central wavelength is 800 nm of the unshaped pulse and dasavith the spectral
breakpointAo — dA. The phase stef is equal zero. The difference between the plot
A) and B) is the value of the triangular phase slégewhich is in the first case 500 fs
and in the second case -500 fs. These plots show very nicaty iththe case for
A—ZT =500 fs, the pulse that has a more red-shifted central wavelengties@arlier in
time and the blue-shifted arrives pulse later. In the cals%@: —500 fsthe situation

is the opposite. Plots C) and D) shows the cross-correlatidgheotwo pulses used
shown in plots A) and B) respectively. In these cross-cotim@iaglots, it can be clearly
seen that the spectral information is lost in comparisoheéaXFROG-traces.

shown by C. V. Shank and Coworkers [275] and as can be seen irgkdaments later
on.

Figures 6.1C and D show the cross-correlation of the pulgissialized in the
XFROG-traces in A and B. The spectral information can not heegafrom these
cross-correlation traces. One can only determine that adldquulse has been cre-
ated, because only the temporal behaviour of the pulse canelasured by a cross-
correlation. Therefore for a complete characterizatioathods like XFROG are re-
quired.

Second harmonic generation is very well understood and edhdwretically sim-
ulated. Therefore the intensity after frequency-doubimg suitable crystal is a very
good candidate for the demonstration and characterizafiamlouble-pulse parameter
scan.
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Figure 6.2: This contour plot shows the signal of the secardhbnic of the shaped
pulse after frequency-doubling in a 4p@n thin nonlinear crystal. The signal is nor-
malized to its maximum value. The spectral phase Atepscanned from 0 to72and
the double triangular phase stéﬁ from -1000 fs to 1000 fs which results in pulse
separation of up to 1000 fs. For positive vadue%b;c the spectrally red-shifted pulse
precedes the blue-shifted pulse in time and for negativeegaVice versa. The break-
pointAg — OA is fixed at the central wavelength of the unshaped pulse (890 Rlot
A) shows the experimental measurement and plot B the rekalsionulation.

The setup for this experiment is quite simple. The 800 nmeptrism the laser
system is spectrally shaped and then frequency-double@dmu# thin LBO crystal.
The 800 nm light is blocked by a filter that is transparent & d. The pulse energy
of the 400 nm beam is then recorded by a photodiode.

Figure 6.2A shows the pulse energy of the second harmoniepentience of the
phase step and the triangular phase slogé, for a fixed breakpoint at the central fre-
guency. The phase stéyps varied from 0 to 2r and the double triangular phase slope
from -1000 fs to 1000 fs. For pulses with a relatively largeperal separation, the
variation of the parametek should not affect the temporal pulse profile. In contrast,
as shown in Section 1.9, if the triangular phase sI%bés equal to zero but the phase
stepA has a value between 0 ant,2he temporal pulse profile exhibits a certain mod-
ulation (see Section 1.9). For example in the caseAlats the valuer, this results in
a double pulse structure, too.

These two extreme cases can be easily understood. The malge B between
these two extremes can be thought as mixtures of the extrasesc To visualize
the effect of the pulse shapes in between the two extremes,casecomparison in
Figure 6.2B the simulated double-pulse trace is showngusia theory described in
Section 1.9. These plots demonstrate that the experimgneg aery well with the
theory.

As shown in Section 1.9, the amplitude ratio of the individualses can be varied
by the parameteko — dA. Because the second harmonic yield is quadratic with the
pulse amplitude, double pulses of equal height have thedbsezond harmonic yield.
This behaviour can be very well seen from Figure 6.3A (expent) and B (theory).
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Figure 6.3: This contour plot shows the signal of the secardhbnic of the shaped
pulse by frequency-doubling in a 4@0n thin nonlinear crystal. The signal is normal-
ized to its maximum value. The breakpoiat— dA is scanned from 790 nm to 810 nm
and the double triangular phase s%p‘rom -1000 fs to 1000 fs which results in pulse
separation of up to 1000 fs. For positive value%bf the spectrally red-shifted pulse
precedes the blue-shifted on in time and for negative vahessversa. The spectral
phase step is fixed to zero. Plot A) shows the experimental measuremahpéot B
the result of a simulation.

In these plots the spectral breakpolgt— dA is varied from 790 nm to 810 nm, while
the central wavelength is 800 nm. Again the double triangplhease slope starts at
-1000 fs and ends at 1000 fs. Both the experimental trace anth#oretical trace
coincide well with each other.

These different examples show that in the presented regimeedesired double
pulses can be efficiently generated. Especially for highkres of the triangular phase
slope, what results in a bigger pulse separation, the nuotherwanted artifacts due
to the pulse shaper setup increases. Therefore, this ragina suitable for double
pulse generation when using a 128 pixel spatial light mdduldor example double
pulses with a pulse separationff > 2 pscause very substantial pulse copies).

6.2 The effect of spectral modulation on the fluores-
cence efficiency of NK88

A very frequently investigated problem is the optimizatmwinthe fluorescence yield
which is often a consequence of an optimized excitationieffey [6,143,144]. Using

for example different shaped laser pulses, the amount atleekmolecules can be var-
ied. This can then influence other signals, such as for exathplfluorescence yield.
Here, the fluorescence yield of the molecule NK88 will be stigated using a sys-
tematic double-pulse scan and comparing the result witmalation. For excitation

light at a central wavelength of 400 nm is used for excitation
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Figure 6.4: Contour plot of fluorescence yield of NK88 dissdlin methanol in rela-
tion to the pulse energy for different double-pulse paramsefThe signal is normalized
to its maximum value. The phase si&s varied fro 0 to 2rand the double triangular
phase slopé32—T Is scanned from -1000 fs to 1000 fs. For positive value%’qfthe
spectrally red-shifted pulse come in time before the bhiftesd and for negative val-
ues vice versa. The spectral breakpadigt- A is identical to the central wavelength
of the unshaped laser pulse. Plot A shows the experimersialt i@nd plot B the simu-
lation including the influence of the modulated spectrunihwétspect to the molecular
absorption spectrum.

The complex isomerization behaviour of the molecule NK&%dived in methanol
has been discussed in Chapters 3 and 4. This section will déative optimization
of the fluorescence yield of this molecule. While the pure fisoence signal can be
measured sensitively with respect to the wavelength, npoeah information can be
gained from such an experiment. However, of course theagiait step with shaped
femtosecond laser pulses still is sensitive to the shoe tignamics.

The fluorescence optimizations in Section 4.6 have alrebdws that optimized
pulse shapes can be found by adaptive femtosecond quantutnolomhich enhance
the fluorescence yield in relation to the pulse energy by tofaxf two. Therefore, it
is interesting to investigate this problem by using a doytlkse parameter scan.

The setup for this experiment is similar to the one used ferdptimization in
Section 4.6. Briefly, the spectrally shaped 800 nm pulse ufsacy-doubled in a
400 um thin LBO crystal and then focused into a flow cell containing tholecule
NK88 dissolved in methanol. The fluorescence is collectadeuan angle of about
30° with respect to the pump pulse and recorded by a photodiodmpFtray light
is suppressed by using a 56(0) nm bandpass filter. The pulse energy is measured
by using a second photodiode that registers a small fracfidime frequency-doubled
pump pulse that is split of before the pump pulse is focustxtire flow cell. Because
the shaped and frequency-doubled pulses have differatsities, this will naturally
directly result in different fluorescence yields. To acddian this trivial effect, in the
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following, the ratio of the fluorescence yield and the pulsergy is used to explain
the experiments [8].

The ratio of the fluorescence yield and the pulse energy faudblé-pulse param-
eter scan is shown in Figure 6.4A. There the triangular pBEﬂEA—ZT and the phase
stepAis varied. The spectral breakpoikg— oA is identical to the central wavelength
of the unshaped fundamental pulse. The double triangulasehblope is varied from
-1000 fs to 1000 fs, resulting in double pulses with a spacihgp to 1000 fs. The
phase step is varied from O to 2r.

In dependence on these parameters, the ratio of the fluoest®the pulse energy
varies about 15% and shows a characteristic chessboargddikern. The ratio is much
lower than the one obtained in the optimal control optimaa, in which all pixels
of the liquid-crystal display are independently optimiz&bviously, the double-pulse
parameterization can influence the fluorescence efficidnityloes not seem to pro-
vide a main mechanism for producing an optimal fluorescemg®bk Nevertheless, it
is interesting to understand how the observed change ofubeeficence is connected
with the different double-pulse parameters.

To answer this question, additional simulations are peréat. The influence of the
modulated spectrum of the generated pulses with respehetalisorption spectrum
of the molecule is investigated in this simulation. As destoated in Section 1.9,
the spectrum of the frequency-doubled double pulses hathacddame shape as the
spectrum of the fundamental pulse. To understand the mlaleanswer visible in
Figure 6.4A, several representative pulse shapes havedadanated and presented
in Appendix A.5. As can be seen for the case of negative vdluesiangular phase
slope and for a phase stepA®f= 7, most of the intensity is shifted to the red side of
the spectrum. For positive values of the triangular phaseeslthe behaviour is the
opposite.

The absorption spectrum of the molecule NK88 dissolved itham®l is shown in
Figure 4.1. As can be seen, in the area which is covered byatex kpectrum, the
absorption spectrum increases from blue wavelengths toveeelengths. Therefore
pulses, whose spectrum is red-shifted will result in a higixeitation yield compared
to blue-shifted pulses. Carried forward to the given prolsiedouble pulses with a
negative value of the triangular phase slope at a phase s#®p-df can be expected
to excite more molecules than for the case of a positive viauthe triangular phase
slope. This will also directly effect the yield of the fluocesice which can be expected
to be higher for the case of negative triangular phase slapeés phase step 8f=
and vice versa for pulses of positive triangular phase sl@ie¢he same phase step
value.

This behavior is also qualitatively expressed in the sitmteshown in Figure 6.4B.
This simulation can reproduce the chessboard-like streaifithe experimental trace
shown in Figure 6.4A. Features that differ significantlynfrthe simulated trace would
be caused by effects that do not result from changing theagian efficiency by shift-
ing the spectrum. This example shows that the control eiEet complicated pulse
structure can be caused by rather simple effects. Becausetingal pulse shape from
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the adaptive fluorescence optimization is much more effectither mechanisms than
those discussed here are more likely to play a major role.

6.3 Adequacy of fitness landscapes for interpretation of
control mechanisms

In this section, the capability of colored double pulse g&ndscapes to illuminate
adaptively determined optimal pulse shapes shall be demaded. For this, an experi-
ment is built in which on the one hand a double pulse bestlgithe control objective
and where on the other hand the effect of different pulseeshapn be intuitively un-
derstood and mathematically calculated. The yield of thadnonic generation (THG)
from a specially designed setup is chosen as control obgecti

6.3.1 Details of the experimental setup

The standard method to produce the third harmonic (267 nntheffundamental
(800 nm) laser pulse is given by first frequency-doubling 898 nm pulse (second
harmonic generation, SHG) in a SHG crystal (BBO: beta bariunatie thickness:
100 um, @=29.2) and consecutive sum-frequency mixing (SFM) of the secard h
monic (400 nm) with the fundamental 800 nm pulse again (sge@5bA) in a THG
crystal (BBO, 30Qum, ¢=44.3). Such a setup is generally called “tripler”. In order to
obtain a high conversion efficiency, a good temporal ovehniapto be ensured. If the
temporal overlap and/or all crystal angles are not pesfesgt, a bandwidth-limited
pulse will not produce the highest yield. In contrast, foreenporal delay between
800 nm and 400 nm beams, double pulses will be the best sol(g#g® Fig. 6.5B). If
the optical path of the 800 nm beam is made slightly shortan tltecessary, so that the
800 nm pulse arrives 450 fs earlier at the THG crystal thad@@enm pulse, nearly no
267 nm yield can be measured for unshaped pulses. An evaédumyi@lgorithm con-
trolling the pulse shaper and using the THG signal as a feddfizould find optimal
pulses which show a clear double-pulse structure.

6.3.2 Results and Discussion

First, the optimal pulse for producing the highest thirdrhanic yield is determined
for a tripler setup in which the temporal overlap in the TH@stal is slightly detuned
(see Fig. 6.5). Fig. 6.6A shows the evolution curve for thermojzation. Clearly, the
algorithm finds a laser pulse shape that is much better adiaptine given problem
than the randomly shaped laser pulses from the first geaaratithe evolution. Un-
shaped laser pulses do produce nearly no third harmoniempagson to the optimally



6.3 Adequacy of fithess landscapes for interpretation ofrobmechanisms 153

A) B) 1.0 0} " THG'yieId:
800 nm —— [ 100% 1
— - = 05} ]
pulse shaper | | 400nm — = s 9
| [

SHG *
BBO

o
o

0% 1

oo ¢

—o o .
o o
ToIz===s
L=

<1% 4

o
o

_______

g
=}

—
-
=
temporal intensity [normalized]
o
o

THG ™) 2.8% A
BBO osh
L 0.0 L N2 N\
photo | 1 | / / ’ 1.0 W
dode - -G -FJ——=—=====L/L L /[ . ... i - 3.5% A
/ o 05} ]
DC 0.0 LN 7
fiter delay stage 1000 -500 0 500 1000

time t [fs]

Figure 6.5: A) Setup for an experiment in which a double puésailts in the high-
est third harmonic yield. It is based on a standard desigi & (generally called
“tripler”). The 800 nm laser beam coming from the pulse shap&equency-doubled
in a SHG crystal. Second harmonic (400 nm) and fundamenr@él (&) are separated
by a dichroitic mirror (DC). The 800 nm pulse passes over aydeiage (dotted red
line) and is temporally and spatially overlapped with th@ 4éh pulse in a THG crys-
tal. TheA/2 waveplate ensures the correct polarization of the beanernvditemporal
delay is introduced (indicated by the delay stage movedadett, so that the unshaped
800 nm pulse i€\t ahead of the 400 nm pulse at the THG crystal), there will bg les
temporal overlap in the THG crystal, and thus, less thirarwanic (267 nm) radiation.
However, with the pulse shaper it is possible to generatyr lpslses whose shapes
are adapted to the additional temporal delay, so that 267 nodtuption is increased.
B) Sketch of the temporal intensity profiles revealing theuiafice of the pulse shape
on the THG. In the case of temporal overldy & O fs), the THG yield is maximal.
When a temporal delaft (here: 450 fs) between the 800 nm (red) and the 400 nm
(blue) beam is introduced, unshaped laser pulses will reztterany 267 nm light (ii).
Chirping the initial 800 nm pulse, and thus elongating it, ioyes the overlap be-
tween the 800 nm and 400 nm pulses in the THG crystal, but dtly 267 nm light

is produced (iii). A double pulse with a pulse separation®d fs where the energy is
spread equally over the two subpulses yields more 267 nrh(iigh A double pulse
where the first subpulse has twice the peak intensity of thergksubpulse leads to
even more 267 nm light. The asymmetry accounts for the nealiSHG process (V).
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Figure 6.6: A) Evolution curve for optimizing the THG yield a detuned tripler
with a time delay of 450 fs between 800 nm and 400 nm pulses. @ey) line:
Each data point is the average of the ten best individuals@@neration. Black line:
reference signal of an unshaped laser pulse. Clearly thaggalgorithm successfully
finds a pulse shape that can produce a higher third harmoeid than the initial
randomly shaped laser pulses or unshaped laser pulses. BhiHapresentation of
the optimal pulse shape for the third harmonic optimizatialtulated from the phase
pattern of the LCD and the measured pulse spectrum. The fdstidoal pulse has
significantly more amplitude than the second one and is slhuiged. C) Temporal
intensity and phase as derived from an SHG-FROG measurerAsnéxpected due
to the sketch in Fig. 6.5B, a double-pulse-like feature igoles D) 3D representation
of the measured colored double pulse fithess landscaperdfftarmonic generation
by the modified tripler design. E) Calculated third harmoneld, The differences in
the calculated and measured fitness landscapes are duestinexptal imperfections
(especially slight misalignments of the phase-matchingiesof the used crystals).

shaped laser pulses (see Fig. 6.6A).

In Figure 6.6B, the optimal pulse shape is shown as Husimesgmtation calcu-
lated from the phase pattern of the liquid crystal display #r@ measured pulse spec-
trum. The parameters of the smoothing Gaussian are chosenggmmetric in both
axes and fulfill the uncertainty principle. Figure 6.6C \akres the temporal intensity
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and phase measured by SHG-FROG (frequency resolved ogétiay) [176]. In both
figures, additional features such as slight pre- and pdsepuare visible as well.

To explain these observations, a colored double-pulsestiadscape of the third
harmonic yield for this particular control objective is rseged. This fitness landscape
is shown in Figure 6.6D, where two regions for a high thirdnhamic yield can be
identified. One local maximum for a double triangular phdspesof +450 fs (double
pulse with 450 fs pulse separation and the red shifted polses first) and a spectral
breakpoint of~ 799 nm (the red pulse has a higher intensity than the blue drie
second and larger maximum in the fitness landscape of Fig6i2 & at a double
triangular phase slope of -450 fs (double pulses with 45Qufsgpseparation and the
blue-shifted laser pulse precedes the red-shifted onepapkctral breakpoint of
802 nm (thus, the blue-shifted laser pulse has a highersityetinan the red-shifted
one). The pulse shape responsible for the global maximunekhasithe corresponding
value of the 267 nm yield are very similar to the pulse shapdlam267 nm yield found
by adaptive femtosecond quantum control. However, it isipbes that the algorithm
would have found an even higher fitness value at a later gemethan tested.

Figure 6.6E shows the calculated fitness landscape for al adese, where no
misalignments are present, such as deviation of the phasehimg angles of the
nonlinear crystals from the ideal value. The effects of thelfation of the liquid
crystal display are included in the simulations. The sirtedditness landscape is very
similar to the measured landscape except that the two maaienaf equal height and
slighly different shape. This suggests that it is necessahave a double pulse, with
the first pulse having a higher amplitude than the second.

This calculated and measured results are intuitively wstdadable. The SHG is a
second order process, while the subsequent SFM is onlyrlingae 800 nm pulse.
Therefore, it is advantageous to invest a lot of intensitthainitial second order step
of SHG (i.e. to produce a 400 nm double pulse with an intensée dirbpulse), and
then to mix this intense first 400 nm subpulse with the secd@ r8n subpulse at
the optimal temporal delay (see Figure 6.5B). The reasonhi®ekperimental mea-
surement having two maxima of different height can be ergldiby phase-matching
imperfections. Therefore certain central frequenciesthar individual pulses are
better adapted to the given configuration.

On the basis of this knowledge, one can easily understandpti®@al pulse shape
derived from the adaptive femtosecond quantum control axeat. The determined
pulse separation in Figure 6.6C matches the pulse sepagitimg the highest yield
in the parameter scan of Figure 6.6D. Just like there, thamqman is achieved with a
double pulse whose first subpulse has a higher peak intaswitpared to the second
one. Also, the first subpulse consists of higher frequenitias the second one, in
accordance with the parameter scan. Additional small peak$e explained as slight
adaptions to the given experimental situation or as featoot yet smoothed by the
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and pump-dump mechanisms (adapted from [275]). FC stamdlsdéd-ranck-Condon
region on theS; potential energy surface, where the excited wave packeitially
generated.

learning algorithm, either because they will not contrgbstibstantially to the fitness
or because the algorithm would have to run for a longer time.

6.4 Analysis of the intrapulse dumping mechanism

Many investigations in time-resolved femtosecond molacgpectroscopy have re-
vealed that certain control objectives can be realized mpgtdump processes. This
is for example the case for intrapulse dumping [275, 288 metiwo electronic tran-
sitions occur with an adequately linearly chirped laseseulOther possibilities are
two-pulse pump—dump scenarios [280,279], where two lasisep of different colors
and at a certain temporal delay interact with the systemustdey. In both cases, the
effect originates from wave-packet dynamics on the firsitegestate ($) potential
energy surface. Between the first and second interaction tivgtelectric field, the
wave packet propagates on &vay from the Franck-Condon region (see Figure 6.7).
During this motion, the energy gap between the ground-§&)eand S potential en-
ergy surfaces is in general continually shrinking, so tlatiie second interaction, a
photon of lower frequency in comparison to the first inteiacts required.

C. V. Shank and coworkers have shown in 1996 that in the caseeopboton ex-
citation, the amount of excited molecules significantly efegs on the chirp imposed
on the exciting laser pulse [275]. A downchirped pulse, whagh frequencies pre-
cede low ones, excites significantly less molecules tharpahitped pulse of the same
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pulse energy. In the case of upchirped pulses, dumping isnizied, so that one can
excite more efficiently [275].

It is now interesting to investigate whether it is equivalenguide the wave packet
along the shrinking energy gap, i.e. by a linearly chirpetsg@uso that both interac-
tions occur within the same elongated laser pulse, or tothglilaser pulse energy into
two subpulses, one for each of the two interactions. Thezefgo time-domain pa-
rameterizations will be used, linearly chirped pulses (whke momentary frequency
of the laser pulse changes linearly with time) and coloreabte pulses. Employing
the stimulated emission of the dye molecule IR140 under gtf@id illumination, the
influence of the different pulse shapes on a molecular systenie studied directly.

The setup for this experiment is similar to the one describéesection 5.3. Tran-
sient absorption spectroscopy is used to determine the minufuexcited IR140
(5,5’-dichloro-11-diphenylamino3,3'diethyl-10,12kgtene thiatricarbocyanine per-
chlorate) molecules by measuring their stimulated emissidne initial 800 nm laser
beam is split into two parts in front of the pulse shaper. Oa i3 sent through the
pulse shaper and is used as modulated pump, while the ottieés paed for the probe
beam. The shaped 800 nm pump pulse is focused by a lens (éogght 200 mm)
into a flow-cell containing the sample IR140 dissolved in raatil. To measure the
stimulated emission at 870 nm, the second part of the irbiam is focused into a
sapphire plate to generate a white-light continuum cedtareund 800 nm. Using a
lens of 150 mm focal length, the white-light probe laser putsspatially overlapped
with the shaped 800 nm pump pulse in the sample. Probe and [as@ppulses can
be delayed with respect to each other employing a compotaralled delay stage.

This effect of chirped pulses is demonstrated on the exmitatfficiency for the
dye-molecule IR140 dissolved in methanol and excited at igagth of 800 nm. The
excited state lifetime of this molecule dissolved in etHasmceported to be 500 ps [75].
This is for example observable in the stimulated emissia@magevhich can be probed
at a wavelength of 870 nm. Therefore the transient absorgignal at a fixed probe
delay time of 150 ps and at a probe wavelength of 870 nm is ptiopal to the amount
of excited molecules. Figure 6.8B) shows the correspondmguat of stimulated
emission in dependence on different chirp values (bluagtes). From this figure, it
is clearly visible that downchirped pulses excite signifitaless molecules than up-
chirped pulses, which is in agreement with the observatiwade for other molecular
systems [6,143,275, 288].

The temporal envelope of chirped pulses still has a Gaussiape, if the unshaped
pulse can be assumed to be Gaussian as well. Now it will bestigeged, wheter
this intrapulse dumping effect can also be realized and ©oad by colored double
pulses although the temporal pulse profiles are extremébreint (see Figure 6.8A).
Therefore a double-pulse fithess landscape is measurediisoprioblem, shown in
Figure 6.8C. This figure clearly shows that the amount of daed emission and
therewith the amount of excited molecules clearly varigsdiferent pulse parame-
ters. The highest yield can be achieved for double pulsdsawsipectral breakpoint of
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Figure 6.8: A) Simulation of the temporal intensity of a aeld double pulse with
AT = 450 fs (dashed), and a chirped pulse with second order sppbtise coefficient
b, = 15400 f¢ (dotted). On the right, the two corresponding normalizedinhiirep-
resentations can be seen. The solid line shows the tempoeakity of a bandwidth-
limited pulse for comparison; B) Stimulated emission of IRD pumped with shaped
800 nm laser pulses and probed at 870 nm at a delay time of 15thpgraph shows
two parameter scans. In the one corresponding to the lovesisaa (blue triangles),
the second order spectral phase (i.e. the linear chirp)riedidrom -20000 f$ to
20000 f¢. In the other one corresponding to the upper abscissa (relés), double
pulses (breakpoint aty) are generated with the time separation varied from -577 fs
to 577 fs. The interrelation between the two abscissae @ilzdéd, so that the cen-
tral frequencies of the double pulses correspond to the mtanefrequencies in the
chirped pulse at the respective time. C) 3D representatidheo$timulated emission

in dependence on a double pulse separation from -1000 fsG00+k and a spectral
breakpoint variation from 785 nm to 815 nm.

800 nm and for positive double triangular phase slopes.

To understand this effect a cut of this fithess landscape figed breakpoint value
of 800 nm is discussed. This cut is shown together with thgpettan in Figure 6.8B
(red circles). Positive values of the double triangulargghaeans that the first individ-
ual pulse is red-shifted and the second one is blue-shiftbde the situation is vice
versa for negative double triangular phase slopes. As caedée from Figure 6.8B,
double pulses with positive double triangular phase slap#ethe system much more
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efficiently than those with a negative double triangulargghalope. This effect can
be similarly explained as the intrapulse-dumping mectmaro$ chirped pulses and
thereby confirms this particular effect. If the first indiua pulse that initially induces
the wave packet on the upper surface has a higher frequeaicyth second one, then
the second one can again dump a part of the population. Tleeffy of the dumping
process depends both on the amplitude and the pulse sepaaatcan be seen in the
fitness landscape (Figure 6.8C). Thus, simple colored dquidkes are equivalently
adequate to induce intrapulse dumping, as can be seen thtbagyood agreement
of the two curves (corresponding to downchirp and negatieagular phase slopes,
respectively) in Figure 6.8B.

These experiments demonstrate that two parameterizdgadgg to clearly dif-
ferent pulse shapes can fulfill a control objective simylaiThe data indicate that the
effect of intrapulse dumping observable with chirped pudgeitation can be mim-
icked by colored double pulses. The Husimi plots of the mulag=igure 6.8A show
that matching the momentary frequency to tlheSp energy gap at two points in time
results in a similar outcome as when the momentary frequisrayntinuously adapted
by a linear chirp.

6.5 Conclusion

The presented experiments using colored double-pulsa$iiamdscapes show the ca-
pability of this method to investigate molecular dynamicd o analyze control mech-
anisms. In this chapter, this method is first carefully chmazed and then tested in
simple second harmonic experiments. The results matchtagixaly with the theoret-
ical simulations.

In a second example, the effects of molecular excitatiom Wwitquency doubled
shaped pulses is tested on a dye molecule in solution. Bydrezyudoubling, a wave-
length regime can be accessed that is very relevant for phetoical reactions. Be-
cause of the second harmonic generation, the spectrum shtped pulses is ampli-
tude modulated as well which must be considered by additisinaulations. This
is demonstrated for the example of investigating the flumeese efficiency of the
molecule NK88.

In a further exemplary experiment, the yield of the thirdrhanic in a setup where
certain double pulses represent the best solution wasestudihis experiment had the
advantage that the optimal pulse shape, determined in aagealaptive femtosecond
guantum control experiment, can be intuitively understaad compared to mathe-
matical calculations. The colored double pulse basis hashoven to be a valuable
tool among systematic parameterizations used to investagatrol mechanisms, also
with regard to more complex problems.

Often very different control pulse shapes can fulfill a cohtibjective similarly.
Such pulse shapes correspond to different extrema in thee gpfaall possible solu-
tions and can lead to difficulties in finding the global optmmand in the interpretation
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of adaptively found optimal pulses. In a last experimeng, stimulated emission of
the dye IR140 dissolved in methanol under strong-field ldkenination was inves-
tigated. It was shown that two clearly different parameggrons can have a similar
effect. The experiments showed that well-known effects iikrapulse dumping usu-
ally observed under chirped-pulse excitation can be indluta virtual equivalent way
by colored double pulses. This scenario demonstrated #nateter scans and fitness
landscapes can give an indication how a molecular systerbeaontrolled, but in a
closed-loop optimization, the algorithm may take advaataigseveral mechanisms to
optimize the control goal, which are again hard to distisgui



Summary and outlook

The formation of different isomers by rearrangement of tludecular structure plays
a substantial role in many areas in physics, chemistry aolbdy. The process of

vision in the human eye for instance starts with an ultraifs@erization reaction.

The control of such reactions is therefore a very appeadis. tDirectly connected to
the control is the observation and characterization of ghmachics. As such reactions
often take place on an ultrashort time scale, sophisticaietthods are required to in-
vestigate the molecular kinetics.

Within the last years, adaptive femtosecond quantum cbhase proven to be a
very powerful tool to control chemical reactions. Althoutjie natural environment
for most chemical reactions is the liquid phase, adaptir@deecond quantum control
experiments have been mostly performed in the gas phasertNeless some proto-
type experiments based on simple reactions already hawvenstiat the concept of
femtosecond quantum control is also applicable for mokscinl a condensed environ-
ment.

This thesis deals with the observation and control of suchmesization reactions
in chemically and biologically relevant systems. Thereftite reaction dynamics of
a medium size prototype molecule of the family of the cyamyes in solution were
investigated. To monitor the rich kinetics, it was necegsaremploy a transient ab-
sorption spectroscopy setup capable to measure transiensoad wavelength region
from 360 nm to 950 nm. To gather additional information altbetexcited state dy-
namics, a second setup for fluorescence upconversion hasbbée The transient
absorption experiments were carried out in different stlveincluded measurements
of the anisotropy and considered the effect of differentcemtrations on the steady
state spectrum.

In cooperation with F. Santoro and R. Improta a detailed ahdbie description
of the overall kinetics was achieved. In agreement withrtheantum mechanical
simulations, the experimental observations evidencegditmescale dynamics on the
first excited potential energy surface after excitatione $horter timescale is less than
2 ps and the longer one is about 9 ps. These two time regimesttairited to two
competing reaction pathways differing in the moleculastimig on the excited surface
after photoexcitation. After decaying through a conicéisection, the molecule iso-
merizes either to the thermodynamically most statdasisomer or to the less stable
product isomers. The most likely model for the explanatibthe experimental data



162 Summary and outlook

and the computational results assumes two product isotherss and thed-cisform.
Since both thecis andd-cisisomer have a higher ground state energy the population
finally relaxes back to th'ansground state.

Adaptive femtosecond quantum control experiments wertopeed on this sys-
tem with the objective to control the isomerization procé&sth enhancement as well
as reduction of the isomerization efficiency, i.e the re@trield of the educt to the
product isomers, were achieved. Single parameter congohanisms such as apply-
ing different chirps or varying the excitation laser pulsegy failed to change the
ratio of the photoproducts. As a second objective, the fhmaece efficiency after ex-
citation of the molecule from its ground state to the firstied state was enhanced
successfully by applying the concepts of adaptive femtmsgcuantum control. This
enhancement of the radiative decay was shown to have nd effdbe isomerization
process.

These control studies on the isomerization process of aunedize molecule in
the condensed phase motivated experiments on the very epiiplogical system of
retinal embedded in bacteriorhodopsin. The moleculeaktmalso the chromophore
responsible for the first step in vision. In first adaptive fesecond quantum control
studies the excitation pulse was shaped. These experinmeiitate that a reduction
of the isomerization efficiency of this molecule, optimizgdnature, is possible while
the reverse, an enhancement could not be achieved.

In a next step, the traditional pump—dump—probe method weshded to a new
pump-shaped-dump—probe scheme to control moleculamsystethose regions of
the potential-energy landscape where the decisive reastgp occurs. By this, the
wave packet can be guided all the way to the desired prodats. sDifferent theo-
retical simulations on the enhancement of the isomeriaatield predict that pump-
dump-repump-probe mechanisms can control the reactioandis. Using the novel
scheme, such a four-pulse technique with a double-putseshaped dump pulse can
be realized and its impact on the reaction process can bensgitally investigated.
With further parameterized scans of specialized phasditns; such as different or-
ders of chirp, the dynamics of the dumping process has baeniilated. Finally
by adaptively shaping the dump pulse the information fromgiistematic scan has
been refined and completed. Theses experiments show thaiabpiumping occurs
with nearly bandwidth-limited laser pulses delayed by 20@ith respect to the pump
pulse. The resulting optimal dump pulse structure for thimplex system is surpris-
ingly simple and leads to the qualitative conclusion thataRcited-state wave packet
is still quite compact in the dumping region. In general, tbehnique demonstrated
here provides a handle on the control of complex systemsanttoad spectral distri-
bution of transitions. Additionally, it allows retrievingformation on the shape and
evolution of excited-state wave packets and underlyingipail energy surfaces.

Very often, adaptively obtained optimal laser pulse shapesvery complicated
and can contain structures, that contribute to a certaitra@lomechanism to different
degrees. Consequently, it can be difficult to identify thete@mechanism of such
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optimal pulses. Especially pump-dump scenarios often ataymportant role in the
acquired optimal solution and therefore deserve to be tigaed separately. For this,
colored double pulses are employed and both the pulse sipeaad the relative am-
plitude or phase difference of the two subpulses are sysieaiig scanned.

This further developed method was first characterized bplsiexperiments. Then,
a setup forcing double-pulses to obtain the highest thirchbaic yield was designed.
The control objective of maximizing the third harmonic yiélas the advantage that
the optimal pulse shape can be calculated and intuitivetietstood. Adaptive fem-
tosecond quantum control experiments were performed Wit dontrol objective.
With additional measurements of colored double-pulserobi@ndscapes the control
mechanism of the adaptively obtained optimal pulse shapéeaxtracted and con-
firmed.

In a further experiment, the dependence of the excitaticieficy of a complex dye
molecule dissolved in methanol on selected pulse shapéggtay transient absorp-
tion spectroscopy was studied. The results show that véigreint pulse shapes are
equally adequate to fulfill the control objective. This cause a learning algorithm,
which is used in adaptive femtosecond control experiméntse trapped in local min-
ima and prevent finding the optimal solution. Colored doubls@scans thus can give
an insight into the control mechanism of adaptively obtdipelse shapes and provide
information about reaction dynamics.

Investigations on various processes of different molectl@sses using the meth-
ods developed and applied here are a promising and reasicfor the near future.
The presented experiments demonstrate a successful faitpwf geometrical rear-
rangement reactions in chemically and biologically reftgsystems by adaptive fem-
tosecond quantum control. These studies on the controbafasization reactions in
condensed environments can be regarded as a first step tostaréoselectivity in
photochemistry.
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Zusammenfassung und Ausblick

Die Bildung verschiedener Isomere durdhderung der molekularen Struktur spielt
eine wichtige Rolle in vielen Gebieten der Physik, Chemie uraldgjie. So basieren
zum Beispiel die ersten Voamge des Sehprozesses im menschlichen Auge auf einer
ultraschnellen Reaktion, bei der sich die Anordnung der Atamdert. Die Kontrolle
dieser Reaktionen ist daher eine sehr interessante Herdesfag und von grof3er Be-
deutung @ir viele verschiedene Bereiche. Direkt damit verbundeniésBéobachtung
und Charakterisierung der ablaufenden Prozesse. Da diéseauFemtosekunden-
Zeitskala stattfinden, sind entsprechende Methoden naliggeunm die molekulare Dy-
namik untersuchen zwknen.

Die Entwicklung der letzten Jahre hat gezeigt, dass adaptmntosekunden Quan-
tenkontrolle eine ausgesprochen geeignete Methode isthemische Reaktionen zu
kontrollieren. Obwohl die gngigste Umgebung chemischer Reaktionen die konden-
sierte Phase ist, wurden die meisten adaptiven Quantenokerperimente an Sys-
temen in der Gasphase durchgjaft. Allerdings zeigen schon einige Modellexper-
imente, basierend auf einfachen Reaktionen, die Anwendliaitks Konzeptesiif
Systeme in der fissigen Phase.

Die vorliegende Arbeit behandelt die Beobachtung und Kdlietreon solchen
Isomerisierungsreaktionen in biologisch und chemischvegiten Systemen. Dazu
wurde die Reaktionsdynamik eines in Methanologétn Modellmolells mittlerer
Grol3e untersucht, das zu der Familie der Cyaninégetum dessen komplexe Dy-
namik studieren zudnnen, wurde ein Aufbau zur transienten Spektroskopienerai
Wellenlangenbereich von 360 nm bis 950 nm konstruiert. Datlishe Informatio-
neniiber den Ablauf der Reaktion auf der ersten angeregten Rafthe gewonnen
werden sollten, war die Entwicklung und Errichtung einegbauis zur zeitaufgékten
Messung der Fluoreszenptig. Die Experimente zur transienten Spektroskopie wur-
den in verschiedenendsungsmitteln durchgehrt. Deswetieren wurden Messun-
gen des Anisotropieverhaltens bieksichtigt, ebenso wie der Einfluss verschiedener
Konzentrationen auf das Grundzustands-Absorptionsapakt

In Kooperation mit F. Santoro und R. Improta konnte eine tieteie Beschreibung
der ablaufenden Prozesse gefunden werdertbereinstimmung mit den von ihnen
durchgetihrten quantenmechanischen Simulationen hat sich herstedity dass sich
die Dynamik auf der ersten angeregten Potendieltfé nach der Anregung auf zwei
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Zeitskalen abspielt. Dielkzere Zeitskala beigt 2 ps und diedngere 9 ps. Beide
Zeitbereiche wurden konkurrierenden Reaktionswegen pugeisen, die sich durch
den genauen Ablauf der atomaren Umstrukturieruagpnend der Isomerisierung un-
terscheiden. Nach dem Passieren einer konische Durchdahgeisomerisiert das
Molekil entweder zum thermodynamisch stabiletems Isomer oder zu den insta-
bileren Produktisomeren. Im wahrscheinlichsten Modell Etklarung der experi-
mentellen und theoretisch simulierten Daten werden zwedktisomere angenom-
men, diecis und died-cis Form. Da sowohl dasis als auch dasl-cis Isomer eine
hohere Grundzustandsenergie haben, relaxiert die Populatis den zugéhigen
Bereichen zuick zumtrans Grundzustand.

An diesem System wurden nun adaptive Femtosekunden Qukanteollexperi-
mente durchgéfrt, mit dem Ziel den Isomerisierungsprozess zu beeirdlusEs
konnte erfolgreich gezeigt werden, dass die Isomerisggeffizienz (die relative
Menge von Edukt- zu Produktisomeren) sowohldrhals auch verringert werden
kann. Einzel-Parameter Kontrollmechanismen wie zum Belgfas Verwenden ver-
schieden gechirpter Anregeimpulse oder unterschiedli8heegeimpulsenergien er-
gaben einen nur geringen Einfluss auf die Isomerisierufigieefz. Als zweites Ziel
wurde durch Anwenden des Konzeptes der adaptiven FemtadekRuQuantenkon-
trolle die Fluoreszenz-Ausbeute erfolgreich gesteigbebei hat sich herausgestellt,
dass der optimierte Strahlungszerfall keinen Effekt aef Idomerisierungseffizienz
hat.

Diese Kontrollstudien iber den Isomerisierungsprozess eines mittelgrof3en
Molekils in der kondensierten Phase haben weitednde Experimente an dem sehr
komplexen biologischen System Retinal innerhalb des Rre&akteriorhodopsin mo-
tiviert. Bei dem Molekil Retinal handelt es sich um dasselbe Chromophor, das auch
fur die ersten Schritte im Sehprozess verantwortlich ist.apiide Femtosekunden
Quantenkontrollstudien, bei denen der Anregeimpuls gefarurde, zeigen, dass eine
Verringerung der Isomerisierungseffizienz dieses duretiNditur optimierten Systems
moglich ist. Das Gegenteil, eine Erhung der Isomerisierungseffizienz, konnte hinge-
gen nicht erreicht werden.

Im nachsten Schritt wurde die traditionelle Anrege—Abreger#de Technik zu
einem neuen Anrege—geformten-Abrege—Abfrage Konzepitaw. Dadurch &nnen
molekulare Systeme in den Regionen der Potentialenergiddchaft kontrolliert
werden, in denen der entscheidende Reaktionsschritt istigitfi Das Konzept
ermoglicht, das Wellenpaket den ganzen Weg zum igesehten Produktzustand
zu fuhren. Verschiedene theoretische Berechnungen zum PraddeniErifohung
der Isomerisierungseffizienz stellen in Aussicht, dassgerAbrege—Wiederanrege—
Abfrage Mechanismen eine dglichkeit der effektiven Beeinflussung der Reaktions-
dynamik ebffnen. Mit der weiterentwickelten Methodedknen solche Vier-Puls-
Techniken durch Verwendung von Abregungsimpulsen, di®afgpelimpuls geformt
sind, realisiert und ihr Einfluss auf den Reaktionsprozestesyatisch untersucht wer-
den. Zugtzlich wurde mittels Variation von parametrisierten gpalen Phasenfunk-
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tionen, wie verschiedene Ordnungen Chirp, die Dynamik demedungsprozesses
beleuchtet. Durch Formen des Abregungsimpulses mittedpta@r Femtosekun-
den Quantenkontrolle wurden die Informationen aus deresyatische Untersuchung
vervollséandigt. Diese verschiedenen Experimente zeigen, dasdfdieieste Abre-
gung ir einen nahezu bandbreitebegrenzten Abregungsimpulksimeit \Verdgerung
von 200 fs relativ zum Anregeimpuls auftritt. Die resuléiede Struktur des op-
timalen Impulses ifr den Abregungsprozess igberraschend einfach und veran-
lasst die Schlussfolgerung, dass das Wellenpaket auf dgregten Potentialithe

in der Abregungsregion veaktnismal3ig kompakt ist. Im Allgemeinen erlaubt die
hier vorgestellte Technik eine gezielte Kontrolle kompelexSysteme. Zugzlich
ermdbglicht sie, Informationeiiiber die Form und Entwicklung von Wellenpaketen in
angeregten Zuahden undiber die Potentialfichen zu erhalten.

Haufig sind die aus einem adaptiven Femtosekunden Quanteokexperiment
erhaltenen optimalen Laserimpulsformen sehr komplizied enthalten zudem Struk-
turen, die zu einem unterschiedlichem Grad zum Kontrollmetsmus beitragen
konnen. Folglich kann sich die Identifikation des Kontrolbhanismus solcher op-
timaler Impulse schwierig gestallten. Besonders Anregeedéd Szenarien spielen oft
eine wichtige Rolle in den ermittelten optimaleddungen und sollten daher geson-
dert untersucht werden. Dazinen verschiedenfarbige Doppelimpulse verwendet
werden, bei denen man sowohl den Pulsabstand als auch aieeehmplitude oder
die Phasendifferenz der beiden Einzellpulse systemadisdbrt.

Diese weiterentwickelte Methode wurde mittels einfachepdfimente charakter-
isiert. In einem weiteren Schritt wurde ein Aufbau entwarfeer Doppelimpulse
erfordert, um ein maximale Ausbeute von Licht bei einer @f@iinge von 266 nm zu
erhalten. Dieses Kontrollproblem hat den Vorteil, simiddag und intuitiv versindlich
zu sein. Mit dem Kontrollziel der maximalen dritten Harmsehen Ausbeute
wurden adaptive Femtosekunden Quantenkontrollexpetenguarchgefihrt. Durch
zusatzliche Messungen von verschiedenfarbigen Doppelimigatgrolllandschaften
konnte die optimale Pulsform ermittelt und &gyt werden.

In einem abschlieBenden Experiment wurde die @igigkeit der Anregeeffizienz
eines komplexen, in Methanol gslten Farbstoffmolels auf verschiedene Impuls-
formen untersucht. Aus den Ergebnissen wird ersichtliessdsehr unterschiedliche
Impulsformen ein Kontrollziekhnlich gut erdillen konnen. Dadurch kann der bei
der adaptiven Kontrolle bérigte Lernalgorithmus in einem lokalem Minimum gefan-
gen werden und das Auffinden der optimalen Impulsform dddusrhindern wer-
den. Verschiedenfarbige Doppelimpuls-Kontrolllands$tgrakonnen einen Einblick
in Kontrollmechanismen von adaptiv gefundenen Impulsemrarndglichen und In-
formationeniber die Reaktionsdynamik liefern.

Mittels der angewandten und weiterentwickelten Methodehniaber verschiedene
Prozesse unterschiedlicher Moldklassen zu lernen ist ein viel versprechendes und
realistisches Ziel iir die Zukunft. Die pasentierten Experimente zeigen, dass es
moglich ist, geometrisch@nderungsreaktionen in chemisch und biologisch relevan-
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ten Systemen durch adaptive Femtosekunden QuantenKertuosteuern. Die erfol-
greiche Manipulation von Isomerisierungsreaktionen vasdWilen in der flissigen
Phase kann als erster Schritt zur Kontrolle von chiralendidden angesehen werden.
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Appendix A

A.1 The coherent artifact

The “coherent artifact” or “coherent spike”, as it is oftealled, generally appears in
every liquid phase pump-probe experiment. This cohereifidetris very well under-
stood, both theoretically and experimentally [76] and isyposed of different contri-
butions. In the non-resonant case, where no molecular pii@ortakes place, three
different parts are important, the instantaneous eleim@sponse with the amplitude
0, high- (@n > 1, with T being the pulse duration) and lowex < 1) frequency nu-
clear vibrations with a vibrational dephasing rate corsyaimn the ground state. The
high-frequency modes contribute only at fixed probe fregie=tw, = wy1 + w, with
wp1 being the pump carrier frequency. In contrast the low-fesgpy vibrational and
the coherent electronic part give a transient signal atralb@ wavelengths. The elec-
tronic part of the transient signal is usually 5-6 times leighn magnitude than the
signal from the low-frequency vibrations. The differehtatical signal of this most
important contribution can be described by [76]

ltg+o(wp)]? 2
7 an| L [atto(w)]” to(wp)[ts +to(wp)]
AAc(wp,tg) Oe sin 2BT12 B4 BTzlez (A.1)

with «ap being the instantaneous frequency of the probe pulsggatite time delay
between the pump and the probe pulse anthe pulse duration of the pump amg
the pulse duration of the probe pulse.

The probe continuum, as used in the experiments in thisghesigenerated by

white-light generation in a sapphire plate. This causegptbbe pulse to be chirped
(see Section 2.3). For simplicity the probe pulse is writien

2

Ea(t) = & 73 ¢l(cn+p2) (A.2)

|

1

wo2 is the central frequency argl= 5 [ o the chirp rate. Thus the instantaneous

=S
O~

frequency (see Equation 1.30) a®2(t) d—‘? = a2 + 2fBt. Since different spectral



172

A) 100

50

50

0.2 -

565 nm

W
© e 4o e o Fed
0.2

absorption change AA [mOD]

100

0.2 04 0.6 0.2 04 06 00 02 04

0.6
time delay At [ps] time delay At [ps]
Figure A.1: A) Experimental signalA(wp,ty) obtained from fused silica windows
(thickness: 0.16 mm, pump pulse energy: b at a central pump wavelength of
476 nm). The solid lines are the best fit according to EquatidnB) Same signal
for a medium (chloroform), showing strong impulsive stiateld Raman scattering
(ISRS). The black lines show the best fits according to botlekbetronic contribution
and the ISRS (taken from [76]).

components of the supercontinuum interact with the pumgepat different delay
times, the time zero of the pump-probe interaction can bede=sscribed by [76]:

(0w — t2)
2

The main behaviour of the coherent artifact can be very veelhdrom Equation A.1
and Figure A.1A. In this figure the transient electronic sigis shown for different
probe wavelengths calculated with the Equation A.1. Tharmpaters for the specific
calculation are given in the figure caption. The charadierpositive spike and the
negative wings before and after the time zero can be easilizegl from the fact that
this electronic behaviour can be described by a Gaussiastidunmultiplied with a
sine function.

The “impulsive-stimulated Raman-scattering” (ISRS) arises low-frequency vi-

to(ar) ~ (A.3)
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brations excited by an ultrashort pump pulse. This contigious mainly proportional
to the product of an exponential decay and a sine functioh [76

AA SRS Wy, tg) ~ e Hhlla ()] sinf ey (tg + to () )] (A.4)
The molecular signal will correspond to a vibration whosehbtude decays exponen-

tially as can be seen in Figure A.1B.

The last contribution that can occur is the Raman contributibcan be described
by [76]:

_M
AAR(wp,tg) O e 1

R _ %
V2 (02— co1—Swm)? Y2+ (@2 — cort wm)? (A.5)

with y being the decay rate constant for vibrational coherencerelis an emission
(negative signal) at the Stokes frequengy= wp1 — wr and an absorption (positive
signal) at the anti-Stokes side = wy1 + wr. In general, the Raman signal can be
much stronger than the electronic contribution and thud eaan enhanced spike
around the time zero.

From these explanations it is clear that the signal arouedithe-zero must be
handled with special care. It can be either treated theaigtias shown here, or must
be measured in an additional experiment. In such an expetjrte contributions due
to the interaction of the pump and probe pulses with the swlaad the cell have to
be measured separately from the measurements to the nel@cdér investigation
dissolved in the solvent. Thus the additional signals wladh not related with the
molecule can be subtracted from the overall signal. Thisgutare has been performed
with the data when the effects close to the time-zero have begpecial interest.

A.2 Short-time anisotropy measurements on NK88

To investigate the effect of rotational diffusion in the easf NK88 dissolved in
methanol, long-time anisotropy measurements have alrbady discussed in Sec-
tion 4.4. For completeness the short-time anisotropy bheh&presented in this sec-
tion. The measurements of the anisotropy in the case ofagaitat 400 nm and probe
wavelengths 360 nm, 460 nm and 500 nm are shown in Figure A& transients for
the pump pulse polarization being parallel (red line) angbgedicular (black line) to
the probe pulse are displayed in the left column. The arapgtcalculated with Equa-
tion 1.4 is shown in the right column. Because of the addjtiltv of anisotropies (see
Equation 1.12), in most cases the anisotropy for the sho# tegime is very complex.
This is especially the case if there are both positive anatnegcontributions to the
transient signal, as it is the case in the 460 nm and 500 nraiénats (see Chapter 4).
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Figure A.2: Short time anisotropy behaviour of NK88 disgalvin methanol, when
excited with 400 nm pump light. The left column show the tiants for the pump
pulse polarization being parallel (red line) and perpeuldic(black line) to the probe
pulse for A) 360 nm C) 460 nm and E) 500 nm. The right column shb@snisotropy
calculated with Equation 1.4 for the wavelengths B) 360 nm@®) 4m and F) 500 nm.

There, stimulated emission (negative absorption sighat),ground state absorption
(positive absorption signalgis andd-cisground state absorption (positive absorption
signal) have non-negligible contributions. This causeguarities in the anisotropy
r(t) (see Figure A.2D and F). The individual components are véfigult to isolate
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in such cases.

The transient at the wavelength of 360 nm has only two p@saontributions (see
Chapter 4). A biexponential fit to the anisotropy yields a shiore constant of about
2 ps and a very long time constant that can not be accuratéyndimed and which
is expected to be due to rotational diffusion (see FiguréB\.Zhe short time reflects

the change of the orientation of the transition dipole mantkre to the molecular
dynamics.

A.3 Wave packet dynamics of; and photodissociation

The dynamics of a wave packet can be very well visualizedarcdse of the molecule
I dissolved in ethanol. If the molecule gets excited by a defiilly short laser pulse
of the proper wavelength, coherence will not only be geeerat the excited state but
also amongst the ground state vibronic levels [289, 290]is Phocess is known as
“resonant impulsive stimulated Raman scattering” (RISRS)oixthe excitation, the
system has an equilibrium vibrational population in the®le ground state. With the
first interaction with the pump field, a part of the amplituddransferred to the first
excited state. The system wave function now has contribsitom both the excited and
the ground state. The excited state wave function propagaiger the influence of the
excited state Hamiltonian. A second interaction with thenpdield transfers a certain
amount of amplitude back to the electronic ground state sThe ground state popula-
tion is in a nonequilibrium state and evolves under the gdatate Hamiltonian. The
dynamics of the ground state population can now easily besaned by monitoring
the time-dependent bleach signal.

In the case of; dissolved in ethanol, the absorption maximum peaks at 375 nm
and the absorption band spans up to 450 nm (see [291]). TheXo#ed surface has
a dissociative character and leads to the photoprodigicaad| [292,293]. The poten-
tial schemes are shown in Figure A.3A and B. Excitation witbfiGgently short laser
pulse of 400 nm induces a ground state wave packet. The gsiatelwave function
immediately after the pulsé € t¢) can be approximated by [289, 294, 295]:

ot IA(Dt

Yrt) =€ me [cogQ-tt) +icosOsin(Q-t)]Yy(F,0) (A.6)
with 1
A(F) = 5 (Ve(T) — V(D). (A7)
Q(F) = %(e(t)ﬁ(?’)erA(F’)Z)% (A.8)
and
cosO = AI(r) (A.9)
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Figure A.3: Scheme A) shows the potential surfaces of theecubél;™ dissolved in
ethanol. The molecule can be excited at an excitation wagéhteof 400 nm. The first
excited surface has a dissociative character and leddsaindl. The potential scheme
of I, itself is shown in B). Excitation by a 740 nm photon can leadch® formation

of I” andl. The transient signals ¢f at a pump wavelength of 400 nm and a probe
wavelength of 400 nm is shown in C). There, the ground statamyes which are
caused by resonant impulsive stimulated Raman scatteril@R®) can be very well
seen from the sinusoidal modulation of the probe pulse sitynThe transient in D)
shows the formation af,, which is probed at a 740 nm.

(t) is the slowly varying field envelope for a field that can be teritasE(t) =
g(t)e '@ with wy being the carrier frequencykg is the energy eigenvalue of the
ground state anfi the dipole operator. This equation is only valid for a pulgeation
that is shorter than any induced nuclear motion.

Since the initial wave function d@t= 0 reappears on the right hand side of Equa-
tion A.6, the ground state wave function after the excitat@t looks similar to the
interaction before, but with an additional hole. The exwmta pulse hollows out a
piece of the original ground surface wave function whichlimmated via the excited
surface. Therefore, the ground state dynamics can be vdlyleseribed by the evo-
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lution of the hole, which is governed by the ground state Htamian. This evolution
modulates the probe pulse absorption as a function of tirdenavelength.

In the given case a good wavelength to monitor the groun@ stahamics is at
400 nm. Figure A.3C shows the measured transient absorgigmal of the probe
beam for the first five picoseconds. The ground state dynataitbe seen very clearly
as a sinusoidal modulation of the signal. The frequency @fsihusoidal modulation
is 300 fs. This is still significantly longer than the pulseation, but for a quantitative
comparison of the theory with the experiment, a completearigal evaluation of the
Schroedinger equation would be necessary. However, tHéajive statements from
above remain unchanged. As seen in Equation A.6, the latss parameters have an
important influence on the initial conditions of the wave gt@and thus on the molec-
ular dynamics.

Triiodide can dissociate intl3” andl. The absorption maximum &3 in ethanol is at
750 nm. Therefore the dissociation process can be well m@uitat a probe wave-
length of 740 nm. By absorption of a photon of this wavelengthrholeculd, can
dissociate intd andl —. The transient signal at 740 nm is shown in Figure A.3D.

In the case that the moleculg is excited with 266 nm pump light instead of us-
ing 400 nm, in addition to the two-body dissociation that b@nmonitored at probe
wavelengths around 750 nm, three-body dissociation hapasnvell. When excited
at 400 nm, the transient for a probe wavelength of 400 nm akgishows no offset
after a few picoseconds (see Figure A.3). Since a certantidraof the molecules is
expected to dissociate intandl, (this is evident from the transient at 740 nm in Fig-
ure A.3D), a pump-depletion signal with at least the timestant of the decay of the
740 nm signal is expected. The reason, why this can not beliesan the appearance
of an isobestic point at a wavelength of 400 nm [292]. The giigm of the produced
I, (positive signal) directly cancels out the pump-depletioegative signal). In the
case of an additional product channel the amount of prodlicedolecules decreases
and thus the, -absorption as well. Because the amplitude of the bleaclakgiays
unaffected, in such a case the superposed signal would benerg different from
zero. The only chance to get again an isobestic point at 40@ouhd be given, if the
second product also absorbs at this wavelength.

This situation exists for the case of excitation with lighadrequency of 266 nm.
Due to the different pump wavelength, the initial dynamicarmges (see Figure A.4A).
For later delay times the transient probed at 400 nm has aaffsat (see Figure A.4B,
blue line). For better comparison the probe signal for akddgpump pulse is shown
to mark the baseline (see Figure A.4B, orange line). The toffistiae molecular signal
at late delay times is proportional to the amount of molezdhat have been exited
through a decay channel different from tigeproduction. This additional decay chan-
nel was identified as three-body dissociationpinto | ~ and twol atoms [292].

Therefore the molecular system bf dissolved in ethanol is very suitable and
highly interesting for adaptive femtosecond quantum adr@xperiments concerning
the control of dissociation into different products. Thepit has been intensively in-
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Figure A.4: A) The first thirty picoseconds of the transiebsarption signal ol
dissolved in ethanol, when excited at a wavelength of 266 ndhpsobed at 400 nm.
The signal up to 500 ps is shown in plot B) as blue line. To maekldhseline, the
transient signal for the case of a blocked pump pulse is sresvarange line. The
offset at late delay times is caused by three-body dissoniat

vestigated in the gas phase, where dissociation into magyrfents can be more or
less easily detected for example by means of mass spegbsosbo contrast, in the
liquid phase only a few publications can be found on the tapidissociation into
more than one product. Effective methods for the detectiophotofragments like
mass spectroscopy are not feasible in the condensed phassient absorption spec-
troscopy that is commonly used in liquid phase experimeassthe disadvantage to
provide signals that are often difficult to interpret. But mamportant, a substantial
amount of photoproducts is necessary to produce a detecmplal. Additionally the
pulse energy can not be increased to such high values asrthegraetimes used in gas
phase experiments to allow efficient multiphoton transgioBeside heating and other
unwanted effects, at a certain point white-light generafgee Section 2.3) will occur
in the sample medium. The stray light of this signal will matkeearly impossible to
record transients of a sufficient quality.

For the case of the systely dissolved in ethanol these problems could be suc-
cessfully circumvented as shown in this section. Excitedal866 nm photon, the
molecule can either perform a two-body or a three-body dission. The first event
can be monitored in the near-infrared region and the seceent at a wavelength of
400 nm. Therefore for an adaptive femtosecond quantumala@xperiment a shaped
pump pulse centered around 266 nm and two probe pulses atd@na 800 nm are
required. A recently developed method for shaping pulsekenUV region based
on frequency-doubling and sum-frequency mixing could mtexthe modulated exci-
tation pulses at 266 nm [296]. The two probe wavelengths @t and 800 nm
can be very easily obtained by frequency doubling of the 8@(®eam from the laser
system. Only a certain fraction will be converted to 400 nmnc8 the feedback
signals are best obtained at late delay times the time differ between the two dif-
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ferent probe-wavelength because of the creation processhandispersion does not
negatively influence the feedback signal. In an adaptiveédeatond quantum control
experiment, the change of the ratio of these two signals avbaldirectly connected
with the change of the dissociation products. For a secastaighe obtained results,
in principle all information can be gained from the transiah400 nm [292]. The

ratio amplitude of the spike at early delay times can be usedtimate the number of
initially excited molecules. With the help of this infornat, the quantum yield for

the three-body dissociation can be gained by the compavisthnthe signal at later

delay times.

This molecule makes the investigation of a possible cowntirtie different dissoci-
ation channels very interesting, because the undergoingmdics in this model system
can be more easily theoretically described than for corapdit molecules. From the
pronounced coherent wave packet dynamics as visible inr&igLBC one can expect
that coherent control effects can play a major role in thérobmechanism.

A.4 Rotation—translation device for spectroscopy with
small sample volumes

Many investigations carried out with optical spectrosctimus on various properties
of solvated molecules. In most methods, the liquid is cybled pump through a flow-
cell [37] or a liquid jet [52,297]. This procedure necedsitaa certain sample volume
to fill the flow tubes and a reservoir to ensure a gas-bublkeleffow cycle. Often, the
amount of the molecular sample is too limited to use a flow-auedl to allow a high
enough optical density of the solvated substance at the sarmae

Instead of a flow-through geometry, a thin film of dissolvedexales can be used,
sealed between two glass plates. Such films can be easilgdtdat in most cases and
necessitate only a small fraction of the sample volume inganeon to a flow-through
setup. In addition to this, certain biological molecules aot stable in solvents with a
very low viscosity used in a flow-cell or a liquid jet. This igrfexample the case for
the system retinal in bacteriorhodopsin if solvated inaiarbrganic solvents, where it
may rapidly degrade [298]. In contrast, bacteriorhodopamobilized in a film [286]
proves to be a more suitable environment which makes it plesg study the same
sample over a long time.

Generally, in many time-resolved spectroscopic methodkiarfilms, such as tran-
sient absorption spectroscopy or fluorescence upconverie laser beam will only
interact with a small fraction of the whole film (dependingitasize). This interaction
can cause the sample to locally degrade or to accumulategiootucts. In femtosec-
ond transient absorption spectroscopy, the used las@amsgsiften work with a 1 kHz
repetition rate. Certain photoproducts have lifetimes exaeed the period between
two measurements (e.g. tA&-cisisomer of retinal in bacteriorhodopsin has a life
time of 8 ms [227]). Therefore repeated interaction withgame sample volume will
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result in an undesired signal from the photoproduct geadnaith the preceding laser
shot. Beside this, the continuous interaction with the lasams will heat the sample
and can cause signal artifacts or even lead to irreversdg&uaction of the molecular
system.

To reduce these unwanted effects, it is desirable to exehdrgregion where the
interaction with the laser beams takes place [299]. Scanoirthe excitation and/or
detection laser beams over the sample is usually difficidcttomplish. Therefore, it
is advantageous to move the sample film. To ensure a new sawiplae for each
measurement, this movement has to occur fast enough. Asguardiameter of the
interaction region of 10@rm means that the movement has to occur with a velocity of
more than 0.1 m/s.

The desired movement can in principle be accomplished by limear actua-
tors [300]. Although this works well in certain situationd@re no degradation or
photoproduct formation occurs, such linear actuators kleweannot provide the nec-
essary velocity to ensure a new sample volume in the casendb$econd transient
absorption spectroscopy with a 1 kHz repetition rate. Télffdihis requirement, the
sample is often rotated [9,59,301,302]. Although in sucetagsthe probed volume is
exchanged from shot to shot, one does not make use of the géduwlgle area, but only
a small ring of the sample area is probed. An additional tedilos of the sample film
can result in much better coverage of the overall sample laecttore allow longer
measurement periods with the same film.

Here a setup is demonstrated and characterized that isleagabtating and trans-
lating the sample with a speed high enough to provide a newlsavolume for each
laser shot in a 1 kHz femtosecond transient absorption mem&int. The setup is de-
signed to cause as few vibrations as possible to ensure asggal-to-noise ratio. The
necessity of the proper adjustment of the sample film witheesto the laser beams is
demonstrated in a study investigating different tilts @& tholecular film. For a proper
setup geometry, the signal-to-noise ratio is comparedabdhtained with a standard
flow-cell setup.

Additionally, the capability of the setup to reduce the efffef photoproduct ac-
cumulation is investigated. In the case of non-immobiliaeds such as liquid films
produced by solvation of a substance in a certain solvenintieence of diffusion
on the molecular signal must be considered. This effectss aivestigated for the
rotation—translation device.

A.4.1 Design of the sample holder and experimental setup

The rotational motion is realized in a very simple and stadg that consumes only
little space by mounting the sample film in a tube which is Hgjdwo single-row
radial deep-groove ball bearings. This ensures vibrdtiea-novement without any
tilting or slipping.

The translation can for example be realized by an eccemtpipet or by an ellip-
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Figure A.5: Rotation—translation device. A) The three-disienal CAD (computer-
aided design) drawing and B) a photo of the sample holder natst for the spec-
troscopy of thin films are shown. Linear and rotational motad the sample film
results in a rosette-like scanning motion of the laser beawes the film. The film
can be tilted about two axes to adjust the film normal to begradular to the linear
motion and to allow optimal alignment. Flexible shafts faartsferring mechanical
motion make the design very compact and allow storing the @@rs at a certain
distance from the experiment. On top of the sample holdegcéeborhodopsin film
sample (right) from Munich Innovative Biomaterials (Madried, Germany) can be
seen, which will be screwed into the holder with a teflon spéweddle) and a fixing
disk (left).

tically shaped actuator. This has the advantage to constational motion, easily
provided by a DC motor, into a periodic translation. In thegant realization, the
latter possibility of an ellipse to produce the necessamydr motion is implemented.
The different lengths of the major and the minor axis are usdchnsfer the rotation
into a translation by pushing a slide up and down (Figure AB)erefore, different
amplitudes can be easily achieved by using different elBps
The desired movement of the sample is realized with two & motors (from

MFA/Comodrills, UK). By applying different voltages, the sguks of the linear and
rotational motions can be easily adjusted. The rotationalgy is transported with
two flexible shafts from the motors to the sample device apdefiore the DC motors
can be positioned far away from the experiment. This makesample holder very
compact and helps reducing vibrations, since the DC motoretineed to be attached
onto the optical table. Furthermore, a greater distancka@xperiments reduces the
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influence of electromagnetic stray fields produced by the s on sensitive elec-
tronic elements.

The translation direction of the linear motion has to be pedicular to the sample
film normal. Otherwise, the spatial overlap as determinethbypoump and probe laser
focal regions would move out of the sample volume as a coresexpof the combined
linear and rotational motion. To ensure probe overlap airaks, the bearing is em-
bedded in a construction following the design of a mirror mo his allows adjusting
the tilt of the sample film with respect to the laser beams.sThsing the two degrees
of freedom of the mount, optimal alignment of the sample radnmith the direction of
the incoming pump light is achieved.

A further translation stage on the bottom of the sample hdiegps for fine-tuning
in the alignment procedure and to bring the laser focus mea@enter plane of the sam-
ple volume. Any film sealed between two windows with a diamefe25.2 mm and
thickness up to 15 mm, made of a glass type that does not icfiuée polarization of
the laser beams, can be used in this setup.

This device is especially interesting and suitable for teoular samples, which
are often only available in small quantities. Neverthel@ssrder to characterize the
setup, a film of the dye molecule IR125 (Indocyanine-gree®,333'-tetramethyl-
1,1’-di(4-sulfobutyl)-4,5;4’,5’-dibenzo-indotricadzyanine-iodide monosodium salt)
dissolved in ethylene glycol is prepared. The dye was pwathrom Lambda Physics
and used as-is. The sample thickness was set to 0.2 mm by tugn@.1 mm thin
ring-shaped spacers between the two glass plates. Thalogginsity of the sample
was measured by a Hitachi U-2000 spectrophotometer to He@®at 800 nm for
the photodegeneration experiment and 0.15 OD in the casheo§ignal-to-noise
measurements (see below).

Furthermore, a flow-cell setup (Starna GmbH, Type 48l) waslus allow direct
comparison between a conventional measurement and th®netaanslation device.
The flow-cell sample path length was 0.2 mm (specified by timeleg. The sample
has the same concentration as in the previous case and ibal @@nsity has been
measured to be 0.18 OD at 800 nm for the photodegeneratiarimgnts and 0.13 in
the case of the signal-to-noise measurements. The diffeliarthe optical densities is
due to slight differences in the film or cell thickness, respely.

The experimental characterization of the two spectroscsgiups was carried out
by measuring the ultrafast dynamics induced by an 800 nm pauige in a femtosec-
ond transient absorption experiment. The laser system igseithese experiments
consists of a Ti:Sapphire oscillator and a regenerativeliiergand provides 800 nm,
80 fs, 1 mJ laser pulses at a repetition rate of 1 kHz. To cherniae the different sam-
ples, a pump-probe setup is employed. The initial laser beaplit into two fractions,
one for the pump and the other for the probe beam. The pump [seaitenuated and
focused by a 200 mm lens into the sample. For the experimgmisng pulse energy
of 600 nJ is employed.
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For the probe beam, a white-light continuum is created bygow the 800 nm laser
beam into a sapphire plate. This supercontinuum is focugedlb0 nm lens into the
sample and is spatially overlapped with the pump laser puiden the sample vol-
ume. Pump and probe beams have an angle of approximatetp ach other. With
the help of a monochromator, light of a wavelength of 830 nmeeiected from the
probe laser pulse and recorded by a photodiode. The pumplalses can be delayed
with respect to the probe laser pulses using a computerait@a delay stage.

To monitor the stability of the laser system, the 800 nm lasergy was also
recorded during the different experiments.

A.4.2 Experimental characterization
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Figure A.6: A)IR125 transient absorption with deliberatsatignment of the rotation-
translation device (pump wavelength at 800 nm, probe waggteat 830 nm). For the
demonstration of the effects of misalignment, the rotatias been interrupted and
the speed of the linear motion reduced to a minimum. Theoadrtilt of the sample
film normal with respect to the laser beams was misalignectagproximately 10
This causes a slipping of the point of best spatial overlawé&en pump and probe
and thereby an additional sinusoidal modulation of the mesksignal, which signif-
icantly lowers the signal-to-noise ratio. B) IR125 absomptsignal with an 800 nm
pump and an 830 nm probe at a fixed pump-probe delay time of 6dIpis graph
demonstrates the effects of photodegradation and difiusjoProbing a certain spot
on the sample film without any rotational or linear motiof;anly rotational motion;
iii) both linear and rotational motion.

The experimental characterization of the different setugs carried out with the
laser dye IR125 dissolved in ethylene glycol. Employingaitist spectroscopic meth-
ods, this molecule has been used to investigate vibratemélvibronic dynamics of
large molecules in solution [264, 288], excited-state fifee [75], photoisomeriza-
tion [75], and optimal control of excitation efficiency [6ln ethylene glycol the ab-
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sorption maximum of IR125 lies at 791 nm. Therefore, using plaser pulses cen-
tered at 800 nm excite the sample close to its absorptionmmari Probing at 830 nm
mainly records two effects: pump depletion and stimulatedssion. Because the
pump laser pulse excites a certain fraction of the moleanlése sample, this fraction
does not contribute to the ground-state absorption anynitrerefore, the probe beam
experiences less absorption in the region of the steadg-atsorption spectrum. This
effect is labeled “pump depletion” and the amplitude hasstimae sign as an emission
signal.

Using a probe wavelength that is shifted by 39 nm to the reel\with respect to the
absorption maximum, it can be expected that also stimulatedsion can be moni-
tored at the probe wavelength. For IR125 dissolved in ethaniol dimethylsulfoxide
the excited-state lifetime was reported to be several ladsdof picoseconds [75].

In addition to stimulated emission and pump depletion, tlidegule has the ca-
pability to form several photoproducts. Like all the otheembers of the cyanine
dye group, if not sterically hindered, IR125 has the potétdigsomerize to different
molecular geometries [75, 303]. Furthermore, intense laskels can cause degrada-
tion of the sample by dissociation into smaller fragmen@?]3and under certain con-
ditions, the photo-excited molecules form radicals andtregth intrinsically present
solvent ions and radicals [305]. Irrespective of the exaigfim of the photodegrada-
tion, it will be shown in the following that it is possible t@@mulate certain pho-
toproducts under continuous excitation by a laser field. s€hghotoproducts do not
absorb at 800 nm anymore, which can be seen by recordinggadysstate absorption
spectra prior to and after intense laser radiation. Thesefihe stimulated emission
and the pump depletion are reduced. As a consequence, thentwfostimulated
emission and pump depletion, recordable at 830 nm, is atdireasure of the amount
of IR125 molecules in their original configuration. This sition will be used in the
experiments concerning photostability and diffusion.

To ensure a good signal-to-noise ratio, the rotation-tedilem device has to be
aligned properly in the experimental setup. For demonetraif this fact, the sam-
ple surface with respect to the linear motion of the devicdelberately misaligned,
and the speed of the linear motion of the film is reduced to amum for the mea-
surement of femtosecond pump-probe transients. As candvefisem Figure A.6A),
a sinusoidal modulation is present on top of the transienthvis not due to molec-
ular wavepacket dynamics but rather an artifact caused dynibalignment. This is
a consequence of the fact that the position of optimal dpaterlap of the pump and
probe beams moves from the film into the glass plate and baclthia film. At a very
low speed of the linear motion, as used here for demonstratimposes, this results
in a sinusoidal modulation of the signal. At higher speed; stipping would not be
directly visible on the signal but the noise on top of the siant would be significantly
increased with respect to the optimal case. With the helxpéements such as the
one shown in Figure A.6A) and using the fine adjustment scugsusle in Figure A.5,
the alignment can be optimized, which has been done forladlesguent measurements.
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Figure A.7: Comparison of the signal-to-noise ratio foreliéfnt types of experimental
setups using transient absorption measurements of IR186l\d#s! in ethylene glycol
pumped at 800 nm and probed at 830 nm. To determine the digimalise ratio,
the transients are fitted by a sum of two exponentials. On tagaoh transient, the
residuals are shown. A) Rotation—translation device. B) Fdéell

In order to characterize the signal-to-noise ratio for tloevithrough setup and
the rotation—translation device, pump-probe transientieuidentical conditions are
recorded, i.e. in particular same signal averaging timasiesnumber of data points
and identical temporal delay positions. As mentioned ingh&vious section, the
samples have the same concentrations but slightly diffesptical densities due to
different sample thicknesses. The transients are recalidectly one after each other,
using a geometry that allows changing between the two satypés (flow-cell/film)
within less than five minutes. The different signal heights eaused by small
misalignments in the z-position of the sample film.

Figure A.7 shows the results for the two measurements,ecaut on the film
with the rotation—translation device (Figure A.7A) and flev cell (Figure A.7B).
For both sample types, the respective transients are Nyrtigientical and the noise
does not differ significantly. These transients are fitte@ lsym of two exponentials,
to determine the residuals and to estimate the signaligematio. The individual
residuals are shown on top of each transient in Figure A.2 standard deviation of
the noise visible in the residuals results in a slightly éresignal-to-noise ratio for the
flow-cell geometry. From several measurements, it can beaketthat the differences
in the signal-to-noise ratio are below 20%. The reason fosehdifferences can
be small misalignments, transfer of vibrations onto thacapttable by the various
moving parts of the film sample holder and small air-bubblestber impurities in
the film. Especially air bubbles, which are generally prégdnn a flow-cell setup if
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a reservoir is used, can lower the signal-to-noise ratiniiggntly. Nevertheless, the
slightly lower signal-to-noise ratio will still be accepta for most experiments and
can perhaps even be avoided by a better film preparation.

A second possible disadvantage of using films instead of floadgh setups
lies in the accumulation of photoproducts. If a flow-throwggtup is employed, this
disadvantage can be circumvented with the help of a suftigibig reservoir. When
films are used and the photoproducts have a longer lifetiarettie period after which
the same sample volume is probed a second time, accumudtdtibe photoproducts
will seriously affect the measured transients. In the chsae the probed molecules
are not immobilized in the film, the additional effect of di$ion has also to be taken
into account. This is for example the case for the given mdégcsample of the dye
molecule IR125 dissolved in ethylene glycol as can be sedreifollowing.

To demonstrate the effect of photoproduct accumulationergaim spot on the
sample film is probed without any rotational or linear motionone hour. As can be
seen from Figure A.6B i), the probe signal decreases styomigh time. The reasons
for the signal behavior are on the one hand the photodegoadat the molecules
in the probed volume, and on the other hand the exchange weisih inolecules by
diffusion.

In the case of a rotating sample, the integrated probed wismmuch bigger and
thus, the effect of photoproduct accumulation is accorgingduced (see Fig. A.6B
il). The speed for the rotation has been set to 3 revoluti@rsspcond to ensure a
new volume for each shot for a 1@0m probe region. The probed area is furthermore
drastically increased when an additional linear motiorpigiad. In the corresponding
case illustrated in Fig. A.6B iii), the rotational speed Viasted to 2 revolutions per
second and the motion of the elliptical actuator to 0.5 neWohs per second (i.e. the
linear motion was set to 1 Hz, since the elliptical actuatuses two up-and-down
motions in one turn). Clearly, the signal level over one hoardly changes in
comparison to only rotational or no motion at all, thus destrating the suitability of
the rotation—translation device for time-resolved optsggectroscopic experiments.

A different aspect arises for molecules which do not degrédé where photo-
products are generated which relax back with a time constager than the time
between two consecutive laser shots. Such a situation sseexj for instance, for
the system retinal in bacteriorhodopsin. While consecuager shots hit different
sample volumes, the time after which the same spot is prolstend time is sig-
nificantly longer than the life time of the photoproducts.efdfore, accumulation of
photoproducts will not occur. However, due to thermal hregtwhich cannot be com-
pletely circumvented even when using both the rotationdl larear motion to scan
most of the available sample film, degradation of the systaélhmevertheless occur.
The additional linear motion in our the setup presented hetber reduces the effect
of heating on the overall signal. The studies on the padrchiomolecular system
bacteriorhodopsin, presented in Chapter 5, have proverttieatetup is well suited
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to work with the same sample for many hours. Thus, the setepepted here can be
employed for spectroscopic studies of biomolecules pegpir thin films.

A.5 Calculated double-pulse pulse shapes

To interpret the multi-parameter traces (see Section i9Very helpful to know the
form of the pulse shapes for a certain set of parameters.igbspecially true for the
nontrivial case of scanning the triangular spectral phbgeed 1 and the phase step

In the following figures (A.8-A.11), a set of representatectric fields is given for
both the temporal and the spectral regime, for the fundamh&etjuency as well as for
the frequency-doubled case. For all pulse shapes a cag@rdncy otw = 2.34PHz
an initial spectral phase equal to zero and a pulse duratig@ fs are assumed. These
graphs show the variation of a triangular phase with a slbpand a phase stefy
for multiple exemplary parameters. The rows represeneuifit slope value&r for
the same phase step valdeind the columns vice versa. The numerical calculations
include the experimental artifacts that will result duete pulse shaper and the crystal.
The second harmonic generation takes place in a BBO with artbgskof 10Qum is
assumed to take place in a non-depleted regime. For thelatdes, parts of the
numerical package LAB Il have been integrated in the compuade [147].
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Figure A.9: Temporal pulse amplitude profiles and phasdsuleded for the different

spectral phases and amplitude profiles given in Figure Ao8dEtails see the text.
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A.5 Calculated double-pulse pulse shapes
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Figure A.11: Temporal pulse amplitude profiles and phasdleftecond harmonic
for different spectral phases and amplitude profiles of timeldémental beam given in
Figure A.8. For details see the text.
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