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## Summary

In dynamic contrast-enhanced (CE) magnetic resonance (MR) perfusion imaging the passage of an intravenously injected contrast agent (CA) bolus through tissue is monitored to assess the myocardial pefusion state. To enable this, knowledge of the shape of CA wash-in through upstream epicardial vessels is required, the so-called arterial input function (AIF). For technical reasons this cannot be quantified directly in the supplying vessels and is thus measured in the left ventricle, which introduces the risk of systematic errors in quantification of myocardial blood flow (MBF) due to bolus dispersion in coronary vessels. This means occuring CA dispersion must be accounted in the quantification process in order to produce reliable and reproducible results. In order to do this, Computational Fluid Dynamics (CFD) simulations are performed to analyze and approximate these errors and deepen insights and knowledge gained from previous CFD analyses on both idealized as well as realistic and pathologically altered 3D geometries.

In a first step, several different procedures and approaches are undertaken in order to accelerate the performed workflow, however, maintaining a sufficient degree of numerical accuracy. In the end, the implementation of these steps makes the analysis of the cardiovascular 3D model of unprecedented detail including vessels at pre-arteriolar level feasible at all. The findings of the Navier-Stokes simulations are thus validated with regard to different aspects of cardiac blood flow. These include the distribution of volume blood flow (VBF) into the different myocardial regions, the areals, which can be associated to the large coronary arteries as well as the fragmentation of VBF into vessels of different diameters.

The subsequently performed CA transport simulations yield results on the one hand confirming previous studies. On the other hand, interesting additional knowledge about the behavior of CA dispersion in coronary arteries is obtained both regarding travelled distance as well as vessel diameters. The relative dispersion of the so-called vascular transport function, a characterizing feature of vascular networks, shows a linear decrease with vessel diameter. This results in asymptotically decreased additional dispersion of the CA time curve towards smaller and more distal vessels. Nonetheless, perfusion quantification errors are subject to strong regional variability and reach an average value of ( $-28 \pm 16$ ) \% at rest across the whole myocardium. Depending on the distance from the inlet and the considered coronary tree, MBF errors up to $62 \%$ are observed.

## Zusammenfassung

Bei der Messung der myokardialen Perfusion mittels Kontrastmittel (KM)-gestützter Magnet Resonanz Tomographie (MRT) wird die zeitliche Entwicklung der Anströmung eines intravenös injizierten Kontrastmittel-Bolus im Herzmuskelgewebe gemessen und hinsichtlich des Myokardialen Blutflusses (MBF) ausgewertet. Zusätzlich zum Signal des KM im Gewebe ist für eine Quantifizierung des MBF außerdem aber die sogenannte arterielle Eingangsfunktion (AEF) notwendig. Diese Funktion beschreibt, wie das KM durch das versorgende koronare Blutgefäß ins Gewebe einströmt. Aus technischen Gründen ist die AEF nicht direkt messbar, weshalb sie in der Regel im großen Blutvolumen des linken Ventrikels bestimmt wird. Da der KM-Bolus auf dem Weg vom linken Ventrikel aufgrund der Strömungsverhältnisse in den Herzkranzgefäßen einer zeitlichen und räumlichen Veränderung, sogenannter Dispersion unterliegt, birgt die Verwendent der AEF aus dem linken Ventrikel das Risiko systematischer Fehler bei der MBF-Quantifizierung mit dieser Methode. Für eine reproduzierbare und verlässliche Perfusionsmessung mittels KM-gestützter MRT ist daher die Berücksichtigung der Bolus-Dispersion zwingend erforderlich. Um diese Effekte zu untersuchen und eine Fehlerabschätzung zu ermöglichen, werden in dieser Arbeit fluid-mechanische Berechnungen (Computational Fluid Dynamics, CFD) des Blutflusses und KM-Transports in 3D Geometrien von Herzkranzgefäßen durchgeführt.

CFD Simulationen auf realistischen Gefäßgeometrien, wie sie hier präsentiert werden, gehen mit speziellen Anforderungen einher. Dies betrifft sowohl die technische Durchführbarkeit als auch die Wahl der Randbedingungen um physiologisch korrekte Ergebnisse zu erhalten. In dieser Arbeit werden daher verschiedene Ansätze angewendet und validiert, um die zeitlich effiziente aber dennoch numerisch akkurate Berechnung des Blutflusses und KMTransports in hochdetaillierten 3D Geometrien der kardialen Vaskulatur unter Verwendung realistischer Randbedingungen überhaupt erst zu ermöglichen. Anschließend werden die Ergebnisse der Blutfluss-Simulationen hinsichtlich verschiedener Aspekte validiert. Dies beinhaltet sowohl die Verteilung des gesamten Blutvolumens in die verschiedenen Regionen des Myokards, die Zuordnung dieser Regionen zu den großen epikardialen Gefäßen (die rechte und die Hauptadern der linken Koronarie) sowie das Verhältnis des Volumen-Blut-Flusses zur Größe des betrachteten Gefäßes.

Anschließend werden die Ergebnisse der Blutfluss-Simulationen verwendet, um die CFDAnalyse des KM-Transports in den kleinen koronaren Gefäßen durchzuführen. Diese Analysen bestätigen zum Einen die Erkenntnisse aus vorherigen Arbeiten, liefern jedoch wichtige neue Erkenntnisse über auftretende KM-Dispersion in Abhängigkeit sowohl des Gefäßdurchmessers als auch des zurückgelegten Wegs des KM. Hierfür wird die sogenannte vaskuläre Transportfunktion (VTF) verwendet. Sie beschreibt die Veränderung der AEF auf dem Weg vom linken Ventrikel durch die Herzkranzgefäße aufgrund der Gefäßbeschaffenheit. Die relative Dispersion (RD) der VTF kann als charakteristische Größe eines vaskulären Netzwerks betrachtet werden und die Ergebnisse dieser Arbeit zeigen eine lineare Abnahme der RD mit dem Gefäßdurchmesser. Dies hat zur Folge, dass die zeitliche Verbreiterung der AEF selbst eine asmptotische Sättigung in kleineren distalen Gefäßen aufweist. Nichtsdestotrotz zeigen die Untersuchungen dieser Arbeit, dass die Fehler der Perfusionsquantifizierung mit Bolus-basierten MRT-Messungen starker regionaler Variabilität unterliegen. Im Ruhezustand beträgt dieser Fehler ( $-28 \pm 16$ ) \% im Durchschnitt über den gesamten Herzmuskel. In Abhängigkeit vom Abstand zum Inlet des Gefäßmodells und des betrachteten Koronarbaums wird eine maximale Unterschätzung von bis zu 62 \% beobachtet.

## Chapter 1

## Introduction

Despite continually improving prevention and therapy, cardiovascular diseases and particularly coronary artery disease (CAD) represent the most frequent cause of death in the European Union [1] and industrial countries in general ( $\sim 17 \%$ ) [2]. CAD is caused by arteriosclerosis of coronary arteries, which is a chronically progressing degeneration of vessel walls. Due to formation of arteriosclerotic plaques in the arteries, vessel constriction (stenosis) or even complete occlusion as well as increased stiffening of the affected vessels can occur. As a consequence, blood flow into the tissue (perfusion) of the heart muscle (myocardium) is constrained. This causes a lack of oxygen, also called ischemia, in the tissue. Chest pain (angina pectoris) or cardiac arrythmia (irregular heart beat) can occur as symptoms. If these plaques detach from the vessel wall, they can clog smaller downstream vessels and even cause heart failure or sudden cardiac [3].

It is for these reasons that an early diagnosis of CAD is of fundamental importance for successful treatment. In order to assess pathologically induced changes in myocardial blood flow (MBF), different imaging techniques can be used. One method is Computed Tomography (CT) coronary angiography, where an X-ray contrast agent (CA) is injected into a peripheral vene and visualized by X-ray imaging. By visual analysis, the coronary vasculature can then be examined for the existence of stenoses and arteriosclerotic plaques. Further methods to scan the status of the coronary arteries and MBF are Positron Emission Tomography (PET) and Single-Photon Emission Computed Tomography (SPECT). In exceptional cases even ultrasound examinations can help visualizing the coronary arteries [4]. In contrast to PET, SPECT and CT, which are dependent on the use of ionizing radiation, Magnetic Resonance Imaging (MRI) represents an attractive, largely non-invasive alternative technique [5-7]. In comparison to the nuclear medical methods PET and SPECT, MRI offers better spatial resolution not using radioactive tracers [8]. Moreover, in addition to the morphological analysis of the cardiac vasculature, MRI perfusion measurements also give information about the hemodynamic relevance of visually identified pathological alterations [11, 12].

In contrast-enhanced (CE) myocardial MRI perfusion measurements, the passage of an intravenously injected CA bolus through tissue is monitored by rapid dynamic imaging of the myocardium. The subsequent analysis of the obtained concentration time curves can then be performed in a purely qualitative (i.e., visually), a semi-quantitative or a quantitative approach. While the qualitative method only relies on the time evolution of CA flow in the myocardial tissue, both quantitative methods also require the shape of bolus washin through the upstream epicardial arteries, the so-called arterial input function (AIF). However, coronary arteries have very small radii and they move due to contraction and relaxation of the surrounding cardiac tissue. Therefore, direct measurement of the AIF in the coronary arteries is technically not feasible. The AIF is thus measured in the left ventricle [13-15]. On the way from the left ventricle through the coronary arteries, the

CA bolus underlies temporal broadening, so-called dispersion, which introduces the risk of systematic errors in MBF quantification [16, 17.

Since these bolus broadening effects cannot be analyzed by use of imaging techniques (for the reasons mentioned above: resolution and movement of the vessels), the analysis is often performed with the help of Computational Fluid Dynamics (CFD) simulations [18], an approach applied widely to generally assess and improve MRI measurements [19 21. The influence of epicardial vessels on CA bolus dispersion and resulting systematic errors in MBF have been investigated in several studies using both idealized [22, 23] as well as realistic vessel geometries including pathophysiologic changes of the vasculature [24, 25]. Even in the healthy vasculature, these CFD analyses all show systematic underestimation of MBF in MRI measurements due to various parameters (e.g., flow velocity, length, curvature, stenosis shape and degree).

The objective of the work presented here is the CFD analysis of CA transport in large parts of the coronary arterial network. By use of an imaging cryomicrotome dataset [26- 28], which allows high resolution of the cardiovascular morphology, these analyses include vessels down to the pre-arteriolar level.

Previous analyses have shown the crucial importance of the choice of boundary condition (BC)s 24, 29] 31 in CFD simulations of not only blood flow but also CA transport. In order to model the hemodynamic conditions in the coronary vasculature as realistically and time-efficiently as possible, several preparatory steps are usually taken. One of these consists of the implementation of an advanced BC [3234, which allows estimation of volume flow curves through a cardiovascular 3D geometry by inclusion of pressure working on the microvasculature, due to contraction and relaxation of the surrounding myocardium (Chapter 3).

In Chapter 4 an approach to analyze the so-called Fractional Flow Reserve (FFR) in cardiac arteries with mild stenoses with the help of CFD simulations is presented. Th FFR is used to assess the severity of coronary stenoses and is of significant clinical importance for decision making of operational intervention. Based on the BC introduced in Chapter 3, the results show good agreement with invasive measurements of the FFR.

Subsequently, the analysis is extended to include CA transport in the coronary vasculature. It comprises a methodological analysis of CA dispersion in a segment of a coronary artery by means of bolus broadening and arrival times at different points along the branches of the segment (Chapter 5) The investigation underlines the complex interplay of several different factors (branching angles, CA concentration gradients) affecting CA transport.

Subsequently, this analysis is expanded onto the cardiovascular imaging cryomicrotome dataset (Chapter 6) including both the orifices of the left and right coronary arteries as well as vessels at pre-arteriolar level. First, blood flow through the left and right coronary arterial networks is examined in detail and previously established scaling laws of vascular volume [35, 36] are benchmarked. Moreover, volume blood flow into different myocardial regions is analyzed. Secondly, CA dispersion is investigated by means of bolus widths and arrival times invessels of different diameters and at varying distances. An asymptotic relationship between the obtained dispersion and the analyzed vessel size is observed. The analysis is completed by an estimation of the subsequent errors in perfusion quantification measurements due to neglected CA bolus dispersion.

Altogether, in this thesis an in-silico model of the arterial epicardial vasculature is presented. In order to make this feasible in the first place and guarantee physiological relevance of the analysis, several technical requirements are considered. The investigation is benchmarked with regard to different physiological aspects. Finally, a detailed and systematic analysis of CA transport in small coronary arteries is performed and the consequences of bolus dispersion on perfusion quantification are analyzed.

## Chapter 2

## Theory

### 2.1 Computational Fluid Dynamics

In this section, the governing equations of fluid flow and CA transport are derived, which are the Navier-Stokes equation and the advection-diffusion equation. Furthermore, the finite volume method, which is used to solve these equations in a discretized way, is presented. The derivations described here are mainly based on [37] and [38].

### 2.1.1 Navier-Stokes Equation

By definition, matter is called a fluid if it deforms without limit under the influence of shear forces, where the dynamics of the resulting deformation are governed by the fluid's viscosity. In particular, the shear force required to deform a fluid body goes to zero when the deformation rate goes to zero.

In addition to this convention, in fluid dynamics, the assumption of continuum physics is made. This means that for a continuous, extensive quantity $\phi$ the average is considered over a time-varying control volume $V(t)$ :

$$
\begin{equation*}
\Phi=\int_{V(t)} \rho \phi \mathrm{d} V \tag{2.1}
\end{equation*}
$$

Here $\rho$ denotes the fluid's density and $\phi$ the corresponding intensive quantity. For a fixed control volume $V_{0}$, which coincides with $V(t)$ at time $t_{0}$, the time derivative of this expression can be written as

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t} \int_{V(t)} \rho \phi \mathrm{d} V=\frac{\partial}{\partial t} \int_{V_{0}} \rho \phi \mathrm{~d} V+\int_{\partial V_{0}} \rho \phi \mathbf{u} \cdot \mathbf{n} \mathrm{~d} S \tag{2.2}
\end{equation*}
$$

also referred to as Reynolds Transport theorem. The time derivative of Eq. 2.1 is given by the change of $\phi$ within the fixed volume $V_{0}$ and the flux of the quantity $\phi$ through $V_{0}$ 's surface $\partial V_{0}$. The vector $\mathbf{u}$ denotes the fluid velocity and $\mathbf{n}$ is the normal of the surface element $\mathrm{d} S$. Using conservation of mass $m$ within the control volume $V(t)$,

$$
\begin{equation*}
\frac{\mathrm{d} m}{\mathrm{~d} t}=\frac{\mathrm{d}}{\mathrm{~d} t} \int_{V(t)} \rho \phi \mathrm{d} V=0 \tag{2.3}
\end{equation*}
$$

and setting $\phi=1$, Eq. 2.2 becomes

$$
\begin{equation*}
\frac{\partial}{\partial t} \int_{V_{0}} \rho \mathrm{~d} V+\int_{\partial V_{0}} \rho \mathbf{u} \cdot \mathbf{n} \mathrm{~d} S=0 \tag{2.4}
\end{equation*}
$$

By use of Gauss' divergence theorem on the second term on the left hand side (LHS), the differential form of mass conservation is obtained:

$$
\begin{equation*}
\frac{\partial \rho}{\partial t}+\nabla(\rho \mathbf{u})=0 \tag{2.5}
\end{equation*}
$$

which holds for an arbitrary volume $V(t)$. Under the assumption of incompressible fluids (i.e. $\partial \rho / \partial t=0$ ), which is applicable for modelling blood flow, this simplifies to

$$
\begin{equation*}
\nabla \mathbf{u}=0 \tag{2.6}
\end{equation*}
$$

According to Newton's second law, the forces acting on the control volume's surface are given by

$$
\begin{equation*}
\frac{\mathrm{d}(m \mathbf{u})}{\mathrm{d} t}=\mathbf{F} \tag{2.7}
\end{equation*}
$$

Setting $\phi=\mathbf{u}$ in Eq. 2.2, this can be written as

$$
\begin{equation*}
\frac{\partial}{\partial t} \int_{V_{0}} \rho \mathbf{u} \mathrm{~d} V+\int_{\partial V_{0}} \rho \mathbf{u u} \cdot \mathbf{n} \mathrm{~d} S=\mathbf{f} \tag{2.8}
\end{equation*}
$$

where $\mathbf{f}$ denotes mass-specific forces. The first integral on the LHS thus comprises local changes of momentum within the control volume, whereas the second integral represents momentum changes due to flux across the surface of the considered volume. Furthermore, forces $\mathbf{t}$ acting directly on the surface need to be distinguished from external forces $\mathbf{k}$, which can be considered by writing Eq. 2.8 as

$$
\begin{equation*}
\frac{\partial}{\partial t} \int_{V_{0}} \rho \mathbf{u} \mathrm{~d} V+\int_{\partial V_{0}} \rho \mathbf{u u} \cdot \mathbf{n} \mathrm{~d} S=\int_{V_{0}} \rho \mathbf{k} \mathrm{~d} V+\int_{\partial V_{0}} \mathbf{t} \mathrm{~d} S \tag{2.9}
\end{equation*}
$$

The surface forces in the second term on the right hand side (RHS) are defined as

$$
\begin{equation*}
\mathbf{t} \equiv \underline{T} \mathbf{n} \tag{2.10}
\end{equation*}
$$

where $\underline{T}$ denotes the stress tensor, consisting of contributions normal (diagonal elements) and tangential (non-diagonal elements) to the surface element $\mathrm{d} S$ with normal vector $\mathbf{n}$. These diagonal and non-diagonal elements can be identified as pressure (normal stress) and viscous (shear) stress, leading to

$$
\begin{equation*}
\underline{T}=p \mathbb{1}+\underline{\sigma} . \tag{2.11}
\end{equation*}
$$

Here, $p$ denotes pressure, $\mathbb{1}$ the unity matrix, and $\underline{\sigma}$ the viscous stress tensor.
Transforming the surface integrals in Eq. 2.9, using Gauss' integral theorem, the differential form of impulse conservation is obtained:

$$
\begin{equation*}
\frac{\partial(\rho \mathbf{u})}{\partial t}+\nabla(\rho \mathbf{u u})=\nabla \mathbf{t}+\mathbf{k} . \tag{2.12}
\end{equation*}
$$

Using the product rules for differentiation on the LHS,

$$
\begin{align*}
\frac{\partial(\rho \mathbf{u})}{\partial t} & =\mathbf{u} \frac{\partial \rho}{\partial t}+\rho \frac{\partial \mathbf{u}}{\partial t}, \text { and }  \tag{2.13}\\
\nabla(\rho \mathbf{u u}) & =\mathbf{u u} \nabla \rho+\rho \mathbf{u} \nabla \mathbf{u}+\rho \mathbf{u} \nabla \mathbf{u} \tag{2.14}
\end{align*}
$$

and Eq. 2.12 becomes

$$
\begin{equation*}
\rho\left(\frac{\partial \mathbf{u}}{\partial t}+\mathbf{u} \nabla \mathbf{u}\right)+\mathbf{u}(\underbrace{\frac{\partial \rho}{\partial t}+\underbrace{\mathbf{u} \nabla \rho+\rho \nabla \mathbf{u}}_{1 .=\nabla(\rho \mathbf{u})}}_{2 .=0, \text { by Eq. } 2.5})=\nabla \mathbf{t}+\mathbf{k}, \tag{2.15}
\end{equation*}
$$

where (1.) results from the product rules of differentiation and (2.) from mass conservation. Thus,

$$
\begin{equation*}
\rho\left(\frac{\partial \mathbf{u}}{\partial t}+\mathbf{u} \nabla \mathbf{u}\right)=\nabla \mathbf{t}+\mathbf{k} \tag{2.16}
\end{equation*}
$$

is obtained, the general form of the Navier-Stokes equation.
For an incompressible fluid, the viscous stress tensor $\underline{\sigma}$ is defined as

$$
\begin{equation*}
\underline{\sigma}=2 \mu \underline{E} \tag{2.17}
\end{equation*}
$$

with the fluid's viscosity $\mu$, and Cauchy's strain rate tensor $\underline{E}$, which is defined as

$$
\begin{equation*}
\underline{E}=\frac{1}{2}\left((\nabla \mathbf{u})+(\nabla \mathbf{u})^{\mathrm{T}}\right) . \tag{2.18}
\end{equation*}
$$

Here, $(\nabla \mathbf{u})$ denotes the velocity gradient and is given by the Jacobian matrix

$$
\begin{equation*}
(\nabla u)_{i j} \equiv \frac{\partial u_{j}}{\partial x_{i}} \tag{2.19}
\end{equation*}
$$

Replacing this in Eq. 2.16 requires calculation of the divergence of the stress tensor $\underline{\sigma}$ as follows,

$$
\begin{align*}
(\nabla \underline{\sigma})_{i}=\frac{\sigma_{i j}}{\partial x_{j}}=\mu\left(\frac{\partial^{2} u_{i}}{\partial x_{j} x_{j}}\right. & +\underbrace{}_{=\frac{\partial^{2} u_{j}}{\partial x_{i} x_{j}}}=0 \tag{2.20}
\end{align*}
$$

where Einstein's summation convention and Schwarz's theorem of symmetry of second derivatives are used, and $\Delta \equiv \nabla^{2}$. Furthermore, Eq. 2.6 is applied to set $\partial u_{i} / \partial x_{i}=\nabla \mathbf{u}=0$

Finally, this yields the Navier-Stokes equation for an incompressible Newtonian fluid in differential form,

$$
\begin{equation*}
\rho\left(\frac{\partial \mathbf{u}}{\partial t}+\mathbf{u} \nabla \mathbf{u}\right)=-\nabla p+\mu \Delta \mathbf{u}+\mathbf{k} \tag{2.21}
\end{equation*}
$$

### 2.1.2 Advection Diffusion Equation

In order to compute the transport of CA (or more generally any substance) through the coronary vessels, an equation that describes convective and diffusive transport is required. This can be derived based on CA mass conservation across the control volume $V(t)$

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t} \int_{V(t)} \rho c \mathrm{~d} V=\sum f_{c} \tag{2.22}
\end{equation*}
$$

where $c$ denotes the CA mass fraction in the blood and $\sum f_{c}$ comprises sources and sinks as well as diffusive transport of CA [39]. According to Fick's law [40], in the absence of sources and sinks, diffusive transport is given by

$$
\begin{equation*}
\sum f_{c}=\int_{\partial V_{0}} \rho D \nabla \cdot c \mathbf{n} \mathrm{~d} S \tag{2.23}
\end{equation*}
$$

where $D$ represents the the CA diffussion coefficient. By use of Eq. 2.23 and Eq. 2.2 (setting $\Phi=c$ ), Eq. 2.22 becomes

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t} \int_{V_{0}} \rho c \mathrm{~d} V+\int_{\partial V_{0}} \rho c \mathbf{u} \cdot \mathbf{n} \mathrm{~d} S=\int_{\partial V_{0}} \rho D \nabla c \cdot \mathbf{n} \mathrm{~d} S \tag{2.24}
\end{equation*}
$$

Applying Gauss' integral theorem to replace the surface by volume integrals yields

$$
\begin{align*}
\frac{\mathrm{d}}{\mathrm{~d} t} \int_{V_{0}} \rho c \mathrm{~d} V+\int_{V_{0}} \nabla(\rho c \mathbf{u}) \mathrm{d} V & =\int_{V_{0}} \nabla(\rho D \nabla c) \mathrm{d} V, \text { or }  \tag{2.25}\\
\frac{\mathrm{d} c}{\mathrm{~d} t} & =\nabla(D \nabla c)-\nabla(c \mathbf{u}) \tag{2.26}
\end{align*}
$$

which is the advection diffusion equation in differential form. For a constant diffusion coefficient $D$ and incompressible flow, this becomes

$$
\begin{equation*}
\frac{\mathrm{d} c}{\mathrm{~d} t}=D \Delta c-\mathbf{u} \nabla c \tag{2.27}
\end{equation*}
$$

In order to solve the governing equations 2.21 and 2.27 numerically, the contained continuous variables need to be described in a discretized way, which is done at fixed points in space and time. Based on [38], this discretization in both time and space is explained in the following sections.

### 2.1.3 Time Discretization

Discretization of time means that the time axis is divided into fixed sampling points, given by

$$
\begin{equation*}
t^{\mathrm{n}}=\mathrm{n} \Delta t \tag{2.28}
\end{equation*}
$$

where n denotes a time index and $\Delta t$ the time step size. In the following, an arbitrary function $\Phi(t)$ is considered,

$$
\begin{equation*}
\frac{\mathrm{d} \Phi}{\mathrm{~d} t}=\mathrm{f}(\Phi(t)) \text { and } \Phi(t=0)=\Phi_{0} \tag{2.29}
\end{equation*}
$$

where $\Phi_{0}$ denotes the starting value of $\Phi$ at $t=0$. The term $f(\Phi(t))$ denotes the operator of the differential equation, which is given by $\nabla(D \nabla c)-\nabla(c \mathbf{u})$ in the case of $\Phi=c$ (Eq. 2.26 ). Equation 2.29 represents a so-called initial value problem, where $\Phi$ is a variable dependent on the $t$,

$$
\begin{equation*}
\Phi\left(t^{\mathrm{n}}\right) \equiv \Phi^{\mathrm{n}}, \text { and } \mathrm{f}(\Phi(t))=\mathrm{f}\left(\Phi^{\mathrm{n}}\right) \equiv \Phi^{\mathrm{n}} \tag{2.30}
\end{equation*}
$$

$\Phi^{\mathrm{n}+1}$ at $t^{\mathrm{n}+1}$ is to be computed from $\Phi^{\mathrm{n}}$ at $t^{\mathrm{n}}$ (or even $\Phi^{\mathrm{n}-1}, \Phi^{\mathrm{n}-2}$ ), which are known.
In the implicit Euler method the differential quotient of the time derivative is replaced by a difference quotient

$$
\begin{equation*}
\frac{\Phi^{\mathrm{n}+1}-\Phi^{\mathrm{n}}}{\Delta t}=\mathrm{f}^{\mathrm{n}+1} \tag{2.31}
\end{equation*}
$$

which yields

$$
\begin{equation*}
\Phi^{\mathrm{n}+1}=\Phi^{\mathrm{n}}+\Delta t \mathrm{f}\left(\Phi^{\mathrm{n}+1}\right) \tag{2.32}
\end{equation*}
$$

depending on the yet unknown $\Phi^{\mathrm{n}+1}$ at time $t^{\mathrm{n}+1}$. This method is called implicit because it cannot simply be solved for the desired variable $\Phi^{\mathrm{n}+1}$ and requires the iterative solution of a set of algebraic equations. This renders this method computationally expensive; however, in contrast to explicit methods, where

$$
\begin{equation*}
\Phi^{\mathrm{n}+1}=\Phi^{\mathrm{n}}+\Delta t \mathrm{f}\left(\Phi^{\mathrm{n}}\right) \tag{2.33}
\end{equation*}
$$

is approximated, the implicit Euler method benefits from favourable stability attributes.
Since this method of time discretization is applied in all analyses presented in this work, the discussion is limited to this approach. For more detail and alternative time discretization methods, please see [38, 39].

### 2.1.4 Finite Volume Method

Analogously to discretization in time, the considered system requires spatial discretization. Therefore, an $n$-dimensional computational grid is defined within the treated $n$-dimensional domain. Although several different methods exist to numerically compute solutions of the governing equations on such a computational grid, merely the so-called Finite Volume Method (FVM) will be described here, because it is used throughout this thesis. The description given here is largely based on [39].

In general, the conservation equation for a quantity $\phi$ is given by

$$
\begin{equation*}
\frac{\partial(\rho \phi)}{\partial t}+\nabla(\rho \phi \mathbf{u}-\Gamma \nabla \phi)=q_{\Phi}, \tag{2.34}
\end{equation*}
$$

where $\Gamma$ denotes $\phi$ 's diffusivity and $q_{\phi}$ contains sources and sinks. Inserting $\phi=1$ yields the conservation of mass (Eq. 2.5) and $\phi=\mathbf{u}$ the Navier-Stokes equation (Eq. 2.21). Since the conservation equation 2.34 applies to each cell volume $V$ of the computational grid, by use of Gauss' integral theorem, the following is obtained:

$$
\begin{equation*}
\int_{V} \frac{\partial(\rho \phi)}{\partial t} \mathrm{~d} V+\int_{S}(\rho \phi \mathbf{u}-\Gamma \nabla \phi) \cdot \mathbf{n} \mathrm{d} S=\int_{V} q_{\Phi} \mathrm{d} V . \tag{2.35}
\end{equation*}
$$

The integrals can then be approximated by different approaches, which are outlined in the following.

The surface integrals are written as the sum of the integrals on all cell faces $S_{k}$,

$$
\begin{equation*}
\int_{S} f \mathrm{~d} S \approx \sum_{k} \int_{S_{k}} f \mathrm{~d} S=\sum_{k} F_{k}, \tag{2.36}
\end{equation*}
$$

where the index $k$ runs over all cell faces. $S_{k}$ denotes the face area and $f$ represents either the convective ( $\rho \phi \mathbf{u} \cdot \mathbf{n}$ ) or the diffusive term $(\Gamma \nabla \phi \cdot \mathbf{n})$ in Eq. 2.35. Using the simplest approximation, the so-called midpoint rule, the integral across across each cell face is approximated by

$$
\begin{equation*}
F_{k}=\int_{S_{k}} f \mathrm{~d} S=\overline{\phi_{k}} S_{k} \approx \phi_{f} S_{k}, \tag{2.37}
\end{equation*}
$$

with $\overline{\phi_{k}} S_{k}$ the mean value of the variable $\phi$ across the face $k$ and $\phi_{f}$ the value at the geometric center of face $k$. Since the value of $\phi$ is not available at the face center, it is interpolated from the values that $\phi$ takes at the centers of the adjacent cells of the considered face. Applying this to all cell faces thus allows the approximate calculation of the integral in Eq. 2.36.

A similar approximation is used in Eq. 2.35 to calculate the occuring volume integrals,

$$
\begin{equation*}
Q_{\phi}=\int_{V} q_{\phi} \mathrm{d} V=\overline{q_{\phi}} \Delta V \approx q_{\phi, c} \Delta V \tag{2.38}
\end{equation*}
$$

where $\overline{q_{\phi}}$ is the mean value of $q_{\phi}$ over the cell volume $\Delta V$, which is approximated by $q_{\phi, c}$, the value at the midpoint of the considered grid cell. In the case of constant $q_{\phi}$ or linear behavior across the cell volume, this approximation is exact and otherwise of second order.

As mentioned above, evaluation of Eq. 2.37 requires interpolation based on the values of $\phi$ at the cell centers of two adjacent cells to approximate $\phi_{f}$ on the common face. One way to do this is by application of the so-called upwind differencing scheme (UDS). In this method $\phi_{f}$ is approximated by the upstream cell center value,

$$
\phi_{f}=\left\{\begin{array}{l}
\phi_{P} \text { if }(\mathbf{u} \cdot \mathbf{n})_{f}>0  \tag{2.39}\\
\phi_{P-1} \text { if }(\mathbf{u} \cdot \mathbf{n})_{f}<0,
\end{array}\right.
$$

where $P, P-1$ denote the indices of two adjacent grid cells. This approximation is numerically stable; however, this comes at the cost of it being highly susceptible to so-called numerical diffusion. The reason for this is that in the UDS only the first term of a Taylor series expansion about cell $i($ for $\mathbf{u} \cdot \mathbf{n}>0$ ) is considered,

$$
\begin{equation*}
\phi_{f}=\phi_{P}+\left(\mathbf{x}_{P}-\mathbf{x}_{f}\right)(\nabla \phi)_{P}+\frac{\left(\mathbf{x}_{P}-\mathbf{x}_{f}\right)^{2}}{2}(\Delta \phi)_{P}+\mathcal{O}(3) \tag{2.40}
\end{equation*}
$$

the UDS thus being of first order accuracy. Correspondingly, the leading truncation error is of the form

$$
\begin{equation*}
\left(\mathbf{x}_{P}-\mathbf{x}_{f}\right)(\nabla \phi)_{P} \tag{2.41}
\end{equation*}
$$

resembling the diffusion term in Eq. 2.21, hence the name numerical diffusion. In the case of the flow direction being oblique to the cell faces, this error is magnified. This can be tackled by increased grid refinement, which comes with higher computational costs.

A more accurate scheme is the linear upwind differencing scheme (LUDS), where the first two terms of the Taylor series (Eq. 2.40) are considered,

$$
\phi_{f}=\left\{\begin{array}{l}
\phi_{P}+\left(\mathbf{x}_{P}-\mathbf{x}_{f}\right)(\nabla \phi)_{P} \text { if }(\mathbf{u} \cdot \mathbf{n})_{f}>0  \tag{2.42}\\
\phi_{P-1}+\left(\mathbf{x}_{P-1}-\mathbf{x}_{f}\right)(\nabla \phi)_{P-1} \text { if }(\mathbf{u} \cdot \mathbf{n})_{f}<0
\end{array}\right.
$$

The leading truncation error being of $\mathcal{O}(2)$, the LUDS is thus second order accurate. Both interpolation schemes presented here require compliance with the so-called Courant-FriedrichsLewy (CFL) condition,

$$
\begin{equation*}
C F L=\left|\frac{u \Delta t}{\Delta x}\right| \leq 1 \tag{2.43}
\end{equation*}
$$

where $u$ denotes the magnitude of the velocity $\mathbf{u}$, and $\Delta x$ the distance between two adjacent cell centers $P$ and $P-1$. Since all simulations presented in this work use the LUDS, the discussion is confined to these two methods. For more information on other approximations, please see 39].

Having defined an algebraic equation for each cell volume, a full set of algebraic equations is obtained for the whole computational grid, which relates variable values at the center of each cell to the values of neighboring cells,

$$
\begin{equation*}
A_{P} \phi_{P}+\sum_{k} A_{k} \phi_{k}=Q_{P} \tag{2.44}
\end{equation*}
$$

where $P$ is the considered cell and $k$ runs over all cells involved in the approximation. Correspondingly, $A_{P}$ and $A_{k}$ denote the approximation's coefficients. $Q_{P}$ is presumed known and does not depend on the variable $\phi$. In case of cell faces at the geometry's boundaries (e.g. walls, inlets, outlets), conditions reflecting the physical properties need to be defined.

This procedure thus yields a well-posed system with an equal number of equations and unknowns, which can be written as a matrix equation

$$
\begin{equation*}
\underline{A} \phi=\mathbf{Q} \tag{2.45}
\end{equation*}
$$

with the matrix $\underline{A}$ being sparse, since by definition each equation shall only contain few unknowns. The vectors $\phi$ and $\mathbf{Q}$ represent the values in the cell centers and the RHS from Eq. 2.44, respectively. The length of these vectors is given by the total number of grid cells. This system of equations can be solved in several different ways. For non-linear partial differential equations, as is the case here (Eq. 2.21), to do this an iterative approach must be chosen. This involves guessing of an initial solution, linearizing of the solution and improving it until a result is obtained that satisfies a pre-defined convergence criterion [39]. The method used in this work is described in detail in the following section.

### 2.1.5 Numerical Solution of the Navier-Stokes Equation

In the following, an approach to solve the Navier-Stokes equations (Eq. (2.21) with the approximations described in the previous sections is presented. This derivation is largely based on [39]. Rewriting Eq. 2.45 for the case of the Navier-Stokes equation and using an implicit method for time discretization (Section 2.1.3) yields

$$
\begin{equation*}
A_{P} u_{i, P}^{n+1}+\sum_{k} A_{k} u_{i, k}^{n+1}=Q^{n+1}-\left(\frac{\delta p^{n+1}}{\delta x_{i}}\right)_{P}, \tag{2.46}
\end{equation*}
$$

with the same definitions as before. Thus, $P$ is the cell index and $k$ runs over all neighboring cells with $A_{P}, A_{k}$ the corresponding matrix entries and the source term $Q^{n+1}$. Accordingly, $n+1$ denotes that the variables are computed for the advanced timestep $t_{n+1}$ as defined in Section 2.1.3. The pressure gradient $\delta p^{n+1} / \delta x_{i} P$ at cell $P$ is independent of the chosen spatial discretization scheme.

Due to the dependency of $Q^{n+1}$ and $A$ on $u_{i}^{n+1}$, an iterative approach is required to solve Eq. 2.46. In each iteration, the equations to be solved are of the following type

$$
\begin{equation*}
A_{P} u_{i, P}^{\kappa}+\sum_{k} A_{k} u_{i, k}^{\kappa}=Q^{\kappa-1}-\left(\frac{\delta p^{\kappa-1}}{\delta x_{i}}\right)_{P}, \tag{2.47}
\end{equation*}
$$

where the index $\kappa$ is introduced to replace the timestep $n+1$ from the time discretization. This new index denotes the current iteration, which yields an adjusted (improved) estimation of $u_{i}^{n+1}$. The values on the RHS result from the previous iteration $\kappa-1$, which means that the obtained velocities $\tilde{u}_{i}^{\kappa}$ do not fulfill the continuity equation.

To adjust this, a common approach is the correction of the pressure and velocity fields by small modulations $u^{\prime}$ and $p^{\prime}$,

$$
\begin{equation*}
u_{i}^{\kappa}=\tilde{u}_{i}^{\kappa}+u_{i}^{\prime} \text { and } p^{\kappa}=p^{\kappa-1}+p^{\prime} . \tag{2.48}
\end{equation*}
$$

Introducing this into Eq. 2.46 yields the following correlation between the corrections

$$
\begin{align*}
& u_{i, P}^{\prime}=\hat{u}_{i, P}^{\prime}-\frac{1}{A_{P}} \frac{\delta p^{\prime}}{\delta x_{i}}, \text { where }  \tag{2.49}\\
& \hat{u}_{i, P}^{\prime}=\frac{\sum_{k} A_{k} u_{i, k}^{\prime}}{A_{P}} \text { is defined. } \tag{2.50}
\end{align*}
$$

Under the assumption that the continuity equation $\delta u_{i}^{\kappa} / \delta x_{i}=0$ is fulfilled,

$$
\begin{equation*}
\frac{\delta}{\delta x_{i}}\left[\frac{1}{A_{P}} \frac{\delta p^{\prime}}{\delta x_{i}}\right]_{P}=\left[\frac{\delta \tilde{u}_{i}^{\kappa}}{\delta x_{i}}\right]_{P}+\left[\frac{\delta \hat{u}_{i}^{\prime}}{\delta x_{i}}\right]_{P} \tag{2.51}
\end{equation*}
$$

is obtained, which represents the necessary pressure correction. The first term on the RHS, containing the unknown velocity correction $\tilde{u}_{i}^{\kappa}$, is ignored in the approach described here. As a consequence, this solution method, also known as the Semi-Implicit Method for Pressure Linked Equations (SIMPLE) algorithm [41], converges rather slowly and requires a small timestep size $\Delta t$ in order to fulfill the CFL condition (Eq. 2.43). As soon as the pressure correction Eq. 2.51 is solved, the velocities can be corrected by use of Eq. 2.48 and 2.49.

By use of so-called relaxation factors, convergence of the SIMPLE algorithm can be accelerated

$$
\begin{align*}
& p^{\kappa}=p^{\kappa-1}+\alpha_{p} p^{\prime}, 0 \leq \alpha_{p} \leq 1,  \tag{2.52}\\
& u_{i}^{\kappa}=\tilde{u}_{i}^{\kappa-1}+\alpha_{u} u_{i}^{\prime}, 0 \leq \alpha_{u} \leq 1, \tag{2.53}
\end{align*}
$$

and larger timesteps can be applied. Nonetheless, this algorithm is mainly used for steadystate computations.

In order to solve unstationary problems, this approach can be adapted by adding a second corrector step

$$
\begin{equation*}
u_{i, P}^{\prime \prime}=\hat{u}_{i, P}^{\prime}-\frac{1}{A_{P}} \frac{\delta p^{\prime \prime}}{\delta x_{i}} \tag{2.54}
\end{equation*}
$$

where $\hat{u}_{i, P}^{\prime}$ is calculated by Eqs. 2.48 and 2.50 as described above (neglecting $\tilde{u}_{i}^{\prime}$ in Eq. 2.51). Subsequently, by use of the continuity equation ( $\delta u_{i}^{\kappa} / \delta x_{i}=0$ ) as above, a second pressurecorrection can be applied

$$
\begin{equation*}
\frac{\delta}{\delta x_{i}}\left[\frac{1}{A_{P}} \frac{\delta p^{\prime \prime}}{\delta x_{i}}\right]_{P}=\left[\frac{\delta \hat{u}_{i}^{\prime}}{\delta x_{i}}\right]_{P} \tag{2.55}
\end{equation*}
$$

This iterative method to solve Eq. 2.51 is known as the Pressure-Implicit with Splitting of Operators (PISO) algorithm [42].

The above considerations about the PISO algorithm can be summarized by the following steps:

1. Setting up of the discretized momentum equation (Eq. 2.47) with the solutions from previous step $u_{i}^{n}$ and $p^{n}$ (or the initial boundary conditions) for an estimation of the required velocity fields.
2. Solution of Eq. 2.47 for $\tilde{u}_{i}^{\kappa}$.
3. Solution of pressure correction (Eq. 2.51) to obtain $p^{\prime}$.
4. Calculate velocity correction (Eq. 2.50, 2.48) $u_{i}^{\prime}$.
5. Solution of second pressure correction (Eq. 2.55) for $p^{\prime \prime}$.
6. Calculate velocity correction (Eq. 2.50, 2.48).
7. Repeat steps 2.-6. (PISO loop) until convergence criterion is fulfilled and advance to next timestep.

Analogously to the SIMPLE algorithm, the PISO algorithm is only stable if the CFL condition (Eq. 2.43 ) is fulfilled for every timestep in the computation. In the case of highly refined computational grids (small $\Delta x$ ), this reduces the maximum allowed timestep size $\Delta t$ and can thus lead to prohibitively long computation times in non-steady CFD simulations.

This can be tackled with the so-called Combination of $\mathrm{PI}(\mathrm{SO})$ and (SI)MPLE algorithm (PIMPLE) approach, which combines the SIMPLE with the PISO algorithm [43. $\underbrace{1}_{1}$ By use of relaxation factors (Eq. 2.52, 2.53) and repetition of steps 1.-6. from the above list in so-called PIMPLE loops, the maximum timestep size $\Delta t$ can be increased. In other words, each timestep of the transient problem is treated as a steady-state case, where relaxation factors are applied in order to reach faster convergence.

Adept choice of relaxation factors and appropriate numbers of inner (PISO) and outer (PIMPLE) loops, allows stable execution of the above calculations with increased timestep size $\Delta t$ and thus larger CFL number. However, the used CFL number should not be increased too much, in order to retain all temporal information required to correctly describe the physical problem in question.
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Figure 2.1: Structure of the human heart 47]

### 2.2 Coronary Blood Flow

This chapter contains a general description of blood circulation in the human organism, with a focus on the role of the heart, regarding its functionality, structure and blood supply. For a more detailed explanation, the interested reader is referred to [44 46].

### 2.2.1 The Circulatory System

Circulation of blood in the human organism is regulated by the circulatory or cardiovascular system. It consists of the heart that serves as the system's driving pump, and the blood vessels, in which blood is transported and directed to the various organs. This system can be subdivided into the pulmonary and the systemic circuit, which are passed by the bloodstream one after the other.

The heart itself consists of four chambers, left and right atrium and ventricle, respectively, that are associated with the two circuits as depicted in Figure 2.1. Deoxygenated blood coming from the organs enters the right atrium through the Venae Cavae and is pumped towards the lungs through the pulmonary arteries by the right ventricle for oxygenation. This part of the circulatory system represents the pulmonary circuit.

Coming from the lungs, the reoxygenated blood flows through the pulmonary veins into the left atrium and enters the systemic circuit. The left ventricle then pumps the blood through the aortic valve into the Aorta, which distributes the oxygenated blood in the organism supplying organs and tissue with nutrients. Afterwards, the deoxygenated blood is carried back to the heart by the venous system and the whole process is repeated.

The vascular system, which regulates the transport of blood from the heart and back can be considered to consist of seven types of vessels grouped by size and function spanning several orders of magnitude. As described above, the largest vessels, the Aorta (2.5-3.5 cm ) and the Venae Cavae ( $2-3 \mathrm{~cm}$ ), connect the heart with the systemic circuit. From the Aorta, the arteries branch off and direct the blood towards the different organs and tissues. The arterioles that follow exert the largest share of hemodynamic resistance to blood flow at rest ( $\sim 60 \%$ [48]). However, by vaso-dilation and -constriction (i.e., increasing and decreasing lumen diameter), the arterioles also regulate the amount of blood that passes, thus adapting to the recipient's tissue requirements. In case of increased blood demands of the respective organ, reductions of arteriolar flow resistance of up to $\sim 80 \%$ [48] are possible. The transition from arteries to arterioles is a fluent transition, where different ranges defining arterioles exist. A common range is $20-100 \mu \mathrm{~m}$ [49, 50]; however, some works also count larger vessels and even distinguish pre-arterioles from arterioles [48.

Draining the arterioles, the major share of exchange of oxygen and nutrients between tissue and blood takes place in the capillaries with a diameter of $5-10 \mu \mathrm{~m}$. Depleting the capillaries, the oxygen-deficient blood passes the venous system through vessels of increasing size, the venules, the veins and finally the Venae Cave until it reaches the right atrium.

As described above, blood flow to the different organs is governed by the vascular system. The total cardiac output at rest is ( $\sim 2000 \mathrm{ml} / \mathrm{min}$ [51), with the heart itself requiring $\sim 5 \%$ [52] of this, corresponding to $\sim 200 \mathrm{ml} / \mathrm{min}[52 / 54]$. The blood flow to the entire heart muscle (myocardium) can be put into relation with the weight of the heart ( $\sim 300-350 \mathrm{~g}$ in a healthy adult human [55]). However, since this value can vary on the mm scale within the myocardium [56, 57] (and other organs as well), MBF is usually quantified in separate myocardial segments,

$$
\begin{equation*}
M B F=\frac{F_{\text {segment }}}{m_{\text {segment }}} \text { in } \mathrm{ml} / \mathrm{min} / \mathrm{g}, \tag{2.56}
\end{equation*}
$$

where $F_{\text {segment }}$ represents blood volume flow into a fixed myocardial segment of weight $m_{\text {segment }}$. Blood is transported to the heart muscle through the coronary arteries, which branch off right at the beginning of the Aorta. The particular properties of blood flow through the coronary vasculature is treated in detail in the following section.

### 2.2.2 The Coronary Vasculature

After emanating from the Aorta just above the aortic valve, the left and right coronary artery largely follow paths as outlined in Figure 2.2. The two arteries are named after the part of the heart (left and right) they mainly supply with blood. After a few cm, the left main coronary artery (LMCA) (sometimes the term main is omitted as in Figure 2.2) bifurcates into Left Circumflex (LCX) and Left Anterior Descending (LAD).

From the base (the "top") of the heart, the LAD runs towards the apex of the heart (i.e., the tip of the left ventricle) mainly supplying the Septum (the partitioning wall between right and left ventricle) and anterior regions of the left ventricle. The other major branch of the LMCA, the LCX supplies the lateral regions of the heart. The right coronary artery (RCA) mainly perfuses the right ventricle; however, inferior regions of the left ventricle are also reliant on right coronary blood flow. As described in Section 2.2.1, both coronary arterial systems bifurcate into ever smaller vessels down to the capillary level to supply the myocardium with blood. This bifurcating system is also referred to as the coronary tree and represents a so-called end artery. For an end artery, a portion of tissue associated with one of these arteries is supplied exclusively by this specific vessel. As a consequence, pathologic obstruction (e.g. constriction or even complete occlusion of vessels) can lead to reduced (or total stop) of myocardial tissue oxygenation, which can result in myocardial infarction.


Figure 2.2: Anterior view of the coronary arteries 58. This image represents exemplary branching of the cardiac vasculature, which can vary significantly between different individuals. E.g. the left main coronary artery (LMCA) can branch into three large vessels, or arteries emanating from the Left Anterior Descending (LAD) towards lateral regions, like the diagonal branch, can be more numerous.

In a healthy human organism, total coronary blood flow is distributed unevenly into the two main coronary arteries (usually right/left $\approx 1 / 4$ [59]), which results in very different flow patterns and velocities. Exemplary volume flow curves for both arteries are shown in Figure 2.3. The reasons for this are the different requirements of the left and right ventricle. Supplying the whole systemic circuit (cf. Section 2.2.1) the left ventricle has to muster significantly higher pressures in order to meet the organism's demands. In general, pressures between $80-120 \mathrm{mmHg}$ (cf. Figure 2.3) occur at the orifice of the Aorta. On the other hand, the right ventricle pumps the blood coming from the systemic veins to the right atrium (central venous pressures of $\sim 3-8 \mathrm{mmHg}$ ) into the lungs, where much lower pressures ( $<25 \mathrm{mmHg}$ [60]) than in the Aorta prevail. Because of these different requirements of the left and right ventricle, the myocardium of the left ventricle is usually distinctly thicker than that of the right ventricle. As Fig. 2.3 shows, blood circulates through the heart muscle mostly during diastole in contrast to all other organs where blood flow is increased in systole.

At rest, oxygen extraction in the myocardium amounts to $\sim 70 \%$ [51]. This means that under hyperemic conditions (at stress, e.g., exercise), MBF (cf. Eq. [2.56) must be increased in order to meet the increased demands of the myocardium 61]. This enhancement of MBF is called the myocardial perfusion reserve (MPR)

$$
\begin{equation*}
M P R=\frac{M B F_{\text {Stress }}}{M B F_{\text {Rest }}}, \tag{2.57}
\end{equation*}
$$

and can get as high as a factor of 4-5. It represents an important indicator of the functionality of the heart. In general, both MBF and MPR are strongly heterogeneous across the myocardium and between different individuals [56, 62.


Figure 2.3: Aortic pressure and left and right coronary volume flow curves 59. During systole, the heart muscle contracts (red section in the plots) and blood is expelled towards the systemic and pulmonary circuits (yellow section). During diastole, the heart muscle relaxes (green) and, subsequently, the ventricles are filled with blood again (violet section). Due to the embedding of the cardiac vessels directly within the contracting and relaxing myocardial tissue, coronary flow resistance varies resulting in decreased flow during systole and increased flow in diastole.

### 2.2.3 The Viscosity of Blood

Blood, as a composition of non-cellular components, in particular blood plasma and hematocrit (volume percentage of red blood cells (erythrocytes) in blood), represents a non-Newtonian fluid [37, 39]. This means its viscosity is dependent on the shear rate $\dot{\gamma}$ within the fluid,

$$
\begin{equation*}
\dot{\gamma}=\frac{\Delta u}{\Delta z}=\frac{\mathrm{d} u}{\mathrm{~d} z}, \text { for } \Delta z \rightarrow 0 \tag{2.58}
\end{equation*}
$$

where $\Delta u$ represents the difference in the magnitude of the flow velocity in a fluid between two layers, which are $\Delta z$ apart. Moreover, due to the presence of particles of finite size in the blood, its viscosity is increased, e.g., in comparison to water ( $\mu_{\text {Water }}=\sim 1 \mathrm{~kg} / \mathrm{ms}$ ). Depending on the amount of solid components, $\mu_{\text {Blood }}$ can be as high as $\sim 4 \mathrm{~kg} / \mathrm{ms}$. The erythrocytes in the blood stream possess varying characteristics resulting in different shear rates dependent on the velocity of the blood stream. At low flow velocities, the erythrocytes cluster in stacks (also called rouleaux), which form due to their discoid shape [46], resulting in flow perturbations and subsequently increased viscosity. At high flow velocities, on the other hand, the erythrocytes deform and orient themselves with the flow direction, consequently decreasing perturbances between adjacent flow layers. This leads to decreased apparent viscosity [46], down to as low as $\sim 2.5 \mathrm{~kg} / \mathrm{ms}$.

However, the non-Newtonian properties of blood are particularly notable in the case of flow through vessels with small diameter $(<300 \mu \mathrm{~m})$ and low shear rates (Eq. 2.58). Here, the so-called Fahraeus-Lindqvist-effect [63] leads to axial migration of erythrocytes towards the center lines of the vessels and formation of low-viscous layers at the vessel walls [9, 46].

### 2.3 Cardiac Magnetic Resonance Imaging

In this section, a short introduction to nuclear magnetic resonance (NMR), the foundation of MRI and followingly MR perfursion measurements, is given. It is followed by a basic overview of the MRI operation principles, with a focus on its use in cardiac measurements. More detailed explanations, can be found in [64-66].

### 2.3.1 Nuclear Magnetic Resonance

The NMR effect is only observed in chemical elements whose nuclei possess a magnetic moment $\mu \neq 0$, which is only the case for nuclei with uneven numbers of nucleons. The nucleus' angular momentum $\mathbf{J}$ determines the magnetic moment as

$$
\begin{equation*}
\mu=\gamma \mathbf{J}, \tag{2.59}
\end{equation*}
$$

where $\gamma=(q \hbar) /(2 m)$ is the element-specific gyromagnetic ratio, with $q$ and $m$ being the particle's electrical charge and mass, respectively, and $\hbar=1.055 \cdot 10^{-34} \mathrm{~kg} \mathrm{~m}^{2} \mathrm{~s}^{-1}$ Planck's constant.

From quantum mechanics, it follows that the nucleon angular momentum $\mathbf{J}$ (also called spin) can only take discrete values:

$$
\begin{align*}
|\mathbf{J}| & =\sqrt{\hbar(l(l+1))},  \tag{2.60}\\
\text { with the } z \text {-component: } J_{z} & =m_{z} \hbar . \tag{2.61}
\end{align*}
$$

Here $m_{z}$ denotes the spin quantum number, which can only take $(2 l+1)$ different values between $\{-l,-l+1, \ldots, l\}$, with $l$ either half-integer or integer. For simplicity, only the case of hydrogen ${ }^{1} H$ (i.e., only one proton spin to consider, $l=1 / 2$ and $m_{z}= \pm 1 / 2$ ) will be treated in this section $\sqrt{2}$ However, transfer to particles with nucleon spins $l>1 / 2$ is accessible in the literature, e.g., 69].

Due to this intrinsic magnetic moment of the hydrogen nucleons, it is possible to influence the energetic state of the spins by applying an external magnetic field

$$
\mathbf{B}_{0}=\left(\begin{array}{c}
0  \tag{2.62}\\
0 \\
B_{0}
\end{array}\right) .
$$

As a consequence, the formerly degenerate energy eigenstates split up into two non-degenerate energy eigenstates:

$$
\begin{equation*}
E_{ \pm}=\mp \frac{\gamma_{p} \hbar B_{0}}{2} \tag{2.63}
\end{equation*}
$$

Here, $\gamma_{p}$ is introduced to denote the gyromagnetic ratio of protons (as in ${ }^{1} H$ ). The splitting of the energy eigenstates is called the Zeeman-effect and is schematically illustrated in Fig. 2.4 The two states "+" and "-" are also called spin-up and spin-down and reflect the orientation of the spins relative to the applied magnetic field.
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Figure 2.4: Zeeman Splitting. The size of the energy gap $\Delta E$ between the two nondegenerate energy levels $E_{ \pm}$is proportional to the applied magnetic field strength $B_{0}$. The parallel spin-up state ( $m_{z}=+1 / 2$ ) is energetically more favorable, which is reflected in the reduced energy eigenvalue. Accordingly the anti-parallel spin-down state ( $m_{z}=-1 / 2$ ) has a higher energy eigenvalue.

The energy difference between the two energy levels $E_{-}$and $E_{+}$thus amounts to

$$
\begin{equation*}
\Delta E=\gamma_{p} \hbar B_{0}=\hbar \omega_{L}, \tag{2.64}
\end{equation*}
$$

where the Larmor-frequency $\omega_{L}=\gamma B_{0}$ is introduced. Transitions between the energy levels can be induced by absorption or emission of photons of the frequency $\omega_{L}$.

If a system with $n$ nucleons is exposed to a magnetic $\mathbf{B}_{0}$ field (Eq. 2.62), in thermodynamic equilibrium, the occupation numbers $n_{ \pm}$of the now separated energy levels $E_{ \pm}$are given by the Boltzmann-distribution

$$
\begin{equation*}
\frac{n_{+}}{n_{-}}=\mathrm{e}^{\frac{\Delta E}{k T}} \tag{2.65}
\end{equation*}
$$

with $\Delta E$ as in Eq. 2.64 the Boltzmann constant $k=1.381 \cdot 10^{-23} \mathrm{~m}^{2} \mathrm{~kg} \mathrm{~s}^{-2} \mathrm{~K}^{-1}$ and the absolute temperature $T$ (in Kelvin), respectively. With $\gamma_{p}=2.675 \cdot 10^{8} \mathrm{rad} \mathrm{s}^{-1} \mathrm{~T}^{-1}$ the gyromagnetic momentum of ${ }^{1} H$ [70, 71], a common magnetic field strength of $B_{0}=3 \mathrm{~T}$ in medical settings, and a room temperature of $T=295 \mathrm{~K} \approx 22^{\circ} \mathrm{C}$, the energy difference $\Delta E$ (Eq. 2.64) can be calculated. Using $\Delta E \ll k T$, a Taylor series expansion of Eq. 2.65 yields

$$
\begin{equation*}
\frac{n_{+}}{n_{-}} \approx 1.000021, \tag{2.66}
\end{equation*}
$$

reflecting a disbalance in the occupation numbers of the different energy levels of $\sim 21$ parts per million. Due to the abundance of water molecules in the human body ( $>99$ $\%$ of $\sim 10^{25-27}$ cells, depending on several factors such as age or weight [67, 68]), the resulting effective magnetization $\mathbf{M}$ in direction of the applied magnetic field $\mathbf{B}_{0}=B_{0} \mathbf{e}_{z}$ is of macroscopic size:

$$
\begin{equation*}
M_{0, z}=\frac{\pi N_{s} \gamma_{p}^{2} \hbar^{2} B_{0}^{2}}{2 k T} \tag{2.67}
\end{equation*}
$$

Here, $N_{s}$ represents the number of spins per unit volume and $M_{0, z}$ is the component of $\mathbf{M}$ in $z$-direction in equilibrium.

In order to stimulate resonant absorption and emission of photonts with energy $\Delta E$ [72] (cf. Eq. 2.64) a time-periodic radio frequency (RF) magnetic $\mathbf{B}_{1}(t)$ field can be applied:

$$
\mathbf{B}_{1}(t)=B_{1}\left(\begin{array}{c}
\sin \left(\omega_{L} t\right)  \tag{2.68}\\
\cos \left(\omega_{L} t\right) \\
0
\end{array}\right),
$$



Figure 2.5: Excitation with a $90^{\circ}$ radio frequency (RF) pulse (adapted from [66]). In the beginning, the spins are oriented parallel to the direction of the magnetic field. After application of the $90^{\circ} \mathrm{RF}$ pulse (a,b), the orientation of the spins is deflected until they rotate in the plane transversal to the magnetic field direction (c). As soon as the RF pulse is turned off again, the magnetization tends back to its original orientation. By specifically designed receive coils, this signal change can be measured (d).

As a result of the applied $\mathbf{B}_{1}$ field, the magnetization $\mathbf{M}$ is subject to a deflection from the direction of the constant magnetic $\mathbf{B}_{0}$ field by the so-called flip angle [73 towards the $x, y$-plane. Depending on the pulse duration $\tau$ of the applied RF field, the flip angle

$$
\begin{equation*}
\alpha=\int_{0}^{\tau} \gamma_{p} \frac{B_{1}}{2} \mathrm{~d} t \tag{2.69}
\end{equation*}
$$

can be adjusted to become as large as $180^{\circ}$, which is equivalent to total inversion of the magnetization M. The effect of a $90^{\circ}$-pulse on a nucleon spin is graphically illustrated in Fig. 2.5. The deflection leads to precession of the effective magnetization around the axis of the static $\mathbf{B}_{0}$ field (i.e., a rotation in the $x, y$-plane) with the applied Larmor frequency $\omega_{L}$.

After application of the RF-pulse of duration $\tau$, the magnetization tends back to the initial thermodynamic equilibrium state $M_{0, z}$ (Eq. 2.67 ) in a process called spin relaxation. This decay can be described by

$$
\begin{align*}
M_{z} & =M_{0, z}-M_{\tau, z} e^{\frac{t-\tau}{T_{1}}},  \tag{2.70}\\
M_{x y} & =M_{\tau, x y} e^{\frac{t-\tau}{T_{2}}}, \tag{2.71}
\end{align*}
$$

where $M_{z}$ and $M_{x y}$ represent the current magnetization components in $z$-direction and in the $x, y$-plane, respectively. Accordingly, $M_{\tau, z}$ and $M_{\tau, x y}$ are the magnitudes of the exponentially decaying deflections. The parameters $T_{1}$ and $T_{2}$ denote the time constants of the two principally responsible relaxation processes [74.

The energy absorbed from the $\mathbf{B}_{1}$ field, which is released through interactions with the atoms of the surrounding tissue, is called longitudinal (in $z$-direction) or spin-lattice relaxation and is accounted for by the time constant $T_{1}$. Additionally, interactions of the spins with each other, so-called transverse (in the $x, y$-plane) or spin-spin relaxation is comprised in $T_{2}$. At magnetic $B_{0}$-field strengths of 3 T , relaxation times lie in ranges between $T_{1}=\sim 800-2000 \mathrm{~ms}$ and $T_{2}=\sim 30-300 \mathrm{~ms}$ depending on the type of biological tissue [75], where always $T_{2}<T_{1}$ for a specific tissue [76, 77].

### 2.3.2 Magnetic Resonance Imaging

The main principle of MRI is based on the derivations of the previous section. In order to obtain spatially dependent information, the external magnetic $\mathbf{B}_{0}$ field can be superposed


Figure 2.6: Imaging Protocol [66]. The three gradients are switched on one after the other, forming an imaging cycle. The horizontal axis represents time. The slice selection gradient is turned on simultaneously with the switched RF pulses. The phase encoding gradient is changed slightly between each imaging cycle. The frequency encoding gradient is applied during image acquisition. The whole process is repeated in a so-called pulse sequence.
with a spatially varying and time-dependent magnetic field gradient $\mathbf{G}(t)$ of the general form:

$$
\mathbf{G}(t)=\left(\begin{array}{l}
x G_{x}(t)  \tag{2.72}\\
y G_{y}(t) \\
z G_{z}(t)
\end{array}\right)
$$

In the $z, y, x$-directions, the so-called slice selection, phase and frequency encoding gradients $G_{z}, G_{y}$ and $G_{x}$ are applied one after the other (cf. Fig. 2.6. ${ }^{3}$

## Spatial Encoding

The slice selection gradient is switched on at the same time as the RF excitation pulse and yields a $z$-dependency of the resonance frequency $\omega_{L}$ (Eq. 2.64). This allows stimulation of spins in defined frequency intervals, i.e., $z$-layers. The subsequent application of the phase encoding gradient is performed before the final data acquisition (cf. Fig. 2.6). It causes spatially varying angular velocities of spin precession along the $y$-axis. The variation of $G_{y}(t)$ between the subsequent imaging cycles determines the spatial resolution of the MR-image in the end. The magnetic field gradient $G_{x}(t)$ is applied during the actual data readout and provides an $x$-dependent shift of the temporal variation of the phase differences between the spins from to the previously applied gradients.

## Image Reconstruction

After spatial encoding, the spin distribution is thus encoded in an RF-signal, which is read out by a dedicated receive coil. The spatially dependent phase modulations of proton spins from phase and frequency encoding are comprised in the measured signal intensity, which can be represented in the so-called $k$-space

$$
\begin{equation*}
S\left(k_{x}, k_{y}\right) \propto \int N_{x, y} \mathrm{e}^{-i\left(k_{x} x+k_{y} y\right)} \mathrm{d} x \mathrm{~d} y . \tag{2.73}
\end{equation*}
$$

Here $N_{x, y}$ represents the spatial distribution of spins at the spatial coordinates $x, y$ and $k_{x}, k_{y}$ are the correspoding spatial frequencies. The brightness of each coordinate in $k$-space thus contains information about the contribution of its unique spatial frequency to the actual MR-image. Accordingly, in each point in $k$-space frequency and phase information

[^2]

Figure 2.7: Representations in $k$-space and MR-image (adapted from 77). Panel a) $k$ space representation and MR-image of a block. Panel b) In $k$-space, the image is sampled with the frequency interval $\Delta k$. Data near the center of $k$-space comprises information about low spatial frequences (i.e., general contours) and data from the periphery contains high spatial frequency information (details).
(corresponding to the real and imaginary parts of the oscillations) about every pixel of the final image are present. In Fig. 2.7 a) an example of the $k$-space representation of a simple block is shown. In order to convert the $k$-space representation into a spatial representation, an inverse Fourier transformation has to be applied

$$
\begin{equation*}
N_{x, y} \propto \int S\left(k_{x}, k_{y}\right) \mathrm{e}^{i\left(k_{x} x+k_{y} y\right)} \mathrm{d} k_{x} \mathrm{~d} k_{y} . \tag{2.74}
\end{equation*}
$$

## Image Resolution

The resolution of the obtained image is determined by the number of sampling points that is taken in $k$-space. During the acquisition, $n_{x}$ points ( $\Delta k_{x}$ apart) are recorded. Repeating the measurement $n_{y}$ times, using equidistant $G_{y}\left(\rightarrow \Delta k_{y}\right)$ thus corresponds to filling a cartesian grid in $k$-space with $n_{x} \cdot n_{y}$ measurement points in line ${ }^{4}$ The spatial resolution with which $N_{x, y}$ can be represented is limited by the largest frequency in $k$-space, $k^{\max }=(n \Delta k) / 2$.

On the other hand, the size of the so-called field of view (FOV) is determined by the spacing $\Delta k$ in $k$-space, $F O V=2 \pi / \Delta k$. In Fig. 2.7 examples of representations in $k$-space and corresponding MR-images are shown to give a better impression of the determining factors of MR image resolution.

## Image Contrast

MRI does not only allow to assess the spin-density $N_{x, y}$ in an examined tissue volume. The signal also contains information about various tissue parameters such as $T_{1}$ and $T_{2}$ relaxation times, which vary with the type of tissue that is present. The varying proton densities in these tissue types then yield differences in image contrast (brightness). Depending on the clinical or technical question that is analyzed, adept choice of pulse sequence parameters then allows highlighting of different magnetic properties via the image contrast, which is also known as $T_{1}-, T_{2}$ - or spin-weighted imaging [73, 78].

Moreover, the image contrast can be improved by use of specifically designed contrast agents (CAs), enhancing the visualization of myocardial perfusion, where contrast obtained by tissue properties alone is not sufficient. Using a paramagnetic substance, the dipoledipole interactions between the spins of the substance's unpaired electrons and those of

[^3]the protons in the surrounding tissue can be manipulated, resulting in a reduction of the tissue-specific relaxation times as [17]
\[

$$
\begin{equation*}
\frac{1}{T_{i}}=\frac{1}{T_{i, 0}}+R_{i} \cdot c, \text { for } i=\{1,2\} \tag{2.75}
\end{equation*}
$$

\]

Here, $c$ denotes the CA concentration and $R_{i}$ its relaxivity. By shortening of the relaxation times, a signal increase in $T_{1}$ - and a decrease in $T_{2}$-weighted images is obtained. Common CAs, which are often used in cardiac MRI, are Gadolinium-diethylenetriaminepentacetate (Gd-DTPA) or Gd-DOTA [73]. Recent investigations [79, 80] have shown that adverse effects from Gadolinium retention cannot be completely excluded. For this reason, use of Gd-based CAs is restricted to patients and may not be applied in studies of healthy volunteers.

### 2.3.3 Contrast-Enhanced Myocardial Perfusion Imaging

Assessment of myocardial perfusion is generally performed by use of a $T_{1}$-weighted dynamic contrast-enhanced (CE) MRI measurement. In this method, the first passage of an intravenously injected CA bolus through the myocardial tissue is monitored with a set of structured images. The CA shortens the blood's $T_{1}$ relaxation time and a distinct signal rise compared to surrounding tissue can be observed. The principle of perfusion MRI is suppressing the signal within the heart tissue to intensify the signal from the CA. Subsequently, based on the signal increase in the myocardium, tissue blood flow can then be evaluated. Pure visual inspection already allows for a qualitative analysis, where differences in the signal intensities across the myocardium are used to identify hypoperfused regions, i.e., regions with decreased tissue blood flow (cf. Fig. 2.8).



Figure 2.8: CE MRI Perfusion Measurement. Panel a-c) CA flowing through the RV (a), reaching the LV (b) and finally the left ventricular myocardium (c) is made visible by use of a $T_{1}$-weighted MRI measurement. Panel d) (adapted from 81) the obtained signal curves in the LV and the myocardium can be used for perfusion quantification.


Figure 2.9: Schematic illustration of possible pathways of a flow indicator through a tissue volume. It is supplied and drained by a single in- and output, between which CA can take multiple different paths (i.e., capillaries).

On the other hand, semi-quantitative methods permit relative evaluation of regional myocardial blood flow on the basis of specific parameters of the temporal evolution of the measured tissue signal. For example, the ratio of the signal increase under stress and at rest can be used to calculate the MPR 82. Similarly, conclusions can be drawn from the signal's maximum value or the time between start of CA wash-in and the measured maximum value (time-to-peak) [83]. Moreover, this evaluation method requires conversion of the signal intesities to actual CA concentration time curves [84]. Since proportionality between these two quantities is only fulfilled for small concentrations and solely in a first approximation, semi-quantitative methods require the usage of low CA doses. Nonetheless, neither qualitative nor semi-quantitative analyses yield absolute values of tissue blood flow and must always be evaluated in relation to other patient-specific data.

For quantitative MBF measurements, in addition to the CA concentration time curve in the myocardial tissut ${ }^{5}$, the shape of CA inflow in the nearest upstream vessel, the arterial input function (AIF), is also required. Due to the small size and the movement of the cardiac arteries (relaxing and contracting heart, cf. Section 2.2), direct measurement of the AIF close to the examined tissue volume is in practice not possible. For this reason, the well measurable CA signal in the left ventricle (LV) is used as AIF in quantitative myocardial perfusion measurements. On the CA's path from the LV through the coronary arteries into the myocardium this function changes its shape and underlies spatial and temporal broadening, so-called dispersion. As a consequence, usage of the AIF from the LV introduces the risk of systematic errors in this method to quantitatively assess MBF. In order to calculate absolute MBF values in $\mathrm{ml} / \mathrm{min} / \mathrm{g}$, so-called tracer-kinetic modelling [17] can be used in the quantitative evaluation of CE myocardial MRI perfusion measurements.

## MBF Quantification

Depending on the type of CA that is used for the measurement, it must be differentiated which so-called compartments of the cardiovascular tissue it penetrates. Usually, intravascular, interstitial and intracellular compartments are distinguished [11. Frequently used MRI CAs, such as Gadolinium-chelates, are confined to the intravascular and interstitial space. Thus, these two compartments are sufficient in the analysis of MRI perfusion measurements.

The principal assumption that is made in this analysis stems from indicator-dilution theory and is known as the central volume principle [85, 86]. This fundamental theorem states that a vascular system in a tissue volume can be considered consisting of one input and one output, between which CA can take multiple different paths, as depicted in Fig. 2.9. It is assumed that all the considered pathways are in-line, no sinks or sources exist between in- and output and that the volume flow $F$ (e.g. in $\mathrm{m}^{3} / \mathrm{s}$ ) is constant. These three properties make the vascular system in the tissue volume a so-called linear system. After injection of an indicator (CA), the total mass fraction of indicator within the tissue volume

[^4]at time $t$ can be described by the difference between the CA mass fraction time curves at the input $c_{\text {in }}(t)$ and the output $c_{o u t}(t)$ in the following way
\[

$$
\begin{align*}
c_{t o t}(t) & =\frac{m_{\mathrm{CA}}(t)}{m_{\mathrm{TissueVolume}}}  \tag{2.76}\\
& =F \int_{0}^{t}\left(c_{\text {in }}(\tau)-c_{\text {out }}(\tau)\right) \mathrm{d} \tau \tag{2.77}
\end{align*}
$$
\]

where $m_{\mathrm{CA}}(t)$ denotes the total CA mass entering the tissue volume of mass $m_{\text {TissueVolume }}$ at time $t$. The different accessible pathways within the tissue volume (cf. Fig. 2.9) can be described with the help of the so-called residue function

$$
\begin{equation*}
R(t)=1-\int_{0}^{t} h(\tau) \mathrm{d} \tau \tag{2.78}
\end{equation*}
$$

where $h(t)$ denotes the probability density of transit times, with which a CA particle entering the tissue volume at time 0 is still present in the tissue volume at time $t$.

The output concentration $c_{\text {out }}(t)$ can be rewritten as a convolution of the input concentration $c_{i n}(t)$ and the probability density,

$$
\begin{equation*}
c_{o u t}(t)=h(t) \otimes c_{i n}(t)=\int_{0}^{t} c_{i n}(\tau) h(t-\tau) \mathrm{d} \tau \tag{2.79}
\end{equation*}
$$

With this definition, Eq. 2.77 can be reformulated as follows

$$
\begin{align*}
c_{t o t}(t) & =F \int_{0}^{t} c_{i n}(\tau)\left\{1-\int_{0}^{t} h\left(\tau-t^{\prime}\right) \mathrm{d} t^{\prime}\right\} \mathrm{d} \tau  \tag{2.80}\\
& =F \int_{0}^{t}\left\{\int_{-\infty}^{\infty} c_{i n}\left(t^{\prime}\right)\left[\delta\left(\tau-t^{\prime}\right)-h\left(\tau-t^{\prime}\right)\right] \mathrm{d} t^{\prime}\right\} \mathrm{d} \tau  \tag{2.81}\\
& =F \int_{-\infty}^{\infty} c_{i n}\left(t^{\prime}\right)\left\{\int_{0}^{t}\left[\delta\left(\tau-t^{\prime}\right)-h\left(\tau-t^{\prime}\right)\right] \mathrm{d} \tau\right\} \mathrm{d} t^{\prime}, \text { setting } \tilde{t}=\tau-t^{\prime}  \tag{2.82}\\
& =F \int_{-\infty}^{\infty} c_{i n}\left(t^{\prime}\right)\left\{\left[1-\int_{-\tau}^{t-\tau} h(\tilde{t})\right] \mathrm{d} \tilde{t}\right\} \mathrm{d} t^{\prime} . \tag{2.83}
\end{align*}
$$

Using the definition of the residue function (Eq. 2.78), this becomes

$$
\begin{equation*}
c_{t o t}(t)=F \int_{-\infty}^{\infty} c_{i n}\left(t^{\prime}\right) R\left(t-t^{\prime}\right) \mathrm{d} t^{\prime} \tag{2.84}
\end{equation*}
$$

Including the definition of blood flow per myocardial tissue mass, $M B F=F / m$ (Eq. 2.56) this yields

$$
\begin{align*}
c_{t o t}(t) & =M B F \cdot m \cdot \int_{-\infty}^{\infty} c_{i n}\left(t^{\prime}\right) R\left(t-t^{\prime}\right) \mathrm{d} t^{\prime}  \tag{2.85}\\
& =M B F \cdot m \cdot c_{i n}(t) \otimes R(t), \tag{2.86}
\end{align*}
$$

the essential equation required for quantification of MBF.
In order to solve this equation for MBF , measurement of $c_{t o t}(t)$ and $c_{i n}(t)$ is required, because $R(t)$ is not directly quantifiable. A model-independent approach can be taken, where deconvolution of Eq. 2.86 is performed, e.g. the so-called Fermi model approach where $R(t)$ is assumed to have a Fermi shape [8]. However, in this work the chosen approach is by assignment of specific parameters to the different compartments of the vascular system. These describe their volumes accessible for CA transport as well as the permeability between compartments for CA transfer. The general concept of this so-called Tracer Kinetic Modelling, which is used in this work is described in the following section. ${ }^{6}$
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Figure 2.10: Schematic illustration of four regions included in MMID4 88. For intravascular tracers, as they are solely considered in this work, only the intravascular and interstitial space are used.

## Tracer-Kinetic Modelling with MMID4

In order to realistically model the pharmacokinetic behavior of the vascular system, MMID4 (Multiple Path, Multiple Tracer, Indicator Dilution, 4 Region Model, National Simulation Resource, University of Washington, Seattle, USA) [87, 88] allows simulation of CA exchange between interstitial and intravascular space. It has previously been used in several different studies $[22,\lfloor 24,89]$. Up to four different compartments can be included in the procedure, namely the intravascular and interstitial space as well as the endothelial and parenchymal cells (cf. Fig. 2.10).

MMID4 permits a simulation analysis of delay and dispersion of CA between the injection site and the organ, where the tissue concentration curve is measured. Analogous to Fig. 2.9, the modelled vascular system is made up of an input artery and an output vene. Between these two major components, up to 20 parallel microvascular paths can be considered, between which blood supply is distributed heterogeneously by use of a probability density function. Each path consists of an arteriole, a tissue exchange unit and a venule, all draining into a single venous output. Exchange between vasculature and tissue is confined to the tissue exchange units, which correspond to the capillary network between arterioles and venules (cf. Section 2.2.1).

### 2.3.4 Contrast Agent Dispersion in the Coronary Vasculature

Eq. 2.86 reveals that $c_{i n}(t)$ is required for MBF quantification, which corresponds to the AIF describing how CA is washed into the tissue. Due to its measurement in the LV and subsequent bolus broadening between the LV and the vessels providing the myocardium, it causes the risk of systematic errors in perfusion quantification. In order to analyze the leading question of this work, the following approaches are used to quantify the occurring CA dispersion.

It is assumed that the coronary vascular system can be treated as a linear system 90] in which conservation of mass is fulfilled. In this case, similar to Eq. 2.79, the shape of the dispersed $A I F_{\text {disp }}$ in the vessels providing the myocardial tissue can be expressed as

$$
\begin{equation*}
A I F_{\mathrm{disp}}\left(t-t_{0}\right)=A I F_{\mathrm{LV}}(t) \otimes V T F\left(t-t_{0}\right) \tag{2.87}
\end{equation*}
$$

By a convolution of $A I F_{\mathrm{LV}}$, the measured CA signal in the LV, and the vascular transport function (VTF), which includes dispersion effects, the dispersed $A I F_{\text {disp }}$ is obtained. As a measure for bolus dispersion, the mean vascular transit time (MVTT) and the VTF's standard deviation $S D_{V T F}$ can be calculated without deconvolution of Eq. 2.87. This is
done by calculating the $0^{\text {th }}, 1^{\text {st }}$ and $2^{\text {nd }}$ moments of the dispersed and undispersed AIFs as follows:

$$
\begin{align*}
M V T T & =\frac{A I F_{\mathrm{disp}}^{(1)}}{A I F_{\mathrm{disp}}^{(0)}}-\frac{A I F_{\mathrm{LV}}^{(1)}}{A I F_{\mathrm{LV}}^{(0)}}  \tag{2.88}\\
S D_{V T F} & =\sqrt{\frac{A I F_{\mathrm{disp}}^{(2)}}{A I F_{\mathrm{disp}}^{(0)}}-\frac{A I F_{\mathrm{LV}}^{(2)}}{A I F_{\mathrm{LV}}^{(0)}}+\left(\frac{A I F_{\mathrm{LV}}^{(1)}}{A I F_{\mathrm{LV}}^{(0)}}\right)^{2}-\left(\frac{A I F_{\mathrm{disp}}^{(1)}}{A I F_{\mathrm{disp}}^{(0)}}\right)^{2}} \tag{2.89}
\end{align*}
$$

The integral momenta $f^{(i)}$ are approximated by a Riemann-sum over all $N$ computed time steps $t_{k}$ with distance $\Delta t$ :

$$
\begin{equation*}
f^{(i)}=\int_{0}^{\infty} t^{i} f(t) \mathrm{d} t=\sum_{k=0}^{N}\left(t_{k}\right)^{i} f\left(t_{k}\right) \Delta t \tag{2.90}
\end{equation*}
$$

According to the central volume theorem for indicator-dilution theory for infinitely short bolus lengths under conditions of a well-mixed single compartment distribution of the CA [86], tissue blood flow (TBF) is given by the ratio of tissue blood volume and mean transit time (MTT) of CA within the tissue volume under consideration

$$
\begin{equation*}
T B F=\frac{T B V}{M T T}=\frac{T B V}{\int_{0}^{\infty} R(t) \mathrm{d} t} \tag{2.91}
\end{equation*}
$$

As in Eq. 2.78, $R(t)$ represents the residue function, which describes the proportion of CA remaining in the tissue volume at time $t$, following the injection of a true, i.e., $\delta$-shaped CA bolus. It only depends on the structure of the vascular bed and is related to the timedependent concentration of CA in tissue by $R_{\text {measured }}=R \otimes A I F$. MTT can be considered a function of $S D_{V T F}$ as defined in Eq. 2.89 and thus proves highly relevant in the evaluation of vascular dispersion effects.

In addition to this, the standard deviation $S D_{A I F}$ as well as the mean value of the dispersed $A I F_{\text {disp }}$ itself can also be used to observe and assess CA dispersion. The standard deviation is given by

$$
\begin{equation*}
S D_{A I F}=\sqrt{\frac{\int(t-\bar{t})^{2} \cdot c(t) \mathrm{d} t}{\int c(t) \mathrm{d} t}}=\sqrt{\frac{\sum\left(t_{i}-\bar{t}\right)^{2} \cdot c\left(t_{i}\right)}{\sum c\left(t_{i}\right)}} \tag{2.92}
\end{equation*}
$$

where $c(t), c\left(t_{i}\right)$ denote the tracer mass fraction at times $t, t_{i}$. Accordingly, the mean bolus arrival time $\bar{T}$ is defined by:

$$
\begin{equation*}
\bar{T}=\frac{\int t \cdot c(t) \mathrm{d} t}{\int c(t)}=\frac{\sum t_{i} \cdot c\left(t_{i}\right)}{\sum c\left(t_{i}\right)} \tag{2.93}
\end{equation*}
$$

where $c(t), c\left(t_{i}\right), t, t_{i}$ as above. Please note, $\bar{T}$ thus corresponds to the dispersed AIF's first moment, merely shifted from the MVTT by $A I F_{L V}^{(1)} / A I F_{L V}^{(0)}$ (cf. Eq. 2.88.

## Chapter 3

## Preparatory Work

### 3.1 Motivation

The general workflow of the CFD simulations presented in this thesis consists in several subsequent steps. First, a 3D volume is required in which the blood flow and CA transport computations are to be conducted. This can be a realistic cardiovascular geometry as in [24] or an idealized tube-like model without bifurcation [18] or one bifurcation as in [23]. In the next step, in the utilized 3D geometry, an inlet where blood and CA enter the domain as well as one or multiple outlets are defined where the volume is drained. The remaining parts of the geometry represent the vessel walls where blood and CA cannot penetrate. As soon as these prerequisites are fulfilled, the 3D model is provided with a computational grid to accomplish volume discretization, which is required as described in Section 2.1.4. In addition to these geometrical constraints, BCs at the model inlet and outlets as well as the vessel walls need to be defined for the physical quantities described by the governing equations of blood flow (Eq. 2.21) and CA transport (Eq. 2.26). In this chapter, several steps to assure relevance and accuracy of the performed simulations as well as measures to optimize their computational speed are described.

As explained in Section 2.2 cardiac circulation must be treated differently than systemic circulation, due to compression and relaxation of the myocardial tissue, in which the coronary arteries are embedded. In Section 3.2 a model, which takes account of this effect, will be presented.

In Section 3.3 an alternative volume discretization method will be introduced. It is designed to accelerate the workflow's and simulation's efficiency. One of the major difficulties during preparation of a cardiovascular model for CFD simulations arises from the need for a high quality computational grid. This is necessary to reduce errors due to numerical diffusion. In Section 3.3 a fully automatic meshing procedure is tested and validated on a simple bifurcation model.

In Section 3.4 the influence of the degree of discretization on numerical accuracy is investigated by comparing the simulation results obtained on three grids of different cell numbers. This is performed on the same simple model with one bifurcation as in Section 3.3,

In this work, simulations on highly detailed cardiovascular models are performed. In order to minimize the computational duration, they can be performed on so-called High Performance Computing (HPC) clusters. However, this poses specific requirements on the file management of the employed software codes. In Section 3.5 results of a validation of an approach to reduce file numbers during computations with a sub-time stepping method are presented.

Finally, before computationally expensive software applications can be run on a very large HPC cluster (i.e., aSupercomputer) their behavior during highly parallelized execution needs to be verified. Section 3.6 addresses this by so-called scalability testing.


Figure 3.1: Electrical circuit analogon of cardiac blood flow. $p_{A o}$ and $p_{M y o}$ represent the pressures in Aorta and myocardium, respectively. Relation between flow resistances in arteries and veins, $R_{A r t}, R_{V e n}$, and compliance $C$ of the vessels determine how blood flow $F$ and pressure at capillary level $p_{C a p}$ adjust.

### 3.2 Improved Boundary Condition

Unlike systemic blood flow, cardiac circulation is increased in diastole compared to systole. This is due to the inherent embedding of the cardiovascular network directly within the myocardial tissue, which it supplies. The compression (systole) and relaxation (diastole) of the myocardium results in decreased and increased flow in cardiac vessels. This effect can be pronounced to an extent that even retrograde flow is observed in large epicardial arteries during early systole [91].

In order to correctly reflect this property characteristic of cardiovascular blood flow in the CFD simulations, dedicated boundary conditions need to be conceived and implemented. A rather sophisticated model makes use of the analogy of cardiac and electrical circuit. It was first proposed by Westerhof et al, [32] and enhanced and further developed in [33, 34, 92, 93].

## The Electrical Analog of Coronary Circulation

In this work an adapted version of this model is used to describe this behavior physiologically accurate. In Fig. 3.1 the circuit with the symbols from the electrical analogy is depicted and Table 3.1 lists the corresponding units. The circuit consists of three branches with two external power supplies, $p_{A o}$ and $p_{M y o}$ for the pressures in the Aorta and the myocardium, respectively. It can be considered as an RC-circuit, where the total resistance is composed of two parallel resistances (left and bottom branches) The capacitor $C$ in the right branch is thus charged and discharged across the parallel resistances depending on its own charge $U_{C}$ as well as the applied voltages (i.e., pressures $p_{M y o}$ and $p_{A o}$ ). In an electrical RC-circuit the voltage across a capacitor can be written as 95 ]

$$
\begin{equation*}
U_{C}(t)=U_{C}(t-\Delta t)+\frac{\Delta t}{C} \cdot(I(t)-I(t-\Delta t)) \tag{3.1}
\end{equation*}
$$

where $I(t), I(t-\Delta t)$ represent the current and $U_{C}(t), U_{C}(t-\Delta t)$ the voltage at times $t$ and $t-\Delta t$ across the capacitor. For the physiological analogon this means the pressure "stored" across a vessel's compliance $C$ is given by:

$$
\begin{equation*}
p_{C}(t)=p_{C}(t-\Delta t)+\frac{\Delta t}{C} \cdot(F(t)-F(t-\Delta t)) . \tag{3.2}
\end{equation*}
$$

$F(t), F(t-\Delta t)$ denote the flow through the vessel and $C$ the vessel's compliance with the units listed in Table 3.1.

As described in Chapter 2 CFD simulations require a well-defined set of boundary conditions. $p_{A o}$ in Fig. 3.1 represents a pressure curve measured in the Aorta. $p_{M y o}$ correspondingly describes the associated pressure curve within the myocardium. Since myocardial pressure is not easily measurable it is approximated by the left ventricular pressure curve

[^6]Table 3.1: Analogy of electrical circuit and cardiac circulation.

| Quantity | Symbol | Unit | Quantity | Symbol | Unit |
| :--- | :--- | :--- | :--- | :--- | :--- |
| Current | $I$ | A | Volume Flow | $F$ | $\mathrm{~m}^{3} \mathrm{~s}^{-1}$ |
| Voltage | $U$ | V | Pressure | $p$ | $\mathrm{~kg} \mathrm{~m}^{-1} \mathrm{~s}^{-2}$ |
| Electr. Resistance | $R$ | $\Omega$ | Flow Resistance | $R$ | $\mathrm{~kg} \mathrm{~m}^{-4} \mathrm{~s}^{-1}$ |
| Capacitance | $C$ | F | Compliance | $C$ | $\mathrm{~kg}^{-1} \mathrm{~m}^{4} \mathrm{~s}^{2}$ |



Figure 3.2: Division of arterial resistance into 3D-model with several parallel arranged outlets and associated downstream blood flow resistances. The arterial resistance $R_{\text {Art }}$ from Fig. 3.1 is subdivided into a contribution from the model (CFD-simulations) and estimated corresponding outlet resistances $R_{i}$. Accordingly, total Flow $F$ splits into $F_{i}$, which distribute over all $N$ model outlets. $p_{i}$ denotes the pressure at outlet $i$.
multiplied by 0.95 , based on [96]. In Fig. $3.1 p_{\text {Cap }}$ is to be understood as the pressure in the middle of the capillaries, thus, the resistances $R_{A r t}$ and $R_{V e n}$ (cf. Fig. (3.1) comprise capillary contributions each.

In order to use this electrical analogy for the simulation of blood flow in 3D-models of coronary arteries, the arterial resistance $R_{\text {Art }}$ must be split up as sketched in Fig. 3.2.

If the inlet pressure $p_{A o}$, the outlet resistances $R_{i}$, and the pressure at capillary level $p_{C a p}$ are known, the pressure at the outlets is thus given by

$$
\begin{equation*}
p_{i}=F_{i} \cdot R_{i}+p_{\text {Cap }} . \tag{3.3}
\end{equation*}
$$

This approach guarantees, that the flows to the different outlets $F_{i}$ can adapt according to the conditions within the 3D-model. At the same time, intramyocardial pressure $p_{\text {Cap }}$ and flow resistance $R_{i}$ of the remaining vasculature behind the outlets are taken into account, as well.

## Estimation of Vascular Resistances

It follows that this method requires knowledge of the outlet resistances $R_{i}$. These are approximated on the basis of the self-similarity of the coronary arterial tree [35, 36, 97, 98$]$. Depending on the outlet radius and the contribution of arteries ( $\sim 0 \%$ ), pre-/arterioles $(\sim 60 \%)$, capillaries $(\sim 25 \%)$, veins and venules $(\sim 15 \%)$ [48, 99 to total vascular flow resistance, an estimation of $R_{i}$ downstream of an outlet can be made. According to 35]

$$
\begin{equation*}
R_{i}=\operatorname{const}_{R} \cdot \frac{L_{\text {crown }}}{D_{\text {outlet }}{ }^{4}} \tag{3.4}
\end{equation*}
$$

applies, where $L_{\text {crown }}$ is the cumulative length of all vessels downstream of the outlet with diameter $D_{\text {outlet }}$ and const ${ }_{R}=R_{\max } \cdot \frac{D_{\max }{ }^{4}}{L_{\text {total }}}$, with $D_{\text {max }}$ the most proximal stem diameter (i.e., inlet diameter at the orifice of the LMCA at the Aorta), $L_{\text {total }}$ total cumulative crown length and $R_{\max }$ total resistance of full vascular tree starting at $D_{\max }$, respectively. The cumulative length of an outlet crown is given by [36]

$$
\begin{equation*}
L_{\text {crown }}=L_{\max } \cdot\left(\frac{D_{\text {outlet }}}{D_{\max }}\right)^{7 / 3} \tag{3.5}
\end{equation*}
$$

where $L_{\text {max }}$ is estimated with the help of $[97]^{2}$. With the electrical analogy of Fig. 3.1, the total resistance can be defined as

$$
\begin{equation*}
R_{\max }=\frac{\Delta p}{F_{\text {total }}} \tag{3.6}
\end{equation*}
$$

where $\Delta_{p}=p_{A o}-p_{\text {preCap }}$ represents the pressure drop across the arterial and arteriolar vessels before the capillaries (thus the naming $\left.p_{\text {preCap }}\right)^{3}, F_{\text {total }}$ denotes the total blood flow through the entire coronary tree. This requires knowledge of $F_{\text {total }}$, which is estimated by

$$
\begin{equation*}
F_{\text {total }}=\operatorname{const}_{F} \cdot L_{\max } \text { [36], } \tag{3.7}
\end{equation*}
$$

with the stem flow-crown length relationship const $F_{F}=6 \cdot 10^{-9} \mathrm{~m}^{2} \mathrm{~s}^{-1}$ from [98].
The final parameter from the analogy of cardiac circulation and electric current to be determined is the compliance of the vessels within the myocardium, $C$. Measurement of this parameter is performed in [33]; however, due to the difficulty to assess this parameter, estimations based on physiologically relevant parameters are made in [34, [93, 100].

## Estimation of the Myocardial Compliance

A similar approach to obtain a reasonable value for $C$ is chosen in this work. With the help of the open source software package $Q U C S$, the electrical circuit depicted in Fig. 3.1 is set up (see Fig. 3.3) and the influence of $C$ is analyzed.

The units given for $R_{A r t}, R_{C a p 1}, R_{C a p 2}$ and $R_{V e n}$ as well as $C$ in Fig. 3.3 translate one-to-one to their physiologic analogies as given in Table 3.1. The values in Fig. 3.3 are chosen such that they provide typical physiologic flow values for the LMCA, which can be seen in Fig. 3.4. However, it should be pointed out that the plotted graphs represent only the first two cardiac cycles. The system will take some time until it reaches a stationary state, where charging and discharging of the capacitor balance each other.

In equilibrium, an average flow value of $2.4 \cdot 10^{-6} \mathrm{~m}^{3} \mathrm{~s}^{-1}=144 \mathrm{ml} \mathrm{min}^{-1}$, which is in a realistic range for left coronary blood flow [53, 54, 102, 103], and a ratio of diastolic to systolic flow of $\sim 3$ is obtained with the parameters chosen as in Fig. 3.3.

Figure 3.5 shows (stationary) results for different values of compliance $C$. Accordingly, larger values of $C$ lead to an increased ratio of diastolic to systolic flow, whereas lower values have the opposed effect. This can easily be explained by looking at the electrical analogon of the blood flow circuit. A smaller capacitance in an RC-circuit leads to faster charge and discharge of the capacitor and thus smaller flow across the right branch of the circuit. This means the system has a shorter time constant $\tau=R \cdot C$ and pressure differences between the applied pressures $p_{A o}$ and $p_{M y o}$ have a reduced effect. Both during diastole and systole the equlibrium state of no current (i.e., volume) flowing through the capacitor is reached faster and only the pressure difference between $p_{\text {Ao }}-p_{\text {Atrium }} 4$ is of interest, which compared
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Figure 3.3: Electrical circuit set up with QUCS. The values for $R_{A r t}, R_{C a p 1}, R_{C a p 2}$ and $R_{V e n}$ are estimates of the resistances for the total vascular tree. Together with the assigned value of the capacitor $C 1$ (with charge $V$ at $t=0$ ) these give physiologic values for total flow (cf. Fig. 3.4 )), where $I_{1}, I_{2}$ and $I_{C}$ are plotted. The pressure generators $U_{A o}$ and $U_{M y o}$ are given by read-in of time-dependent csv-files, for simplicity $U_{\text {atrium }}$ (the circuit's "earthing") is set constant to $\approx 500 \mathrm{~Pa}$ (estimated as mean value from [101]). The obtained pressure-time curves for $U_{\text {preCap }}, U_{\text {midCap }}$ and $U_{C}$ are plotted in Fig. 3.4b).
to $p_{A o}-p_{M y o}$ only changes slowly. This means with smaller capacitance $C$, the currents in systole and diastole even out to similar values faster, thus reducing the ratio of diastolic to systolic flow. This becomes visible in the sketches of the current in the QUCS-model with different values for capacitance/compliance $C$ (cf. Fig. 3.4a), 3.5).

With this knowledge, the approximations for the flow resistances (Eqs. $3.4-3.7$ ) in the circuit and the time dependency of a charging and discharging capacitor in an RC-circuit (Eq. 3.2 ) the periodic problem can be solved. This is done using several C++-programs (cf. Appendix (A):

- scalingLawResistance.cpp computes the resistance of the downstream lying vasculature depending on the outlet diameter. Viscosity in the small vessels of the coronary tree is approximated by a radius-dependent empirical formula, [104, 105].
- capillaryPressure.cpp calculates the pressure at capillary level based on the derivations above. As soon as periodicity is reached, pressure time curves at pre-capillary level are saved to disk for later use in the CFD-solver (cf. Fig. 3.2).

It must be borne in mind that the explanations above treat the "simple" case, where both bottom and left branches consist of one serial resistance each in figs. 3.1 and 3.3. For the CFD-simulations on the actual 3D-geometries with multiple (parallel) outlets as indicated in Fig. 3.2 the situation is more complex. This means, not only one constant compliance $C$ needs to be considered in this case, but each model outlet $i$ with individual outlet resistance $R_{i}$ requires a separately assigned compliance $C_{i}$. In accordance with [34] the above relationship $R_{A r t} \cdot C=1.14$ (cf. Fig. 3.5), which yields physiologic flow values in


Figure 3.4: First two cycles for volume flow and pressure curves obtained for circuit depicted in Fig. 3.3 a) The obtained currents $I_{1}, I_{2}$ and $I_{C}$ add up to zero at all times. The combination of the values chosen for the resistances and the compliance depicted in the circuit gives a ratio of diastolic to systolic flow of $\sim 3$ for $I_{1}$ (cf. Fig. 3.5). b) The obtained pressures at the indicated points in Fig. 3.3 reflect the behavior shown in a), $U_{A o}-U_{\text {preCap }}$ is large during diastole and small during systole. The pressure time curve $U_{\text {preCap }}$ is relevant for use in the outlet BC.


Figure 3.5: Model volume flow $I_{1}$ for different compliances $C$ and fixed resistance values (as in Fig. 3.3). The charging time constant $\tau=R \cdot C$ differs for the three values for $C=1 \cdot 10^{-10} \mathrm{~F}, 2.75 \cdot 10^{-10} \mathrm{~F}, 9 \cdot 10^{-10} \mathrm{~F}$. Assuming $R \approx R_{A r t}, \tau$ evaluates to $0.4 \mathrm{~s}, 1.14 \mathrm{~s}$ and 3.75 s respectively.
the simplified circuit as depicted in figs. 3.1 and 3.3 , the individual outlet compliances are defined as

$$
\begin{equation*}
C_{i}=\frac{1.14}{R_{A r t}} . \tag{3.8}
\end{equation*}
$$

The implementation of Eq. 3.3 as a boundary condition in a dedicated solver is described in detail in appendix A.3. All simulations in this chapter are performed with this advanced solver.

## Conclusion

The described BC represents an approach to enable reliable CFD simulations of blood flow and subsequently CA transport in the coronary vasculature. Based on physiological pressure curves from the Aorta as well as the morphometric characteristics of the dataset (inlet and outlet radii), realistic approximations of total coronary VBF can be made. To calcuate vascular resistances, the BC makes use of several volume scaling laws [35, 36, 97 that have been validated on multiple datasets from different organs and species. The sensitivity analysis performed to assess the unquantifiable compliance of the vessels embedded in the myocardial tissue is in convincing agreement with the results from [34] where a lumped parameter model has been used to estimate arterial and venous resistances.

The framework derived here allows the application of several different BCs in the actual CFD simulations. It is possible to directly apply either volume flow or pressure curves at the model inlet and outlets. Moreover, in an even more sophisticated approach, also making use of the calculated capillary pressure curves, the downstream vasculature behind the model outlets can be integrated in the simulations. As a consequence, this approach takes account of the actual flow resistances of the used 3D model itself. The consideration of varying capillary pressure curves in dependence of the location of the model outlets between endo- and epicardium represents one of the major adaptations of the solver as it is presented here. In [25] a similar resistance BC is used, however, only including the downstream vascular resistances not including capillary pressure at all. On the other hand, in [34], intramyocardial pressure is considered using the slightly simplified assumption of the same pressure working on the whole downstream microvasculature (equal to LV pressure). This is adequate for the cardiovascular geometries that are simulated in [34] or Chapter 4 of this thesis; however, in the case of highly detailed 3D models as in Chapter 6 the approach presented here also allows consideration of different outlet locations with respect to their depth within the myocardium.

### 3.3 Mesh Creation with cfMesh and ANS YS ICEM

### 3.3.1 Introduction

As mentioned in Section 2 CFD-simulations require discretization of the considered 3D volume into small grid cells. The smaller the cells, the higher is the numerical accuracy of the obtained results. However, not only the size of the grid cells plays an important role, their shape is of importance as well. Hexahedral grid cells for one can provide more accurate as well as more stable results than tetrahedral cells [18, 22, 23, 25, 106-108]; however, purely hexahedral mesh creation comes along with much more effort.

In this section, an approach to automatically generate a mainly hexahedral computational grid in vessel geometries is compared to an existing procedure, which allowed creation of purely hexahedral grids, but required massive user intervention.


Figure 3.6: Idealized model of LMCA branching into LAD ( $\phi 1$ ) and LCX ( $\phi 2$ ) [23].

### 3.3.2 Methods

## Model Creation and Computational Framework

The analysis presented here is performed on an idealized geometry of a bifurcation of the LMCA into LAD and LCX. The 3D model of the bifurcating vessels (cf. Fig. 3.6, outlet $1 \rightarrow$ LAD , outlet $2 \rightarrow \mathrm{LCX}$ ) is created with open source software free $C A D^{5}$. The following model parameters are selected analogous to [23]. The radius of the inlet vessel (LMCA) amounts to 2.25 mm and the chosen radii of LAD and LCX are 1.78 mm each, corresponding to average values from literature data for normal right dominant males ( $\sim 85 \%$ ) 109 . The increase of the cross-sectional area thus amounts to a factor of 1.25 , well within the reported range in [110]. According to [111] the angle between the two bifurcating vessels is set to $80^{\circ}$. The length of the inlet segment is 10 mm and the distance between the bifurcation and the outlets is 100 mm .

The solution of the Navier-Stokes equations for blood flow and the advection diffusion equation for transport in the geometry is performed with the open-source software package OpenFOAM (OpenFOAM-2.3.0, OpenCFD Ltd., ESI Group, Bracknell, United Kingdom) with the finite volume method. The computations are performed in parallel on eight cores of a designated compute server (2x Intel©Xeon E5-2630V3, 8-Core, 16 Threads, 512 GB RAM).

## Blood Flow Simulation

The Navier-Stokes equations for blood flow (Eq. 2.16) are solved for two cardiac cycles, which is sufficient for the system to reach periodicity. This is controlled by comparison of the outlet flow values of the two subsequent cycles. The simulations are started with a time step size of 0.1 ms , and the Courant number (cf. Section 2 ) is chosen such that the time step
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Figure 3.7: Volume flow at the inlet of an idealized model of the LMCA with two outlets (LAD, LCX). The curve is computed according to the BC as described in Section 3.2 (cf. Section A.2.
size adapts to values between 0.1 and 1 ms during the entire simulation. The convective term is discretized by use of a linear upwind interpolation, which is recommended as a stable and accurate discretization scheme [112, 113]. Discretization of time is done using an implicit Euler scheme.

At the model inlet the volume flow profile as depicted in Fig. 3.7 is assigned. The curve is computed with the C++-program outletFlow.cpp, presented in Appendix A. 2 and total mean VBF into the LMCA amounts to $155 \mathrm{ml} / \mathrm{min}$. The time curves used for aortic and ventricular pressure are taken from [101]. At the vessel walls a "no-slip" BC is assumed. At the outlets the pressure is calculated by Eq. 3.3, based on the outlet volume flow from the previous iteration. This is implemented in a custom solver, which is described in detail in Section A.3. The resulting physical fields (pressure $p$, velocity $U$, diffusion coefficient $D$, volume flow $\phi$, etc.) are stored on disk for the entire cardiac cycle with a time resolution of 0.01 s .

## General Assumptions

Blood viscosity is modeled using Ballyk's generalized power law [114]

$$
\begin{align*}
& \mu(\dot{\gamma})=\lambda(\dot{\gamma}) \dot{\gamma}^{n(\dot{\gamma}-1)}, \text { where }  \tag{3.9}\\
& \lambda(\dot{\gamma})=\mu_{\infty}+\mu \exp \left[-\left(1+\frac{\dot{\gamma}}{a}\right) \exp \left(-\frac{b}{\dot{\gamma}}\right)\right] \text { and }  \tag{3.10}\\
& n(\dot{\gamma})=n_{\infty}+n \exp \left[-\left(1+\frac{\dot{\gamma}}{c}\right) \exp \left(-\frac{d}{\dot{\gamma}}\right)\right] . \tag{3.11}
\end{align*}
$$

$\mu$ denotes the viscosity and $\dot{\gamma}$ the shear rate and $\mu_{\infty}=0.0035 \mathrm{Pas}, \mu=0.025 \mathrm{Pas}, n_{\infty}=1.0$, $n=0.45, a=50, b=3, c=50$ and $d=50$.

In order to incorporate turbulent blood flow in the simulations, the Large Eddy Simulation (LES) approach, Dynamic Smagorinsky is chosen, in which the Smagorinsky coefficients are calculated dynamically from the smallest resolved scales [115-118].

The diffusion coefficient of the CA is chosen as $D_{\mathrm{CA}}=2.92 \cdot 10^{-10} \mathrm{~m}^{2} \mathrm{~s}^{-1}$ from [119]. According to the Einstein-Stokes equation, the diffusion coefficient is dependent on the fluid's viscosity $\mu$

$$
\begin{equation*}
D=\frac{k_{\mathrm{B}} T}{6 \pi \mu R} \tag{3.12}
\end{equation*}
$$

where $k_{\mathrm{B}}$ is the Boltzmann constant, $T$ the temperature and $R$ the radius of the diffusing particle. In a non-Newtonian fluid, where the viscosity is spatially dependent $(\mu \rightarrow \mu(r)$ ), this means the diffusion coefficient varies locally. In the simulations this is taken account of by

$$
\begin{equation*}
D(r)=\frac{D_{\mathrm{CA}} \mu_{0}}{\mu(r)} \tag{3.13}
\end{equation*}
$$

where $\mu_{0}=0.0046 \operatorname{Pas}[120$ for blood viscosity at the characteristic shear rate.

## CA Transport Simulation

By repeatedly reading in the stored volume flow and diffusion coefficient fields $\phi$ and $D$, the advection-diffusion equation is solved for transport in the geometry. This is done with a second custom solver that is described in detail in Section A.3. By use of a sub-time stepping technique (cf. Section 3.5), transport of CA through the geometry is computed with an effective time step size of 0.1 ms . Discretization of the convection term and time is performed analogous to the solution of the Navier-Stokes equation. As inlet boundary condition a gamma-variate function is used $C_{\mathrm{CA}}(t)=a\left(t-t_{0}\right)^{b} \mathrm{e}^{-c\left(t-t_{0}\right)}$, with $a=1.013 \cdot 10^{-4}, b=$ $2.142, c=0.454 \mathrm{~s}^{-1}$. According to [22, 121 this function represents a good approximation of the CA concentration time curve in the LV. The diffusion coefficient is set to $D=$ $2.98 \cdot 10^{-10} \mathrm{~m}^{2} \mathrm{~s}^{-1}$ for Gd-DOTA [119]. In order to make sure that CA has largely left the geometry at the end of the transport simulations, this is performed over 50 cardiac cycles. The concentration time curves obtained at the model outlets then represent the real dispersed $A I F_{\text {disp }}(t)$ in the region of interest to be used for MBF quantification by use of an adequate perfusion model.

## Used Meshing Softwares

Previously, proprietary software ICEM-CFD by ANSYS has been used for purely hexahedral meshing of cardiovascular models ${ }^{6}$. This software allows orientation of grid cells with the expected flow direction. However, it requires a high degree of user intervention and is extremely time-consuming before a computational grid of sufficient quality can be created. On the CD that is handed in with this thesis a manual of 44 pages for computational grid creation with ICEM is attached, which gives a glimpse of the required steps. Depending on the model's complexity, this can take days to weeks.

The open source software package cfMesh ${ }^{7}$ by creativeFields (London, United Kingdom) is a meshing library particularly built for OpenFOAM, the CFD software with which all computations in this thesis have been performed. Requiring solely prior naming of vessel wall, inlet and outlets in the cardiovascular model file of type st $t^{8}$. this software automatically creates high quality, mainly hexahedral computational grids ( $<1 \%$ cells of non-hexahedral type), which are not aligned with the predominant flow direction. Depending on the level of detail of the cardiovascular geometry this automatic meshing process takes between 1 min and several hours. Mesh creation on the geometry depicted in Fig. 3.6 takes $\sim 10 \mathrm{~min}$. The mesh created with ICEM consists of 1367722 grid cells whereas the mesh automatically generated with cfMesh possesses a total of 1471454 grid cells. In Table 3.2 several mesh parameters of the analyzed case are listed 9

[^9]Table 3.2: Grid data, ICEM vs cfMesh.

|  | Total \# of cells | \# of faces outlet 1 | \# of faces outlet 2 |
| :--- | :---: | :---: | :---: |
| ICEM | 1367722 | 1208 | 1260 |
| $c f M e s h$ | $1471454(>99 \%$ hex $)$ | 940 | 1214 |

Both grids are of similar size. Due to the oblique angle between branch 2 and the general orientation of the grid cells, the number of faces on outlet 1 and outlet 2 in cfMesh-model differs. Please also see Fig. 3.8 .


Figure 3.8: Orientation of grid cells in LAD (outlet 1) and LCX (outlet 2) of the simplified LMCA model. Panel a) In ICEM, by manual intervention the orientation of the grid cells can be aligned to the presumed flow direction in both branches. Panel b) While meshing with cfMesh, the principal orientation of the mesh is chosen such that one branch (outlet 1) has cells aligned with the assumed flow direction and the obliqueness between the flow direction and the cell faces is maximized in the other (outlet 2). Manual eshing with ICEM in this rather simple geometry takes a several hours, whereas the automatic meshing procedure with cfMesh takes $\sim 7$ minutes.

Both the mesh created with ICEM as well as the mesh created with cfMesh are refined at the vessel walls (cf. Fig. 3.8) and the grid sizes are chosen similar to [23]. ${ }^{10}$

## Comparison of the Mesh Structures

With OpenFOAM's built-in command checkMesh, quality parameters of the meshes can be assessed and a warning or even an error is given, for meshes not fulfilling minimum requirements on grid quality. The most important parameters for stable and accurate execution of OpenFOAM simulations are mesh non-orthogonality, which should be below $70^{\circ}$ and skewness, which should not exceed a value of 4 for the entire grid [112, 113]. Non-orthogonality measures the angle between the line connecting two cell centers and the normal of their common face. Skewness measures the distance between the intersection of the line connecting two cell centers with their common face and the center of that face. ${ }^{[1]}$ The $c f M e s h$-grid exhibits a maximum mesh non-orthogonality of $57.6^{\circ}$ and a maximum skewness of 0.7 . On the ICEM-grid these parameters amount to $55.8^{\circ}$ and 1.6. Both meshes fulfill all requirements on a computational grid for simulations with OpenFOAM.

The principal orientation of the hexahedral cells in the $c f M e s h$-grid is chosen such that in one branch (LAD) the grid cells are aligned with the predominant flow direction and in the other (LCX) the angle between cell faces and flow direction is maximally oblique. This is depicted in Fig. 3.8. With this setup, information about the influence of grid orientation on flow and transport can already be obtained by analysis of this grid alone. Nonetheless, comparison between both mesh creation methodologies is performed.

As it is uncertain which of the meshing formalisms gives the "true" solution, the following approach is used to compare the results of the blood flow simulations. The two branches of the 3D geometry being of identical size and length, the simulated values should also be identical for both outlets on both grids. With regard to VBF this is analyzed using the maximum deviation between VBF into the outlets $\Delta V B F_{\max }$ as well as the difference of total blood volume (BV) reaching each outlet per cardiac cycle, $\Delta B V$. For the analysis, these reference quantities are defined as follows:

$$
\Delta V B F_{\max }^{i, j}=\max \left(V B F^{i}(t)-V B F^{j}(t)\right), \text { with } i, j=\left\{\begin{array}{l}
c f M e s h 1, \text { cf Mesh } 2  \tag{3.14}\\
\text { ICEM1, ICEM } 2 \\
\text { cfMesh } 1, \text { ICEM } 1 \\
\text { cfMesh } 2, \text { ICEM } 2
\end{array}\right.
$$

Here $c f$ Mesh1, cfMesh2, ICEM1 and ICEM2 denote the outlets 1 and 2 in the $c f M e s h$ and ICEM grid, respectively. The quantity $\Delta V B F_{\max }$ is defined analogously:

$$
\begin{equation*}
\Delta B V^{i, j}=\left(B V^{i}-B V^{j}\right), \text { with } i, j \text { as in Eq. } 3.14 \tag{3.15}
\end{equation*}
$$

The parameters are calculated by $B V^{i}=\int_{0}^{T} F_{i}(t) \mathrm{d} t \approx \sum_{k} F_{i}\left(t_{k}\right) \Delta t$, with $T$ the duration of one cardiac cycle. In order to mediate a better impression of the quantities defined in Eqs. 3.14 and 3.15 , they are also calculated relative to half mean total VBF and BV entering the whole geometry.

For the transport simulations the analysis is performed using the parameters defined in Eqs. 2.92 and 2.93, i.e., the standard deviation and the temporal mean of the CA concentration time curves at the model outlets. Moreover, the integrated amount $Q_{\text {tot }}$ of contrast
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Figure 3.9: Schematic illustration of the area between the CA concentration time curves.
agent leaving the model through the considered outlet is also used to assess the validity of the two meshing procedures. This quantity is computed as

$$
\begin{equation*}
Q_{t o t}=\int c(t) \cdot F(t) \mathrm{d} t \cdot \rho=\sum_{i} c\left(t_{i}\right) \cdot F\left(t_{i}\right) \Delta t \cdot \rho, \tag{3.16}
\end{equation*}
$$

where $c(t)$ denotes the mass fraction and $F(t)$ the volume flow through the outlet at times $t, t_{i}$. For this calculation the blood density $\rho$ is assumed constant at $\rho=1060 \mathrm{~kg} / \mathrm{m}^{3}$ [122] and unchanged by the present tracer.

Finally, the area between the CA concentration time curves at the model outlets (cf. Fig. 3.9) is used as an additional parameter to compare the results from the transport simulations on the grids created by the two meshing softwares cfMesh and ICEM. The shaded area in Fig. 3.9 is approximated by

$$
\Delta \text { Area }^{i, j}=\operatorname{abs}\left(c^{i}(t)-c^{j}(t)\right) \Delta t, \text { with } i, j=\left\{\begin{array}{l}
c f M e s h 1, \text { cfMesh } 2  \tag{3.17}\\
\text { ICEM1, ICEM } 2 \\
\text { cfMesh1, ICEM } 1 \\
\text { cfMesh2, ICEM } 2
\end{array}\right.
$$

Here "abs" denotes the absolute value of the difference in CA concentration between outlets $i$ and $j$.

## Estimation of Perfusion Quantification Errors

To complete the analysis the obtained concentration time curves are used within a tissue perfusion model MMID4 to allow for an estimation of MBF-quantification due to bolus dispersion. Since these simulations are not based on true MRI perfusion measurements, the workflow depicted in Fig. 3.10 is used to make an approximation. The estimation is done in a two-step-procedure.

After the CFD-simulations with AIF $_{\text {LV }}$ as input boundary condiction are finished and the dispersed AIF $_{\text {disp }}$ are obtained (on the left in Fig. 3.10), these concentration time curves are used as real AIF within MMID4. In combination with a generic value of $\mathrm{MBF}_{\mathrm{LV}}$. this yields the myocardial tissue concentration curve $\mathrm{C}_{\mathrm{Myo}}$ (bottom in Fig. 3.10). Subsequently, together with $\mathrm{AIF}_{\mathrm{LV}}$ this is inserted into MMID4 (bottom in Fig. 3.10) to compute $\mathrm{MBF}_{\text {Fit }}$ in the conventional way. The difference

$$
\begin{equation*}
\Delta \mathrm{MBF}=\frac{\mathrm{MBF}_{\mathrm{Fit}}-\mathrm{MBF}_{\mathrm{Gen}}}{\mathrm{MBF}_{\mathrm{Gen}}} \tag{3.18}
\end{equation*}
$$

is then used to estimate the error in MBF quantification with MRI perfusion measurements.
The parameters used to generate $\mathrm{C}_{\mathrm{Myo}}$ with MMID4 can be set within the software JSim [88 by National Simulation Resource (University of Washington, Seattle, USA) and


Figure 3.10: Workflow to estimate $\Delta \mathrm{MBF}$. $\mathrm{AIF}_{\mathrm{LV}}$ from the left ventricle is used as input boundary condition in CFD simulations and delivers the dispersed (real) AIF $_{\text {disp }}$ in the providing vessel. Combined with a generic $\mathrm{MBF}_{\text {Gen }}$ and MMID4, this yields a myocardial tissue concentration curve $\mathrm{C}_{\mathrm{Myo}}$. Considered as the myocardial signal in an MRI perfusion measurement, this allows calculation of $\mathrm{MBF}_{\mathrm{Fit}}$ with $\mathrm{AIF}_{\mathrm{LV}}$ and fitting of MMID4 in the conventional way. Comparison of $\mathrm{MBF}_{\text {Fit }}$ and $\mathrm{MBF}_{\text {Gen }}$ is then used to estimate $\Delta \mathrm{MBF}$.
are described in the following. A slightly right-skewed (skewness $=0.3$ ) lagged function [123] is used as density function, with a relative dispersion $\mathrm{RD}=0.55$ [124].

The required hemodynamic parameters are defined in accordance with typical literature data [8, 18, 22-25, 87, 89, 124, [125]: Plasma volume in the capillaries $\left(\mathrm{V}_{\mathrm{p}}\right)$ is set to $0.04 \mathrm{ml} / \mathrm{g}$, relative dispersion of all vessels (arteries, arterioles, veins, venules) to $R D_{\text {art, artl, ven,venl }}=0.48$, arterial and venous volume are set to $\mathrm{V}_{\text {art }}, \mathrm{V}_{\text {ven }}=0.02 \mathrm{ml} / \mathrm{g}$ and BV in arterioles and venules to $\mathrm{V}_{\text {artl }}, \mathrm{V}_{\text {venl }}=0.03 \mathrm{ml} / \mathrm{g}$. Axial diffusion in the capillaries is chosen as $\mathrm{v}_{\mathrm{Dp}}=1 \cdot 10^{-5} \mathrm{~cm}^{2} / \mathrm{s}$, the permeability surface of the capillaries (endothelial gap) $\mathrm{v}_{\mathrm{PSg}}=1 \mathrm{ml} / \mathrm{min} / \mathrm{g}$ and the total distribution volume in interstitial space $\mathrm{v}_{\text {Visfp }}=0.35 \mathrm{ml} / \mathrm{g}$.

The methodic analyses in this chapter are all performed for rest state only, plasma flow (i.e., MBF ) is thus set to $\mathrm{F}_{\mathrm{p}}=1 \mathrm{ml} / \mathrm{min} / \mathrm{g}$. For analyses of the hyperemic (stress) state, this value (among others) needs to be adapted, which is pointed out, where applicable in this thesis. The applied tissue perfusion model MMID4 allows consideration of up to 20 different pathways to account for tissue heterogeneity. The parameter $\mathrm{Npath}_{\text {int }}$ is thus set to 20 with $\mathrm{Nseg}_{i n t}=30$, the number of axial segments.

The following calculation of MBF (on the right in Fig. 3.10) with the generated tissue concentration curve $\mathrm{C}_{\text {Myo }}$ is performed with the fitting algorithm SENSOP [126] within JSim, an application of the well-known Levenberg-Marquardt algorithm [127, 128]. Two different fitting procedures are performed in this chapter, where one respectively four parameters are left free to vary within predefined ranges.

Parameter fitting boundaries for MBF are set to 0 and $7 \mathrm{ml} / \mathrm{g} / \mathrm{min}$ in both cases. When fitting with four-parameters, additionally permeability surface, plasma volume and delay between inflow of contrast agent in the LV and myocardial tissue are varied between vpsg: $0.25-8 \mathrm{ml} / \mathrm{min} / \mathrm{g}, \mathrm{V}_{\mathrm{p}}: 0.05-0.09 \mathrm{ml} / \mathrm{g}$ and delay: $-1-3 \mathrm{~s}{ }^{12}$ Starting values for the fitting procedure are chosen similar but not equal to the values set for the generation of $\mathrm{C}_{\mathrm{Myo}}$. All other parameters are kept constant as above.
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Figure 3.11: Outlet volume flows $c f M e s h$ vs $I C E M$. In both grids outlet 1, which is divided into fewer faces than outlet 2, shows slightly higher volume flow.

### 3.3.3 Results

## Analysis of VBF

In Fig. 3.11 the obtained volume flow curves at the two model outlets for both grids are depicted. The computation time for the simulations on both meshes is $\sim 6.5 \mathrm{~d}$.

The curves in the mesh created with cfMesh deviate stronger from one another (blue, green) than the curves stemming from the ICEM-grid, which almost perfectly lie on top of each other (red, orange). In both grids outlet 1 that consists of less cell faces in both cases shows both higher maximum and mean volume flow. Mean volume flow for outlets 1 and 2 in cfMesh amounts to $\sim 78 \mathrm{ml} / \mathrm{min}$ and $\sim 77.2 \mathrm{ml} / \mathrm{min}$. On the ICEM-grid this is distributed very evenly with $\sim 77.59$ and $\sim 77.61 \mathrm{ml} / \mathrm{min}$ for outlets 1 and 2 respectively.

The maximum differences between the two curves for outlet 1 and outlet 2 in the meshes created with cfMesh and ICEM are listed in Table 3.3 together with the deviations obtained between the grids (cf. Eq. 3.14). In addition, the table shows the deviations in total BV at each outlet leaving the geometry comparing both outlets within each grid as well as the grids with each other (cf. Eq. 3.15).

## Analysis of CA Transport

The transport simulations running from $t=2.4$ to 50 s and the obtained concentration time curves at the two model outlets are depicted for both meshes in Fig. 3.12 for times between $t=0$ to 25 s . Similar to the previous Navier-Stokes simulation, the curves in the mesh created with cfMesh deviate stronger from one another (blue, green) than the curves stemming from the ICEM-grid (red, orange), which show no difference at all. The concentration time curves at the two outlets of the cfMesh-grid show different behaviour as it seems the curve cfMesh1 exhibits a lag compared to cfMesh2. At outlet 1 with fewer faces the concentration time curve overall shows faster feedback to flow increase in systole and decrease in diastole than outlet 2 (top right box in Fig. 3.12). The general shape of the blue curve of outlet $c f M e s h 1$ resembling more the curves from the ICEM-grid suggests that it is closer to the "true" situation than cfMesh2.

Table 3.3: Deviations of VBF and total BV between outlets and meshes.

|  | $c f M e s h 1$, <br> $c f M e s h 2$ | ICEM1, <br> ICEM2 | $c f M e s h 1$, <br> ICEM1 | $c f M e s h 2$, <br> ICEM2 |
| :---: | :---: | :---: | :---: | :---: |
| $\Delta V B F_{\max }[\mathrm{ml} / \mathrm{min}]$ | 1.75 | 0.68 | 0.83 | 0.9 |
|  | $2.3 \%$ | $0.9 \%$ | $1.1 \%$ | $1.2 \%$ |
| $\Delta B V[\mathrm{ml}]$ | 0.01 | 0.0003 | 0.005 | 0.005 |
|  | $0.9 \%$ | $0.0003 \%$ | $0.47 \%$ | $0.51 \%$ |

Maximum deviation $\Delta V B F_{\max }$ of and the area between the flow curves into outlets 1 and 2 in the cfMesh- and the ICEM-grid are shown on the left. The deviations between the same outlets from both meshes are shown on the right. The relative values are scaled by half total mean VBF for $\Delta V B F_{\max }$ and half total BV for $\Delta B V$.


Figure 3.12: Outlet concentration time curves $c f M e s h$ vs ICEM. All outlet concentration time curves are dispersed in comparison to the gamma-variate function at the model inlet (black, cf. Section 3.3.2). In the cfMesh-grid outlet 2 with more faces appears to show a faster reaction to increased and decreased flow in diastole and systole. The same but much less pronounced behaviour is observed for the ICEM-outlets (box, top right). The steps in the outlet concentration time curves reflect the pulsatility of the underlying blood flow simulation.

Table 3.4: Mean bolus arrival times $\bar{T}$, standard deviation $S D_{A I F}$ of concentration time curves and total tracer amount per outlet for varying mesh resolution.

| Outlet | cfMesh1 | cfMesh2 | ICEM1 | ICEM2 |
| :---: | :---: | :---: | :---: | :---: |
| $\bar{T}[\mathrm{~s}]$ | 8.16 | 8.20 | 8.20 | 8.20 |
| $S D_{A I F}[\mathrm{~s}]$ | 4.50 | 4.65 | 4.55 | 4.55 |
| $Q_{t o t}[\mathrm{mg}]$ | 38.20 | 37.74 | 37.96 | 37.97 |
|  | $50.3 \%$ | $49.7 \%$ | $50 \%$ | $50 \%$ |

The obtained values show good accordance between the outlets in each mesh, with stronger conformity in the ICEM-mesh.

Table 3.5: Deviations of concentration time curves between outlets and meshes.

|  | $c f M e s h 1$, cfMesh2 | ICEM1, ICEM2 | cfMesh1, ICEM1 | cfMesh2, ICEM2 |
| :---: | :---: | :---: | :---: | :---: |
| $\Delta$ Area | $6 \cdot 10^{-4}$ | $3 \cdot 10^{-5}$ | $2 \cdot 10^{-4}$ | $6 \cdot 10^{-4}$ |
|  | $2.4 \%$ | $0.1 \%$ | $0.8 \%$ | $2.1 \%$ |

As in Table 3.4 the $I C E M$-grid shows better accordance; however, the deviation within the $c f M e s h$-grid as well as between the meshes is small.

In Table 3.4 the obtained values for $\bar{T}$ (Eq. 2.93) and $S D_{A I F}$ (Eq. 2.92) are listed. It also contains the integrated amount of contrast agent leaving the model through the considered outlet (cf. Eq. 3.16). Ideally, the total amount of tracer flowing into the LMCA at the model inlet over the whole simulation of $\sim 75.92 \mathrm{mg}$ should divide equally into both outlets on both grids. The values of $\bar{T}$ and $S D_{A I F}$ are in a similar range, deviating stronger within the $c f M e s h$-grid and showing very good accordance in the ICEM-grid.

The total amount of tracer reaching the outlets again shows slight differences for innermesh comparison. Where in the $I C E M$-grid, tracer is almost equally distributed (50 \% each outlet), in the $c f M e s h$-grid accordance is slightly poorer. The values of the calculated areas between the CA concentration time curves are listed in Table 3.5. These numbers also reflect the higher numerical accuracy in the ICEM-grid; however, deviations in the $c f M e s h$-grid are small, as well.

## Perfusion Quantification Errors

Subsequently, based on these dispersed arterial input functions, MBF-values are computed by fitting as described in Section 3.3 .2 to further compare these results. In Fig. 3.13 the obtained values for $\Delta \mathrm{MBF}$ are depicted in a bar chart for both one - and four-parameter fitting.

For one-parameter fitting $\Delta \mathrm{MBF}$ amounts to $(-16.4 \pm 0.5) \%$ at outlet 1 and $(-16.9 \pm$ $0.5) \%$ at outlet 2 on the cfMesh-grid, and for four-parameter fitting to $(-11.9 \pm 0.2) \%$ and $(-12.1 \pm 0.2) \%$ respectively. On the grid generated with ICEM $\triangle \mathrm{MBF}$ equals $(-17.1 \pm 0.5) \%$ at both outlets for one-parameter fitting and for four-parameter fitting ( $-12.5 \pm 0.2$ ) \% and $(-12.4 \pm 0.2) \%$ at outlet 1 and 2 , respectively. For both fitting procedures MBF is thus underestimated. On both meshes stronger MBF underestimation is expected for oneparameter fitting.


Figure 3.13: $\triangle \mathrm{MBF}$ for $c f M e s h$ and ICEM. cfMesh1/2 stands for outlet $1 / 2$ on the $c f M e s h$ grid and accordingly ICEM1/2 on the ICEM-grid. Underestimation of MBF reaches ~ $17 \%$ for one-parameter and $\sim 12 \%$ for four-parameter estimation.

The results for one- and four-parameter fitting do not lie within each other's error margins on both grids. However, comparing the obtained results for one-parameter fitting, they lie well within the error margins for each mesh-type separately (comparison of outlet 1 and 2 on cfMesh and ICEM each) but also between the meshes (comparison of outlet 1,2 from one mesh with outlet 1,2 from the other mesh). For four-parameter fitting this only applies for intra-mesh comparison and comparison of outlet 2 from both grids, but outlet 1 from $c f M e s h$ with less cell faces does not overlap with the result from ICEM1.

### 3.3.4 Discussion

The mean flow values obtained in the simulations show stronger deviations between the outlets in the grid generated with cfMesh, $\sim 78$ and $\sim 77.2 \mathrm{ml} / \mathrm{min}$, wheras the results on the $I C E M$-grid are nearly identical, $\sim 77.61$ and $\sim 77.59 \mathrm{ml} / \mathrm{min}$. Considering differences of the simulated flow curves, intra-grid deviations of $0.9 \%$ and $2.3 \%$ for the maximum difference and $0.9 \%$ and $0.0003 \%$ for total flow into the outlets are obtained for the meshes created with cfMesh and ICEM, respectively. The inter-grid comparison shows deviations of $1.1 \%$ and $1.2 \%$ for maximum difference for outlets 1 and 2 , respectively, and $\sim 0.5 \%$ difference in total flow for both outlets.

The obtained concentration time curves show that the total amount of tracer distributes evenly across both outlets in both meshes, $49.7 \%$ to $50.3 \%$ for $c f M e s h$ and perfectly halving total flow for ICEM. Furthermore, the results show preservation of contrast agent on both grids. No contrast agent is "lost" due to numerical inaccuracies, e.g., numerical diffusion. The comparison of mean bolus arrival times at the outlets ( 8.16 and 8.20 s for $c f M e s h$ and 8.20 s for both outlets in the $I C E M$-grid) and their standard deviations ( $4.50 \mathrm{~s}, 4.65 \mathrm{~s}$ and 4.55 s , respectively) also shows small variation within each and between the grids.

The comparison of the areas between the curves again shows the better conformity of the ICEM-grid with $0.1 \%$ deviation in contrast to $2.4 \%$ for $c f M e s h$. The difference between the grids amounts to $0.8 \%$ and $2.1 \%$ for outlet 1 and 2 , respectively. For the $c f M e s h$-grid it stands out, that the concentration time curves seem to show qualitatively different behavior. In the top right box in Fig. 3.12, it appears as if the tracer mass fraction at outlet 1 with fewer faces increases in systole and decreases during diastole, as opposed to outlet 2.

The final and most important parameter used for comparison of the two grid types is presented in Fig. 3.13. The values for $\Delta \mathrm{MBF}$ equal $\sim 17 \%$ for one-parameter and $\sim 12 \%$ for four-parameter estimation.

These results show the power of a high quality grid with grid cells oriented in predominant flow direction produced with the software package ICEM. The flow is evenly distributed into both model outlets, and concentration time curves are almost identical. The conformity of the obtained results for the ICEM-grid is striking. The results for cfMesh show seemingly less accurate results; however, they are also in a physiological range and do not deviate strongly from the results obtained with ICEM. Not only do the error margins for the quantity of interest, $\triangle \mathrm{MBF}$, overlap within the mesh itself, but also for inter-mesh conformity with the exception of outlet 2 for four-parameter fitting, where error margins are too small. Generally speaking it can be recorded that the differences between the grids presented in tables 3.3, 3.4 and 3.5 do not have a significant influence on the calculated value for $\triangle \mathrm{MBF}$.

In the inlaid box in Fig. 3.12 outlet 1 with fewer faces shows an increase in tracer mass fraction during systole and outlet 2 with more faces a simultaneous drop. The reduced resolution of the grid in the branch leading to outlet 1 results in a faster reaction of the outlet concentration time curve to flow changes through the vessel. Outlet 1 simply runs ahead of outlet 2 during the entire simulation. In the end, this results in reduced dispersion (less broadening) of the curve in this branch, which is in accordance with [18, 129] for reduced grid resolution due to numerical diffusion. Similarly to the small effects of pulsatility (compared to constant flow) on contrast agent dispersion [22] this slightly different behaviour of transport to the outlets has a vanishing influence. Overall, the effect of this behaviour is of reduced importance, since its influence on MBF-quantification and the error therein can be neglected, as can be deduced from Fig. 3.13. It is for these reasons, that most simulations presented in this thesis are conducted using the meshing software package cfMesh.

## Conclusion

With regard to the manual actions (cf. the guide for grid creation with ICEM on the enclosed CD) required to produce grids of acceptable quality the slightly higher numerical accuracy of ICEM cannot outweigh its heavy disadvantages in mesh creation compared to cfMesh. This particularly applies when it comes to the mesh creation in highly detailed vascular models with multiple (tens to hundreds) bifurcations and outlets.

Furthermore, in these complex 3D models it cannot be guaranteed that manual meshing with ICEM can even produce meshes with sufficient cell quality everywhere in the domain. Due to vessel branching, tapering and curvature this becomes impossible not mentioning the prohibitively long times required to accomplish such a task - if possible at all.

### 3.4 Mesh Convergence

### 3.4.1 Introduction

As described in Section 2 the discretization of the volume, in which the CFD simulation is performed, is of crucial importance for the numerical accuracy of the results. However, not only the shape of the grid cells plays a role in this regard (cf. Section 3.3, but also the resolution of the grid, namely the number of grid cells, in which the 3D volume is discretized must be considered.

To investigate this, in this section a mesh convergence study is presented in order to reduce numerical inaccuracies due to insufficient resolution of the computational grid within the 3D vessel geometry.

Table 3.6: Grid data of the meshes used to assess mesh convergence.

|  | Total \# of cells | \# of faces outlet 1 | \# of faces outlet 2 |
| :--- | :---: | :---: | :---: |
| Fine | 1471454 | 940 | 1214 |
| Medium | 900152 | 716 | 893 |
| Raw | 522212 | 513 | 654 |

### 3.4.2 Methods

With the software package cfMesh, two additional meshes of reduced resolution are created on the same geometry, which is used in Section 3.3 (cf. Fig. 3.6). Together with the mesh generated with cfMesh in Section 3.3, these meshes will be used to assess differences in numerical accuracy due to mesh resolution. In Table 3.6 several mesh parameters are listed. The mesh quality parameters maximum mesh non-orthogonality and maximum skewness (cf. Section 3.3) amount to $53.3^{\circ}$ and 0.9 for the raw, $54.3^{\circ}$ and 0.7 for the medium as well as $57.6^{\circ}$ and 0.7 for the fine grid. All three meshes fulfill all requirements on a computational grid for simulations with OpenFOAM. Apart from the varying mesh resolution all boundary conditions are chosen identically for the simulations on all three grids to guarantee maximal comparability. These conditions are described in detail in Section 3.3.2. Analogously, the same two-step-procedure to simulate blood flow and CA transport in the geometry as well as the workflow to quantify $\triangle \mathrm{MBF}$ with MMID4 (cf. Fig. 3.10) is applied.

### 3.4.3 Results

## Analysis of Blood Flow

In Fig. 3.14 the obtained volume flow curves for both outlets on all three grids are presented. As in Section 3.3 outlet 1 with the lower number of faces shows increased volume flow. The outlet volume flow curves approach each other for higher mesh resolution.

Mean volume flows for outlet 1 amount to $\sim 78.3 \mathrm{ml} / \mathrm{min}, \sim 78.1 \mathrm{ml} / \mathrm{min}$ and $\sim 78 \mathrm{ml} / \mathrm{min}$ for the raw, medium and fine mesh, respectively. The correspending values for outlet 2 are $\sim 76.9 \mathrm{ml} / \mathrm{min}, \sim 77.1 \mathrm{ml} / \mathrm{min}$ and $\sim 77.2 \mathrm{ml} / \mathrm{min}$. With increased mesh resolution, the values approach each other with closest accordance in the finest mesh. The same parameters as defined in Section 3.3 .3 are used to quantify intra- and inter-mesh deviations of the obtained curves. The values are listed in tables 3.7 a ) and b). Both the maximum deviation between the VBF curves as well as the the total outlet BV within the grids decrease from the raw and the medium to the fine grid. Comparison of each outlet of the raw and medium grid to the fine grid shows the same behavior.

## Analysis of CA Transport

In Fig. 3.15 the concentration time curves for the transport simulation in all three grids are depicted. Table 3.8 shows the results for $\bar{T}, S D_{A I F}$ and $Q_{t o t}$ as defined in Section 3.3.3 of the outlet concentration time curves. The mean bolus arrival time $\bar{T}$ almost does not change at all for higher mesh resolution. Similarly, bolus width and total tracer amount per outlet remain is barely influenced by higher discretization.

## Perfusion Quantification Errors

Subsequently, based on the dispersed arterial input functions, MBF-values are again computed by fitting as described in Section 3.3 .2 to further compare these results. In Fig. 3.16


Figure 3.14: Outlet volume flows of all three grids for mesh convergence analysis. In all three grids outlet 1, which is divided into fewer faces than outlet 2 , shows slightly higher volume flow. With higher grid resolution the deviation between the volume flow curves decreases. The effect is reduced for higher mesh resolution.

Table 3.7: Deviations of volume flow between outlets and meshes of different resolution.

| a) | Raw1, Raw2 | Medium1, Medium2 |  | Fine1, Fine2 |
| :---: | :---: | :---: | :---: | :---: |
| $\Delta V B F_{\text {max }}[\mathrm{ml} / \mathrm{min}]$ | 3.21 | 2.33 |  | 1.75 |
|  | 4.1 \% | 3 \% |  | 2.3 \% |
| $\Delta B V[\mathrm{ml}]$ | 0.02 | $0.014$ |  | 0.01 |
|  | 1.8 \% | $1.3 \%$ |  | 0.9 \% |
| b) | Raw1, Fine1 | Raw2, Fine2 | Medium1, Fine1 | $\begin{aligned} & \text { Medium2, } \\ & \text { Fine2 } \end{aligned}$ |
| $\Delta V B F_{\text {max }}[\mathrm{ml} / \mathrm{min}]$ | 0.74 | 0.74 | 0.29 | 0.29 |
|  | 0.9 \% | 0.9 \% | 0.4 \% | 0.4 \% |
| $\Delta B V[\mathrm{ml}]$ | 0.005 | 0.005 | 0.002 | 0.002 |
|  | 4.4 \% | 4.4 \% | 1.8 \% | 1.8 \% |

a) Maximum deviation $\Delta V B F_{\max }$ of and the area between the flow curves into outlets 1 and 2 in the all three grids is shown. b) The same data is shown comparing the raw and medium grid with the fine grid. In both tables it becomes obvious, how increasing resolution improves the results' accuracy. The effect is reduced for higher discretization.


Figure 3.15: Outlet concentration time curves for mesh convergence analysis. All outlet concentration time curves are dispersed in comparison to the gamma-variate function at the model inlet (black, cf. Section 3.3.2). In all three grids outlet 2 with more faces appears to show a faster reaction to increased and decreased flow in diastole and systole. The behaviour is reduced on grids with higher resolution. Overall, the deviation between the outlet curves is decreased for higher discretization.
the obtained values for $\triangle \mathrm{MBF}$ are depicted in a bar chart for both one- and four-parameter fitting, both outlets and all three meshes.

The results are in good accordance with those obtained in Section 3.3. Stronger MBF underestimation is obtained for one-parameter fitting than for four-parameter fitting. For one-parameter fitting, the results lie within the error margins for all outlets and all three grids. Additionally, the results approach each other with increased mesh resolution. However, for four-parameter fitting, the results only show accordance within the error margins for the highest resolution. As for one-parameter fitting, the values lie closer together for higher mesh discretization. As above, the differences of the areas between the curves is analyzed in tables 3.9 a) and b). Analogously, the numerical accuracy appears to be increased for higher mesh refinement.

Table 3.8: Mean bolus arrival times $\bar{T}$, standard deviation $S D_{A I F}$ of concentration time curves and total tracer amount per outlet for varying mesh resolution.

|  | Raw1 | Raw2 | Medium1 | Medium2 | Fine1 | Fine2 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\bar{T}[\mathrm{~s}]$ | 8.17 | 8.22 | 8.16 | 8.21 | 8.16 | 8.20 |
| $S D_{A I F}[\mathrm{~s}]$ | 4.54 | 4.63 | 4.52 | 4.63 | 4.50 | 4.65 |
| $Q_{\text {tot }}[\mathrm{mg}]$ | 38.34 | 37.47 | 38.25 | 37.73 | 38.2 | 37.74 |
|  | $50.5 \%$ | $49.4 \%$ | $50.4 \%$ | $49.7 \%$ | $50.3 \%$ | $49.7 \%$ |

The obtained values show good accordance between the outlets in each mesh, with increasing conformity for higher mesh refinement.

Table 3.9: Deviations of concentration time curves between outlets and meshes.

| a) | Raw1, Raw2 | Medium1, Medium2 |  | Fine1, Fine2 |
| :---: | :---: | :---: | :---: | :---: |
| $\Delta$ Area | $6 \cdot 10^{-4}$ | $6 \cdot 10^{-4}$ |  | $7 \cdot 10^{-4}$ |
|  | 2 \% | $2 \%$ |  | 2.4 \% |
| b) | Raw1, Fine1 | Raw2, Fine2 | Medium1, Fine1 | Medium2, Fine2 |
| $\Delta$ Area | $2 \cdot 10^{-4}$ | $3 \cdot 10^{-4}$ | $8 \cdot 10^{-5}$ | $2 \cdot 10^{-4}$ |
|  | 0.6 \% | $1 \%$ | 0.3 \% | 0.6 \% |

a) Intra mesh comparison of the area betwen the outlet concentration time curves. b) Comparison of outlet concentration time curves by area difference between outlet specific curves on all three meshes.


Figure 3.16: $\triangle \mathrm{MBF}$ for mesh convergence analysis. Raw/Medium/Fine1/2 denote the outlets on the three grids, respectively. Underestimation of MBF generally is less pronounced on both outlets with increasing mesh resolution for both one- and four-parameter fitting. On all three grids, outlet 2 with more cell faces shows stronger MBF-underestimation than outlet 1.

### 3.4.4 Discussion

Mean volume flow for outlets 1 and 2 amounts to $\sim 78.3 \mathrm{ml} / \mathrm{min}$ and $\sim 76.9 \mathrm{ml} / \mathrm{min}$, $\sim 78.1 \mathrm{ml} / \mathrm{min}$ and $\sim 77.1 \mathrm{ml} / \mathrm{min}$ and $\sim 78 \mathrm{ml} / \mathrm{min}$ and $\sim 77.2 \mathrm{ml} / \mathrm{min}$ in the raw, medium and fine mesh, respectively. Considering differences of the simulated flow curves, intra-grid deviations of $4.1 \%, 3 \%$ and $2.3 \%$ for the maximum difference and $1.8 \%, 1.3 \%$ and $0.9 \%$ for total flow into the outlets are obtained for the raw, medium and fine mesh, respectively.

The inter-grid comparison shows deviations of $0.9 \%$ and $0.4 \%$ as maximum differences for both outlets for raw-fine and medium-fine comparison, respectively. The corresponding differences in total flow amount to $\sim 4.4 \%$ and $\sim 1.8 \%$, respectively.

The obtained concentration time curves show that the total amount of tracer distributes evenly across both outlets in all three meshes, with improving values from $50.5 \%, 49.4 \%$ (raw), $50.4 \%, 49.7 \%$ (medium) and $50.3 \%, 49.7 \%$ (fine). Furthermore, the results show good preservation of contrast agent on all three grids with the best balance on the finest grid. The comparison of mean bolus arrival times to the outlets, 8.17 and 8.22 s (raw), 8.16 and 8.21 s (medium) and 8.16 and 8.20 s (fine) and their standard deviations ( 4.54 s and $4.63 \mathrm{~s}, 4.52 \mathrm{~s}$ and 4.63 s as well as 4.50 s and 4.65 s , respectively) do not show much improvement for higher mesh resolutions.

The comparison of the areas between the curves even shows reduced conformity on the finest grid ( $2.4 \%$ deviation in contrast to $2 \%$ on both raw and medium resolution). However, comparing both outlets of the fine grid with its raw and medium counterpart, deviations decrease ( $0.6 \%$ to $0.3 \%$ and $1 \%$ to $0.6 \%$ for raw-fine and medium-fine comparison, respectively) as Fig. 3.15 suggests.

Similarly to the analysis in Section 3.3, the outlet concentration time curves in all three grids show the behaviour of opposing increase and decrease of CA concentration time curves at the outlets in dependence of diastole and systole (cf. upper right box in Fig. 3.15). However, it becomes clear that increasing mesh resolution mitigates this effect.

The final and most important parameter used for comparison of the two grid types is presented in Fig. 3.16. The values for $\Delta \mathrm{MBF}$ are in the range of $\sim 17 \%$ for one-parameter and of $\sim 12 \%$ for four-parameter estimation.

These results show the importance of a mesh convergence study to ensure relevance of the obtained results. The flow is evenly distributed into both outlets in all three grids with increased accuracy for higher mesh resolution. The same applies for the distribution of total tracer in both outlets. The mesh convergence study shows improving results for higher mesh densities.

The conformity of the obtained results is not as strong as for the ICEM-grid of Section 3.3, however, differences between the three mesh densities are all in an acceptable range (particularly considering the good accordance between the obtained $\triangle \mathrm{MBF}$ ). As described in Section 3.4.3, the error margins for the quantity of interest, $\triangle \mathrm{MBF}$, overlap for all three meshes for one-parameter fitting and on the finest grid for four-parameter fitting.

## Conclusion

Based on the results of this mesh convergence analysis, the simulations in this work will be performed on a grid of similar resolution as the finest grid in this section. This analysis allows the assumption that further mesh refinement does not significantly improve numerical accuracy. On the contrary, further mesh refinement would unnecessarily increase computation times ${ }^{[13}$
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### 3.5 Subtimestepping

### 3.5.1 Introduction

Conducting CFD simulations on highly detailed vascular geometries as presented in this work poses high demands on the computational power available. To keep computation times in an acceptable timeframe, the simulations can be performed on HPC clusters, where high parallelization (i.e., distribution and simultaneous execution of calculations on multiple processors) enables significant speed-up. Ideally, computation times halve, when the number of parallel processes is doubled (cf. Fig. 3.17). However, as a side effect of higher parallelization, the structure of OpenFOAM induces that simultaneously file numbers double. This is due to the fact that in OpenFOAM, for each physical field, time step and processor a separate file is created.

Running applications on HPC clusters imposes certain conditions on the used software package, which includes its file management. Strict limits on file quota apply, which usually allow no more than several ten thousands of files per user. Looking at Fig. 3.17 it becomes clear, that this limit is reached soon.

In this section, an approach to reduce the number of files generated during a CFDsimulation with OpenFOAM is integrated and validated in order to fulfil these restrictions.

### 3.5.2 Methods

During a computation run with OpenFOAM a separate file in a separate folder is created for all physical fields per computed time step. Similarly, each processor writes calculated fields in a single associated folder. This means file numbers in a computed case multiply with the number of processors $N_{p}$, the total number of written time steps $N_{s}$ and the number of fields necessary to fully describe the physical processes, $N_{f}$ (e.g., pressure $p$, velocity $U$, etc.).

The total number of files for a computed case thus amounts to $N_{t}=N_{p} \times N_{s} \times N_{f}$. To solve a transport problem as treated in this work, $N_{f}=8$. For a time step size of 0.1 ms as is sufficiently small to obtain accurate results for the advection-diffusion equation [18, 23, 25, 108, 129 and a cardiac cycle duration of 0.8 s (cf. Fig. (3.7), the number of time steps for one cycle is 8000 . In order to ensure periodicity of the solution, at least two cycles must be computed, which leads to $N_{s}=16000$. As explained above, file numbers multiply accordingly as outlined in Fig. 3.17 and soon cluster limits on maximal file numbers apply.

In order to reduce the number of written files by decreasing time resolution while still ensuring correct solution of the advection-diffusion equation a sub-time stepping technique is applied. In OpenFOAM this can be realized by using the integrated subCycles class [130, 131]. This means results of the Navier-Stokes equation are stored with reduced time resolution ( 10 ms vs 0.1 ms ) and during the following solution of the advection-diffusion equation the sub-time stepping technique with 1000 sub-cycles is applied to achieve an effective time step size of 0.1 ms .

The validation of this method is performed on the same geometry (cf. Fig. 3.6) and with the same boundary conditions as described in Section 3.3. The computational grid in the geometry is the one that is also used in Section 3.3 for comparison with ICEM and is identical to the finest grid in Section $3.4{ }^{14}$ Analogously, the obtained results for the concentrations time curves are compared by means of the same parameters as in sections 3.3 and 3.4 .
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Figure 3.17: Dependence of file number and desired behavior of computation times on parallelization with OpenFOAM. Ideally, computation times decrease, when parallelization is increased. However, with high parallelization the structure of OpenFOAM yields prohibitively high file numbers.

### 3.5.3 Results

The obtained volume flow curves are identical for both methods, since only the time step size with which the fields are written is varied. The volume flow curves thus correspond to the ones depicted in Fig. 3.11 for the $c f M e s h$-grid. In Table 3.10 the results obtained for $\bar{T}, S D_{A I F}$ and total tracer per outlet are listed. Deviations between the two methods are presented with higher precision than in Section 3.3 and 3.4 since they are otherwise not detectable. The results are practically identical.

The area between the curves obtained at the model outlets is again computed both for the results obtained for each method as well as between the methods. The values are listed in Table 3.11. The ratio of the area between the outlet concentration time curves to the total area under the inlet concentration time curve with sub-time stepping thus amounts to $2.36 \%$ (result from Section 3.3 .3 with higher precision). Without sub-time stepping this

Table 3.10: Mean bolus arrival times $\bar{T}$, standard deviation $S D_{A I F}$ of concentration time curves and total tracer amount per outlet for transport simulation with and without subtime stepping method.

| sub-time stepping: | ON1 | ON2 | OFF1 | OFF2 |
| :---: | :---: | :---: | :---: | :---: |
| $\bar{T}[\mathrm{~s}]$ | 8.16 | 8.20 | 8.16 | 8.21 |
| $S D_{A I F}[\mathrm{~s}]$ | 4.50 | 4.65 | 4.50 | 4.65 |
| $Q_{t o t}[\mathrm{mg}]$ | 38.20 | 37.74 | 38.20 | 37.74 |
|  | $50.3 \%$ | $49.7 \%$ | $50.3 \%$ | $49.7 \%$ |

ON1, ON2, OFF1 and OFF2 denote outlets 1 and 2 with the subteimstepping method applied (ON) or not (OFF). Regarding the numerical accuracy of the simulations, the obtained results are practically identical.

Table 3.11: Deviations of concentration time curves between outlets and methods.

|  | ON1, ON2 | OFF1, OFF2 | ON1, OFF1 | ON2, OFF2 |
| :---: | :---: | :---: | :---: | :---: |
| $\Delta$ Area | $6 \cdot 10^{-4}$ | $3 \cdot 10^{-5}$ | $2 \cdot 10^{-4}$ | $6 \cdot 10^{-4}$ |
|  | $2.36 \%$ | $2.37 \%$ | $0.07 \%$ | $0.1 \%$ |

The differences between the outlet concentration time curves of each simulation method are nearly identical. Deviations between the methods are also negligible.
yields $2.37 \%$. Analogously, between the methods it amounts to $0.07 \%$ and $0.1 \%$ for outlet 1 and 2 , respectively.

The MBF-values obtained with these outlet concentration time curves show no significant deviations either. For one-parameter fitting $\Delta \mathrm{MBF}$ amounts to $(-16.4 \pm 0.5) \%$ at outlet 1 and $(-16.9 \pm 0.5) \%$ at outlet 2 with sub-time stepping and to $(-16.4 \pm 0.5) \%$ at outlet 1 and $(-17.1 \pm 0.5) \%$ at outlet 2 without sub-time stepping.

For four-parameter fitting, the accordance between the methods is even better, with $\Delta \mathrm{MBF}=(-11.9 \pm 0.2) \%$ and $(-12.1 \pm 0.2) \%$ for outlets 1 and 2 in both cases. The results thus lie within the error margins obtained by fitting with MMID4.

### 3.5.4 Discussion

Regarding the good accordance between the two methods, the sub-time stepping technique is deemed not to have adverse effects on numerical accuracy of the simulation. Since it represents a good measure to significantly reduce the number of files written in a simulation run (factor $1 / n$ for $n$ sub-cycles), it is applied in this work to enable execution of the simulations on small HPC clusters (parallelization on $16-140$ processors).

### 3.6 Scalability Testing

### 3.6.1 Introduction

As visible in Fig. 3.17, higher parallelization leads to higher file numbers. However, this also enables computational speed-up since computation times are reduced, if processes are executed in parallel on high numbers of processors. In order to run applications on Su percomputers, it is required to prove that they scale according to the gray line plotted in Fig. 3.17 even if distributed on thousands to ten thousands of processors. Supercomputers are specifically designed for this degree of parallelization.

Verification of this linear scaling behavior is done by executing the same computational task on different numbers of processors (e.g., $128,256,512,1024, \ldots$ ), i.e., different degrees of parallelization, and comparison of the time required. Regardless of the simultaneously increased file numbers treated in Section 3.5, a scaling study of a custom OpenFOAM solver is performed in this section.

### 3.6.2 Methods

A 3D model of the LCX (Fig. 3.18) is extracted from a high-resolution cryomicrotome imaging dataset of an ex-vivo pig heart [26, 28, 132, 133]. This is done with a dedicated software package (SimVascular, SimTK ${ }^{15}$ ).
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Figure 3.18: 3D model used for scalability testing of OpenFOAM. The model includes vessels of radii down to $160 \mu \mathrm{~m}$.

As inlet boundary condition time periodic pressure data from [25, 108 is used and at the outlets a resistance boundary condition based on the structured tree [134-136 as implemented in 108 is applied. However, since this chapter addresses scaling behavior, physiological parameters of the simulations will not be discussed in detail.

Subsequently, the model is discretized with a 3D computational grid of predominantly hexahedral type with software cfMesh (cf. Section 3.3). Two computational grids consisting of 13 Mio and 46 Mio grid cells are generated. The created computational grids are then decomposed for parallel execution on 128, 256, 512, 1024 (13 Mio cells) and 512, 1024, 2048 (46 Mio cells) processors.

The speed-up of the computation runs on $n_{i}$ cores is then calculated by $T_{n_{0}} / T_{n_{i}}$, where $T_{n_{i}}$ is the time required to compute a fixed simulated time. $n_{0}$ denotes the minimal number of cores used in the scalability test, i.e., 128 for 13 Mio cells and 512 for 46 Mio cells. In order to perform these tests PRACE ${ }^{16}$ preparatory access grants admission to Supercomputers throughout Europe.

### 3.6.3 Results

The results presented in Fig. 3.19 stem from simulation runs on the Supercomputer HazelHen at HLRS ${ }^{17}$ during PRACE preparatory access and an extended HLRS test project.

It becomes obvious how the scaling behavior improves on the grid with more cells, compared to the smaller mesh. Information about the absolute computationan durations and simulated times is given in Table 3.12.

Both meshes scale nearly linearly up to $\sim 20000-250000$ cells/processor. The larger grid shows improved scaling behavior beyond 512 processors ${ }^{18}$ OpenFOAM's better performance
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Figure 3.19: Computational speed-up on 13 Mio and 46 Mio grids for different degrees of parallelization. The simulated run time on 13 Mio grid cells is 10 ms and on 46 grid cells 0.8 ms . Corresponding computation times are listed in Table 3.12 . Both grids show an even better scaling behavior for the first increase in parallelization, followed by a subsequent drop in performance.

Table 3.12: Absolute compute times on 13 Mio and 46 Mio grid for different degrees of parallelization.

| Computate time [s] and \# cells/processor |  |  |  |
| :---: | :--- | :---: | :---: |
| \# processors | 13 Mio (Run time: 10 ms ) | 46 Mio (Run time: 0.8 ms ) |  |
| 128 | 12087 s | $\# \sim 100000$ |  |
| 256 | 5784 s | $\# \sim 50000$ |  |
| 512 | 2649 s | $\# \sim 25000$ | 10695 s |
| 1024 | 2549 s | $\# \sim 12500$ | 4526 s |
| 2048 |  | - |  |

The compute time halves for double parallelization on the 13 Mio grid up to 512 processors. For the 46 Mio cells grid a speed-up is observed beyond 512 grid cells up to 2048 cells. However, minimal computation times are similar for parallelization on 512 and 2048 processors, respectively, where \# cells/processor match approximately.
in this range of cells per processor is also underlined by the steeper increase of the scaling behavior as it is visible in Fig. 3.19.

### 3.6.4 Discussion

The presented results show the ranges in which good scaling behavior close to the ideal line can be obtained for the two analyzed mesh sizes. Both meshes scale linearly up to $\sim 20000-250000$ cells/processor. Accordingly, the larger grid shows better scaling behavior for parallelization beyond 512 processor, where the smaller grid does not scale well anymore. However, since the larger grid is subdivided into more and thus smaller grid cells, the computational amount increases. As a consequence, no acceleration in computation time is gained in comparison to the coarser grid parallelized on less processors ( $46 \mathrm{Mio}: 2819 \mathrm{~s}$ on 2048 cores vs 13Mio: 2649 s on 512 cores). In fact, the number of cells per core is even smaller for the highest parallelization on the 46 Mio grid ( $\sim 22500$ ) than on the 13 Mio cells grid ( $\sim 25000$ ), but still the computation time is not reduced. Moreover, the simulated time is shorter on the larger grid $(0.8 \mathrm{~ms}<1 \mathrm{~ms})$. The improved scaling behavior on the larger grid can thus not compensate the increased computational amount.

The obtained results show, how OpenFOAM's scaling behavior is decisively dependent on the number of cells, which are computed per core. The number obtained in this work (20000-25000) is in accordance with [137-139]. Results from scalability testing on several other meshes and Supercomputers confirm these findings, which is why it can be deduced, that higher parallelization on the large grid will not lead to further acceleration. Since the ideal number of cells per core is already reached no further speed-up is expected.

On the contrary, distribution of the computations on even more cores will soon even slow down the simulations. This is due to an increased amount of input-output-operations, which are limited by the interconnect between the processors.

This behavior lies founded within OpenFOAM's structure and implementation and requires thorough adaptations, which are not subject or aim of this thesis. Fortunately, model sizes investigated in this work do not make parallelization above $\sim 150$ cores necessary and can still be approached in a reasonable time frame with OpenFOAM's capabilities.

Of course, from a medical point of view, the duration of the simulations is still too long. If transfering parts of the applications performed in this work into medical and diagnostic surroundings, this issue must be dealt with.

### 3.7 Summary and Conclusion

In order to guarantee physiological relevance of the simulations, in Section 3.2 a novel BC based on the analogy between a specific electrical circuit and the coronary circulation [32] is implemented. This BC can be used to calculate volume flow curves, which are applied at the inlets of the investigated 3D geometries.

With the increased detail of the analyzed models come increasing demands on computational power as well as the required preparatory steps. The volume discretization procedure used in [18, 23, 24] cannot be applied in this work due to its high degree of required user intervention. The complexity of the segmented models would thus lead to prohibitively long working times in order to create a computational grid of sufficient quality. Moreover, opposed to [18, 23, 24] where the vessels are modelled perfectly circular, in the segmentation process used in this work also non-circular vessels occur, which makes creation of a highquality mesh with the former software even more difficult, if possible at all. To overcome this, an alternative meshing procedure is thus benchmarked in Section 3.3, yielding results of equivalent accuracy. In addition, being highly automatable, this meshing pipeline allows for a substantial accelaration of the whole workflow.

In Section 3.4, a mesh convergence study is performed to further assure the numerical correctness of the CFD simulations. The high computational demands of the conducted simulations make the execution on High Performance Computing (HPC) clusters necessary, which comes with specific challenges and limitations for the application. One of these is the number of files in a simulation case, which must not exceed HPC cluster specific limits. Since this is a critical issue with the used software OpenFOAM, in Section 3.5, a method to reduce the created file numbers, while retaining numerical precision, is introduced. In Section 3.6, so-called scalability testing is performed in order to fathom the possibilities of execution of the simulations on even larger HPC clusters, so-called Supercomputers, where parallel computation on up to ten thousands of processors is possible. However, the obtained results suggest that usage of OpenFOAM is more recommendable on medium sized HPC clusters.

Hence, it can be stated that the applied methods make the execution of CFD simulations on the high-resolution cardiovascular models used in this work feasible in the first place.

## Chapter 4

# Prediction of Fractional Flow Reserve by Computational Fluid Dynamics Simulations ${ }^{1]}$ 

In this chapter the BC that is derived in Section 3.2 is used to analyze blood flow simulations in mildly stenosed epicardial coronary arteries. The aim of the analysis performed here is twofold. For one thing, it allows benchmarking of the physiological relevance of the presumed conditions. And for another thing, it is an approach to explore and fathom the possibilities, which in-silico modelling of blood flow in the coronary vasculature offers in a clinical perspective. For this purpose, data from real CT coronary angiographies and associated pressure measurements from patients with coronary stenoses are used to perform CFD simulations of blodo flow in large epicardial arteries. The obtained results are then compared to distal pressure measurements, which were performed beforehand during clinical examinations.

### 4.1 Introduction

The FFR is an indicator to assess the severity of pathological alterations (e.g. a stenosis) in epicardial coronary arteries. As part of cardiac catheter examinations, proximal ( $p_{a}$, usually in the Aorta) and distal ( $p_{d}$, intracoronary) pressures are measured. The ratio, $F F R \equiv \overline{\bar{p}_{d}} / \overline{p_{a}}$, of the two obtained average pressures serves as an important clinical parameter for the assessment of the severity of a stenosis, and for decision making of intervention. In the healthy individuum, this ratio should be $100 \%$ because the contribution of epicardial arteries to flow resistance can be neglected [48].

During cardiac catheterization, a pressure wire system is inserted into the coronary arteries and placed to encompass the coronary stenosis, which is to be examined. Subsequently, by administration of adenosine or other vasodilatory drugs, hyperemia is induced in order to assess the functional capacity of the vessel of interest at maximum achievable flow. This is necessary since myocardial perfusion pressure is only proportional to blood flow into the myocardium when vasodilation is at its maximum [140, 141 ].

Under the assumption that in normal coronary arteries, epicardial (conductance) vessels offer negligible resistance to coronary perfusion an FFR value of 1.0 means, that blood flow in the considered artery is not hampered. If an epicardial artery is subject to a stenotic lesion, the micro-vascular resistance at rest decreases in order to maintain the basal demands of myocardial tissue by "borrowing" from the coronary flow reserve (CFR) (i.e. increase of

[^16]Table 4.1: Invasively measured FFR values in the two used patient datasets.

| Dataset | Stenosis Position | Stenosis Degree | Measured FFR |
| :--- | :---: | :---: | :---: |
| Model 1 | LAD-branch | $50 \%$ | 0.83 |
| Model 2 | LAD | $40 \%$ | 0.87 |

coronary blood flow at stress) [142. As a consequence, the actual CFR is reduced, due to the decreased hyperemic flow capacity. Nonetheless, according to [142, 143], a measured FFR in the range between $0.8-1$, is still considered non-significant and ischemia is very unlikely. However, if the obtained value is below 0.75 , the blood flow disorder due to the coronary stenosis is identified as the cause of the patient's ischemia (with a specificity of $100 \%$ [140]) and the patient will benefit from surgical intervention. The range between $0.75-0.8$ represents a gray area, in which no definite statement about the relevance of the stenosis can be made. The cut-off value of 0.75 for revascularization is subject of debate (in [144-146] an $\mathrm{FFR}<0.8$ is proposed) and the range of the gray area can also vary [147].

On top of these uncertainties and the inherent variability of subsequent measurements, the large invasiveness of the method is a reason that, despite the recommendation to integrate this technique in clinical practice [145], it is not widely used. Furthermore, the administration of adenosine for induction of hyperemia can cause side effects, such as tachycardia or arrythmia, chest pain or hypertension, 48 and is often not well tolerated by patients. To remedy this, an alternative technique, the so-called instantaneous wave-free ratio (iFR), $148-150$, which allows induction of hyperemia without use of adenosine, is currently developed.

Another completely different and non-invasive approach to assess the FFR is chosen in [151 155], where CFD analyses are performed, based on coronary CT angiographies. Since this technique already finds wide-spread application, commercial providers, such as HeartFlou $]^{2}$ [156], offer dedicated services to extract the FFR from individual patient CT angiographies. In order to assess the feasibility and possible problems of this approch, in this chapter, the methods and BCs described and implemented in Chapter 3 are used on two clinical datasets in order to determine the FFR by CFD simulations.

### 4.2 Methods

Two CT datasets from patients with medium stenoses, obtained from the Department for Cardiology and Angiology at the University Hospital Erlangen, are used. The diagnosed degrees of stenosis as well as the invasively measured FFRs are listed in Table 4.1. Both patients were diagnosed having mild stenoses ( $40 \%$ and $50 \%$ ) and the invasively measured FFR value ( 0.83 and 0.87 , respectively) does not lie in the range where a surgical intervention to revascularize the affected vessels is recommended.

From the CT coronary angiographies 3D models of the epicardial arteries are extracted, which are used as a basis for the CFD simulations. Model segmentation is perfomed as described in Section 6, where the size of the models is chosen such that only the relevant parts, i.e., vessels upstream of the considered stenoses are segmented, in order to keep computation times low. Furthermore, this reduces the influence of vessels, which are omitted during the segmentation process due to both the dataset's resolution as well as human factors. Each model terminates at the distal position of the pressure measurement, which

[^17]is identified by the catheter visible in the regular representations of the coronaries. This is shown in Fig. 4.1 along with the extracted vascular 3D models.


Figure 4.1: Catheter position and segmented models. Based on the regular representation $(\mathrm{a}, \mathrm{b})$ ) of the coronaries, 3D models of the vasculature are segmented until the position of the pressure measurement with a catheter (c),d)). In both datasets and models, the position of the stenosis is indicated by a red circle.

Subsequent volume discretization is again performed with the software cfMesh with the same settings benchmarked in Section 3.3, resulting in mesh sizes of $281748(94 \%$ hexahedral) and 361419 (95 \% hexahedral) grid cells for model 1 and 2, respectively. Mesh non-orthogonality and maximum skewness do not exceed $70^{\circ}$ and 4 , respectively, in each computational mesh.

The boundary conditions for the following CFD simulations are extracted from the accompanying pressure measurements in the aorta. Analogous to the procedure described in Section 3.2, the ventricular pressure curve is estimated from the shape of the measured aortic pressure curve. Similarly, the resistances of the vasculature lying downstream of the model outlets are calculated as described in Section 3.2 with the C++-program presented in Section A. 2 under the assumption of fully dilated vessels due to administration of adenosine.

The value for the FFR is computed in four different ways. In all four simulations, a pressure boundary condition is applied at the inlet. Simulation I is the only dynamic simulation, and it is performed over the cardiac cycles, during which the invasive measurement is performed, i.e. when the effects of adenosine are observable. To compute the FFR, the mean pressure values of the exact same cycle of the invasive measurement at the distal end
and in the aorta are used (cf. Fig. 4.2). At the outlets, volume flow time curves are assigned, which have been computed beforehand (cf. Section A.2).


Figure 4.2: Invasive FFR pressure measurement and digitalization for model 1 in Fig. 4.1. For the dynamic simulation (Simulation I), 7 seconds around the invasive FFR measurement are simulated and the mean pressure values obtained in the cycle marked by the gray area on the right (marked by the vertical line on the left) are used for FFR computation.

The second simulation (Simulation II) is static. At the inlet the mean pressure over the cardiac cycle of the FFR measurement is applied and at the outlets the mean flow value of the same cycle is used. As soon as the outlet pressures have reached a stationary state, the simulation is stopped and the obtained value at the distal end is compared to the inlet pressure value.

The third and fourth simulations (Simulations III and IV) are also performed with static BCs. The mean pressure values applied at the inlet in these simulations are estimated from the rest state before administration of adenosine. Simulation III is performed with a fixed mean outlet flow value, and Simulation IV with the outlet resistance BC as described in Section 3.2 by $p_{i}=F_{i} \cdot R_{i}+\bar{p}_{C a p}$. As before, the outlet pressure $p_{i}$ is computed based on the estimated resistance $R_{i}$ of the fully vasodilated vascular tree downstream of the outlet, the flow $F_{i}$ through the outlet and the mean value of the pressure at capillary level $\bar{p}_{C a p}$ at stress.

### 4.3 Results

The results obtained for the FFR with the four different simulations and the invasive measurement are listed in Table 4.2. The dynamic dynamic simulation over the cardiac cycles of invasive FFR measurement shows an overestimation of the FFR in comparison to the measurement. On the other hand, the static simulation with the outlet flow BC averaged over the exact cardiac cycle invasive FFR quantification shows a lower value of the FFR.

The simulation with averaged stress outlet flow, which is estimated from the rest pressure measurements in the Aorta and the geometry of the coronary tree, yields a slightly reduced value of the FFR in model 1 and an increased FFR in model 2. The last simulation, where the BC as described in Section 3.2 is used to compute average pressures at the model outlets yields better accordance between invasive measurement and simulation for model 1 and a slightly higher FFR for model 2.

The duration of the simulations is by far longest for the dynamic simulation of several cycles around the point of invasive measurement. It is substantially reduced for the static simulations, which are stopped as soon as the stationary state is reached. The simulations, where constant flow values are assigned to the outlets, are slightly faster than the last simulation with the more complex outlet BC from Section 3.2 ,

In Fig. 4.3 the FFR values obtained from the simulations with the averaged outlet BC from Section 3.2 (Simulation IV in Table 4.2) are shown with a specific color coding. The

Table 4.2: Measured and simulated values for FFR.

| Simulation | I | II | III | IV |
| :---: | :---: | :---: | :---: | :---: |
|  | Dynamic | Static | Static | Static |
|  | (Cycles of Measurement) | (Estimate from rest) |  |  |
| BC | Outlet Flow | Outlet Flow | Outlet Flow | Section |
| 3.2 |  |  |  |  |
| Model 1 | 0.86 | 0.80 | 0.81 | 0.83 |
| Model 2 | 0.91 | 0.86 | 0.90 | 0.90 |
| Compute Time | $3-4 \mathrm{~d}$ | 30 min | 30 min | 1 h |

The invasively measured FFR values are obtained at the distal positions indicated in Fig. 4.1. Simulation I is a dynamic simulation of $6-7 \mathrm{~s}$ around the point of invasive measurement as indicated in Fig. 4.2. The FFR value is calculated averaged over the same cycle as the invasive measurement. In Simulation II a static simulation averaged over the cycle of FFR measurement is used to assess the FFR. Simulations III and IV the hyperemic state is estimated from the measurements at rest before adenosine administration to perform the invasive FFR measurement. In Simulation III a pre-calculated fixed outlet flow value is assigned in in Simulation IV the outlet BC as described in Section 3.2 is used.
vessel is colored according to the ratio of the pressure along the vessel's path over the inlet pressure (definition of the FFR) in the range between 0.8 and 1 . This corresponds to the range where a patient would not benefit from surgical intervention. In both models, the vessel coloring clearly shows, how the FFR is reduced at the positon of the identified stenoses.

### 4.4 Discussion

Overall, the results presented in Table 4.2 show good agreement between the invasive FFR measurements and the CFD simulations. Absolute deviations between the FFR values are smaller than $5 \%$ with regard to the measured pressure in the Aorta.

The results from the dynamic simulations (Simulation I) yield higher FFR values ( 0.86 and 0.91 on model 1 and 2 , respectively) than the invasive measurements on both models ( 0.83 and 0.87 ). On the other hand, the static simulation with averaged outlet flow values from the exact cardiac cycle of the invasive FFR measurement (Simulation II) shows opposing behavior, with reduced simulated FFR of 0.8 and 0.86 on model 1 and 2 , respectively.

The reason for the reduced FFR from the static (Simulation II) in comparison to the dynamic simulation (Simulation I) can be explained by the fact that fast administration of intracoronary adenosine has a decreasing effect on global blood pressure, 48. This results in a general pressure drop of the pressure curves obtained from the invasive measurement. This effect is slightly visible in Fig. 4.2, but can be more pronounced.

In the dynamic simulation, this pressure reduction is (over-)compensated by the precalculated flow curves that are assigned to the model outlets. Due to the reduced pressure differences between each applied pressure and the ground in the corresponding RC-circuit (cf. Fig. 3.1 in Section 3.2) the myocardial compliance reaches the "fully charged" state faster and, thus, the computed flow curves run into "saturation" faster. This results in reduced flow and eventually leads to smaller pressure drops between the inlet and the outlets, yielding larger FFR values.


Figure 4.3: Simulated FFR within full 3D models (Simulation IV in Table 4.2). Color coding is chosen according to the calculated FFR value along the path of the vessel. In each model, it is clearly visible, how at the point of the identified stenosis, a pressure drop occurs.

In the static simulation, this effect is somewhat attenuated, resulting in reduced FFR. Nonetheless, both methods yield results, which do not deviate more from the invasive assessment than the magnitude of the grey area (5 \% [157]) in such measurements. However, it should be pointed out, that the static simulation shows a considerable speed-up in comparison to the dynamic simulation with results of comparable quality.

The remaining two simulations (Simulations III and IV) are an approach to compute the FFR based on estimations from the rest state, as in [151, 153, 154, 158]. The results are of the same order of magnitude as the invasive measurement and the previous two simulations (Simulation III: 0.81 and Simulation IV: 0.83 for model 1, respectively, and 0.9 in both simulations for model 2), and the duration of the simulations is comparable to Simulation II.

At this point, it should be pointed out, that the last simulation is considered the most ralistic, since it is the only simulation, where effects of the segmented 3D geometry are actually considered in the simulation. This is also reflected in the slightly longer computation time. Instead of a fixed constant volume flow, at the outlets, the BC $p_{i}=F_{i} \cdot R_{i}+\bar{p}_{C a p}$ as described in Section 3.2 is applied. As a result of the integration of $F_{i}$ therein, this guarantees that changes in the vasculature upstream of the outlet are incorporated in the pressure that adjusts at the outlets. Yet, the simulated FFR values are all in the same range, which can be ascribed to the fact, that the stenoses analyzed here are of mild degrees (40 $\%$ and $50 \%$ ). Typically, this does not reduce flow (and subsequently pressure) through the considered vessel enough to have significant effects, [157, 159, 160]. However, a verification that higher degree stenoses (area reduction: $>50 \%$ up to $95-99 \%$ ) do indeed reduce flow and pressure through the altered vessel in the CFD simulations would require similar analyses on such patient datasets, which is not performed here.

Moreover, even though a considerable acceleration of the CFD simulations (factor 8) is obtained by performing static instead of dynamic computations, the overall duration of the analysis still shows room for improvement. In similar studies, this kind of CFD analysis is performed in seconds or minutes [154, 158]. With dedicated work on the algorithms used for
the numerical solution of the Navier-Stokes equations in the 3D geometry, this step could well be accelerated to reach a comparable timeframe.

So far, the discussion only included the last step of the analysis, the CFD simulations, yet, the previous steps (model creation as well as volume discretization) should not be left out in order to assess the time management of the analysis. Volume discretization is performed with the software package $c f M e s h$, which is described and benchmarked in Section 3.3. After creation of the 3 D geometry, this is an automatic endeavour of a 2-3 minutes.

On the other hand, the process of model creation itself is performed manually with the software package SimVascular (cf. Section 6). Models 1 and 2 analyzed in this section are not of very high detail ( 4 and 7 outlets), and it should take an experienced worker no more than 1 hour to segment comparable 3D vascular geometries, if it is clear, which vessels are required for the analysis. Undoubtedly, this first step (3D model creation) represents the time factor with the largest potential for improvement in the whole workflow. In comparable studies, to achieve a non-invasive FFR analysis, this is performed by application of neural networks [154, 155, 161, 162].

## Conclusion and Limitations

In the end, it can be concluded that the results from this attempt to reproduce and assess invasive FFR measurements lie in a confidence-inspiring range. Using different BCs (regarding the outlets, the time dependence and the parameter estimation to consider hyperemia), the results from the CFD simulations and the invasive measurement all lie within the same region. Nonetheless, the outlet BC as described in Section 3.2 (Simulation IV) is identified as the most suitable, since contrarily to fixed outlet flow BCs, it takes into account backlash of possible vessel constrictions in the path of the vessels on volume blood flow and thereby pressure loss across the vessel. Despite this disadvantage of the simulations with fixed outflow values (Simulations I-III), the results still coincide well with the measurement and the obtained FFR value from Simulation IV. This is due to the fact that mild degree stenoses, as analyzed here, do not yield notable effects on volume blood flow. However, this underlines the necessity to expand the analysis onto more datasets for a thorough validation of the findings and the implementation as described here. Nevertheless, the simulations on the two datasets presented here still confirm the feasibility of this kind of analysis and help in identifying bottlenecks therein. As stated above, the most time-consuming factor retarding the workflow used in this section, is the manual segmentation of the cardiovascular 3D geometries.

In comparison to Chapter 3, the blood flow simulations are performed on a more complex vascular geometry. By comparison to medical measurements the simulations are benchmarked from a different perspective yielding results of equal quality. Overall, the results from the work presented in this chapter can be seen as a confirmation of the physiological relevance of the chosen settings (particularly the BC from Section 3.2).

## Chapter 5

## CA-Transport in Vessel Generations Six and Seven ${ }^{11}$

In this chapter, the analysis is extended to real cardiovascular geometries including smaller vessels. In contrast to Chapter 4 , the investigation performed here focusses on the evolution of the CA concentration time curve with the distance from the model inlet. However, other than in Chapter 3, an estimation of perfusion quantification errors is spared here in favor of a dedicated analysis of CA bolus dispersion in smaller coronary arteries and at vessel bifurcations.

### 5.1 Introduction

The CFD simulations presented in this chapter are based on the results from previous studies [18, 24, 25, 90, 164] where both idealized (cf. Chapter 3) as well as realistic cardiovascular geometries have been investigated, also with regard to subsequent systematic errors in MBF quantification. These analyses show systematic underestimation of MBF values due to various parameters (e.g. flow velocity, length, curvature). In order to further investigate the influence of ever smaller vessels on CA dispersion, in this chapter, CFD simulations are performed on porcine vascular 3D models starting at the first diagonal artery branching off from the LAD (i.e. vessel generation three) and including vessels until generation seven.

### 5.2 Methods

In the following, several steps required in advance of the CFD simulations are outlined (cf. Section 3.3.2.

## Model Creation

"The analysis is based on an imaging data set of a healthy ex-vivo porcine heart at a resolution of $160 \mu \mathrm{~m}$, generated by an imaging cryomicrotome at Amsterdam Medical Center [26, 28]. With the help of the dedicated software package VMTK2, 3D-models of epicardial vessels are extracted from a high resolution imaging data set. For a systematic study of CA
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Figure 5.1: "Models to study vessel dependence of CA bolus dispersion, starting at first diagonal artery (vessel generation 3) branching off from LAD (inlet diameter $\sim 2 \mathrm{~mm}$ ). Model a) includes generations 3-5 and b) generations 3-7." (Figure taken from [163].)
bolus dispersion dependence on vessel generation, two models with varying level of detail are (cf. Fig. 5.1) created." The models start at the first diagonal branch of the LAD, with an inlet diameter of $\sim 2 \mathrm{~mm}$. The outlet diameters range between $350-500 \mu \mathrm{~m}$ in Fig. 5.1 a) and $160-300 \mu \mathrm{~m}$ in Fig. 5.1 b ).

## Volume Discretization

These geometries are meshed with the two software packages described in Section 3.3, cfMesh (for Fig. 5.1 a)) and ICEM (for Fig. 5.1 b)). Meshing time for Fig. 5.1 a) amounts to $\sim 10 \mathrm{~min}$, while the time required for creating the computational grid in Fig. 5.1 b) with ICEM is several weeks, before all required manual steps are performed and a mesh of comparable quality is obtained (cf. Section 3.3).

Mesh sizes are 2999543 for the purely hexahedral ICEM-grid and 799625 for the mainly hexahedral ( $\sim 99.5 \%$ ) cfMesh-grid. The mesh used in Fig. 5.1 a) exhibits a maximum mesh non-orthogonality of $67.4^{\circ}$ and a maximum skewness of 2 . On the ICEM-grid (Fig. 5.1 b) OpenFOAM's mesh quality parameter mesh non-orthogonality counts $227\left(<10^{-2} \%\right)$ grid cells with values above $70^{\circ}$ (max: $78.8^{\circ}$ ) and skewness measures 2.8 . These values reflect the difficulty to produce high quality meshes with $I C E M$ on complex geometries as depicted in Fig. 5.1.

## CFD simulations

The governing equations (Eqs. 2.21 and 2.26) are solved in the same two-step-procedure as described in Section 3.3.2. As $\overline{B C}$ at the model inlet, the pressure-time curve depicted in Fig. 5.2 is applied. "It is taken from [25] and scaled by $50 \%$ according to [165] to account for pressure decrease between the LAD in [25] and the smaller diagonal artery in this work."
"The BC at the outlets is the resistance model as used in [24, 25], where the outlet resistances are computed according to the so-called structured tree [135, 136]. ${ }^{3}$ In this approach, a linear one-dimensional hydrodynamic model is applied, which predicts flow and pressure by balancing forces of the elastic wall with forces acting on the fluid, thus including effects of arteriolar tone in the computed outlet resistances. The applied outlet resistances are calculated as a zero frequency structured tree impedance with the root radius corresponding to the model outlet in question and a minimal radius of $50 \mu \mathrm{~m}$ at arteriolar level. In this model it is assumed, that an asymmetrical binary structured tree can be constructed where the radii of branching vessels are scaled by set constant factors until at the determined minimal radius the branching terminates. The number of vessels within the
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Figure 5.2: "Applied inlet pressure time curve from [25] scaled by 50\%." (Figure taken from [163].)
structured tree is derived depending on this minimal radius and the respective model outlet radius [166. Combined with the outflowing blood volumes the above resistances provide outlet pressures needed for the solution of the Navier-Stokes-equations:

$$
\begin{equation*}
p_{i}=F_{i} \cdot R_{i}, \tag{5.1}
\end{equation*}
$$

where $p_{i}$ is the pressure at outlet $i, F_{i}$ the outlet flow and $R_{i}$ the outlet resistance.
Please note the missing capillary pressure $p_{\text {Cap }}$ in comparison to Eq. 3.3. This is left out here, because the inlet pressure curve as depicted in Fig. 5.2 is obtained by a simulation based on an inlet flow BC in [25]. The relation of diastolic and systolic flow is already comprised in this pressure time curve.
"Since the solutions of the Navier-Stokes equations only depend on the difference between the applied inlet pressure and the correspondingly computed outlet pressures, the physiologically unrealistic pressure range in Fig. 5.2 can be ignored." All other variables and the discretization parameters are chosen analogous to Section 3.3.

The simulations are performed on a local server as the simulations in Chapter 3 as well as the high performance computing cluster elwetritsch at University Kaiserslautern, parallelized on 128 processors. In this setup, the compute time for the simulation of blood flow and CA transport amounts up to two weeks per computed model.

The subsequent analysis of the obtained CA dispersion is performed using the quantities described in Section 2.3.4. With regard to the VTF, the $S D_{V T F}$ (Eq. 2.89) and the MVTT (Eq. 2.88) are calculated. Furthermore, an approach to analyze bolus dispersion with the help of a local AIF quantified on specifically defined intraluminal segments is made. This is done comparing the changes in $S D_{A I F}$ (Eq. 2.92) and the mean bolus arrival time $\bar{T}$ (Eq. 2.93) between an intraluminal segment and a downstream branching vessel, which can be associated to the considered segment.

### 5.3 Results

"Figure 5.3 a) shows the computed results for CA bolus dispersion for all 12 outlets of the model shown in Fig. 5.1 in comparison to the AIF applied at the inlet.' Figure 5.3 b) shows the obtained values for" $S D_{V T F}$ "as a function of $M V T T$, calculated as described in" Section 2.3.4 "for both considered models (Fig. 5.1)." "The values of MVTT and" $S D_{V T F}$ range between $0.34-0.97 \mathrm{~s}$ (mean value $(0.63 \pm 0.20) \mathrm{s}$ ) and $0.26-1.06 \mathrm{~s}$ (mean value $(0.67 \pm 0.25)$ s) respectively in model Fig. 5.1 a ), and between $0.39-1.63 \mathrm{~s}$ (mean value $(0.83 \pm 0.27) \mathrm{s})$ and $0.19-1.34 \mathrm{~s}$ (mean value $(0.68 \pm 0.31) \mathrm{s}$ ) respectively in model Fig. 5.1


Figure 5.3: Results for dispersion, $M V T T$ and $S D_{V T F}$. "a) shows $A I F_{\text {disp }}$ at all outlets of model Fig. 5.1 a), with the applied inlet concentration time curve $A I F_{\mathrm{LV}}$ (black)." b) depicts $S D_{V T F}$ as a function of MVTT for both models. "The results at the outlets of model Fig. 5.1 a) are shown in red, with a linear fit (red line, standard errors for slope and intercept:" $\pm 0.19, \pm 0.12$, resp.). "Analogously, the results for model Fig. 5.1 b) are depicted in yellow (standard errors:" $\pm 0.11, \pm 0.10$ ). "Error margins of the graphs overlap, however, they do not yield information on vessel generation dependence of dispersion." (Figure adapted from [163].)
b). "The obtained results for $A I F_{\text {disp }}$ at the model outlets as well as the computed" $S D_{V T F}$ "and MVTT show reduced dispersion effects on CA bolus disperson than what is observed in [25] and 20] alike.

The data presented in Fig. 5.3 give information about the shape of the AIF at the different model outlets and their respective" $S D_{V T F}$ and $M V T T$. "However, a clear understanding of the influence of different vessel segments and generations on CA bolus dispersion remains unclear. Figure 5.4 a) shows locations in the large model Fig. 5.1 b) between inlet and exemplary outlets, where additional information about CA concentration time curves are extracted. These allow for the analysis of" $S D_{V T F}$ "and $M V T T$ of VTF depending on the distance from the model inlet as a measure for CA bolus dispersion in the epicardial vessels."
"Figure 5.4 b ) and c) show the dependence of $M V T T$ and $S D_{V T F}$ at discrete positions in the pathway of the CA bolus to the outlets marked by arrows in Fig. 5.4 a). The different branches individually show very different behavior. Branch 8 , the most unidirectional branch of the analyzed bifurcations in the model, roughly shows the expected saturation effects in bolus broadening with increasing vessel generation until the CA bolus reaches the region marked in blue in Fig. 5.4. Depending on bifurcation angles and vessel curvature the other branches show both dispersion as well as narrowing effects alike. In particular, results obtained in branches 2, 6 and 7 show that CA bolus broadening can be reduced until no additional dispersion actually remains at the distal ends. Branch 1, 2, 3, 4 and 5 show bolus dispersion effects just behind the bifurcation with 2,3 and 4 showing strongly reduced dispersion later in the pathway. The remaining branches 6 and 7 differ in their behaviour, overall reducing obtained bolus dispersion.

To further investigate the behaviour of CA bolus dispersion in the vessels branching off from the central vessel, Fig. 5.5 shows CA flow through a model segment including branches 2 and 3 at different points in time. These two vessels branch off in different angles from the central branch 8; both draw bends of different curvature downstream; and each branches into further smaller vessels. Branch 2, with a steeper bifurcation angle, shows more dispersion


Figure 5.4: "Position of cross sectional planes and analysis of $M V T T$ and" $S D_{V T F}$ "dependence on distance from model inlet." "The vessel branches numbered in a) are analyzed in more detail. b) and c) show the evolution of $M V T T$ and" $S D_{V T F}$ "in the course of the numbered branches at discrete positions (red cross sections marked in a)). The straight lines connecting the values solely serve to enhance visual presentation and do not hold any physical meaning. Close to the inlet both quantities increase. Travelling further along the considered vessels the behaviour varies strongly comprising dispersion as well as narrowing effects. Until the region marked in blue in the middle of the vascular model both quantities describe the expected monotonously increasing behavior." (Figure adapted from [163.)
than branch 3 in the first segment; however, also more dispersion reduction is observed afterwards in its more pronounced bend." For a better impression of flow of the shortened bolus through the whole geometry and the particular bifurcation from Fig. 5.5, please also see Videos 4-1 and 4-2 on the attached CD.
"Figure 5.6 shows velocity streamlines in the two branches analyzed in detail in Fig. 5.5)" 4 "The two images allow for a more vivid picture of how CA is transported by convection from the main branch through bifurcations into downstream vessels. Streamlines indicate that depending on their orientation daughter vessels are 'fed' by different cross sectional areals of the mother vessel. Accordingly the varying distribution of CA in the main branch will have an impact on observed dispersion in branching vessels."

Figure 5.7 shows an attempt to identify intraluminal segments within the main branch, on the basis of streamlines leading into the branching vessels (branches 2 and 3 in Fig. 5.4). Due to the pulsatility of blood flow, the streamlines are not enclosed by the defined segment at all times. For a better impression please also see Video 4-3 on the enclosed CD.

In Fig. 5.8 the obtained values for $\bar{T}$ and $S D_{\text {AIF }}$ of the CA concentration time curves on the intraluminal segments from Fig. 5.7 are shown in comparison to the concentration
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Figure 5.5: "CA flow through model segment and corresponding $M V T T$ and" $S D_{V T F}$. "a,b,c) show CA mass fraction (in \%) of a shortened bolus (factor 100, for better visualization) at different points in time. In d) $M V T T$ and" $S D_{V T F}$ "in branches 2 and 3 are plotted depending on the travelled distance. As can be seen in a,b,c) the CA bolus takes long to completely pass region 1 , resulting in increased $M V T T$ and" $S D_{V T F}$ "(cf. d)). While in a) and b) most CA passing region 1 enters region 2 (yellow arrow), in c) CA mostly flows into the steep bifurcation to the side (blue arrow), thus reducing MVTT and" $S D_{V T F}$ "in region 2 (cf. d)). Similar but more pronounced behaviour is observed in branch 2 , with a bifurcation angle of nearly $90^{\circ}$." (Figure adapted from [163.)


Figure 5.6: "Streamlines in branches 2 and 3 at 0.65 s of one cardiac cycle (cf. Fig. 5.2, same timestep as Fig. 5.5 a). a) Seed of the plotted streamlines is a horizontal 2D line source in the image plane ahead of the two branches at the upper end of the depicted model section. The sector encircled in black is represented enlarged in b). The velocity scale (units $\mathrm{ms}^{-1}$ ) in a) applies for both graphics. b) The 2D line source used as seed is indicated in blue. The two branches and subsequent daughter vessels are 'fed' from different cross sectional areals of the main branch. CA flow and velocities in the main branch thus strongly influence CA concentration time curves in branching vessels." (Figure adapted from [163].)


Figure 5.7: Definition of intraluminal segments for assessment of local AIF. Based on streamlines leading into the branching vessels (branches 2 and 3 from Fig. 5.4. cross sectional segments (red) are defined. a), b) and c) show the shapes of the streamlines at times $0 \mathrm{~s}, 0.5 \mathrm{~s}$ and 0.75 s of the cardiac cycle, respectively.


Figure 5.8: Local AIFs on intraluminal segments. a) shows CA tranport into branches 2 and 3 as well as intraluminal sections and cross-sections where CA curves in b) are obtained. $\bar{T}$ and $S D_{A I F}$ of local AIFs show increased bolus broadening in branching vessels similar to Fig. 5.5.
time curve obtained in the branches. Analogous to the behavior obtained for $M V T T$ and $S D_{V T F}$ of the VTF, both $\bar{T}$ and $S D_{A I F}$ show a slight increase.

### 5.4 Discussion

"The computed $A I F_{\text {disp }}$ depicted in Fig. 5.3 a) and the corresponding values for MVTT and" $S D_{V T F}$ "suggest reduced influence of increasingly smaller vessels on CA dispersion in coronary arteries as compared to previous studies [18, 22-25, 90, 164]. Both vascular models show a similar correlation between $M V T T$ and $S D_{V T F}$ (cf. Fig. 5.3 b)). However, only considering CA concentration time curves at the model outlets does not yield specific information about the influence of vessels of different generations and their length on CA bolus dispersion. This requires a more detailed analysis with regard to the covered distance within the considered vessel sections.

The calculated results for" $S D_{V T F}$ "and MVTT along the different branches marked in Fig. 5.4 a) vary strongly from one another. Effects both leading to increasing dispersion
(broadening of the VTF, i.e., increase of" $S D_{V T F}$ ) "as well as reducing dispersion (i.e., decrease of" $S D_{V T F}$ ) "are observed together with distinct fluctuations in $M V T T$ (cf. Fig. 5.4). The only branch showing the expected reduced influence of increasingly smaller vessels on CA dispersion in coronary arteries is the central (most unidirectional) branch 8 of the model. However, this branch also underlies fluctuations in $M V T T$ and" $S D_{V T F}$.
"The observation of an apparently reduced dispersion in the curved bifurcating vessels is in fact a consequence of the inhomogeneous distribution of CA across the branching vessel. In earlier studies similar observations are made in curved vessels, where CA distribution is also severely inhomogeneous across the vessel lumen, and where the variance increases in and behind the stenosis [18, 23, 81]. A few millimeters after the stenosis the variance decreases significantly but towards a value higher than before the stenosis. In analogy to those observations, we see a transitional increase of" $S D_{V T F}$ "in the branching vessels before it returns to a lower value."
"The exact amount and temporal variation of CA which enters the branching vessel depends on a number of different factors. First, CA is transported by convective flow as suggested by the streamlines in Fig. 5.6. The amount of CA entering the branching vessel depends strongly on the (inhomogeneous) CA distribution within the main vessel, and the exact position of the ostium of the branching vessel. Moreover, diffusion of the contrast agent modifies this transport." The attempt to filter out the effect of the inhomogeneous CA distribution across the vessel lumen by definition of local AIFs as in Fig. 5.7 and Fig. 5.8 proves difficult due to the blood flow's pulsatility. This renders an analysis by local AIFs of the entire geometry infeasible. Furthermore, the analysis of bolus broadening in the exemplary vessel segments and the corresponding branching vessels reveals no supplementary information about the effects observed in these simulations. Quite the opposite, it confirms the findings obtained with the analysis of $M V T T$ and the $S D_{V T F}$.
"Strictly speaking, the concept of defining a mean vascular transit time in Eq. 2.87 may not be completely adequate: a general assumption of indicator dilution theory is that the intraluminal vessel space is a well-mixed single compartment. This assumption is not fulfilled because of the inhomogeneity of CA across the vessel lumen. Therefore, quantification of MBF on the basis of Eq. 2.91 is not feasible. Conservation of mass is only given if there is no other sink between the inlet and the vessel positions investigated. As the CA travels along the vessels, this requirement is increasingly not fulfilled. In our study the mean vascular transit time ( $M V T T$ as above) is therefore considered a parameter to easily calculate the width of the bolus, but it is not supposed to reflect the true mean transit. It is mainly a parameter for simple analysis with a yet to be determined error.

Furthermore, the vascular system in question needs to be a linear system as defined in [167]" (cf. Section 2.3.4, "where system input and output are linearly related with regard to the amount of CA injected at the main vessel inlet. Deviations from this hypothesis may be present because of the non-negligible concentration dependent diffusion effects of the CA resulting in appearingly unphysical findings of reduced $M V T T$ and" $S D_{V T F}$ "with increasing vessel generation.

However, the evolution of both quantities in the main branch of the considered model shows the expected monotonous increase, until CA reaches the region marked by the blue line in Fig. 5.4 a). This suggests that in the upstream region before branch 4 the above conditions for a linear system are satisfied at least in a first approximation. Behind this point distinct stenoses in the main vessel can be identified just after branch 4 and 5 , and furthermore branch 8 itself becomes smaller and also underlies more curvature. In addition, more CA leaves the main branch at bifurcations and as a result the requirements for a linear system may not hold perfectly.

Verification of these results with the help of an alternative and more generally valid definition of $M V T T$ and $S D_{V T F}$ as a measure for dispersion is still necessary. Nevertheless,
the observations made in this work underline the complexity of CA transport and diffusion due to vessel curvature, tapering and branching."

## Conclusion

The methodological analysis of CA transport performed in this chapter reveals a complex interplay of several different factors, which determines the degree of bolus dispersion. It is observed that due to vessel bifurcations and the orientation of branching vessels relative to the upstream mother vessels bolus broadening in smaller arteries can be less pronounced. In fact, by reason of inhomogeneous CA concentrations across the vessel lumen, leading to heterogeneous CA transport into the branching vessels, even reduced CA dispersion is obtained locally. Since smallest vessels generally lie at the end of a branching network with myriads of upstream bifurcations, it follows that additional dispersion in these vessels can be reduced.

This represents the major observation of this chapter, and it puts into question the assumption that the 3D model can be considered a linear system, as postulated by [85, 86]. Not only is the total amount of tracer not conserved between the model inlet and each specific outlet, but also, the analyzed vessel segment cannot be considered a homogeneously mixed compartment.

## Chapter 6

## Blood Flow and CA Transport in the Porcine Vasculature Including Small Vessels at Pre-Arteriolar Level

### 6.1 Introduction

In order to allow for a comprehensive understanding of blood flow and CA transport in the coronary vasculature, in this chapter, the modifications from Chapter 3, which have been benchmarked in Chapter 4, are used to perform the analysis from Chapter 5 in highly detailed cardiovascular 3D geometries of the coronary arteries. The used 3D models include the left and right coronary trees as well as small vessels of pre-arteriolar level. The results from the blood flow simulations are examined with regard to volume blood flow (VBF) into different myocardial regions both at rest and under stress as well as VBF in dependence of the vessel diameter. The evaluation of the transport simulations is performed with regard to the observed CA dispersion in vessels of different size and with respect to the obtained perfusion quantification errors.

### 6.2 Methods

In the following, the main preparatory steps are shortly outlined. Since the used procedure and BCs are generally identical to what is described in Section 3.3.2, only explicit differences to the previously performed steps are pointed out.

### 6.2.1 Model Generation and Preparation

## Model Creation

The 3D models are extracted from the same high-resolution cryomicrotome imaging dataset of an ex-vivo porcine heart [26, 28, 132, 133], which was also used in Chapter 5. However, here the software package SimVascular is used for model creation as in Section 3.6, opposed to Chapter 5. Vessels of radii as close as possible to the resolution of the imaging data set of $160 \mu \mathrm{~m}$ are included in this procedure. Subsequent surface smoothing and file preparation is performed as described in Section 3.3.2. Due to the high complexity of the models, this is a manual endeavor of several months. The generated models are depicted in Fig. 66.1. For additional visualizatoin, Video 6-1 on the enclosed CD shows the rotating coronary trees.


Figure 6.1: Anterior view of the generated models of the right (a) and the left coronary tree (b). Along the paths of the large epicardial arteries in both coronary trees, cross sections are defined, which are used in the CA dispersion analysis. A rotating visualization of both models is available on the CD enclosed with this thesis (Video 6-1).

## Volume Discretization

In the following step, the vascular geometries are automatically discretized with the help of the software package cfMesh (cf. Section 3.3) taking approximately 1.5 hours and 20 minutes for the models of the left coronary tree (LCT) and the right coronary tree (RCT), respectively. Based on the mesh convergence analysis presented in Section 3.4, the generated computational grids consist of 13830835 and 6975193 largely hexahedral (LCT: $96 \%$, RCT $95 \%$ ) cells, respectively. In order to best resolve and take account of velocity gradients near to the boundaries, the meshes are automatically refined towards the vessel walls.

### 6.2.2 CFD Simulations

The CFD simulations of blood flow and CA transport are performed with the software OpenFOAM (Vs. 2.3.1) in the two-step procedure described in Section 3.3 .2 and used throughout this thesis (1. blood flow simulation, 2. transport simulation), using identical BCs as introduced in Section 3.2.

At the model inlets, the volume flow curves as depicted in Fig. 6.2 are applied. These are calculated based on the model described in detail in Section 3.2 The initial aortic pressure curve is taken from [168] and the associated ventricular pressure curve is estimated in a physiologic range according to [101]. The cardiac cycle duration at rest is scaled to 0.7 s , yielding a typical heart rate for pigs weighing $25-35 \mathrm{~kg}$ [169], which corresponds to the size of the animals from which the used dataset was extracted [133]. As in Chapter 3 and 4. pressure at the model outlets is computed by Eq. 3.3 (cf. Fig. 3.2) and the required flow resistances describing the downstream vasculature are calculated as explained in Section 3.2. The simulations are performed with the solver described in appendix A.3 and discretization in space and time is performed as described in Section 3.3.2 on page 36. Analogously, the subsequent solution of the advection-diffusion equation (cf. Eq. 2.26) is


Figure 6.2: Rest and stress inlet volume flow curves for LMCA and RCA. In order to account for an increased heart rate at stress, the duration of the cardiac cycle is scaled by $90 \%$ during computation of the hyperemic flow curves using the BC described in Section 3.2
performed as described on page 38, i.e., a $\gamma$-variate function is used to approximate the real CA concentration time curve at the model inlet [22, 121].

## Computational Facilities

All simulations are performed on the HPC cluster CoolMUC-2 at the Leibniz-Rechenzentrum (Munich, Germany) parallelized on 140 and 56 cores for the LCT and the RCT model, respectively. To complete a simulation with this setup takes approximately two days, generating a total of $\sim 2$ Mio files amounting to $\sim 1-2$ TB for each case (LCT and RCT both at rest and under stress). Rest and stress simulations are conducted for each model.

### 6.2.3 Analysis of Blood Flow

The results of the blood flow simulations are analyzed with regard to different parameters, which are presented in the following.

## Volume Flow into the Myocardial Segments and MBF Heterogeneity

The solutions of the Navier-Stokes simulations are evaluated with regard to the 17 myocardial segments of the left ventricular myocardium as defined in [170]. In order to perform a similar analysis of blood flow into the musculature of the right ventricle (RV), an analogous segmentation into six segments is defined. The partitions of both ventricles as they are used here are shown in Fig. 6.3.

Based on their spatial coordinates, the model outlets can be associated with the defined myocardial segments. The fractions of mean total VBF into the segments is compared both at rest and under stress, also allowing for an estimation of the MPR in the different segments.

The orientation of the dataset is not perfectly aligned with the MRI planes as defined in [171. For this reason, different rotations around the coordinate axes (cf. Fig. 6.1) of the cardiovascular 3D models are tested in order to obtain physiologically realistic VBF values in the myocardial segments. The distance between heart base and apex is subdivided into 4 segments (basal, mid, apical and apex cf. Fig. 6.3), corresponding to fractions of 32, 27, 27 and $14 \%$ of the distance between the most basal and the most apical model outlet in the LCT-dataset. This division is chosen in order to best fit the standards defined in [170] without knowledge of the distribution of myocardial tissue in the segments or landmarks that are usually utilized to define the segments.


Figure 6.3: Right and left ventricular segments [170]. From outside to inside, the segments run from base to apex (cf. Section 2.2.2), i.e., from the top to the tip of the heart. The dark grey segments 22 and 23 are not considered in the analysis because the imaging cryomicrotome dataset did not allow segmentation of further vessels in the apical region of the right ventricle. The segments $1-17$ encompass the whole left ventricle including the septum dividing the two ventricles (segments $2,3,8,9$ and 14). Therefore the right ventricle only consists of a "semicircle".

In the next step, the mid and basal regions are further sectioned into six parts and the apical region into four parts. The Apex is not subdivided and fully constitutes segment 17 from Fig. 6.3. Analogously, the outlets of the RCT are associated with the RV-segments 18-21 by halving the maximum distance between most basal and most apical as well as most inferior and most septal outlet coordinates.

Here, it should be noted that this association of model outlets to the myocardial segments can merely serve as an approximation for segment blood flow. Moreover, the chosen rotation angles and subdivisions strongly affect the obtained results for volume flow value into the segments.

## Dependence of Volume Flow on Vessel Diameter

To analyze if the computations are in agreement with morphometric analyses on vascular volume, diameter and volume flow [36, 172], the obtained VBF $F_{i}$ in vascular segments are analyzed with regard to the following relationship

$$
\begin{equation*}
\frac{F_{i}}{F_{\max }}=A \cdot\left(\frac{D_{i}}{D_{\max }}\right)^{B} . \tag{6.1}
\end{equation*}
$$

Here, $D_{i}$ denotes the stem diameter (i.e., the beginning) of the considered vascular tree. The variable $F_{\max }$ is the volume flow through a larger upstream vessel, representing the beginning of the considered vascular network (i.e., the total vascular tree) and $D_{\max }$ the associated stem diameter. Following [36], the constants $A$ and $B$ are expected to be 1 and $7 / 3$, respectively (cf. Fig. 6.4).

The performed CFD simulations are investigated with regard to Eq. 6.1. This is done by non-linear regression of the mean volume flow values and the associated diameters at the model outlets as well as the cross sections shown in Fig. 6.1. The analysis is performed separately for the three large coronary trees starting at the RCA, the LAD and the LCX. Non-linear regression is performed in two different fitting procedures. First, only the proportionality constant $A$ is left free to vary and $B$ is fixed to $7 / 3$ as it is done in [36]. Secondly, both parameters $A$ and $B$ are varied in a curve fitting procedure to examine the general distribution of volume flow across all vessels. For each coronary tree (RCA, LAD, LCX), this is performed considering the corresponding model outlets and cross sections separately as well as both together.


Figure 6.4: Expected stem flow diameter relationship from 172. A power law relation corresponding to Eq. 6.1 is obtained from the analysis of morphological data from several organs of different species [36, 172]. RCA, right coronary artery; LAD, left anterior descending; LCX, left circumflex artery; PA, pulmonary artery; PV, pulmonary vein; SKMA, skin muscle arteries; SMA, sartorius muscle arteries; MA, mesentery arteries; OV, omentum veins; BCA, bulbular conjunctiva arteries; RMA, retractor muscle artery.

### 6.2.4 Analysis of CA Transport

CA dispersion is investigated on the basis of the $M V T T$ and the $S D_{V T F}$ of the VTF (Eqs. 2.88 and 2.89) as well as $\bar{T}$ and $S D_{\text {AIF }}$ of the AIF (Eqs. 2.92 and 2.93). The evolution of these parameters along the large epicardial arteries is observed in order to examine the obtained CA dispersion.

Moreover, the relative dispersion (RD) as defined in [167, 173, 174] is calculated at the model outlets and the cross sections:

$$
\begin{equation*}
R D=\frac{S D}{\bar{t}} \tag{6.2}
\end{equation*}
$$

corresponding to the coefficient of variation of the VTF and AIF, respectively. Here, $S D$ denotes either the standard deviation of the AIF $\left(S D_{A I F}\right)$ or the VTF ( $S D_{V T F}$ ). Accordingly, $\bar{t}$ represents the $\bar{T}$, the mean bolus arrival time or MVTT at the specific point in the model, respectively. The parameter $R D$ is included in the analysis because it is believed to be a characteristic parameter of a particular vascular bed [173], since

$$
\begin{equation*}
S D \propto \bar{t}=\frac{V}{F} \tag{6.3}
\end{equation*}
$$

where $F$ represents volume flow through a vascular volume $V$, i.e. the central volume theorem [85, 86]. This proportionality makes $R D$ as defined in Eq. 6.2 a dimensionless constant, which in contrast to $M V T T$ and $S D_{V T F}$ as well as $\bar{T}$ and $S D_{A I F}$, is independent of changes in dispersion due to variations of flow or vascular volume. It represents a measure for the spread of the VTF and the AIF that comprises influences on dispersion due to properties of the particular considered vascular bed. The parameter $R D$ corresponds to the quantities $\mathrm{RD}_{\text {art,artl, ven, venl }}$ that are used in the tissue perfusion model MMID4 described on page 42 . Here, $R D$ is analyzed in dependence of the travelled distance from the inlet and the vessel diameter where $A I F_{\text {disp }}$ is assessed. This analysis is performed separately for the large coronary trees starting at the RCA, LAD and LCX as well as the full LCT.

### 6.2.5 Estimation of Perfusion Quantification Errors

The analysis of the errors in quantitative CE MRI perfusion measurements is conducted as outlined in Fig. 3.10, applying the tissue perfusion model MMID4. For the "at rest" simulations, the parameters for both tissue curve generation as well as MBF fitting with Jsim are chosen to be identical to what is described in Section 3.3.2 (page 42). Resting MBF (i.e., plasma flow $\mathrm{F}_{\mathrm{p}}$ ) is set homogeneous at $1 \mathrm{ml} / \mathrm{min} / \mathrm{g}$ since no information about the total heartweight as well as the distribution of the myocardial mass to the different segments of the used dataset or pigs in general is available. From the segmentation of the myocardium (cf. Fig. 6.3, [170]) it cannot be concluded that all segments are equal in mass. On the contrary, they can strongly differ from each other also due to the variable thickness of the myocardial wall [175]. It is thus assumed, that a homogeneous MBF distribution across the myocardium best suits the datasets since no pathologies of the porcine dataset are recorded.

For the hyperemic state, two different approaches are used to assess the perfusion quantification errors. First, plasma flow $F_{p}$ is adjusted to the mean overall increase of VBF in the LV and the RV under stress in comparison to the rest state ( $1 \mathrm{ml} / \mathrm{min} / \mathrm{g}$ ). This procedure assumes a healthy myocardium and allows for better comparability with previous studies, e.g., [23, 24]. During the second fitting with MMID4, $\mathrm{F}_{\mathrm{p}}$ is set to the simulated MPR values of the associated myocardial segment in order to integrate the results from the Navier-Stokes simulations in the estimation of the perfusion quantification errors. Nonetheless, it must be borne in mind that the association of the model outlets to the different segments is critical in this regard. In both cases, the volume of the arterioles is doubled to $\mathrm{V}_{\text {artl }}=0.06 \mathrm{ml} / \mathrm{g}$ to account for vasodilation of the microvasculature under stress compared to the resting state (cf. Section 2.2.1 [23, 87]). In contrast to Chapter 3, only fitting with four parameters is performed here.

### 6.3 Results

### 6.3.1 Analysis of Blood Flow

## Volume Flow into the Myocardial Segments

In Fig. 6.5 the obtained mean absolute VBF values at rest and under stress as well as the resulting MPR per myocardial segment (cf. Fig. 6.3) are shown for three slightly different orientations of the cardiovascular 3D models from Fig. 6.1. Total mean VBF into the full left and right ventricular musculature amounts to $\sim 78 \mathrm{ml} / \mathrm{min}$ and $\sim 206 \mathrm{ml} / \mathrm{min}$ in the LV, and $\sim 20 \mathrm{ml} / \mathrm{min}$ and $\sim 45 \mathrm{ml} / \mathrm{min}$ in the RV, at rest and under stress, respectively.

From Fig. 6.5 and Table 6.1 it becomes obvious that the orientation of the 3D dataset is critical for the analysis of MBF heterogeneity. In particular, segments 3 and 19 show strong variability in dependence of the chosen orientation. This concerns the general amounts of VBF with which the segments are perfused as well as the obtained MPR and the supplying vessels. For example, in the original orientation of the dataset, the basal inferoseptal segment 3 is perfused solely by the RCA both at rest and under stress. The obtained MPR is comparatively low in comparison to the neighboring segments. If the dataset is rotated as it is shown in Fig. $6.5 \mathrm{e}-\mathrm{g}$ ) and $\mathrm{h}-\mathrm{j}$ ), respectively, the major fraction of VBF comes from the LAD and not from the RCA anymore. Moreover, the obtained MPR value in segment 3 increases distinctly in the rotated datasets.

In the basal inferior RV segment 19, the changes due to the varying rotations are even more dramatic. In all three orientations, it is the segment with the lowest VBF values in the RV. In the original position, an unrealistic MPR $<1$ (cf. Fig. 6.5 d) is obtained. With the applied rotations, this behavior is "improved" to 1.3 and 1.7, respectively. Overall, the rotation angles of the cardiovascular 3D models are adapted in order to yield a realistic
 Figure 6.5: Mean rest (b,e,h) and stress (c,f,i) VBF (in ml/min) and MPR per myocardial segment for different rotations of the cardiovascular trees. Panel a) The numbering of the segments and the segmented 3D models. Panels b-d) Resulting resting and hyperemic VBF and MPR in the myocardial segments, if the original orientation of the dataset is retained. Panels e-g) The model outlets are assigned to the segments after rotation of the 3D models around the $y$-axis by $7.5^{\circ}$. Panels $\mathrm{h}-\mathrm{j}$ ) Resulting resting and hyperemic VBF and MPR in the segments after further rotation around the $z$-axis by $-7.5^{\circ}$. The rotation angles are chosen to give physiologically realistic values of VBF and MPR. The coloring of the segments is chosen corresponding to the fraction of VBF coming from the LCX, RCA and LAD (cf. Table 6.1. In relation to the mass of the considered myocardial segment, VBF can be used to calculate MBF as defined by Eq. 2.56.
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and physiologic distribution of VBF at rest and under stress thus also "optimizing" the obtained MPR. In all three orientations the results from the Navier-Stokes simulation show a heterogeneous distribution of VBF across the LV as well as the RV both at rest and under stress. Regional variations are similar for both hemodynamic states.

The VBF fractions coming from the different coronary trees (RCA, LCX and LD) reflect the location and orientation of the 3D cardiovascular models shown in Fig. 6.5 a) well. Furthermore, the general distribution of the perfusion areals of the three large coronary arteries (RCA, LAD, LCX) is in accordance with what is expected [170, 176, 177] in all three orientations of the dataset. However, with only two segments, the contribution of the RCA to LV perfusion is considerably smaller in orientations $e-g$ ) and $h-j$ ) than in the literature. However, these rotations yield a more balanced overall distribution of VBF than the original dataset orientation.

Generally, in all three dataset orientations, left ventricular segments, which could possibly be perfused by an overlap of two different vessels are largely perfused by the LAD. For example, segment 17 (Apex), which according to [177], would also receive blood from the RCT is solely perfused by the LAD in the results presented here. Similarly, segment 11 (mid inferolateral) would be expected to show a share of blood supply coming from the RCT, but is basically fully provided by the LCX in all three cases (cf. Table 6.1 and Fig. 6.5). In general, the LAD delivers the major share of VBF to the left ventricular musculature in the analyzed dataset. It should be noted that the arterial perfusion areals in the myocardium can vary strongly between different individuals and the distribution as it is obtained here is indeed physiologically reasonable. Nonetheless, it is pointed out once more that the association of the model outlets to the myocardial segments is chosen in order to best reflect physiological properties (a homogeneous distribution of MBF and MPR across both ventricles). As explained in Section 2.2.2, the LAD is oriented along the partition wall of left and right ventricle. Thus, vessels branching towards the right ventricle (cf. Fig. 6.5 c) perfuse the RV, which is reflected in the VBF fractions listed in Table 6.1 (cf. Fig. 6.5 b , e and h ).

In general, the spread and the regional variability of the obtained VBF fractions across the LV is in the range of what is found in the literature for MBF measurements in pigs for all three orientations [178, 179]. In accordance with [56], the inferior segments (except for segment 10) show lower VBF fractions than the anterior or lateral segments (with the exception of the apical lateral segment 16). When considering all these values, it should be kept in mind, that they are highly influenced by the manual segmentation procedure, which is described in Section 6.2.1. With increasing distance from the model inlet, vessel sizes continuously decrease, which makes the segmentation process more and more susceptible to errors because vessels are simply overseen. Moreover, despite its very high quality and resolution, the used imaging cryomicrotome dataset is subject to local flaws making it impossible to accurately segment all vessels in the coronary trees. Explicitly, this is the case in the apical regions of the RCT where model segmentation is suspended, thus, most likely distorting VBF values in all segments, which are perfused by the RCT. Similarly, the comparatively small VBF fraction in the segment 16 can be explained by its very distal position in the pathways of both the LAD and the LCX.

Looking at the 3D model of the RCT in Fig. 6.5 c), it becomes obvious that generally fewer vessels are segmented in the RCT than in the LCT. This renders the obtained VBF values in the RV segments (as well as segments 4,10 and 15 in the LV) less reliable. This is due to the above described weaknesses of the imaging cryomicrotome dataset, which are more pronounced in the region of the RV also resulting in a somewhat unphysiological shape of the large arteries (cf. Fig. 6.1 and Video 6-1 on the attached CD). It is uncertain, if these correspond to the real morphology of the dataset or if they are an artifact of the preparation procedure. Presumably, the reason for this is the smaller thickness of the RV (cf. Section
2.2.1), which makes it more vulnerable to changes of external influences during preparation. At the same time, the thicker myocardium of the LV is more robust.

Considering the calculated MPR, no measurements showing its regional heterogeneity in pigs exist; however, similarly strong variations across the LV are obtained in human MPR measurements obtained from MR [180-183] or PET [184, 185]. Nonetheless, the values obtained in segments 19 and 21 are below 2 , which according to [180] is already pathologic and due to CAD. This could be a consequence of the reduced dataset quality in the regions of the RV, which result in seemingly pathologically altered models during the segmentation process. For this reason and since no real data is availabe about the perfusion reserve in the RV, above all for pigs, these values thus remain questionable.

A final circumstance that should be kept in mind when considering the obtained MPR values is the vasodilation of the arteries at stress (cf. Section 2.2.1). In the VBF curves assigned at the model inlets during the blood flow simulations this is considered as well as in the hemodynamic resistances that are assigned at the model outlets (cf. Eq. 3.3). However, since the 3D geometries of the coronary trees are modelled rigid and include vessels down to the pre-arteriolar level, vasodilation under stress is neglected in the cardiovascular models themselves. Since the outlet diameters vary between $\phi \sim 300-1000 \mu \mathrm{~m}$, this means the effects of hyperemic vessel broadening distort the results at the model outlets and within the segments to different degrees.

## Dependence of Volume Flow on Vessel Diameter

In Fig. 6.6, the diameter and volume flow ratios from Eq. 6.1 are visualized. On the abscissas, the ratio of the vessel diameter to the stem diameter of the considered coronary tree (LAD, LCX, RCT) is plotted. The obtained fitting parameters are listed in Table 6.2 for both fitting procedures for resting and hyperemic states.

The results show different behavior compared to what is found in the literature [36, 172 , as well as when compared with each other. Fitting a function of type $f(x)=A \cdot x^{B}$ (cf. Eq. 6.1) with fixed $B$ between the flow and diameter ratios $(f(x)$ and $x$, respectively) as it is done in [36] yields values $A<1$ when both all vessels or solely the cross sections are considered for non-linear regression. However, this value more than doubles for all three coronary trees (RCT, LCX and LAD) if only the outlets are considered in the fitting procedure. Due to the smaller range of the considered diameters, the standard error of $A$ in the fitting procedure when considering only the outlets is also considerably larger than for the other regressions. This increase suggests that in the CFD simulations presented here, VBF is distributed differently in the smaller vessels than what is predicted by Eq. 6.1. Namely, with increasing diameter, model outlets exhibit larger VBF than assumed from the hypothesis.

On the other hand, the fitting constant $A$ is smaller than 1 , if during non-linear regression with fixed $B$, only the cross sections or all vessels are considered. Due to the larger diameter range of cross sections, the obtained standard errors are distinctly smaller than for fitting with the outlet values only. Opposed to the behavior observed at the outlets, this means larger VBF in smaller vessels than the prediction from [36]. Generally, in this case, the obtained fitting parameter $A$ is closer to the expected value of 1 in all three coronary trees; however, best accordance is obtained in the LCX $(A=0.9)$.

Considering the fitting procedure with both parameters of Eq. 6.1 left free to vary, the interpretation is more difficult. Overall, the behavior of $A$ is similar to that when the regression is performed with fixed $B$. Higher values are obtained for fits using only the model outlets than for consideration of either all vessels or only the cross sections from Fig. 6.1. Generally, this fitting procedure thus suggests a better accordance of the simulations with the power law relationship from Eq. 6.1 for the smaller cross sectional and outlet diameter ranges than for the larger range when all vessels are used.


Figure 6.6: Flow diameter relation as determined from the simulation data (Eq. 6.1). Panel a) shows the obtained volume flow ratios including all cross sections and diameters of the models (cf. Fig. 6.1). Since the considered vessel diameters span several orders of magnitude, a logarithmic representation is chosen. In b), only the values obtained at the model outlets are plotted together with the curves from fitting both $A$ and $B$. Accordingly, panel c) shows the relation obtained at the cross sections, together with the curves from fitting both $A$ and $B$ to the data (the fit for fixed $B$ is not shown). All fitting parameters for both fitting procedures ( $A$ free to vary, $B$ fixed; both $A$ and $B$ free to vary) are listed in Table 6.2

Table 6.2: Obtained fitting parameters from regression for Eq. 6.1.

|  |  | $A$ free, $B=7 / 3$ |  |  | $A$ and $B$ free |  |  |
| :--- | :--- | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | $A(S E)$ | $R^{2}$ | $A(S E)$ | $B(S E)$ | $R^{2}$ |
| LCX | All | $R$ | $0.9(0.02)$ | 0.96 | $0.7(0.2)$ | $2.0(0.1)$ | 0.84 |
|  |  | $S$ | $0.9(0.02)$ | 0.95 | $0.8(0.2)$ | $2.2(0.1)$ | 0.75 |
|  | Outlets | $R$ | $1.9(0.1)$ | 0.76 | $2.0(0.6)$ | $2.5(0.2)$ | 0.44 |
|  |  | $S$ | $3.5(0.3)$ | 0.71 | $7.9(0.8)$ | $3.1(0.3)$ | 0.38 |
|  | CS | $R$ | $0.9(0.1)$ | 0.92 | $0.7(0.3)$ | $2.2(0.4)$ | 0.74 |
|  |  | $S$ | $0.9(0.1)$ | 0.92 | $0.7(0.4)$ | $2.2(0.5)$ | 0.69 |
| LAD | All | $R$ | $0.5(0.01)$ | 0.94 | $0.2(0.1)$ | $1.6(0.1)$ | 0.80 |
|  |  | $S$ | $0.5(0.01)$ | 0.94 | $0.2(0.1)$ | $1.6(0.1)$ | 0.74 |
|  | Outlets | $R$ | $1.4(0.1)$ | 0.66 | $1.1(0.6)$ | $2.3(0.2)$ | 0.32 |
|  |  | $S$ | $1.8(0.1)$ | 0.64 | $3.4(0.7)$ | $2.7(0.3)$ | 0.29 |
|  | CS | $R$ | $0.5(0.04)$ | 0.93 | $0.4(0.2)$ | $2.9(0.3)$ | 0.77 |
|  |  | $S$ | $0.5(0.04)$ | 0.93 | $0.4(0.2)$ | $2.9(0.3)$ | 0.76 |
| RCT | All | $R$ | $0.6(0.03)$ | 0.88 | $0.3(0.1)$ | $1.5(0.1)$ | 0.85 |
|  |  | $S$ | $0.6(0.03)$ | 0.88 | $0.3(0.1)$ | $1.6(0.1)$ | 0.84 |
|  | Outlets | $R$ | $1.8(0.1)$ | 0.90 | $1.7(0.3)$ | $2.2(0.1)$ | 0.79 |
|  |  | $S$ | $1.9(0.1)$ | 0.90 | $2.1(0.1)$ | $2.3(0.1)$ | 0.79 |
|  | CS | $R$ | $0.6(0.1)$ | 0.84 | $0.4(0.3)$ | $2.0(0.3)$ | 0.61 |
|  |  | $S$ | $0.6(0.1)$ | 0.84 | $0.4(0.3)$ | $2.0(0.3)$ | 0.60 |

"All" stands for all vessels in the considered coronary tree (LCX, LAD, RCT) and CS for the cross sections. The letters $R$ and $S$ denote resting or hyperemic state. The numbers in brackets denote the standard error (SE) of the fitting values $A$ and $B$, respectively.

Comparing the values obtained at rest and under stress, it stands out that they do not deviate much from one another except for fitting when considering only the model outlets. In all three coronary trees the stress simulation yields higher fitting parameters $A$, or $A$ and $B$, respectively. This behavior is most pronounced in the LCX. As explained above, this means that when only considering the model outlets in the fitting procedure, larger model outlets exert higher VBF in comparison to smaller outlets than what is predicted by [36, 172 (cf. Fig. 6.4). In all these considerations, it should be borne in mind that the fitting parameters obtained for fitting with only the model outlets, is possibly less reliable due the naturally smaller diameter range they span.

Finally, for the analysis of the relationship between VBF at stress and the vessel diameter, the same applies as what is described in Section 6.3.1. Due to the stiff modelling of the vessel walls, vasodilation of pre-arteriolar vessels wihin the 3D geometry is not considered. Presumably, this could be the cause for the steeper slopes of the fitting parameters under stress compared to the resting condition in Table 6.2.

### 6.3.2 Analysis of CA Transport

In this section, the question is investigated how the CA bolus changes its shape along the coronary arteries from Fig. 6.1. The analysis is performed with the help of the variables $M V T T, S D_{V T F}$ and $S D_{A I F}$ (Eqs. 2.88, 2.89 and 2.92 , respectively). These de-

Table 6.3: Average $M V T T, S D_{V T F}$ and $S D_{A I F}$ along the large epicardial arteries from Fig. 6.7.

| Artery | $M V T T(\sigma)$ | $S D_{V T F}(\sigma)$ | $S D_{A I F}(\sigma)$ |
| :---: | :---: | :---: | :---: |
| LCT | $2.5(1.6) \mathrm{s}$ | $2.3(1.2) \mathrm{s}$ | $4.6(0.7) \mathrm{s}$ |
| LCX | $1.4(0.7) \mathrm{s}$ | $1.3(0.3) \mathrm{s}$ | $4.1(0.1) \mathrm{s}$ |
| LAD | $2.8(1.7) \mathrm{s}$ | $2.4(1.3) \mathrm{s}$ | $4.7(0.7) \mathrm{s}$ |
| RCT | $4.9(3.3) \mathrm{s}$ | $3.7(1.1) \mathrm{s}$ | $5.5(0.8) \mathrm{s}$ |

All values are in seconds and the numbers in brackets denote the standard deviation $\sigma$ around the average.
scribe the mean transit time of the CA starting from the model inlet, and the width of the VTF, which determines the change of shape of the AIF along the cardiovascular models (cf. Eq. 2.87). For better discrimination, the main branches of both models are named as shown in Fig. 6.7 a) and b).

In Fig. 6.7 c-h), the evolution of $M V T T$ and $S D_{V T F}$ and $S D_{A I F}$ is shown at the positions marked in Fig. 6.7 a) and b). MVTT increases monotonously in all branches of both models. However, several vessels (LCT: diag2, diag3 and the terminal branches of the LAD; RCT: branch 1,4 and 7 ) show increased $M V T T$ in comparison to the remaining branches. Similar behavior is observed, when $S D_{V T F}$ and $S D_{A I F}$ are analyzed along the different vessel paths. The branches with higher $M V T T$ increase also show higher $S D$ increase at the same distances from the inlet.

However, $S D_{V T F}$ and $S D_{A I F}$ show qualitatively different behavior to the $M V T T$, as they decrease in some branches. For example, in the LCT, the second and fourth diagonal branch of the LAD (diag2, diag4) show distinct decreases in $S D_{V T F}$ after $\sim 35 \mathrm{~mm}$ and $\sim 50$ mm (red and brown arrows in Fig. 6.7 a,e,g), respectively. These distances coincide with the first cross sections after the bifurcations of the two branches from the LAD. Afterwards, $S D_{V T F}$ increases again. On the other hand, the behavior in the main stem of the LAD (orange and blue data points in Fig. $6.7 \mathrm{c}, \mathrm{e}$ ) at these points is opposing to this and shows stronger increase in $S D_{V T F}$ just after the bifurcation. This is particularly apparent in the LAD after the bifurcation of diag4.

In the RCT, similar behavior is observed for $S D_{V T F}$ in the second branch at $\sim 30 \mathrm{~mm}$, at the bifurcation of branches 1 and 2 (orange arrows in Fig. $6.7 \mathrm{~b}, \mathrm{f}, \mathrm{h}$ ), with subsequent $S D_{V T F}$ increase. This downstream increase of $S D_{V T F}$ in branch 2 after the bifurcation is paralleled by a decrease of $S D_{V T F}$ in branch 1. In both vessels, similar behavior is observed, when the SDs of the concentration time curves $\left(S D_{A I F}\right)$ at the respective points are considered. However, the changes are not as pronounced.

Average values of $M V T T$ and $S D_{V T F, A I F}$ are listed in Table 6.3. In the LCT, maximum values of $M V T T=6.6 \mathrm{~s}, S D_{V T F}=5.1 \mathrm{~s}, S D_{A I F}=6.4 \mathrm{~s}$ are obtained in the most distal LAD branch leading to the RV (cf. Fig. 6.7 c,e,g). It is observed that the maximum values in the branches of the LCX are smaller than in the LAD. In the RCT, maximum values are observed in branch $6\left(M V T T=14 \mathrm{~s}, S D_{V T F}=7.1 \mathrm{~s}, S D_{A I F}=8.1 \mathrm{~s}\right.$, cf. Fig. 6.7 d,f,h $)$. In other words, dispersion in the RCT is elevated in comparison to the LCT. This is due to the fact that in general, flow velocities in the LCT are markedly higher than in the RCT (cf. Fig. 6.2), and in the LCX tree higher than in the LAD tree. Higher flow velocities have effects similar as an increased diffusion coefficient, causing reduced dispersion [18, 23].


Figure 6.7: Evolution of $M V T T, S D_{V T F}$ and $S D_{A I F}$ along single branches of the 3D models. The data points represent the values obtained from Eqs. 2.88, 2.89 and 2.92 at the cross sections marked in panels a,b). Panels c,d) In both coronary trees, MVTT increases monotonously. Panels e-h) Just behind bifurcations, at the positions marked by the red, brown and orange arrows $S D_{V T F}(\mathrm{e}, \mathrm{f})$ and $S D_{A I F}(\mathrm{~g}, \mathrm{~h})$ show distinct decreases in comparison with the remaining vessels forming the bifurcation.


Figure 6.8: CA transport in the 3D models of the left and right coronary tree. Panel a) Anterior view of CA flow through the LCT. It becomes obvious, how CA distributes heterogeneously into the different branches of the LAD. Panel b) Inferior view of CA flow in the RCT ( $180^{\circ}$ rotated from Fig. 6.1). Please note the slower CA transport in the RCT.
a)
b)


Figure 6.9: Anterior view of CA transport and velocity streamlines into diagonal branches. Panel a) CA first enters diag4, which bifurcates at a more beneficial angle from the LAD than diag3 with a steeper branching angle. Due to the curvature of the upstream LAD, CA assimilates at the side where the ostium of the branching vessels are located. The grey tiles in the path of the vessels represent the relvant cross sections from Fig. 6.1. Stripe patterns in the CA flow are artefacts from the underlying computational grid. Panel b) the seed of the plotted streamlines is a sphere at the center of the LAD at the upper end of the depicted model section. The streamlines show, how different intraluminal segments "feed" into the branching vessels.

## CA Transport Mechanisms

In Fig. 6.8, CA transport through the two geometries is shown at different time steps. For better visualization, a shortened bolus (factor 100) is used here, compared to the real bolus, which is used as inlet BC in the transport simulations (cf. page 38). In the LCT, CA passes large parts of the LCX tree, before it reaches distal parts in the LAD tree. In the RCT, transport is considerably slower. Please also see the corresponding videos 6-2 and $6-3$ of CA transport in the LCT and the RCT, respectively, on the CD that is attached to the thesis. In the LCT, after a short time, maximum concentrations are well below those, which are observed in the RCT (cf. Fig. 6.8, time step 1.85 s ). In other words, the bolus front is spatially more spread in the LCT than in the RCT where it is more "focused". This behavior is also a result of the higher flow velocities in the LCT, causing increased longitudinal diffusion-like effects [186].

In Fig. 6.9 a), CA transport at the bifurcations to diag3 and diag4 from the main branch of the LAD is shown. CA is transported faster into the fourth diagonal branch, while CA transport in the third diagonal branch is delayed. This behavior is also reflected in the decreased MVTT, $S D_{V T F}$ and $S D_{A I F}$ in diag4, compared to diag3 (cf. Fig. 6.7 a,c,e). Dispersion along the main branch of the LAD, the most unidirectional vessel, is also moderately increased, comparable to what is observed in diag3. For a better impression, please also see the corresponding Video 6-4 on the attached CD. In Fig. 6.9 b), velocity streamlines in the bifurcation are shown. Highest flow velocities are obtained in diag4 where the smallest increases of $M V T T$ and $S D_{V T F, A I F}$ are observed. Furthermore, streamlines feeding into this branch originate from central luminal segments of the mother vessel (LAD). The vessel diag3 is fed only by streamlines near the vessel wall of the LAD where flow velocities are smaller than at the vessel center.

The results depicted in Figs. 6.7, 6.8 and 6.9 reflect the influence of several different factors on CA dispersion, which were also observed and analyzed in detail in Chapter 5. Due to the inhomogeneous CA distribution across the vessel lumen, CA transport at bifurcations is strongly influenced by branching angles and the orientation of daughter vessels with regard to the curvature of the upstream vessel (cf. Fig. 6.8). As indicated by the streamlines shown in Fig. 6.9, CA from more central (i.e., faster flowing) intraluminal segments of the LAD is transported into diag4, which results in reduced $S D_{V T F}$ and $S D_{A I F}$ in this branch. In that respect, diag4 in the LCT and branch2 in the RCT have an "opportunist" position where CA transport takes place at a faster rate. Furthermore, flow velocities in the neighboring branches are also smaller than in the opportunist vessels. In accordance with [18], this results in additional bolus dispersion.

## Relative Dispersion

The results depicted in Fig. 6.10 show different dependencies of $R D_{V T F, A I F}$ on vessel diameter and distance travelled by the CA in the coronaries. Qualitatively, the behavior does not differ strongly between the two hemodynamic states; however, the slopes of the linear relationships vary depending on rest and stress (cf. Table 6.4) and do not show agreement within the obtained error margins except for the LAD tree. For the full LCT as well as the LCX and the LAD trees, the slope of $R D_{V T F}$ against the vessel diameter is steeper for the rest than for the stress simulation (cf. Table 6.4 a ). In the RCT, this is reversed. Generally, the slopes are of the same order for all coronary trees, except for linear fitting only in the LAD where a much steeper slope is obtained. However, the correlation coefficient is also much weaker in the LAD tree, as well. Considering linear fitting of $R D_{\text {AIF }}$ against the travelled distance, the behavior is largely equivalent in all coronary trees with steeper slope at rest (cf. Table 6.4 b ).


Figure 6.10: Dependence of $R D_{V T F}$ and $R D_{A I F}$ on vessel diameter and travelled distance at rest and under stress. Panel a-d) $R D_{V T F}$ shows linearly increasing behavior in dependence of the vessel diameter for both hemodynamic states. Asymptotically decreasing behavior is obtained for $R D_{V T F}$ dependence on the travelled distance. Under stress, the obtained $R D_{V T F}$ appears to be generally higher. Panel e-h) $R D_{A I F}$ spans a large range at small diameters ( $\sim 0.25-0.50$ at rest and $\sim 0.35-0.55$ under stress) and asymptotically increases for larger vessels. A linear decrease of $R D_{A I F}$ with the travelled distance is observed, with a steeper slope at rest than under stress. Results for linear fitting within each coronary tree are listed in Table 6.4 a) and b).

Table 6.4: Linear regression parameters and mean relative dispersion in the coronary trees.
a) Parameters for linear fitting of $R D_{V T F}$ against the vessel diameter.

|  |  | Slope (SE) | Intercept | $R^{2}$ |
| :--- | :---: | :---: | :---: | :---: |
| LCT | $R$ | $0.22(0.01)$ | 0.36 | 0.66 |
| LCT | $S$ | $0.20(0.01)$ | 0.49 | 0.66 |
| LCX | $R$ | $0.23(0.01)$ | 0.34 | 0.79 |
| LCX | $S$ | $0.20(0.01)$ | 0.46 | 0.80 |
| LAD | $R$ | $0.71(0.25)$ | 0.20 | 0.19 |
| LAD | $S$ | $0.67(0.22)$ | 0.32 | 0.20 |
| RCT | $R$ | $0.15(0.01)$ | 0.46 | 0.67 |
| RCT | $S$ | $0.23(0.02)$ | 0.48 | 0.74 |

b) Parameters for linear fitting of $R D_{A I F}$ against the travelled distance.

|  |  | Slope $(\mathrm{SE})$ | Intercept | $R^{2}$ |
| :--- | :---: | :---: | :---: | :---: |
| LCT | $R$ | $-0.0015(0.6 \mathrm{E}-4)$ | 0.54 | 0.65 |
| LCT | $S$ | $-0.0011(0.4 \mathrm{E}-4)$ | 0.57 | 0.65 |
| LCX | $R$ | $-0.0014(0.8 \mathrm{E}-4)$ | 0.55 | 0.65 |
| LCX | $S$ | $-0.0009(0.5 \mathrm{E}-4)$ | 0.56 | 0.61 |
| LAD | $R$ | $-0.0015(0.7 \mathrm{E}-4)$ | 0.53 | 0.66 |
| LAD | $S$ | $-0.0012(0.6 \mathrm{E}-4)$ | 0.57 | 0.68 |
| RCT | $R$ | $-0.0013(1.3 \mathrm{E}-4)$ | 0.51 | 0.44 |
| RCT | $S$ | $-0.0010(1.0 \mathrm{E}-4)$ | 0.52 | 0.42 |

c) Mean relative dispersion of VTF and AIF.

|  |  | $R D_{V T F}(\sigma)$ | $R D_{A I F}(\sigma)$ |
| :--- | :---: | :---: | :--- |
| LCT | $R$ | $0.50(0.25)$ | $0.43(0.04)$ |
| LCT | $S$ | $0.61(0.22)$ | $0.49(0.03)$ |
| LCX | $R$ | $0.54(0.30)$ | $0.45(0.04)$ |
| LCX | $S$ | $0.64(0.26)$ | $0.50(0.02)$ |
| LAD | $S$ | $0.46(0.19)$ | $0.42(0.04)$ |
| LAD | $R$ | $0.58(0.17)$ | $0.48(0.03)$ |
| RCT | $S$ | $0.60(0.23)$ | $0.42(0.05)$ |
| RCT | $0.68(0.32)$ | $0.46(0.04)$ |  |
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## CHAPTER 6. BLOOD FLOW AND CA TRANSPORT IN THE PORCINE VASCULATURE INCLUDING SMALL VESSELS AT PRE-ARTERIOLAR LEVEL

From a mathematical point of view, the general behavior of all six scatter plots in Fig. 6.10 can be analyzed using the definition of $R D_{V T F}$ and $R D_{A I F}$, Eq. 6.2. With increasing distance from the inlet, MVTT and $\bar{T}$ (cf. Eqs. 2.88 and 2.93) increase monotonously (cf. Fig. 6.7) and the plots suggest that the associated $S D_{V T F, A I F}$ (cf. Eqs. 2.89 and 2.92) does not increase with the same rate. It follows that $R D_{V T F}$ and $R D_{A I F}$ are reduced with travelled distance. Since naturally larger vessel diameters will always be found more proximally, both $M V T T$ and $\bar{T}$ are generally smaller there, yielding larger $R D_{V T F}$ and $R D_{A I F}$ at smaller distances and larger diameters. Similarly, under hyperemic conditions, higher flow velocities in the vessels result in reduced $M V T T$ and $\bar{T}$, which further cause increased relative dispersion (cf. Table $6.4 \mathrm{a}, \mathrm{b}$ ).

The overall mean value (all vessels, rest and stress) of $R D_{V T F}=(0.57 \pm 0.25)$ is in accordance with available literature values of the cardiovascular bed, which show great variability, e.g. values $(0.70 \pm 0.07)$ [187] and $(0.38 \pm 0.05)$ [173] have been found. Similarly, the mean values for each coronary tree also correlate nicely with these literature values (cf. Table 6.4 c ). However, while in those works, $R D_{V T F}$ was calculated for the whole coronary system starting at the left atrium until the coronary sinus, in this work, a specific analysis of the $R D_{V T F}$ for separate vessel segments and vessels of different sizes is performed. The effects of decreasing and increasing $S D_{V T F, A I F}$ in the vessel paths seem to even out and yield a mean $R D_{V T F}$ of the same order as in [173, 187].

Under the assumption that $R D_{V T F}$ is constant for a considered vascular bed, it can be deduced from Fig. 6.10 that larger vessels result in more dispersion than small vessels 1 The decreased relative dispersion of both the VTF and the AIF (cf. Eq. [2.87) implies that $S D_{V T F, A I F}$ is not proportional to $M V T T$ (or $\bar{T}$, respectively) for varying vessel diameters.

The plots shown in Fig. 6.10 b ) and d) are also a consequence of this non-proportionality between $S D_{V T F, A I F}$ and $M V T T$ and $\bar{T}$, respectively. With increased distance where vessel diameters become smaller and smaller, $M V T T$ (and $\bar{T}$ ) monotonously increase (cf. Fig. 6.7 a,b). However, due to the complexity of CA transport within the geometry, (cf. Fig. 6.8, 6.9 and the videos on the enclosed CD) $S D_{V T F}$ and $S D_{A I F}$ underlie strong heterogeneous influences along the vessel paths (cf. Fig. 6.7 e,f).

Overall, the linear relationships between $R D_{V T F}$ and the vessel diameter as well as $R D_{\text {AIF }}$ and the covered distance that are observed here can be interpreted to comprise of the degree of dispersion, which is obtained at the different points in the coronary trees. The linear increase of $R D_{V T F}$ with vessel diameter (cf. Fig. 6.10 a,c) suggests more increase of CA dispersion in larger than in smaller arteries. Partially, this behavior is also the reason for the asymptotically decreased relationship between $R D_{V T F}$ and the travelled distance, which is observed in Figs. 6.10 b,d). With longer travelled distances, the vessels naturally become smaller, which results in reduced additional dispersion, i.e., asymptotically decreasing $R D_{V T F}$. As analyzed in Figs. 6.8 and 6.9, this reduced additional dispersion in smaller vessels is by no means exclusively due to the reduced vessel sizes. On the contrary, these findings confirm the observations from Chapter 55, i.e., that CA bolus dispersion is strongly heterogeneous and depends on several different factors, such as vessel bifurcations, branching angles as well as intraluminal CA concentration heterogeneities due to the general shape variations of the vessels in the coronary trees

As the shape of the VTF determines the shape of the AIF (cf. Eq. 2.87), changes in $R D_{V T F}$ should manifest in the behavior of $R D_{A I F}$. In Fig. 6.10 e) and g$), R D_{A I F}$ shows a large spread for small vessel diameters. This can be explained by the high variability of the travelled distances in the small arteries, from which the data points stem. On the other hand, in the larger arteries $R D_{A I F}$ is generally larger. As explained above, this is due to the naturally more proximal location of larger vessels within the coronary tree and thus smaller

[^22]Table 6.5: Obtained $\Delta \mathrm{MBF}_{\text {Rest }}, \Delta \mathrm{MBF}_{\text {Stress }}$ and $\Delta \mathrm{MPR}$ averaged over all outlets and cross sections in the large coronary arteries.

| Artery | $\Delta \mathrm{MBF}_{\text {Rest }}[\%]$ | $\Delta \mathrm{MBF}_{\text {Stress }}[\%]$ | $\Delta \mathrm{MPR}[\%]$ |
| :---: | :---: | :---: | :---: |
| All | $-28 \pm 16,(-0.7)$ | $-11 \pm 12,(-2.0)$ | $-26 \pm 22,(1.6)$ |
| LCT | $-22 \pm 14,(-1.1)$ | $-7.5 \pm 7.6,(-2.4)$ | $-24 \pm 20,(1.9)$ |
| LCX | $-17 \pm 8,(-0.3)$ | $-4.7 \pm 3.5,(-1.5)$ | $-16 \pm 8.8,(0.8)$ |
| LAD | $-27 \pm 16,(-0.8)$ | $-9.3 \pm 8.8,(-2.0)$ | $-29 \pm 24,(1.4)$ |
| RCT | $-41 \pm 14,(-0.2)$ | $-23 \pm 14,(-1.1)$ | $-34 \pm 22,(1.0)$ |

Errors are the arithmetic standard deviations around the mean value. The value in brackets represents the skewness (i.e., the third momentum of the distributions), which is an indicator for the asymmetry of the distribution (unitless quantity).
$\bar{T}$. Differences between rest and stress are also less pronounced in the larger than in the smaller arteries. Generally, the increase of $R D_{\text {AIF }}$ at larger diameters correlates nicely with the behavior of $R D_{V T F}$ observed in Fig. 6.10 a) and c). As expected from the convolution of the AIF in the LV and the VTF (Eq. 2.87), which determines CA transport in a vascular system, stronger VTF dispersion (i.e., increased $R D_{V T F}$ ) yields larger CA bolus broadening (increase of $R D_{A I F}$ ). The decrease of $R D_{A I F}$ with the travelled distance also reflects this general relationship between the VTF and the AIF.

### 6.3.3 Estimation of Perfusion Quantification Errors

As described in Section 6.2.5, two separate approaches to estimate the errors in perfusion quantification are taken. The results from the approach where homogeneous MBF and MPR distributions across the myocardium are assumed is described in the following.

## Homogeneous MBF and MPR

On average, the resulting values of $\Delta \mathrm{MBF}_{\text {Rest }}$ and $\Delta \mathrm{MBF}_{\text {Stress }}$ spread over a large range in the analyzed geometries (cf. Table 6.5). Since $\Delta \mathrm{MBF}_{\text {Stress }}$ values are smaller than $\Delta \mathrm{MBF}_{\text {Rest }}$, the resulting $\Delta \mathrm{MPR}$ values are also subject to great variability. Considering the three large coronary territories, errors are largest in the RCT where the smallest flow velocities occur, and smallest in the LCX, which is passed fastest by the CA (cf. Fig. 6.8 and Videos 6-2 and 6-3). In all vessels, $\Delta \mathrm{MBF}$ is slightly left skewed (skewness $<0$ ) with increased skewness at stress in all vessels. Correspondingly, the obtained MPR distributions are all right skewed, with the weakest skewness in the LCX.

In order to analyze the quantifcation errors with regard to the travelled distance, the maximum distance range is subdivided into 6 segments of $\sim 2 \mathrm{~cm}$ length each. The results for mean $\Delta \mathrm{MBF}_{\text {Rest,Stress }}$ and $\triangle \mathrm{MPR}$ in these segments are shown in Fig. 6.11. A clear trend to larger perfusion quantification errors with increasing travelled distance is obvious. As a consequence of the decreasing relationship between $R D_{A I F}$ and the travelled distance (cf. Fig. 6.10 d), one would expect asymptotic behavior of $\Delta \mathrm{MBF}_{\text {Rest,Stress. }}$. As can be seen in Fig. 6.11, this behavior can roughly be made out if the last two distance segments of the coronary trees are considered (segments 6-8 and 8-10 for the LCX tree, and 8-10 and 10-12 for the remaining trees) for the simulations at the resting state. Weaker additional MBF underestimation is obtained between these two segments. However, looking at the results for the stress simulations, the relative increase between the last two distance segments is comparably higher. This results in what can be interpreted as a starting asymptotic behavior of $\Delta \mathrm{MPR}$ towards larger travelled distances, in accordance with [24]. Comparing the


Figure 6.11: Increasing mean $\Delta \mathrm{MBF}$ and $\triangle \mathrm{MPR}$ at different distances from the model inlet for the homogeneous MPR. No value for the LCX lies in the last distance segment.
behavior of the rest and hyperemic perfusion quantification errors with the results obtained for $R D_{A I F}$ from Fig. 6.10 f ) and h), this is expected. The flatter slope of $R D_{V T F}$ with regard to the travelled distance means that in the stress simulation, the relative contribution of distal vessels to CA dispersion is increased in comparison to the rest simulation, even though in general, CA dispersion and subsequent MBF quantification errors are smaller for higher flow velocities (i.e., under stress).

## Heterogeneous MPR

After the estimation of the perfusion quantification errors under the assumption of a homogeneous MPR distribution, here follows the second approach described in Section 6.2 .5 . Perfusion quantification errors are analyzed using the heterogeneous MPR distribution from Fig. 6.5j).

In Fig. 6.12 the evolution of mean $\triangle \mathrm{MBF}$ and $\triangle \mathrm{MPR}$ is shown in dependence of the distance to the model inlet in the three large coronary trees. The errors of resting MBF are identical to those in Fig. 6.11 since the same homogeneous resting plasma flow $\mathrm{F}_{\mathrm{p}}=1$ $\mathrm{ml} / \mathrm{min} / \mathrm{g}$ is assumed. On the other hand, the errors of MBF quantification under stress and following MPR quantification show larger variability. This particularly concerns the mean values obtained in the RCT and the LAD tree in the first three distance segments. Generally, error margins are much larger than for the homogeneous analysis, suggesting an increased influence on the perfusion quantification errors due to the underlying varying MPR values as in the homogeneous analysis. Nonetheless, an overall increasing behavior of $\Delta \mathrm{MBF}_{\text {Stress }}$ and $\Delta \mathrm{MPR}$ with the travelled distance is obtained.

In order to separate the influence of the heterogeneous MPR distribution, Fig. 6.13 shows the mean MBF and MPR quantification errors obtained in each myocardial segment. Strong regional variations are obtained and segments with higher simulated MPR also show larger $\Delta$ MPR. Accordingly, segments 19 and 21, the segments with the lowest simulated MPR values show the strongest MBF underestimation under stress. If compared to segments 1 and 3 or 5 , respectively, which lie at similar distances from the model inlets, it becomes obvious how smaller assumed values of $\mathrm{F}_{\mathrm{p}}$ yield increased underestimation of perfusion. In the basal inferior segment $19, \Delta \mathrm{MBF}_{\text {Stress }}$ is even lower than $\Delta \mathrm{MBF}_{\text {Rest }}$, resulting in a negative $\Delta \mathrm{MPR}$. This is exceptional for all results obtained in this work as well as previous studies.


Figure 6.12: Increasing mean $\triangle \mathrm{MBF}$ and $\triangle \mathrm{MPR}$ at different distances from the model inlet for the heterogeneous MPR. As in Fig. 6.11, no value for the LCX lies in the last distance segment.


Figure 6.13: Mean $\triangle \mathrm{MBF}$ and $\triangle \mathrm{MPR}$ in the myocardial segments based on the heterogeneous MPR. Below the numbering of the myocardial segments, the MPR values from Fig. 6.5 j) are listed. MD represents the mean distance to the outlets in the segment and $\sigma$ the standard deviation around MD , both in cm . Perfusion quantification errors are strongly heterogeneous between the myocardial segments.

The results in Fig. 6.13 also confirm the observations from Fig. 6.12 that increased travelled distances lead to increased perfusion quantification errors. Comparing $\Delta M B F_{\text {Stress }}$ and $\Delta$ MPR obtained in segments 7 and 15 , with a similar MPR ( 2.6 and 2.7, respectively), however, different distances ( 6.0 and 10.8 cm , respectively), a distinct increase of the perfusion quantification errors is obtained in segment 15.

### 6.4 Discussion

In summary, the work discussed in this chapter presents for the first time a detailed analysis of blood flow and CA transport through both left and right coronary artery down to the pre-arteriolar level using an advanced coronary flow BC.

The examination of VBF in the different myocardial segments yields regional variations, which are in good accordance with literature values [170, 176-179]. This applies both for the territories being supplied by the large coronary arteries (RCA, LAD and LCX) as well as the fractions of VBF flowing into the segments. Even though distortions from segmentation errors can be recognized, overall, physiologically realistic results are obtained. However, it must be kept in mind that the analysis presented here is solely based upon the rheology of blood flow. Tissue demands, which also play a decisive role in blood flow distribution, are not considered.

Regarding the dependence of VBF on vessel diameter, an acceptable agreement with the hypothesized volume scaling law from [36, 172] is found. Overall, it can be stated that it is best fulfilled in the LCX for both fitting procedures if either only the cross sections or all vessels are included. However, it must be noted that the observations from the CFD simulations of blood flow presented here cannot fully confirm the expected behavior. A major difference between this work and [36, 172] is the relative diameter range that is considered in the analysis. While here only 2 orders of magnitude are considered, the analyses in [36, 172] are based on morphological data down to diameter ratios of $10^{-4}$. The results from the hemodynamic analysis in [172] are based on a network flow analysis in which a simple symmetric model was used where all the vessel elements in any order are assumed to be of equal diameter and length, and arranged in parallel. Vessel resistances in [172] are approximated by Poiseuille's law $R=(\mu l) /\left(\pi D^{4}\right)$ for laminar stationary flow [188, where $\mu$ is the fluid's viscosity, $l$ the length of the vessel segment and $D$ its diameter. Furthermore, blood pressures at all of the junctions between different vessel orders are assumed equal. In comparison, the CFD approach used in this work allows for an analysis in a highly asymmetric cardiovascular tree (cf. Fig. 6.1) per se taking account of flow effects in the curved and tapering vessels. Considering this, the findings from this work are highly relevant and the accordance with [36] is promising, nonetheless. However, in order to fully understand the underlying mechanisms of blood flow in the microvasculature, a more profound and dedicated analysis towards even smaller vessels might be useful.

The results presented in Section 6.3.2 show how CA dispersion in the coronary trees is influenced by several different factors. All three quantities used to assess and quantify CA dispersion ( $M V T T, S D_{V T F}, S D_{A I F}$ ) reflect considerably stronger dispersion in the RCT than in the LCT where more dispersion is observed in the LAD than in the LCX tree (cf. Table 6.5). In accordance with [18, 23], higher flow velocities have similar effects as an increased diffusion coefficient, which causes reduced dispersion. In all three coronary trees, MVTT increases monotonously, however, rising at distinctly higher rates behind several bifurcations. Analogous to the analysis presented in Chapter 5, strongly heterogeneous behavior (increasing and decreasing) of $S D_{V T F}$ and $S D_{A I F}$ is observed at bifurcations of different angles and orientations due to the inhomogeneous CA distribution across the vessel lumen.

The findings show that $R D_{V T F}$ can be considered a characteristic value of the considered vascular bed, depending on the travelled distance and the vessel diameter. From the analysis of $R D_{V T F}$ and $R D_{A I F}$, a decreased influence of smaller vessels on CA dispersion can be assumed; however, this is not solely due to the vessel size. It is rather the complex transport phenomena due to the general shaping of vessels and bifurcations, which lead to the reduced additional dispersion observed in smaller arteries. Overall, the mean values obtained for $R D_{V T F}(0.57 \pm 0.25$, Table 6.4 c$)$ in this work are in good agreement with the literature [173, 187].

The subsequent estimation of perfusion quantification errors yields values that are in the range of what is found in previous studies $18,22,25$. A clear tendency to increasing errors with higher travelled distances is observed for both homogeneous as well as heterogeneous perfusion reserve. Due to the reduced additional dispersion in smaller vessels under stress in comparison to the resting state, MPR quantification errors appear to be less pronounced at more distal positions. However, this observation requires further validation on even more detailed cardiovascular geometries. Moreover, it must be born in mind that the 3D geometries used in this work are not vasodilated in the stress simulations.

The results from the estimation of the perfusion quantification errors using the heterogeneous MPR distribution from the blood flow simulations yield results, which only partly corroborate the findings from the previous analyses with a homogeneous MPR. They reveal important information that the assumed values of MBF (i.e., plasma flow $F_{p}$ ) when fitting with MMID4 (Jsim, cf. page 42) play a decisive role for the estimation of perfusion quantification errors. A detailed analysis of this particular parameter as well as the remaining constraints in the fitting procedure should be integrated in future studies.

## Consequences for MRI Perfusion Measurements

An indirect validation of the CFD simulations is possible by comparison of the estimated MBF errors to experimental data obtained by use of the microsphere method in animal measurements [189] as well as clinical data from PET and CT measurements of myocardial perfusion in humans [8, 9]. Particularly, the microsphere method is assumed to give correct account of MBF distribution since it is not dependent on the acquisition of dynamic data and, thus, dispersion-related quantification errors can be excluded. Hence, this technique is also referred to as the experimental gold-standard for perfusion quantification, despite known limits in the technique's spatial resolution [190. In fact, in several studies an underestimation of MBF by MRI perfusion measurements was observed [5, 13, 191-193]. However, obtained values were dependent on different factors, such as the utilized quantification algorithms [194] or the applied MRI signal intensity corrections [195]. Moreover, most authors have also observed stronger underestimation of MBF by MRI quantification in comparison to microsphere perfusion measurements for increased MBF [195, 196]. Yet, this could also be a consequence of systematic MBF overestimation by microspheres in regions of high flow and underestimation in regions of low flow as it was observed by Bassingthwaighte et al [197]. In addition to this, it should be pointed out that the observed deviations between microsphere and MRI measurements varied considerably between the different studies and were partially even found to be negligible 89. The same applies for studies where a comparison of MBF quantification by MRI and PET was performed. For example, Miller et al [15] compared several MRI quantification algorithms and obtained an increased MBF underestimation by MRI in comparison to PET for larger MBF values for all the applied quantification methodologies. Overall, in [15, 198] a general underestimation of MBF by MRI is observed. On the other hand, Fritz-Hansen et al (85) only found MBF underestimation by MRI at stress in comparison to PET quantification and good agreement for resting conditions.

A reason for these variations could lie in the applied measurement setups, regarding MRI protocols, CA injection technique and site as well as the location of AIF quantific-
ation. As discussed in the presented work, CA dispersion is also strongly influenced by the physiological (e.g., resting or stress conditions, i.e., the regime of blood flow velocities) as well as the morphological conditions (e.g., vessel branching and sizes), not to mention pathological alterations (e.g., stenoses and occlusions). In the studies mentioned above, the influence of these parameters was not systematically investigated. Moreover, they did not provide a detailed comparison of MBF quantification by MRI and microspheres in dependence of the proximity of the analyzed segment to the coronaries' orifices. In other words, the distance the CA travelled between the locations of AIF and MBF quantification, which is identified as one of the major determinants of CA dispersion in the presented study, is not considered. Accordingly, future studies should comprise of a possibility for direct validation of the CFD simulations. This could be achieved by parallel MBF quantification by MRI and microspheres in addition to the acquisition of morphological information of the coronary vasculature as well as precise monitoring of the hemodynamic and physiological conditions during the measurements.

## Limitations and Outlook

The volume flow BC applied at the model inlets is computed by the model described in Section 3.2 based on generalized pressure curves. Precise measurements of pressure and flow curves (e.g., by Doppler or MRI measurements [199, 200]) to perform CFD simulations with intraindividual BCs would allow validation and benchmarking of the used BC. The assumption of rigid vessel walls is a common simplification, and thus, elastic reactions of the coronary arteries on the fluid pressure are not considered [201, 202]. Though myocardial compression and relaxation is comprised in the assigned inlet volume flow curves, tissue pressure acting from the outside on the vessels is not included. Particularly in the smaller endocardial arteries, this can lead to complete vessel collapse [203]. In future studies, these fluid structure interactions (FSI) should be integrated [204, 205].

At the model inlets, a $\gamma$-variate distribution as it is measured in the LV is assumed, neglecting bolus dispersion between the LV and the coronaries' orificies in the aorta. Moreover, with this approach, a homogeneous CA distribution is applied across the whole inlet lumen. As a consequence, effects of heterogeneous CA distribution across the aortic lumen on CA inflow at the inlets of the 3D models of the LCT and he RCT are not considered (similarly to what is analyzed here in the coronaries). In order to correct and recover this, the simulations could be extended by integrating a segment of the aorta.

Besides this, the used CA time curve describes the CA mass concentration in blood as a soluble not changing its density. Thus, influence of effects such as friction, size and shape of the transported particles on the blood stream and subsequently CA transport should be subject of future analysis.

The findings from this chapter contain important implication for all bolus-based methods of perfusion quantification (e.g., MRI, PET, CT) as well as particle or mass transport in the blood stream in general. The above approach shows that CFD analysis is capable of showing and predicting how mass is transported through the coronary arteries. However, the complexity of this whole process is emphasized, making a general statement about CA dispersion in individual coronary trees impossible.

## Conclusion

The results presented in this chapter suggest three factors being the major determinants for prediction of CA bolus dispersion and subsequent estimation of perfusion quantification errors:

- The distance travelled by the CA bolus,
- The regime of flow velocities in the considered vascular tree, and
- The assumed plasma flow into the tissue.

Similar to previous CFD studies [18, 23, 24], the first two parameters appear to be the best indicators to be used for benchmarking of CE MRI perfusion measurements. The analysis presented here suggests that these two quantities should be central to any error correction scheme. Such a framework would, however, still be subject to large uncertainties, which increase for lower flow velocities and at larger distances as well as in dependence of the underlying MBF and MPR values.

## Chapter 7

## Summary and Outlook

In this thesis, a CFD analysis of CA transport in a cardiovascular model of unprecedented detail down to vessels at the pre-arteriolar level is performed in order to verify and validate insights from previous studies [18, 23, 24]. For this purpose, an extended and improved boundary condition is devised, which allows for an extensive investigation of blood flow and CA transport in the coronary arteries, ultimately providing an in-silico model of the arterial epicardial vasculature. The results from these analyses reveal several different aspects influencing the observed dispersion, including the type of CA, flow velocities and vessel curvature. Moreover, they underline the importance of the careful choice of BCs in the simulations, which are validated with regard to several physiological aspects. These include the territories perfused by the large coronary arteries or the volume flow in dependence of the vessel diameter. However, to make the analysis in the highly detailed models treated in this work feasible, several different aspects (e.g., model preparation, file management, computation times) need to be considered.

### 7.1 Summary

In order to guarantee the physiological relevance of the simulations, in Section 3.2, an innovative dedicated BC is implemented, which has not been used previously in this context. For the purpose of time-efficient execution of the CFD computations, an alternative volume discretization procedure is introduced (cf. Section 3.3), which is subsequently benchmarked in a mesh convergence analysis (cf. Section 3.4). The high computational demands of the numerical calculations make their execution on High Performance Computing (HPC) clusters necessary, which poses specific requirements on file management and parallelization. These issues are tackled in Sections 3.5 and 3.6. Overall, the preparatory tasks presented in Chapter 3 make the analysis of this thesis possible in the first place.

In Chapter 4, the validity of the chosen BCs of the blood flow simulations (Section 3.2 and page 36 ff ) is benchmarked by a CFD analysis of the Fractional Flow Reserve (FFR), a clinical parameter to assess the severity of coronary stenoses. In comparison to the invasive measurement of the pressure drop across a coronary stenosis, the CFD simulations yield results, which lie in the same range.

In the following chapters, the analysis is complemented by a methodological study of CA transport in coronary arteries of vessel generations 3 to 7 (Chapter 5) and a comprehensive analysis of the results of both blood flow and CA dispersion in the left and right coronary tree (Chapter 6). This analysis starts at the orifices of the LMCA and the RCA at the Aorta and includes vessels at pre-arteriolar level (diameter $\sim 300 \mu \mathrm{~m}$ ). The physiological correctness of the blood flow analysis can be seen as a confirmation of the proposed approach from Section 3.2 and its ability to realistically model coronary blood flow. Both with regard to a previously hypothesized volume-diameter relationship [36] as well as the myocardial
territories, which can be associated to the coronary trees, the results are in good agreement with the literature [170, 176, 177. Overall, the general shapes of the inlet volume flow curves are in good agreement with normal coronary flow curves [101, 158]. However, variations on shorter timescales do not occur as in [206, 207] where the coronary vasculature is represented by a simplified 1D approach, not specifically resolving blood flow within the vessels and, thus, preventing the simulation of CA transport as in this thesis.

One of the most important insights about CA transport processes that is drawn from the analysis in this thesis is the fact that intraluminal inhomogeneities appear to represent the major influence on CA dispersion in the coronary vascular network. Nonetheless, the definition of the relative dispersion (Eq. 6.2 as defined in [167, 173, 174]) shows reduced additional CA dispersion in ever smaller arteries. However, the reason for this are not the reduced vessel diameters as suggested by previous CFD-studies [18, 22? -24] but rather the complex transport phenomena. Being dependent on the hemodynamic conditions, this behavior is less prounounced under stress than at rest, resulting in different amounts of MBF quantification errors in the resting and hyperemic state.

The analysis indicates several factors as the major determinants of the influence of CA dispersion on bolus-based perfusion quantification measurements. These are the distance the bolus has travelled as well as the regime of the flow velocities in the considered vascular tree (cf. Section 6.3.2). In addition to this, the importance of the careful choice of the parameters in the MBF fitting procedure with MMID4 is emphasized.

## Consequences for MRI Perfusion Measurements

Even though common Gadolinium-based MRI tracers are suspected to cause the risk of adverse reactions such as nephrogenic systemic fibrosis [79, 80, 208, 209, its usage in clinical settings is still of high interest due to the high resolution of MRI. Validation of MRI perfusion measurements on the basis of microsphere measurements (the experimental gold standard) shows good correlation with slight underestimation of MBF [5, 13, 89, 193, 194, 196]. The analyses performed in this work hint at the fact that this could be ascribed to the influence of the neglected CA bolus dispersion. Comparing results of myocardial MRI to PET measurements, the clinical gold standard for absolute perfusion quantification [8, 9], good correlations are found for MPR-values, however, only weak correlation for MBF [198]. It should be kept in mind that different tracers possess varying diffusion coefficients, also changing the observed dispersion effects [18, 129]. Accordingly, the effects described and analyzed here apply to the different imaging techniques, however, to varying degree depending on the applied CA's diffusion coefficient. In general, CA dispersion should thus be considered in all kinds of bolus-based perfusion measurements in the heart although also regarding other organs such as the kidney [210] or the prostate [211]. However, the detailed CFD analysis performed in [108] suggested that perfusion quantification errors were not nearly as pronounced in the brain.

These studies all give a good impression of the accuracy and validity of CE MRI perfusion measurements in comparison to other bolus-based techniques to assess MBF. It can be assumed that all these methods underlie the same bolus dispersion effects to varying degree. In order to fully understand and benchmark the findings of this as well as previous CFD analyses, a profound study is required, in which all data necessary for the simulations (e.g., several pressure and/or volume flow curves, AIF measurement) are retrieved in combination with an actual CE MRI perfusion measurement as well as a coronary angiography. In this regard, an additional perfusion measurement with a different technique (e.g., PET or microspheres) in the same individual (human or animal, respectively) would even allow for counterchecking of the simulations with different measurement techniques as well as between the imaging modalities with varying diffusion coefficients.

To ensure the relevance of future comparable CFD studies, it should be considered to extend the CFD simulations to integrate the arterial spin labelling technique [212-214] due to the adverse nephrological risks when CA is used. A first analysis of this kind was already performed in [108, yielding errors up to $100 \%$, further emphasizing the importance of a deep understanding of the observed dispersion effects, if bolus-based perfusion measurements are to be corrected for these distortions.

### 7.2 Outlook and Limitations

In order to carry on the analysis presented in this work and further improve its relevance, several different aspects could be integrated. The variability of the errors depending on the underlying MBF values might help to further optimize the fitting procedure itself. In addition, comparison with different procedures such as the Fermi model approach [8, 23, 215, 216], so-called singular value decomposition [217] or Tikhonov regularization as it is applied in cerebral imaging [218, 219] could be included in order to benchmark the observed perfusion quantification errors.

The complexity of the results from this work raises doubts that an error correction scheme accounting for CA dispersion effects, which contort dynamic bolus-based perfusion measurements is feasible. An error correction scheme based on the travelled distance as well as the flow velocities in the vessels would merely be usable for a rough approximation of these quantification errors. Moreover, these errors will vary between individual coronary vascular trees, further making it difficult to validate such an error correction framework in general. However, under the assumption that in general CA dispersion and subsequent errors in MBF and MPR quantification underlie the same phenomena in all vascular networks, the results from this work can well be used as a starting point for a machine or even a deep learning approach for the prediction of perfusion quantification errors in bolus-based measurements. Similar to its application in FFR prediction [154, $155,161,162$ or simply for the segmentation of cardiovascular 3D geometries [220-222] this represents a promising approach to tackle an error correction.

Owing to the comparable settings of the performed CFD simulations (cf. Chapter 3), all results presented here underlie similar limitations. One of these is the assumption of rigid walls in the simulations neglecting FSI due to fluid pressure inside the vessels as well as tissue pressure working from the outside on the vessel walls. Even though in [223, 224] no substantial influence of vessel wall motion on species transport was observed, this should be integrated in future studies. Particularly, if even smaller vessels are to be included, where effects of outside tissue pressure can even lead to complete collapse of the arteries (cf. Section 2.2.2]. Moroever, in [225] effects of motion of the cardiac arteries on the coronary hemodynamics are observed, especially in the setting of different degrees of stenosis. This implies that, in the case of pathologically altered vessels, influences on CA transport cannot be excluded beforehand, either.

Another simplification that is made in the simulations presented here is that CA is described by a mass concentration time curve within the blood. This implies that the tracer is considered not changing the blood's density, hence, neglecting the influence of effects such as friction, size and shape of the transported particles on the blood stream. Similar to [226], where the transport of emboli (blood clots, several millimeters in diameter) is modelled directly, the much smaller CA particles (diameters in the nano- and micrometer regime [227]) could be simulated as proper particles. Yet, this would require further assumptions and precise definition of shape, size and friction parameters within the blood stream as well as careful implementation of additional suitable transport mechanisms. Nonetheless, an analysis of transport of tracers with different diffusion coefficients on the vascular geometries from this work, as it was performed on an idealized geometry in [129, would also allow for
further interesting insights about the effects of dispersion in different bolus-based methods for quantification of perfusion.

A comparative study modelling the tracer as a soluble as well as separate particles could, hence, give further insights about the validity of the simulations where a tracer mass concentration in blood is assumed. Moreover, this approach would also shed some light about the transport of particles in the blood stream in general. Particularly concerning the application of drugs, the processes analyzed and described in this work are of high interest. This could help answering the question if administered medication in fact reaches the location where it is required, and furthermore, if the given dose is sufficient.

In this regard, a supplementary interesting addition to the matter treated in this work would consist in modelling of the downstream microvasculature behind the model outlets. This could be performed by an approach using Darcy's law to model diffusion of the transported particles in question through the tissue, as it can be done for interstitial microvascular flow modelling in tumors [228, 229]. In the case that this could be extended to additionally model tissue demands at the model outlets, this would represent an even more intriguing approach.

Finally, another conclusion to be drawn with regard to the analysis performed here concerns the long duration of the different steps and the high amount of user intervention. This concerns the preparation of the CFD simulations, including the manual segmentation of the 3D models as well as the preparation of the different files required for the BCs at the model inlets and outlets (volume flow and pressure curves, outlet resistances; cf. Section 3.2 and appendices A. 2 and A.3). These steps may be acceptable for a scientific study with the goal of gaining general insights about blood flow and particle transport processes in the coronary vasculature, as presented in this work. However, they are in their current form not feasible to be performed in parallel to an actual CE MRI perfusion measurement and thus be integrated into the clinical routine because they are too time-consuming. Moreover, the additional time for conduction of the actual simulations also has to be taken into account. In comparison to previous works, here, a considerable acceleration of the workflow is obtained by usage of the highly automatable volume discretization procedure presented in Section 3.3. Nonetheless, the workflow additionally needs further speed up in several aspects before it can be considered for clinical applications. Also here, approaches by use of deep or machine learning appear to be most promising in this regard.
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## Appendix

## A. 1 List of Abbreviations

AIF arterial input function
BC boundary condition
BV blood volume
CA contrast agent
CAD coronary artery disease
CE contrast-enhanced
CFD Computational Fluid Dynamics
CFL Courant-Friedrichs-Lewy
CFR coronary flow reserve
CT Computed Tomography
FFR Fractional Flow Reserve
FOV field of view
FSI fluid structure interactions
FVM Finite Volume Method
HPC High Performance Computing
iFR instantaneous wave-free ratio
LAD Left Anterior Descending
LCT left coronary tree
LCX Left Circumflex
LES Large Eddy Simulation
LHS left hand side
LMCA left main coronary artery

LUDS linear upwind differencing scheme
LV left ventricle
MBF myocardial blood flow
MPR myocardial perfusion reserve
MR magnetic resonance
MRI Magnetic Resonance Imaging
MTT mean transit time
MVTT mean vascular transit time
NMR nuclear magnetic resonance
PET Positron Emission Tomography
PIMPLE Combination of $\mathrm{PI}(\mathrm{SO})$ and (SI)MPLE algorithm
PISO Pressure-Implicit with Splitting of Operators
RCA right coronary artery
RCT right coronary tree
$\mathbf{R D}$ relative dispersion
RF radio frequency
RHS right hand side
RV right ventricle
SIMPLE Semi-Implicit Method for Pressure Linked Equations
SPECT Single-Photon Emission Computed Tomography
TBF tissue blood flow
UDS upwind differencing scheme
VBF volume blood flow
VTF vascular transport function

## A. 2 Used C++-programs

## capillaryPressure.cpp

The C++-program capillaryPressure.cpp calculates how the electrical circuit described in Section 3.2 behaves.

First, required libraries and namespace are loaded:

```
#include <iostream>
#define _USE_MATH_DEFINES
#include <math.h>
#include <stdio.h>
#include < fstream>
#include <sstream>
#include <stdint.h>
#include <string>
using namespace std;
```

The function changingCapacitorVoltage is defined, which depends on six variables:

- timeIncrement: $\Delta t$, incremental change of time variable,
- previousVoltage: $U(t-\Delta t)$, initial voltage across capacitor,
- current: $I(t)$, current flowing through capacitor at time $t$,
- previousCurrent: $I(t-\Delta t)$, current flowing through capacitor at time $t-\Delta t$,
- capacity: $C$, capacity of capacitor in circuit (i.e. compliance of the vessels within tissue),
- density: $\rho$, density of fluid.

Based on the initial voltage $U(t-\Delta t)$, the voltage across the capacitor at time $t, U(t)$ is returned according to eq. pC.

```
double changingCapacitorVoltage(double timeIncrement, double previousVoltage,
        double current, double previousCurrent, double capacity, double density)
{
    double result=0;
    result = previousVoltage + 1/capacity * (current - previousCurrent)/2 *
        timeIncrement/density;
    return result;
}
```

Next a function to count the number of lines in a file is defined:

```
int getNumberOfLines(string file) // function to obtain number of Lines from File
        with myocardial Pressure. Name of file is inserted in command line when programm
        is executed.
{
    int number_of_lines=0;
    string line;
    ifstream myfile(file.c_str());
    if(myfile.is_open())
    {
        while(!myfile.eof())
        {
            {
                getline(myfile,line);
            if (line.empty()) // make sure, only non-blank lines are counted!
            {
                        cout << "Empty line." << endl;
            }
            else
            {
```

```
// cout << line << endl;
                number_of_lines++;
            }
        }
        }
        myfile.close();
    }
// cout << "Number of lines in " << file << " is " << number_of_lines << endl;
    return number_of_lines;
}
```

The main program starts．A boolean stressRestState is defined by user intervention to distinguish between stress and rest state．Arterial，capillary and venous resistances as well as corresponding vessel compliance（cf．eq．3．8）are defined with ratios according to their contribution to the total vascular flow resistance as described in Section 3．2．Since this program is devised to return pressures at mid－capillary level，the values are chosen to reflect the full vascular tree as in fig．3．3．

```
int main()
    bool stressRestState;
    double R_arterial \(=345.6 \mathrm{e} 8, \quad \mathrm{R}_{\text {_ }}\) capillary \(1=72 \mathrm{e} 8, \quad \mathrm{R}_{\text {_ctapillary }} 2=72 \mathrm{e} 8, \quad \mathrm{R}\) _venous \(=86.4 \mathrm{e} 8\);
    double capacitance \(=0\);
```



```
    cin \(\gg\) stressRestState;
    if (stressRestState \(=0)\)
    \{
        cout << " „REST_STATE! „" << endl;
        capacitance \(=2.75 \mathrm{e}-11\);
        cout \(\ll\) "total』arterial』resistance_R_arterial:」" \(\ll R_{-}\)arterial \(\ll " \_\)kg \(/\left(m^{\wedge} 4 * s\right)\)
            \(" \ll\) endl
```



```
                )." << endl
```



```
                    )." << endl
            \(\ll\) "venous_Resistance:_R_venous: „" \(\ll\) R_venous \(\ll\) " \(\quad\) kg / (m^ \(4 *\) s) ." \(\ll\) endl
            \(\ll\) "compliance_of_intramyocardial_vessels: _capacitance: „" \(\ll\) capacitance
                    \(\ll " . \mathrm{m}^{\wedge} 4 * \mathrm{~s}^{\wedge} 2 / \mathrm{kg} . " \ll\) endl;
    \}
```

If the calculations are performed for the stress state，resistance and compliance values are reduced according to［48］．

```
else if(stressRestState = 1)
{
    cout << " -STRESS_STATE!." << endl;
    capacitance = 6.75e-11;
    R_arterial *= 0.25;//estimated total resistance of one artery in model and
        arterioles behind
        R_capillary1 = 72e8; //capillary resistance does not change under stress!
        R_capillary2 = 72e8;
    R_venous *=0.02;
    cout << "total_arterial_resistance_R_arterial:_" << R_arterial << " -kg/(m^ 4*s) _
        (reduced_by_86%)." << endl
            << "capillary_Resistance_1:_R_capillary 1:„" << R_capillary 1 << " |kg/(m^ 4*s
                )-(unchanged)." << endl
            << "capillary_Resistance_2:„R_capillary 2:„" << R_capillary 2 << " „kg/(m^ 4*s
                )-(unchanged)." << endl
            << "venous_Resistance:_R_venous:" << R_venous << "_kg/(m^ 4*s)_(reduced_by_
                98%)." << endl
            << "compliance_of_intramyocardial\_vessels:_capacitance:„"<< capacitance
                << " m^4*s^2/kg." << endl;
}
```

Previously defined files with timesptes of ventricular and aorta pressure are stored in according arrays．For simulations with incompressible fluids（like blood），in OpenFOAM， the pressure is scaled by the fluid＇s density，$p \rightarrow p / \rho$ ．Accordingly，the pressure values in the files must be adapted．

```
int numberOfTimesteps;
    string filename;
    cout << "What_is_the_name_of_the_input-File_with_ventricular_pressure_timesteps_
    for_one_cycle_(list _WITHOUT_times!!)?" << endl;
    cin >> filename;
    string filename1;
    cout << "What_is_the_name_of_the_input-File_with_inlet_pressure_timesteps_for_one
    _cycle_(list_WITHOUT_times!!)?" << endl;
    cin >> filename1;
    numberOfTimesteps = getNumberOfLines(filename);
    cout << "Number_of_timesteps_in_ventricular_pressure_file_is:_"><<
        numberOfTimesteps << endl;
    double myocardialPressureArray [numberOfTimesteps];
// readin of pressure timesteps from file into myocardialPressureArray
    ifstream infile(filename.c_str());
    int s=0;
    string line;
    stringstream Str;
    if(infile.is_open())
{
    while(!infile.eof())
    {
        {
            getline(infile, line);
            if (line.empty()) //make sure empty lines are not read into array.
                cout << "Empty line." << endl;
            }
            else
            {
                Str << line;
                Str >> myocardialPressureArray [s];
                Str.clear(); // Stringstream needs to be cleared in order to be written
                    correctly in next step.
                s++;
            }
        }
    }
    infile.close();
}
double inletPressureArray [numberOfTimesteps];
// readin of inlet pressure timesteps from file into inletPressureArray
    ifstream infile1(filename1.c_str());
    int t=0;
    string line1;
    stringstream Str1;
    if(infile1. is_open())
    {
        while(!infile1.eof())
        {
            {
                getline(infile1, line1);
            if (line1.empty()) //make sure empty lines are not read into array.
            {
                cout << "Empty line." << endl;
            }
            else
            {
                    Str1 << line1;
                    Str1 >> inletPressureArray [t];
                    Str1.clear(); // Stringstream needs to be cleared in order to be written
                    correctly in next step.
                    cout << "inletPressureArray" << s<< ":" << inletPressureArray[t] <<
    endl;
```

```
}
    }
    infile1.close();
}
```

The variable timeStepSize (i.e. $\Delta t$ ) is defined based on cardiac cycle duration.

```
double cycleDuration = 0;
cout << "Insert_cardiac_cycle_duration_(in_s): „" << endl;
cin >> cycleDuration;
double timeStepSize=0;
timeStepSize = cycleDuration/numberOfTimesteps;
cout << "time_step_size_is:^" << timeStepSize << "_s" << endl;
```

The density of blood is chosen as $1060 \mathrm{~kg} / \mathrm{m}^{3}$.

```
double rho=1060;
cout << "_density_rho:." << rho << " _kg/m^3.."" << endl;
```

A termination criterion is defined to check if periodicity of the system is reached. Usually periodicity is reached between three to five cycles.

```
    // choose tolerance for termination criterion
double tolerance = 0.005;
cout << "termination_criterion_for_capacitor„pressure_is " << tolerance << " m^2/
    s^2,_corresponding_to^~" << tolerance*rho << " „kg/(m*s^2) „or_~" << tolerance*
    rho/133.322 << " mmHg..." << endl;
int maxNumberOfCycles=50;
cout << "maximum_number_of_cycles_to_compute_before_automatic\_termination:_" <<
    maxNumberOfCycles << "." << endl;
/ maxNumberOfIterations = maxNumberOfCycles*numberOfTimesteps;
```

The variable capacitorVoltage [] [] is initialized to store the voltage across the capacitor. To start, an initial voltage is required as eq. 3.2 suggests.

```
double capacitorVoltage[maxNumberOfCycles][numberOfTimesteps];
cout << "Enter_initial_capacitor_voltage_in_m^2/s^2:_" << endl;
cin >> capacitorVoltage[0][numberOfTimesteps - 1];
```

Since the considered blood flow circuit disembogues into the atrium (cf. Section 3.2), mean atrial pressure is assigned as the lowest potential in the circuit.

```
double meanRightAtrialPressure = 0;
```



```
    ~~ -0.47 m^^2/ s ^2" << endl;
cin >> meanRightAtrialPressure;
cout << "meanRightAtrialPressure: "" << meanRightAtrialPressure << " m^2/s^2." <<
    endl;
```

Arrays, which contain flow values in the three branches of the circuit are defined. Initial flow values at time $t-\Delta t$ have to be calculated according to the chosen initial capacitor voltage.

```
double modelCurrent[numberOfTimesteps], venousCurrent[numberOfTimesteps],
    capacitorCurrent[numberOfTimesteps]; //required for computation of new
    capacitorVoltage. all currents are positive in direction of the mutual node of
        the three branches. All three currents should add to zero!
modelCurrent[numberOfTimesteps - 1] = rho*(inletPressureArray [numberOfTimesteps - 1]
    - (myocardialPressureArray [numberOfTimesteps - 1] + capacitorVoltage [0][
    numberOfTimesteps - 1])) /( R_arterial + R_capillary 1);
venousCurrent[numberOfTimesteps - 1] = rho*(meanRightAtrialPressure - (
    myocardialPressureArray [numberOfTimesteps - 1] + capacitorVoltage [0][
    numberOfTimesteps -1]))/( R_capillary2 + R_venous);
```

```
capacitorCurrent[numberOfTimesteps - 1] = - modelCurrent[numberOfTimesteps - 1] -
    venousCurrent [numberOfTimesteps - 1];
cout << "initial_modelCurrent\_(volume\_flow):\triangleleft" << modelCurrent[numberOfTimesteps
    -1]<<" m^3/s." << endl;
cout << "initial_venousCurrent\lrcorner(volume\triangleleftflow):^" << venousCurrent[
    numberOfTimesteps - 1] << " -m^3/s." << endl;
cout << "initial_capacitorCurrent_(volume_flow):^" << capacitorCurrent[
    numberOfTimesteps -1] << " _m^3/s." << endl;
```

Output streams for the results and a control file are defined.

```
ofstream output;
ofstream output2;
output.open ("control.txt");
```

The following for-loop creates scaled myocardial pressure value arrays for different locations between epi- to endocardium (scaling factor 0.65 to 1.25 , according to [96].

```
// for loop for different capillaryPressureTimestepFiles :
    double tmpMyocardialPressureArray[numberOfTimesteps];
    double myocardialPressureScalingFactor=0;
    for(int K=0; K<7; K++)
    {
        cout << "myocardialPressureScalingFactor: "" << 0.65+K*0.1 << ".." << endl;
        std::stringstream numberedFilenames2;
        std::stringstream numberedFilenames;
        myocardialPressureScalingFactor = 0.65+K*0.1;
        numberedFilenames << "capillaryPressureTimesteps" <<
        myocardialPressureScalingFactor*100 << ".txt";
    numberedFilenames2 << "capacitorPressureTimesteps" <<
        myocardialPressureScalingFactor*100 << ".txt";
    ofstream finalOutput(numberedFilenames.str().c_str());
    ofstream finalOutput2(numberedFilenames2.str().c_str());
    for(int L=0; L<numberOfTimesteps; L++)
    {
        tmpMyocardialPressureArray [L]= myocardialPressureScalingFactor*
            myocardialPressureArray [L];
    }
```

A boolean is intialized for periodicity checking. Several for-loops for the actual calculations follow.

```
bool isBreak = false;
for(int cycleCounter=0; cycleCounter < maxNumberOfCycles; cycleCounter++)
{
    for(int timeCounter=0;timeCounter < numberOfTimesteps; timeCounter ++)
    {
```

With the help of the array deviation[], periodicity is assessed between all time steps of two subsequent cycles.

```
// check if periodicity to desired tolerance has occurred in subsequent cycles
    if(cycleCounter > 1)
    {
    if(timeCounter = numberOfTimesteps - 1)
    {
        output << "timeCounter_is_" << timeCounter << ",_the_end_of_for-loop_is_
            reached._checking_for_periodicity." << endl; //remainder << endl;
        double deviation[numberOfTimesteps];
        double maxDeviation=0;
        int timestepOfMaxDeviation=0;
        for(int r=0; r<numberOfTimesteps; r++)
        {
            deviation[r] = fabs(capacitorVoltage[cycleCounter - 2][r] - capacitorVoltage[
                cycleCounter - 1][r]);
```

```
output << "_capacitorVoltage_cycle_" << cycleCounter - 2 << "_timeCounter_"
    << r<< ":^" << capacitorVoltage[cycleCounter - 2][r] << endl;
output << "„capacitorVoltage„cycle„" << cycleCounter - 1 << "„timeCounter_"
    << r << ": ""<< capacitorVoltage[cycleCounter - 1][r] << endl;
        if(deviation [r] > maxDeviation)
    {
        maxDeviation = deviation [r];
        timestepOfMaxDeviation = r;
        output << "„maxDeviation`" << maxDeviation << "„newly_set\_at\_timestep „"
                << r << endl;
    }
```



```
    << ":-" << deviation[r] << endl;
output << "_maxDeviation_at_cycle„" << cycleCounter-1 << "„timeCounter_" <<
    timestepOfMaxDeviation << ":_" << maxDeviation << endl;
}
```

If periodicity is reached，the myocardial pressure values at pre－capillary level are written to disk for the full cycle and a boolean isBreak is set to true．

```
if(maxDeviation < tolerance)
    {
    output << "maxDeviation_is\_smaller_than_desired_tolerance\triangleleftafter\triangleleft" <<
            cycleCounter - 1 << " cycles._Write_resulting_capacitor_PPressures_and_
            capillaryPressure^(BETWEEN_ARTERIOLES_AND_CAPILLARIES!!) &in_file &and_
            leave!⿱"<< endl;
        for(int s=0; s<numberOfTimesteps; s++)
        {
        if (K==4)
        {
            output2 << s*timeStepSize << " "><< capacitorVoltage[cycleCounter - 1][s]
                << endl;
        }
        finalOutput << tmpMyocardialPressureArray[s] + capacitorVoltage[
            cycleCounter - 1][s] + (R_capillary 1/(R_arterial + R_capillary 1)* (
            inletPressureArray [s] - (tmpMyocardialPressureArray[s] +
            capacitorVoltage[cycleCounter - 1][s])))}<<< endl
        finalOutput2 << capacitorVoltage[cycleCounter - 1][s] << endl;
        }
        isBreak = true;
        cout << "terminationьcriterionьfulfilled„afterьcycle:ь" << cycleCounter <<
            "._" << endl;
}
else
{
    output << "』maxDeviation\_=\lrcorner" << maxDeviation << " _is_larger\triangleleftthan\lrcornerdesired_
        tolerance_" << tolerance << " -at_timestep_" << timestepOfMaxDeviation <<
        "ょwithinьcycle, ьgoьon!ь" << endl;
    }
}
```

The intramyocardial pressure values used for the calculations are written to the control file．

```
output << "intraMyocardialPressureArray_value_at_time_" << timeCounter*
    timeStepSize << " is: "" << tmpMyocardialPressureArray[timeCounter] << endl
    t.
```

The calculation of the capacitor voltage $U(t)$ according to eq． 3.2 is performed by calling the initially defined function changingCapacitorVoltage．

```
    capacitorVoltage[cycleCounter][timeCounter] = changingCapacitorVoltage(
    timeStepSize, capacitorVoltage[cycleCounter][timeCounter-1],
rho*(inletPressureArray[timeCounter] - (tmpMyocardialPressureArray[timeCounter] +
    capacitorVoltage[cycleCounter][timeCounter - 1]))/(R_arterial + R_capillary1) +
    rho*(meanRightAtrialPressure - (tmpMyocardialPressureArray[timeCounter] +
    capacitorVoltage[cycleCounter][timeCounter - 1]))/(R_capillary2 + R_venous),
capacitorCurrent[timeCounter - 1],
```

```
capacitance,
```

rho) ;

The corresponding new flow values in the three circuit branches are calculated and written to the control file.

```
    modelCurrent[timeCounter] = rho*(inletPressureArray[timeCounter] - (
        tmpMyocardialPressureArray[timeCounter] + capacitorVoltage[cycleCounter][
        timeCounter - 1]))}/(\mp@subsup{R}{_}{\prime}\mathrm{ arterial + R_capillary1);
    venousCurrent[timeCounter] = rho*(meanRightAtrialPressure - (
        tmpMyocardialPressureArray[timeCounter] + capacitorVoltage [cycleCounter][
        timeCounter - 1]))/( R_capillary2 + R_venous);
    capacitorCurrent[timeCounter] = - modelCurrent[timeCounter] - venousCurrent[
        timeCounter ];
    output << "modelCurrent: -" << modelCurrent[timeCounter] << endl;
    output << "venousCurrent:-" << venousCurrent[timeCounter] << endl;
    output << "capacitorCurrent: >" << capacitorCurrent[timeCounter] << endl;
output.precision(10);
output << "capacitorVoltage_at_time_" << timeCounter*timeStepSize <<< "_in_cycle_"
    << cycleCounter << " |is:^" << capacitorVoltage[cycleCounter][timeCounter] <<
    endl;
}
```

If periodicity is reached, the computation is stopped, otherwise, it goes on.

```
if (isBreak = true)
{
    break;
}
}
    numberedFilenames.clear();
    }
    output2.close();
    output.close();
    return 0;
```

\}

## scalingLawResistance.cpp

Based on assumptions about the self-similarity of the coronary vascular tree (cf. Section 3.2) the C++-program scalingLawResistance.cpp calculates the flow resistances of vascular crowns associated to outlet radii of a 3D vascular geometry.

First required libraries and namespace are loaded similarly to Section A. 2 and several general functions are defined.

```
#include <iostream>
#define _USE_MATH_DEFINES
#include <math.h>
#include <stdio.h>
#include < fstream>
#include <sstream>
#include <stdint.h>
#include <string>
using namespace std;
int getNumberOfOutlets(string file) // function to obtain number of outlets from
    file with listed outlet radii. Name of file is inserted in command line when
    programm is executed.
{
    int number_of_lines=0;
    string line;
    ifstream myfile(file.c_str());
    if(myfile.is_open())
    {
```

```
        while(!myfile.eof())
        {
            {
            getline(myfile, line)
            if (line.empty()) // make sure, only non-blank lines are counted!
            {
                cout << "Empty line." << endl;
            }
            else
            {
                cout << line << endl;
                number_of_lines++;
            }
        }
        }
        myfile.close();
    }
// cout << "Number of lines in "<< file<< " is "<< number_of_lines << endl;
    return number_of_lines;
}
double readFile(string fileName, double array[])
{
    ifstream infile(fileName.c_str());
    int s=1;
    string line;
    stringstream Str;
    if(infile.is_open())
    {
        while(!infile.eof())
        {
            {
                getline(infile, line);
                if (line.empty()) //make sure empty lines are not read into array.
            {
                cout << "Empty line."<< endl;
            }
            else
            {
                Str << line;
                Str >> array[s];
                Str.clear(); // Stringstream needs to be cleared in order to be written
                    correctly in next step.
                    cout << "outletRadius" << s << ":"<< outletRadiusArray[s]<< endl;
                s++;
            }
            }
        }
        infile.close();
    }
    return 0;
```

\}

The function MU_app_rel is defined to account for changes of blood viscosity depending on vessel diameter according to [104].

```
double MU_app_rel(double diameter) // apparent relative blood viscosity after Pries
        , diameter in micrometers required
    double result = 0;
        result =220* exp (-1.3*diameter) + 3.2-2.44* exp (-0.06*pow(diameter ,
            0.645));
// cout << "mu_rel = " << result << endl;
    return result;
}
```

Several variables and arrays are initialized in the main function. Please see the in-code comments for explanations. File names containing required data are defined.

```
int main()
{
    int N_outlets = 0; //#outlets
    int N_orders=11; //#vessel orders
    double lengthArray[N_orders]; //lengths of vessels in orders
    double maxDiameterArray[N_orders];// maximum diameter in order
    double meanDiameterArray[N_orders];// mean diameters in order
    double volumeArray[N_outlets];//vessel volume between inlet and outlet
    double numberOfVesselsArray[N_orders];//#vessels in order
    double distanceArray[N_outlets];// distance between inlet and outlet
    //calculated variables
    double inletDiameter = 0;
    double diameterScaleRatio = 0;
    double sumLength[N_outlets];
    double equivalentResistance[N_outlets];
    string filename1;
    //values from Kassab et al, 1997
    string filename2 = "lengths.txt";
    string filename3 = "maxDiameters.txt";
    string filename4 = "meanDiameters.txt";
    string filename5 = "numbers.txt";
    //values computed by separate script
    string filename6 = "distances.txt";
    string filename7 = "volumes.txt";
// choose input file with list of outlet radii (in mm)
    cout << "What_is_the_name_of_the_input-File_with_outlet-radii_in_millimeters?" <<
        endl;
    cin >> filename1;
    N_outlets = getNumberOfOutlets(filename1);
    cout << "Number_of_outlets_is:^" << N_outlets << endl;
```

Arrays to store arterial, capillary and venous resistances are initialized. The values are calculated using the above variables and arrays.

```
// arrays for resistances and outletradii are created
    double resistanceFractionArray[N_outlets];
    double finalVesselResistanceArray[N_outlets];
    double capillaryResistanceArray[N_outlets];
    double venousResistanceArray[N_outlets];
    double outletRadiusArray[N_outlets];
// readin of outletradii from file into outletRadiusArray
    readFile(filename1, outletRadiusArray);
    for(int i=1; i<=N_outlets; ++i)
    {
        cout << "OutletRadius" << i << ",is_"" << outletRadiusArray[i] << endl;
    }
```



```
        filename2 << endl;
    cout << "name\_of^the_input-File\_with_max-diameter_in_micrometers:^" << filename3
        << endl;
    cout << "name_of_the_input-File_with_mean-diameters_in_micrometers:^" <<
        filename4 << endl;
    cout << "name\_of^the_input-File^with_number_of_vessels_in\_orders:^"}<<< filename
        << endl;
    cout << "name\_of_input-File&with_distances\_between_inlet_and_outlets\_in_
        millimeters:^" << filename6 << endl;
```



```
        << filename7 << endl;
    cout << "Please\_insert_inlet_diameter_of^the_model_in_micrometers" << endl;
    cin >> inletDiameter;
```

The read-in of the required data from files is executed.

```
readFile(filename2, lengthArray);
readFile(filename3, maxDiameterArray);
readFile(filename4, meanDiameterArray);
readFile(filename5, numberOfVesselsArray);
readFile(filename6, distanceArray);
readFile(filename7, volumeArray);
```

Since the inlet diameter of the 3D geometry can deviate from the largest diameter in [97], the scaling factor diameterScaleRatio is set.

```
diameterScaleRatio = inletDiameter/maxDiameterArray [N_orders ];
cout << "inletDiameter:_" << inletDiameter/1000 << " mm." << endl;
cout << "diameterScaleRatio:^" << diameterScaleRatio << endl;
for(int i=1; i<=N_orders; ++i)
{
    cout << "length„inьorder" << i << " is " << lengthArray[i] << endl;
}
for(int i=1; i<=N_orders; ++i)
{
    cout << "maxDiameter_in_order" << i << "\triangleleftis_" << maxDiameterArray[i] << endl;
}
for(int i=1; i<=N_orders; ++i)
{
    cout << "meanDiameter_in_order" << i << "_is_"" << meanDiameterArray[i] << endl;
}
for(int i=1; i<=N_outlets; ++i)
{
```



```
        endl;
}
for(int i=1; i<=N_orders; ++i)
{
    cout << "number_in_order" << i << "_is "" << numberOfVesselsArray[i] << endl;
}
for(int i=1; i<=N_outlets; ++i)
{
```



```
}
```

The variable stressRestScaleFactor is set by user input.

```
double stressRestScaleFactor = 1;
```



```
    1.15):" << endl;
cin >> stressRestScaleFactor;
cout << "stressRestScaleFactor:^" << stressRestScaleFactor << endl;
```

The arithmetic mean of the distances between inlet and outlets is calculated. The values for standard viscosity [120] and blood density [122] are set.

```
double sumDistances = 0;
double meanDistance=0;
for(int n=1; n<=N_outlets; ++n)
{
    sumDistances=distanceArray [n];
}
meanDistance=sumDistances / N_outlets ;
cout << "mean\_distance_is:\triangleleft" << meanDistance << endl;
double mu_0=0.0046, rho=1060;
cout << "Standard_viscosity_is:^" << mu_0<<< "_kg/(m*s)_" << endl;
cout << "density_is:„" << rho << " vkg/m^3_" << endl;
```

The array numberOfVesselsScaling is defined to estimate the number of vessels downstream of all outlets. Since the numbers of vessels per order are given by discrete numbers [97], this variable is interpolated linearly depending on the outlet's radius.

```
double numberOfVesselsScaling[N_outlets];
for(int r=1; r<=N_outlets; r++)
{
for(int i=1; i<=N_orders; ++i)
{
    if (2*outletRadiusArray [r]*1000 > diameterScaleRatio*meanDiameterArray [i - 1] &&
        2*outletRadiusArray [r]*1000< diameterScaleRatio *meanDiameterArray [i])
    {
        cout << "outletDiameter" << r << " is_smaller than maxDiameter&at„order " <<
            i << " -but\_larger_than_maxDiameter_at_order_" << i - < << endl;
        numberOfVesselsScaling[r] = numberOfVesselsArray[i - 1] + (numberOfVesselsArray
            [i] - numberOfVesselsArray [i-1])/(diameterScaleRatio*meanDiameterArray [i]
            - diameterScaleRatio *meanDiameterArray[i-1])*((2*outletRadiusArray [r
            ]*1000) - diameterScaleRatio*meanDiameterArray [i - 1]);
    }
}
    cout << "numberOfVesselsScaling_at_outlet" << r << ":_" <<
        numberOfVesselsScaling[r] << endl;
}
```

Approximations for the flow resistances between inlet and each outlet are made under the assumption of laminar flow through a tube with length and volume given by the program described in Section A. $2^{1}$

```
for(int i=1; i<=N_outlets; i++)
{
    double result=0;
    equivalentResistance [i] = 0;
    result=8*M_PI*mu_0*MU_app_rel((inletDiameter + 2* 1000*outletRadiusArray [i])/2)
        /3.2
    * pow(0.001*distanceArray[i],3)
    / (pow(volumeArray[i],2));
    equivalentResistance[i]=result;
cout << "vessel_Resistance_@_outlet" << i << "&is:^" << equivalentResistance[i]
        << endl;
}
```

Output streams and further variables required to compute the crown resistances are defined.

```
ofstream output("finalVesselResistances.txt");
ofstream output4("venousResistances.txt");
double fullTreeCumulativeLength = 0;//cumulative length of all vessels in full
    coronary tree, from most proximal stem radius to smallest arteriolar (pre-
    capillary) vessels
double resistanceScalingConstant = 0;
double maxResistance = 0;
```

The cumulative length of the full coronary tree, which includes all vessels from the most proximal stem radius (inlet) to the smallest arteriolar (i.e. pre-capillary) vessels is computed.

```
for(int i=1; i<=N_orders; ++i)
{
    fullTreeCumulativeLength += numberOfVesselsArray[i]*0.001*lengthArray[i];
}
cout << "Cumulative_length_of_total_vascular_tree_(all_orders_1-11)_is:-
    fullTreeCumulativeLength`" << fullTreeCumulativeLength << " m" << endl;
```

[^23]The same is computed for all vascular trees with the outlet radii as their stem and the associated numbers of vessels scaled by numberOfVesselsScaling.

```
cumulativeCrownLengths[N_outlets];
for(int t=1; t<=N_outlets; ++t)
{
cumulativeCrownLengths[t] = 0;
for(int l=1; l<=N_orders; ++l)
{
    if(2*outletRadiusArray[t]*1000 > diameterScaleRatio*maxDiameterArray [l])
    {
        cumulativeCrownLengths[t] += numberOfVesselsArray[l]/numberOfVesselsScaling[t
                ] *0.001*lengthArray[1]*diameterScaleRatio ;
    }
}
}
for(int t=1; t<=N_outlets; ++t)
{
    cout << "cumulativeCrownLength_@_outlet" << t << ":』" << cumulativeCrownLengths
        [t] << " m." << endl;
}
```

Several required variables are defined and some require to be set by user intervention.

```
double meanInletPressure = 0;
double meanRightAtrialPressure = 0.47, meanArterialPressureLoss = 0,
    meanModelVolumeFlow = 0, meanCapillaryPressure = 0;
cout << "Is\_this_human_or\_pig_data?_Enter_0_for_pig,_1_for_human._" << endl;
bool humanOrPig;
double stemFlowCrownLengthScaling = 0; // proportionality of stem flow to crown
        length
cin >> humanOrPig;
if(humanOrPig == 0)
{
    stemFlowCrownLengthScaling = 6E-9; // Factor 6E-9 m^3/(s*m) is
        stemFlowCrownLengthScaling for pigs from Zhou et al, PhysMedBiol 1999
}
```

The variable stemFlowCrownLengthScaling is taken from [98], which is based on pig data. In order to approximate this for human data, the factor is further scaled with diameterScaleRatio. ${ }^{2}$

```
else //humanOrPig== 1
{
    stemFlowCrownLengthScaling = 6E-9 * pow(diameterScaleRatio,2.333); //Factor 6E
        -9 m^3/(s*m) is stemFlowCrownLengthScaling for pigs from Zhou et al,
        PhysMedBiol 1999
}
cout << "What_is_mean_inlet_Pressure_@rest_in\_m^2/s^2?" << endl;
cin >> meanInletPressure;
cout << "Enter_mean_capillary_pressure\_in_m^2/s^2:"<< endl;
cin >> meanCapillaryPressure;//requires mean value from PRE-capillaryPressure
cout << "meanInletPressure: " < < meanInletPressure << " m^2/s^2." << endl;
cout << "meanCapillaryPressure:_" << meanCapillaryPressure << "m^2/s^2."<< endl
cout <<< "stemFlow CrownLengthScaliing:_" << stemFlow CrownLengthScaling << "_m^2/s.
    "<< endl;
```

The mean flow through the full 3D geometry (meanModelVolumeFlow is estimated according to eq. 3.7 and adjusted according to stress or rest state.

```
meanModelVolumeFlow = stemFlowCrownLengthScaling * fullTreeCumulativeLength;
```

[^24]```
if(stressRestScaleFactor==1)
{
meanArterialPressureLoss = meanInletPressure - meanCapillaryPressure; //fraction
    of pressure loss across arteries/arterioles in coronary vasculature. stress or
        rest state already accounted for in meanCapillaryPressure
}
else if(stressRestScaleFactor ==1.15)
{
meanArterialPressureLoss = meanInletPressure - meanCapillaryPressure; //fraction
    of pressure loss across arteries/arterioles in coronary vasculature. stress or
        rest state already accounted for in meanCapillaryPressure
meanModelVolumeFlow *= 4; //increased blood flow at stress
}
cout << "meanArterialPressureLoss: "" << meanArterialPressureLoss << endl;
cout << "meanModelVolumeFlow: „" << meanModelVolumeFlow << " _m^3/s." << endl;
```

Finally, an estimate for the resistance of the full vascular tree from the most proximal stem diameter to the smallest pre-capillary arterioles is made as required by eq. 3.6. Subsequently, the resistanceScalingConstant $\left(=\right.$ const $_{R}$ from eq. 3.4 is computed.

```
maxResistance = rho * meanArterialPressureLoss / meanModelVolumeFlow;
cout << "maxResistance:„" << maxResistance << " _kg/(m^ 4*s)" << endl;
resistanceScalingConstant = maxResistance * pow(inletDiameter/1000000,4) /
    fullTreeCumulativeLength;
cout << "resistanceScalingConstant:_R_max*D_max^4/L_max:_" <<
    resistanceScalingConstant << " "kg/(m*s)" << endl;
```

The array crownResistanceArray [] is defined to store the desired outlet resistances calculated by eq. 3.4. The ratios of arterial, capillary and venous resistances are estimated by their contributions to total vascular resistance as stated in [48, 99],

$$
\begin{array}{llll}
\text { Rest: } & R_{A r t} \sim 0.6 \cdot R_{t o t}, & R_{C a p} \sim 0.25 \cdot R_{t o t}, & R_{V e n} \sim 0.15 \cdot R_{t o t} \\
\text { Stress: } & \sim 0.14 \cdot R_{A r t}, & \sim R_{C a p}, & \sim 0.02 \cdot R_{V e n}
\end{array}
$$

```
double crownResistanceArray [N_outlets];
for(int r=1; r<=N_outlets; ++r)
{
crownResistanceArray[r] = resistanceScalingConstant * cumulativeCrownLengths[r]/(
    pow(2*0.001*outletRadiusArray [r],4));
finalVesselResistanceArray[r] = crownResistanceArray[r];
cout << "crownResistance_@_outlet" << r << ":-" << finalVesselResistanceArray[r]
    << endl; ;
if(stressRestScaleFactor==1)
{
capillaryResistanceArray [r] = finalVesselResistanceArray [r]/5;
}
else if(stressRestScaleFactor==1.15)
{
capillaryResistanceArray[r] = finalVesselResistanceArray [r]*1.44;
}
cout << "capillaryResistance_@_outlet" << r << ":_" << capillaryResistanceArray[r
    ] << endl;
finalVesselResistanceArray[r] += capillaryResistanceArray[r] +
    equivalentResistance[r];
```



```
    equivalentResistance_before_outlet_is:_" << finalVesselResistanceArray[r] <<
    endl;
if(stressRestScaleFactor==1)
{
venousResistanceArray [r] = capillaryResistanceArray [r] + 1.2*
    capillaryResistanceArray [r];
}
else if(stressRestScaleFactor ==1.15)
{
```

```
    venousResistanceArray[r] = capillaryResistanceArray [r] + 0.03*
        capillaryResistanceArray [r];
}
cout << "capillary_+_venous_Resistance_@_outlet" << r << ":_" <<
    venousResistanceArray [r] << endl;
// store resistances in textfile:
    output.precision (10);
    output4.precision (10);
    output << finalVesselResistanceArray[r] << endl;
    output4 << venousResistanceArray[r] << endl;
}
return 0
```


## outletFlows.cpp

The following C++-program outletFlows.cpp gives an estimation of how volume blood flow through a 3D model behaves. It is based on the boundary condition described in Section 3.2 and possesses several similar elements as the program capillaryPressure.cpp (cf. Section A.2). In the following, selected steps are presented in detail.

First, the required libraries and namespace are loaded:

```
#include <iostream>
#define _USE_MATH_DEFINES
#include <math.h>
#include <stdio.h>
#include < fstream>
#include <sstream>
#include <stdint.h>
#include <string>
using namespace std;
```

The same function changingCapacitorVoltage as in capillaryPressure.cpp is defined to reflect eq. 3.2, which describes how the voltage across a capacitor behaves.

```
double changingCapacitorVoltage(double timeIncrement, double previousVoltage,
    double current, double previousCurrent, double capacity, double density)
    double result=0;
    result = previousVoltage + 1/capacity * (current - previousCurrent)/2 *
        timeIncrement/density;
    return result;
```

Several functions are defined to retrieve required data from input files.

```
int getNumberOfLines(string file) // function to obtain number of Lines from File
        with myocardial Pressure. Name of file is inserted in command line when programm
        is executed.
{
    int number_of_lines=0;
    string line;
    ifstream myfile(file.c_str());
    if(myfile.is_open())
    {
        while(!myfile.eof())
        {
            {
                getline(myfile,line)
            if (line.empty()) // make sure, only non-blank lines are counted!
            {
                        cout << "Empty line." << endl;
            }
            else
            {
```

```
// cout << line << endl;
                number_of_lines++;
            }
        }
        }
        myfile.close();
    }
// cout << "Number of lines in "<< file << " is "<< number_of_lines << endl;
    return number_of_lines;
}
double readFile(string fileName, double array[], int s)
{
    ifstream infile(fileName.c_str());
// int s=0;
    string line;
    stringstream Str;
    if(infile.is_open())
    {
        while(! infile.eof())
        {
            {
                getline(infile, line);
                if (line.empty()) //make sure empty lines are not read into array.
                    {
                        cout << "Empty line." << endl;
            }
            else
            {
                Str << line;
                Str >> array[s];
                Str.clear(); // Stringstream needs to be cleared in order to be written
                    correctly in next step.
                cout << "outletRadius" << s << ":" << outletRadiusArray[s]<< endl;
                s++;
            }
            }
        }
        infile.close();
    }
    return 0;
}
```

The main function starts and several arrays to store resistance and capacitance (i.e. compliance) values of vessels are initialized. The venous and arterial resistances are read from files, which must be created beforehand with the described program scalingLawResistance.cpp described in Section A.2.

```
int main()
{
    int N_outlets=0;
    cout << "Reading_file:_finalVesselResistances.txt" << endl;
    N_outlets = getNumberOfLines("finalVesselResistances.txt");
    cout << "Number_of_outlets_is:\_" << N_outlets << endl;
    double vesselResistancesArray[N_outlets];
    double venousResistancesArray[N_outlets];
    double capacitanceArray[N_outlets];
    readFile("finalVesselResistances.txt", vesselResistancesArray ,1);
    for(int i=1; i<=N_outlets; i++)
    {
        cout << "arterial\_Resistance @@outlet" << i << ":\lrcorner" << vesselResistancesArray[i
            ] << " -kg/(m^4*s)." << endl;
```

```
}
cout << "Reading_file:^venousResistances.txt" << endl;
readFile("venousResistances.txt", venousResistancesArray,1) ;
for(int i=1; i<=N_outlets; i++)
{
    cout << "venous_Resistance_@_outlet" << i << ":_" << venousResistancesArray[i]
        << ".kg/(m^4*s)." << endl;
}
```

The boolean stressRestState is defined to distinguish stress and rest state. It must be set by user input.

```
bool stressRestState;
double capacitance=0;
cout << "if_rest\_state_enter_0,_if_stress_state\_enter_1:^" ;
cin >> stressRestState;
```

According to eq. 3.8 the vessels' conjugated compliances are defined depending on the ratio of the time constant $\tau=1.14,1.3 \mathrm{~s}$ for rest and stress state, respectively ${ }^{3}$

```
for(int i=1; i<=N_outlets; i++)
{
if(stressRestState=0)
{
    capacitanceArray[i] = 1.14/vesselResistancesArray [i];//
    cout << "capacitance,@outlet" << i << ": " << capacitanceArray[i] << "m^ 4*s
        ^2/kg." << endl;
    cout << "COMPUTATION_FOR_REST_STATE!!!" << endl;
}
if(stressRestState=1)
{
    capacitanceArray [i] = 1.3/vesselResistancesArray [i]; //
    cout << "capacitance @outlet" << i << ":„" << capacitanceArray[i] << "m^ 4*s
        "2/kg." << endl;
    cout << "COMPUTATION_FOR_STRESS_STATE!!!" << endl;
}
```

Next, external files with required data (outlet radii, arterial and venous resistances etc.) are read in.

```
int numberOfTimesteps;
string filename;
// choose input file with list of outlet radii (in m)
```



```
    for_one_cycle_(list_WITHOUT_times!!)?" << endl;
cin >> filename;
string filename1;
// choose input file with list of outlet radii (in m)
```



```
    _cycle_(list_WITHOUT_times!!)?" << endl;
cin >> filename1;
numberOfTimesteps = getNumberOfLines(filename);
cout << "Number_of_timesteps_in_ventricular_pressure_file_is:_" <<
    numberOfTimesteps << endl;
```

The cardiac cycle duration is set manually.

```
double cycleDuration \(=1\);
cout \(\ll\) "Insert_cardiac_cycle_duration_(in_s):』" \(\ll\) endl;
cin \(\gg\) cycleDuration;
double timeStepSize=0;
timeStepSize \(=\) cycleDuration/numberOfTimesteps;
cout \(\ll\) "time_step_size_is: \(" \ll\) timeStepSize \(\ll "\).s" \(\ll\) endl;
```

[^25]An array to hold the outlet specific ventricular pressure scaling values is defined. These values are previously computed with the C++-program computeBarycenter.cpp presented in Section A. 2 .

```
double ventricularPressureScalingArray[N_outlets];
readFile("ventricularPressureScaling.txt",ventricularPressureScalingArray,1);
for(int i=1; i<=N_outlets; i++)
{
    cout << "ventricularPressureScaling_at_outlet" << i << ":_" <<
    ventricularPressureScalingArray[i] << endl;
}
```

The files with the aortic and ventricular pressure timesteps are read in.

```
double myocardialPressureArray[numberOfTimesteps];
    double tmpMyocardialPressureArray[numberOfTimesteps];
// readin of pressure timesteps from file into myocardialPressureArray
    ifstream infile(filename.c_str());
    int s=0;
    string line;
    stringstream Str;
    if(infile.is_open())
    {
        while(!infile.eof())
        {
            {
                getline(infile, line);
                if (line.empty()) //make sure empty lines are not read into array.
                    {
                    cout << "Empty line." << endl;
            }
            else
            {
                Str << line;
                Str >> myocardialPressureArray [s];
                Str.clear(); // Stringstream needs to be cleared in order to be written
                    correctly in next step.
|/ cout << "outletRadius" << s << ":" << outletRadiusArray[s]<< endl;
                s++;
            }
        }
        }
        infile.close();
    }
    double inletPressureArray [numberOfTimesteps];
// readin of inlet pressure timesteps from file into inletPressureArray
    ifstream infile1(filename1.c_str());
    int t=0;
    string line1;
    stringstream Str1;
    if(infile1.is_open())
    {
        while(!infile1.eof())
        {
            {
                getline(infile1, line1);
                if (line1.empty()) //make sure empty lines are not read into array.
                    {
                        cout << "Empty line." << endl;
            }
            else
            {
                    Str1 << line1;
                        Str1 >> inletPressureArray [t];
                        Str1.clear(); // Stringstream needs to be cleared in order to be written
                    correctly in next step.
                cout << "inletPressureArray" << s<< ": "<< inletPressureArray[t] <<
        endl;
            t++;
```

```
        }
    }
    infile1.close();
}
```

Blood density $\rho$ and a termination criterion are defined to decide if periodicity within the RC-circuit is reached.

```
double rho=1060;
cout \(\ll\) " density rho: :" \(\ll\) rho \(\ll\) ". \(\mathrm{kg} / \mathrm{m}\) ^ 3 .." \(\ll\) endl;
// choose tolerance for termination criterion
double tolerance \(=1 \mathrm{e}-12\);
cout \(\ll\) "termination_criterion_for_outletFlow_is_" \(\ll\) tolerance \(\ll\) " \(\mathrm{m}^{\wedge} 3 / \mathrm{s}\), 」
    corresponding.." \(\ll\) endl;
int maxNumberOfCycles \(=10\);
```



```
    maxNumberOfCycles \(\ll\) "." \(\ll\) endl;
double capacitorVoltage[N_outlets][numberOfTimesteps];
double initialCapacitorVoltage \(=0\);
```

An initial capacitor voltage for the computation of the first time step $(t=$ numberOfTimesteps 1) needs to be set.


```
cin >> initialCapacitorVoltage;
for(int i=1; i<=N_outlets; i ++)
{
    capacitorVoltage[i][numberOfTimesteps-1]=initialCapacitorVoltage ;
    cout << "initial\_capacitorьVoltage^@ьoutlet" << i << ": " << capacitorVoltage[i
        ][numberOfTimesteps - 1] << endl;
}
double meanRightAtrialPressure = 0;
```



```
    ~~ - 0.47 m^2/ s^2" << endl;
cin >> meanRightAtrialPressure;
cout << "meanRightAtrialPressure: "" << meanRightAtrialPressure << " m^2/s^2." <<
    endl;
```

Arrays to hold the flow values in the three branches of the RC-circuit (c.f. fig. 3.1 are defined. The initial flow values at $t=$ numberOfTimesteps -1 are calculated.

```
double modelCurrent[N_outlets][numberOfTimesteps][2], venousCurrent[N_outlets][
    numberOfTimesteps], capacitorCurrent[N_outlets][numberOfTimesteps]; //required
        for computation of new capacitorVoltage. all currents are positive in
    direction of the mutual node of the three branches. Like this all three
    currents always add to zero!
for(int i=1; i<=N_outlets; i++)
{
modelCurrent[i][numberOfTimesteps - 1][0] = rho*(inletPressureArray[
    numberOfTimesteps - 1] - (myocardialPressureArray[numberOfTimesteps - 1] +
    capacitorVoltage[i][numberOfTimesteps - 1]))/vesselResistancesArray[i];
venousCurrent[i][numberOfTimesteps - 1] = rho*(meanRightAtrialPressure - (
    myocardialPressureArray [numberOfTimesteps - 1] + capacitorVoltage[i][
    numberOfTimesteps - 1]))/venousResistancesArray [i];
capacitorCurrent[i][numberOfTimesteps - 1] = - modelCurrent[i][numberOfTimesteps
    -1][0] - venousCurrent[i][numberOfTimesteps - 1];
cout << "initial_modelCurrent_(volume_flow)_@_outlet" << i << ":^" <<
    modelCurrent[i][numberOfTimesteps - 1][0] << " -m^3/s." << endl;
cout << "initial_venousCurrent_(volume_flow)_@_outlet" << i << ":_" <<
        venousCurrent[i][numberOfTimesteps - 1] << ".m^3/s." << endl;
cout << "initial_capacitorCurrent_(volume_flow)_@_outlet" << i << ":^" <<
        capacitorCurrent[i][numberOfTimesteps - 1] << " m^3/s." << endl;
}
for(int z=0;z< numberOfTimesteps; z++)
```

```
cout << "inletPressure_timesteps_" << z << ":_" << inletPressureArray [z] <<
    endl;
    cout << "MyocardialPressure^timestepsь" << z << ": "" << myocardialPressureArray
        [z] << endl;
}
```

Output streams to store the results are opened. The array totalFlow is defined, which adds the flow values at all outlets for each timestep. This quantity can later be used as inlet boundary condition for CFD-simulations.

```
ofstream output;
ofstream output2;
output.open ("control.txt");
double testMeanTotalFlux = 0;
double totalFlow[numberOfTimesteps];
for(int k=0; k<numberOfTimesteps; k++)
{
    totalFlow[k] = 0;
}
for(int L=1; L<=N_outlets; L++)
{
```

For each model outlet an array is defined, which is filled with the values from the previously defined myocardial pressure array, scaled depending on the outlet's position within the myocardium (using the assigned value stored in the ventricularPressureScalingArray, previously computed with computeBarycenter.cpp).

```
if((ventricularPressureScalingArray[L]-0) <= 0.143 /*equals * 1/7*/)
{
cout << "ventricularPressureScaling_for_outlet" << L << ":_is_between_" << 0 <<
        "&&"<< 0.143 << ",\iotascale\lrcornerventricular\lrcornerPressure\lrcornerby\lrcorner1.25" << endl;
    for(size_t y=0; y<numberOfTimesteps; y++)
    {
        tmpMyocardialPressureArray [y] = myocardialPressureArray [y] * 1.25;
    }
}
else if((ventricularPressureScalingArray [L] - 1*0.143) <= (0.143))
{
    cout << "ventricularPressureScaling_for_outlet" << L << ":_is_between_" <<
            1*0.143<< "&&„" << 2*0.143 << ",_scale\_ventricular_Pressure_by_1.15" <<
            endl;
    for(size_t y=0; y<numberOfTimesteps; y++)
    {
        tmpMyocardialPressureArray [y] = myocardialPressureArray[y] * 1.15;
    }
}
else if((ventricularPressureScalingArray[L] - 2*0.143)<= (0.143))
{
    cout << "ventricularPressureScaling_for_outlet" << L << ":_is_between_" <<
        2*0.143<<" &&" << 3*0.143<< ",_scale_ventricular_Pressure_by_1.05" <<
        endl;
    for(size_t y=0; y<numberOfTimesteps; y++)
    {
        tmpMyocardialPressureArray [y] = myocardialPressureArray [y] * 1.05;
    }
}
else if((ventricularPressureScalingArray [L] - 3*0.143) <= (0.143))
{
    cout << "ventricularPressureScaling_for_outlet" << L << ":_is_between_" <<
        3*0.143<< "&&""<< 4*0.143<<<",_scale\_ventricular_Pressure_by_0.95" <<
        endl;
    for(size_t y=0; y<numberOfTimesteps; y++)
    {
        tmpMyocardialPressureArray [y] = myocardialPressureArray[y] * 0.95;
    }
}
```

```
else if((ventricularPressureScalingArray [L] - 4*0.143)<=(0.143))
{
    cout << "ventricularPressureScaling_for_outlet" << L << ": |is _between_" <<
        4*0.143<< "&&" << 5*0.143<< ", scale_ventricular_Pressure_by_0.85"<<
                endl;
    for(size_t y=0; y<numberOfTimesteps; y++)
    {
        tmpMyocardialPressureArray [y]= myocardialPressureArray[y] * 0.85;
    }
}
else if((ventricularPressureScalingArray [L] - 5*0.143) <= (0.143))
{
    cout << "ventricularPressureScaling_for_outlet" << L << ": &is_between_" <<
        5*0.143 << "_&\_" << 6*0.143<< ",_scale_ventricular_Pressure_by_0.75"<<
        endl;
    for(size_t y=0; y<numberOfTimesteps; y++)
    {
        tmpMyocardialPressureArray [y] = myocardialPressureArray [y] * 0.75;
    }
}
else if((ventricularPressureScaling Array [L] -6*0.143)<=(0.143))
{
```



```
        6*0.143<<" &&"<< 7*0.143<<"~="<< 1<< ", „scaleьventricular_Pressure
        by_0.65" << endl;
    for(size_t y=0; y<numberOfTimesteps; y++)
    {
        tmpMyocardialPressureArray [y] = myocardialPressureArray [y] * 0.65;
    }
}
```

As long as the boolean isBreak is set to false, the following loops contain calculations of flow values and capacitor voltages for all timesteps until cycleCounter reaches a maximum number. Starting at cycle 1, at the end of each cycle, the results are checked for periodicity with the tolarance set at the beginning.

```
bool isBreak = false;
for(int cycleCounter=0; cycleCounter < maxNumberOfCycles; cycleCounter++)
{
    double meanOutletFlow = 0;
    for(int timeCounter = 0;timeCounter < numberOfTimesteps; timeCounter + +)
    {
    if(cycleCounter > 1&& timeCounter == numberOfTimesteps-1)
    {
            output << " -outlet" << L << "timeCounter_is_" << timeCounter << ", ,the_
                        end_of_for -loop_is_reached.„checking_for_periodicity." << endl; //
                remainder << endl;
    double deviation[numberOfTimesteps];
    double maxDeviation=0;
    int timestepOfMaxDeviation=0;
    for(int r=0; r<numberOfTimesteps; r++)
    {
```

Control values for all calculation results are stored to output, which redirects to the file control.txt.

```
deviation [r] = fabs(modelCurrent[L][r][cycleCounter%2] - modelCurrent[L][r
    ][( cycleCounter - 1)%2]);
output << "„modelCurrent_cycle」" << cycleCounter << "„timeCounter」" << r <<
        ":s"<< modelCurrent[L][r][cycleCounter%2] << endl;
output << "„modelCurrent\_cycle\_" << cycleCounter - 1 << "„timeCounter„" << r
    << ":-" << modelCurrent[L][r][(cycleCounter - 1)%2] << endl;
    if(deviation [r] > maxDeviation)
{
    maxDeviation = deviation [r];
    timestepOfMaxDeviation = r;
```



```
        << r << endl;
}
```

```
    output << "_difference_at_cycle_" << cycleCounter-1 << "_timeCounter_" << r
    <<":-" << deviation[r] << endl;
    output << "_maxDeviation_at_cycle_" << cycleCounter-1<< "-timeCounter." <<
        timestepOfMaxDeviation << ":-" << maxDeviation << endl;
}
```

The maximum deviation between subsequent cycles is assessed．

```
if (maxDeviation < tolerance)
\{
```



```
        cycleCounter \(-1 \ll\) "_cycles._Write_resulting_modelCurrents_in_file」and_
        leave! " " << endl;
    cout \(\ll\) "writing_outletFlow" \(\ll L \ll\) endl;
```

Output streams to store the flow values for the outlets in different formats（direct usage in simulations as well as later data analysis and further computation programs）are opened．

```
double finalMeanOutletFlow = 0;
std::stringstream numberedFilenames;
std::stringstream numberedFilenames2;
numberedFilenames2 << "outletFlowTimesteps" << L << ".txt";
numberedFilenames << "outletFlow" << L;
ofstream output3(numberedFilenames.str().c_str());
output3 << "(" << endl;
ofstream output2(numberedFilenames2.str().c_str());
for(int G=0; G<10; G++)
{
for(int k=0; k<numberOfTimesteps; k++)
{
    if (G==0)
    {
```

The flow values at all timesteps are written to file line per line for all outlets．

```
    output2 << modelCurrent[L][k][cycleCounter%2] << endl;
    finalMeanOutletFlow += modelCurrent[L][k][cycleCounter%2];
    totalFlow[k] += modelCurrent[L][k][cycleCounter % 2];
    output << "totalFlow_into_outlets_1_to_" << L << "@_timestep:^" << k << ":\iota"
    << totalFlow[k]<< "m`3/s." << endl;
    output << "modelCurrent_outlet" << L <<"@_timestep: ^" << k <<":っ" <<
        modelCurrent[L][k][cycleCounter%2] << ".m`3/s." << endl;
    }
    output3 <<" " << (static_cast<double> (G)*numberOfTimesteps + k)*
        timeStepSize << " " << -modelCurrent[L][k][cycleCounter%2] << ")" << endl;
```

\}

The mean outlet flow value at each outlet is printed to screen．

```
finalMeanOutletFlow = finalMeanOutletFlow/numberOfTimesteps;
testMeanTotalFlux += finalMeanOutletFlow;
cout << "finalMeanOutletFlow^at_outlet" << L << " -at_cycle」" << cycleCounter-1
    <<": |" << finalMeanOutletFlow << " m^3/s" << endl;
output3 << ")" << endl;
output2.close();
output3.close();
meanOutletFlow += modelCurrent[L][timeCounter][cycleCounter%2];
```

If periodicity is reached，the boolean isBreak is set to true and the computation loop stops．Otherwise，the calculations continue for another full cycle and the periodicity criterion is checked again．

```
isBreak = true;
    cout << "termination_criterion_fulfilled_after_cycle:^" << cycleCounter <<
        ".."}<<< endl
}
else
{
```



```
        tolerance_" << tolerance << "„at\_timestep_" << timestepOfMaxDeviation
        "_within_cycle,_go_on!_">< endl;
```

The control values are written to the stream output (i.e. control.txt). Afterwards, the calculations of the model, venous and capacitor currents as well as the capacitor voltage (by calling the initially defined function changingCapacitorVoltage) are performed for the first timestep (timeCounter $==0$ ).

```
    output \(\ll\) "intraMyocardialPressureArray_value_at』time_" \(\ll\) timeCounter*
        timeStepSize \(\ll\) " is : „" \(\ll\) tmpMyocardialPressureArray[timeCounter] \(\ll\) endl
        ;
    if \((\) timeCounter \(==0)\)
    \{
    modelCurrent[L][timeCounter][cycleCounter \% 2] = rho * (inletPressureArray [
        timeCounter] - (tmpMyocardialPressureArray[timeCounter] + capacitorVoltage
        [L][numberOfTimesteps -1]))/vesselResistancesArray [L];
    venousCurrent [L][timeCounter] = rho* (meanRightAtrialPressure - (
        tmpMyocardialPressureArray [timeCounter] + capacitorVoltage[L][
    numberOfTimesteps -1])) / venousResistancesArray [L];
capacitorCurrent [L][timeCounter] \(=-\operatorname{modelCurrent}[\mathrm{L}][\) timeCounter ] [
    cycleCounter\%2] - venousCurrent[L][timeCounter];
meanOutletFlow \(+=\) modelCurrent[L][timeCounter][cycleCounter \% 2];
    output \(\ll\) "modelCurrent_@_outlet" \(\ll L \ll\) ":
    ][cycleCounter\%2] <<" m^3/s" << endl;
    output \(\ll\) "venousCurrent」@ьoutlet" \(\ll L \ll ":\lrcorner " \ll\) venousCurrent [L] [
        timeCounter] \(\ll "-m^{\wedge} 3 / \mathrm{s} " \ll\) endl;
    output \(\ll\) "capacitorCurrent_@_outlet" \(\ll\) L \(\ll\) ": „" \(\ll\) capacitorCurrent[L][
        timeCounter \(] \ll "-\mathrm{m}^{\wedge} 3 / \mathrm{s} " \ll\) endl;
    capacitorVoltage [L] [timeCounter] = changingCapacitorVoltage (timeStepSize,
        capacitorVoltage [L] [numberOfTimesteps -1],
rho * (inletPressure Array [timeCounter] - (tmpMyocardialPressureArray [timeCounter] +
    capacitorVoltage [L] [timeCounter -1\(])\) )/vesselResistancesArray [L]
+ rho \((\) meanRightAtrialPressure - (tmpMyocardialPressureArray [timeCounter] +
    capacitorVoltage [L][timeCounter -1]))/venousResistancesArray [L],
capacitorCurrent[L] [numberOfTimesteps -1 ],
capacitanceArray [L]
rho) ;
```

Subsequently, the same computational steps are done to calculate these variables iteratively at each following timestep starting from the previous result.

```
    else
    {
    modelCurrent[L][timeCounter][cycleCounter%2] = rho*(inletPressureArray[
        timeCounter] - (tmpMyocardialPressureArray[timeCounter] + capacitorVoltage
        [L][timeCounter - 1]))/vesselResistancesArray [L];
venousCurrent[L][timeCounter] = rho*(meanRightAtrialPressure - (
    tmpMyocardialPressureArray [timeCounter] + capacitorVoltage[L][timeCounter
    -1]))/venousResistancesArray [L];
capacitorCurrent[L][timeCounter] = - modelCurrent[L][timeCounter][
    cycleCounter%2] - venousCurrent[L][timeCounter];
meanOutletFlow += modelCurrent[L][timeCounter][cycleCounter % 2];
output << "modelCurrent_@_outlet" << L << ":_" << modelCurrent[L][timeCounter
    ][cycleCounter%2] << " m^3/s"<< endl;
output << "venousCurrent^@outlet" << L << ": "" << venousCurrent[L][
    timeCounter] << " m^3/s" << endl;
output << "capacitorCurrent_@_outlet" << L << ":^" << capacitorCurrent[L][
    timeCounter] << " -m^3/s" << endl;
capacitorVoltage[L][timeCounter] = changingCapacitorVoltage(timeStepSize,
    capacitorVoltage[L][timeCounter - 1],
rho*(inletPressureArray [timeCounter] - (tmpMyocardialPressureArray [timeCounter] +
    capacitorVoltage [L][timeCounter - 1]))/vesselResistancesArray [L]
+ rho*(meanRightAtrialPressure - (tmpMyocardialPressureArray[timeCounter] +
    capacitorVoltage[L][timeCounter - 1]))/venousResistancesArray [L] ,
capacitorCurrent[L][timeCounter - 1],
capacitanceArray [L],
rho);
```

The output precision is set and the control and mean values are stored.

```
output.precision(10);
output << "capacitorVoltage_@_outlet" << L << "at\_time_" << timeCounter*
    timeStepSize << "_is: " << capacitorVoltage[L][timeCounter] << endl;
    meanOutletFlow = meanOutletFlow/numberOfTimesteps;
    output << "meanOutletFlow at\_outlet" << L << "ьatьcycle„" << cycleCounter << ":
        -"<< meanOutletFlow << " -m^3/s" << endl;
    output << "modelCurrent\_outlet" << L << "-timestep_" << timeCounter << ": „" <<
        modelCurrent[L][timeCounter][cycleCounter%2] << endl;
    }
```

The for-loop is left.

```
if (isBreak == true)
{
    break;
    cout << "isBreak___" << isBreak << "..Breaking_for_loop!" << endl;
}
}
```

An additional output stream is defined, in which the total flow across all outlets is stored. The mean total flow is calculated and printed to the screen.

```
ofstream totalFlowOutput;
totalFlowOutput.open ("totalFlow.txt");
for(int k=0; k<numberOfTimesteps; k++)
{
    totalFlowOutput << totalFlow [k] << endl;
    cout << "totalFlow @@&timestep " << k << ": "" << totalFlow [k] << " m^ 3/s." <<
        endl;
}
cout << "meanTotalFlux:^" << testMeanTotalFlux << "m^3/s." << endl;
totalFlowOutput.close();
output.close();
return 0;
```

\}

## compute Volume.cpp

The C++-program presented in this section is devised to compute the volumes of the vessels leading from the inlet to each outlet. For this purpose, the centerlines are computed beforehand with the vmtkcenterlines-program from the software package $V M T K 4$. From the created $v t p$-files the first 4 entries, which correspond to the $x, y, z$-coordinates as well as the radius of largest sphere still fitting in the vessel at the respective coordinate need to be stored in separate files of the name centerlinei.txt, where $i$ denotes the outlet number.

Analogous to all other programs presented in this chapter, several libraries and namespace are loaded.

```
#include <iostream>
#define _USE_MATH_DEFINES
#include <math.h>
#include <stdio.h>
#include < fstream>
#include <sstream>
#include <stdint.h>
#include <string>
#include <vector>
using namespace std;
```

The function getNumberOfLines is defined.

[^26]```
int getNumberOfLines(string file) // function to obtain number of outlets from file
        with listed outlet radii. Name of file is inserted in command line when
    programm is executed.
{.
    int number_of_lines=0;
    string line;
    ifstream myfile(file.c_str());
    if(myfile.is_open())
    {
        while(!myfile. eof())
        {
            {
                getline(myfile, line);
                if (line.empty()) // make sure, only non-blank lines are counted!
                {
                    cout << "Empty line." << endl;
                }
                else
                {
// cout << line<< endl;
                    number_of_lines++;
                }
            }
        }
        myfile.close();
    }
    cout << "Number_of_lines_in_" << file << "_is_" << number_of_lines << endl;
    return number_of_lines;
}
```

A function to retrieve the three coordinates of the points along the centerline is created.

```
double getCoordinateEntries(string file, int numberOfEntries, double arrayX[],
        double arrayY[], double arrayZ[], double arrayRadius [])
{
    string line;
    ifstream infile(file.c_str());
    if(infile.fail())
    {
        cout << "Error:_File_" << file.c_str() << " _could_not_be_opened." << endl;
        return 1;
    }
    stringstream fileName;
    for(int i=0; i<numberOfEntries; i++)
{
            getline(infile, line);
        infile >> arrayX[i];
        infile >> arrayY[i];
        infile >> arrayZ[i];
        infile >> arrayRadius[i];
        cout << file.c_str() << " varrayX[" << i << "]: " << arrayX[i] << endl;
        cout << file.c_str() << "-arrayY["<< i << "]:-"<< arrayY[i] << endl;
        cout << file.c_str() << "-arrayZ[" << i <<"]:-" << arrayZ[i] << endl;
        cout << file.c_str() << ",arrayRadius[" << i <<"]:„" << arrayRadius[i] << endl
    }
    infile.close();
    return 0;
}
```

The main function starts. The scaling factor and the number of model outlets need to be set by user input.

```
int main()
    int N_outlets = 0;
```

```
double scalingFactor = 0;
cout << "What^is_the\_number_of_outletPatches?" << endl;
cin >> N_outlets;
```



```
cin >> scalingFactor;
stringstream tmpFileName;
string fileName;
```

Two arrays distances and volumes are generated．A string stream is defined，to hold the coordinates and the maximum sphere radii of the centerline points to be read in．

```
int numberOfEntries [N_outlets];
double distances[N_outlets];
double volumes[N_outlets];
for (int \(j=0 ; j<N\) _outlets ; \(j++\) )
\{
    double tmpOutletCenterpoint [3];
    tmpFileName \(\ll\) "centerline" \(\ll j+1 \ll "\).txt";
    fileName \(=\) tmpFileName.str ();
```

The previously defined function getNumberOfLines is called to count the number of entries in each centerlinefile．Arrays to store $x, y, z$－coordinates and the radius are defined．

```
numberOfEntries [j+1]= getNumberOfLines(fileName);
double xCoordinate[numberOfEntries[j+1]];
double yCoordinate[numberOfEntries[j+1]];
double zCoordinate[numberOfEntries[j+1]];
double radiusCoordinate[numberOfEntries[j+1]];
```

Similarly the function getCoordinateEntries is called，which fills the generated arrays with the 4 values．

```
getCoordinateEntries(fileName, numberOfEntries[j+1], xCoordinate, yCoordinate,
    zCoordinate, radiusCoordinate);
tmpFileName.str("");
double squareRootSum=0;
volumes[j]=0;
```

A for－loop to compute the sum of the Euclidian distances between subsequent points on the centerline is started．Additionally，the volume of the cylinder associated to this distance with radius as stored in radiusCoordinate is calculated．This serves as an approximation of the volume of this vessel segment．At the end of the calculations，all values in the arrays distances and volumes are scaled with the initially set scaling factor．

```
for(int i=1; i<numberOfEntries [j+1]; i++)
{
    double partialCylinderLength=0;
    squareRootSum += sqrt(pow(xCoordinate[i] - xCoordinate[i-1],2)+pow(yCoordinate[
        i]-y Coordinate[i-1],2)+pow(zCoordinate[i]-zCoordinate[i - 1],2));
    partialCylinderLength = sqrt(pow(xCoordinate[i]-xCoordinate[i - 1],2)+pow(
        yCoordinate [i] - y Coordinate[i - 1],2) +pow(zCoordinate [i]-zCoordinate[i - 1],2))
    cout << "xCoordinateьis:\lrcorner" << x Coordinate[i] << endl;
    cout << "yCoordinate&is: " << y Coordinate[i] << endl;
    cout << "zCoordinate_is:^" << zCoordinate[i] << endl;
    cout << "radiusCoordinate_is:_" << radiusCoordinate[i] << endl;
    cout << "partialCylinderLengths_is : " << partialCylinderLength << endl;
    volumes[j]+=pow(scalingFactor , 3)*partialCylinderLength*M_PI*pow(
        radiusCoordinate[i - 1],2);
    cout << "volume&at』entry』" << i << "ьis:』" << volumes[j] << endl;
}
distances [j]=scalingFactor *squareRootSum;
    cout << "distance_to_outlet" << j+1 << " -is:\_" << distances[j] << "." << endl;
    cout << "volume„between_inlet_and_outlet" << j+1<<<"_is:』" << volumes[j] <<"
        "<< endl;
```

\}

Two output streams to store the obtained results are opened．In the resulting files， volumes are stored in $\mathrm{m}^{3}$ and distances in mm ．

```
ofstream output("volumes.txt");
ofstream output2("distances.txt");
for(int n=0; n<N_outlets; n++)
{
    cout << "Distance_Inlet_to_outlet" << n+1<< "_is:„" << 1000* distances[n] << " _
        mm. ц" << endl;
        cout << "Volume_between_Inlet_and_outlet" << n+1<< "_is:_"" << volumes[n] << " -
            m^3_or`" << 1000000*volumes[n] << "_ml_respectively „" <<endl;
    output.precision(10) ;
    output << volumes[n] << endl;
    output2.precision(10);
    output2 << 1000* distances[n] << endl;
}
return 0;
```

\}

## computeBarycenter.cpp

The C++-program computeBarycenter.cpp serves to calculate the barycenter of all outlets of a 3D vascular geometry ${ }^{5}$. It gives an approximation of the center of the ventricle, which is supplied by the considered model outlets. The distance of the outlets to the barycenter is then used in the following computation of both capillary pressure (cf Section A.2) and outlet flow (cf Section A.2). In the following, the main steps of the program are described.

At first required libraries and namespace are loaded:

```
#include <iostream>
#define _USE_MATH_DEFINES
#include <math.h>
#include <stdio.h>
#include < fstream>
#include <sstream>
#include <stdint.h>
#include <string>
#include <vector>
using namespace std;
```

Next a function to count the number of lines in a file is defined:

```
int getNumberOfLines(string file) // function to obtain number of outlets from file
        with listed outlet radii. Name of file is inserted in command line when
    programm is executed.
{.
    int number_of_lines=0;
    string line;
    ifstream myfile(file.c_str()) ;
    if(myfile.is_open())
    {
        while(!myfile.eof())
        {
            {
                getline(myfile, line);
                if (line.empty()) // make sure, only non-blank lines are counted!
            if
                        cout << "Empty line." << endl;
            }
            else
            {
                        number_of_lines++;
            }
            }
        }
        myfile.close();
    }
```

[^27]```
    cout << "Number_of_lines_in_" << file << "_is_" << number_of_lines << endl;
    return number_of_lines;
```

\}

Then the function getCenterDfInletPatch is defined, which calculates the center of the inlet patch from coordinates read in from the file InLET. TXT

```
double getCenterOfInletPatch(int numberOfEntries, double centerpoint[])
{
    double result[3];
    double sumX=0, sumY=0, sumZ=0;
    string fileName;
    string line;
    fileName = "INLET.txt";
    ifstream infile(fileName.c_str());
    if(infile.fail())
    {
        cout << "Error:_File_INLET.txt_could_not_be_opened." << endl;
        return 1;
}
    double arrayX[numberOfEntries];
    double arrayY[numberOfEntries];
    double arrayZ[numberOfEntries];
```

The file must be a table, in which the columns represent the $x, y, z$-coordinates of the respective points on the inlet patch. The coordinates are summed and the file is closed.

```
for(int i=0; i<numberOfEntries; i++)
{
    infile >> arrayX[i];
    infile >> arrayY[i];
    infile >> arrayZ[i];
    sumX+= arrayX[i];
    sumY+= arrayY[i];
    sumZ+= arrayZ[i];
}
infile.close();
```

Subsequently, the arithmetic means of the $x, y, z$-coordinates are computed and defined as the centerpoint of the inlet patch.

```
    result [0]=sumX/numberOfEntries;
    result[1]=sumY/numberOfEntries;
    result[2]=sumZ/numberOfEntries;
    for(int t=0; t<3; t++)
{
    centerpoint[t]=result [t];
}
return 0;
```

\}

The following function getCenterOfOutletPatch works analogously, but loops over all outlets.

```
double getCenterOfOutletPatch(string file, int numberOfEntries, double centerpoint
    [])
{
    double result[3];
    double sum}X=0, sumY=0, sumZ=0
    string line;
    ifstream infile(file.c_str());
    if(infile.fail())
    {
        cout << "Error:ьFile"><< file.c_str() << " „could_notょbe_opened." << endl;
        return 1;
}
```

```
double arrayX[numberOfEntries];
double arrayY[numberOfEntries];
double arrayZ[numberOfEntries];
stringstream fileName;
for(int i=0; i<numberOfEntries; i++)
{
    infile >> arrayX[i];
    infile >> arrayY[i];
    infile >> arrayZ[i];
    sumX+= arrayX[i];
    sumY+= arrayY[i];
    sumZ+= arrayZ[i];
}
infile.close();
result [0]=sumX/numberOfEntries ;
result[1]=sumY/numberOfEntries;
result[2]=sumZ/numberOfEntries;
for(int t=0; t<3; t++)
{
    centerpoint[t]=result[t];
}
return 0;
```

\}

The main function is called to calculate the barycenter of all outlets. At the beginning the variables N_outlets and scalingFactor are initialized and then set by user intervention.

```
int main()
{
    int N_outlets = 0;
    double scalingFactor;
    cout << "What_is\_the\_number_of_outletPatches?" << endl;
    cin >> N_outlets;
    cout << "What\_is_the\_scalingFactor_of_the_model?" << endl;
    cin >> scalingFactor;
```

After that inletCenterpoint [3] and outletCenterpoint [N_outlets] [3] are initialized and set by calling the previously defined functions getCenterOfInletPatch and getCenterOfOutletPatch.

```
double inletCenterpoint [3];
double outletCenterpoint[N_outlets][3];
int numberOfVertices[N_outlets];
stringstream tmpFileName;
string fileName;
for(int j=0; j<N_outlets; j++)
{
    double tmpOutletCenterpoint[3];
    tmpFileName << "OUTLET" << j+1 << ".txt";
    fileName = tmpFileName.str();
    numberOfVertices[j+1] = getNumberOfLines(fileName);
    getCenterOfOutletPatch(fileName, numberOfVertices[j+1], tmpOutletCenterpoint);
    tmpFileName.str("");
    for(int z=0; z<3; z++)
    {
        outletCenterpoint[j][z]=tmpOutletCenterpoint[z];
    }
}
```

In the next step, the arithmetic mean of all $x, y, z$-coordinates is computed and the resulting value is defined as the model's barycenter.

```
double xSum=0, ySum=0, zSum=0;
double baryCenterCoordinate[3];
for(int n=0; n<N_outlets; n++)
{
    xSum += outletCenterpoint[n][0];
    ySum += outletCenterpoint[n][1];
    zSum += outletCenterpoint[n][2];
}
baryCenterCoordinate[0]=xSum/N_outlets;
baryCenterCoordinate[1]=ySum/N_outlets;
baryCenterCoordinate[2]=zSum/N_outlets;
cout << "baryCenter_is_at:-" << baryCenterCoordinate[0]<<",,"<<
    baryCenterCoordinate[1] <<", -" << baryCenterCoordinate[2] << ",_or_scaled:-"
    << baryCenterCoordinate[0]*scalingFactor << ", "" << baryCenterCoordinate[1]*
    scalingFactor << ", 几" << baryCenterCoordinate[2]*scalingFactor << endl;
```

The distances between the outlet centerpoints and the barycenter are then calculated and the variables maxDistance and minDistance are defined.

```
double distances[N_outlets];
for(int n=0; n<N_outlets; n++)
{
    double squareSum=0;
    double result=0;
    for(int m=0; m<3; m++)
    {
        squareSum += pow(baryCenterCoordinate[m]-outletCenterpoint[n][m],2);
    }
    result = sqrt(squareSum)*scalingFactor;
    distances[n] = result;
    cout << "Distance_baryCenter_to_outlet" << n+1<< "&is:\lrcorner" << 1000*distances[n]
        << ".mm."" << endl;
}
double maxDistance=0, minDistance=1000;
for(int n=0; n<N_outlets; n++)
{
    if(maxDistance < distances[n])
    {
        maxDistance = distances[n];
    }
    if(minDistance > distances[n])
    {
        minDistance = distances[n];
    }
    cout << "maxDistance:^" << maxDistance << " _m_,_minDistance: _" << minDistance
        << "m." << endl;
}
double difference=0;
difference = maxDistance - minDistance;
cout << "difference:_" << difference << " m." << endl;
```

Scaling factors for all outlets are defined and written to disk.

```
ofstream output("ventricularPressureScaling.txt");
double scalingFactors[N_outlets];
for(int n=0; n<N_outlets; n++)
{
    scalingFactors[n] = (distances[n]-minDistance)/difference;
    cout << "scalingFactor_@outlet" << n+1 << ":-" << scalingFactors[n] << endl;
    output.precision(10);
    output << scalingFactors[n] << endl;
}
return 0;
```


## A. 3 Customized OpenFOAM-solvers

## resistanceDataPimpleFoam

The following script resistanceDataPimpleFoam integrates the condition on the outlet pressure as derived in Section 3.2, Eq. 3.3 into a dedicated OpenFOAM-solver. It is based on OpenFOAM's native solver pimpleFoam. Starting point of this solver is the solver pisoResistanceFoam, which was developed for OpenFOAM-2.2.2 and kindly provided by Karsten Sommer. It is described in detail in his PhD-thesis [108]. In the following the main steps are described and substantial changes in comparison to the original solvers are pointed out.Since in this work, the more recent version OpenFOAM-2.3.1 is used, slight changes of the wording and used classes were made, which are not pointed out explicitely.

In the beginning of the file, the additional header file DataEntry.H is loaded, which is later used to import supplementary input parameters.

```
#include "fvCFD.H"
#include "singlePhaseTransportModel.H"
#include "turbulenceModel.H"
#include "pimpleControl.H"
#include "fvIOoptionList.H"
#include "IOporosityModelList.H"
#include "IOMRFZoneList.H"
#include "fixedFluxPressureFvPatchScalarField.H"
#include "DataEntry.H"
```

The header file sstream is required for transformation between strings and numbers.

```
int main(int argc, char *argv[])
{
    #include "setRootCase.H"
    #include "createTime.H"
    #include "createMesh.H"
    #include "createFields.H"
    #include "createFvOptions.H"
    #include "initContinuityErrs.H"
    #include "readTimeControls.H"
    #include <sstream>
    pimpleControl pimple(mesh);
```

Several input variables stored in the input file controlDict are read with the help of IOdictionary class type objects. One of which are the outlet resistances which must be computed beforehand with the C++-script described in Section A.2.

```
// * * * * Read resistance, initial flux data छ pulse properties * * * * * * *
    * * * * * * //
Info<< "Reading_pulse\_properties_..." << nl << endl;
IOdictionary controlDictCopy
( IOobject ("controlDict",runTime.system(),mesh, IOobject::MUSTREAD, IOobject
        ::NO_WRITE) );
autoPtr<DataEntry<scalar>> nOutletsValue
( DataEntry<scalar >::New ("nOutlets", controlDictCopy));
int nOutlets = nOutletsValue().value(0);
autoPtr<DataEntry<scalar>> startWriteTime
( DataEntry<scalar >::New ("startWriteTime", controlDictCopy) );
scalar startWritingAt = startWriteTime().value(0);
autoPtr<DataEntry<scalar > > pulseDuration
```

```
    DataEntry<scalar >::New ("pulseDuration", controlDictCopy) );
    autoPtr<DataEntry<scalar > > timeStep
( DataEntry<scalar >::New ("deltaT", controlDictCopy) );
scalar pulseT = pulseDuration().value(0);
scalar dt = timeStep().value(0);
Info << "pulse_duration:_" << pulseT << nl;
Info << "time_step:^" << dt << nl;
```

The number of timesteps per cardiac cycle is computed.

```
//calculate nTimeStepsInPulse:
double ratio = pulseT / dt;
double ratioRounded = ratio * 10000.0;
int tmpInt = ratioRounded + 0.5;
float tmpFloat = tmpInt;
ratioRounded = tmpFloat / 10000.0;
int ratioInt = ratioRounded;
int nTimeStepsInPulse = ratioInt;
Info << "nTimeStepsInPulse: "" << nTimeStepsInPulse << nl;
    std::ostringstream convertNum2Str;
    string resistanceString = "resistance";
    scalar resistanceArray[nOutlets];
    scalar initialFluxArray[nOutlets];
    scalar pressureScalingArray[nOutlets];
    int leftOrRightVentricleArray[nOutlets];
```

Dedicated arrays are initialized to store the assigned outlet resistances and initial fluxes (required for computations in the very first time step) and scaling of the capillary pressure (cf. A.2).

```
for (int i=0; i<nOutlets; i++)
{
    std::ostringstream convertNum2Str;
    // read resistance values:
    convertNum2Str << i+1;
    string tmpString = "resistance"+convertNum2Str.str();
    autoPtr<DataEntry<scalar }>>>\mathrm{ tmpResistanceValue
    (DataEntry<scalar > ::New (tmpString, controlDictCopy) );
    resistanceArray [i] = tmpResistanceValue().value(0);
    Info << "resistance_@_outlet" + convertNum2Str.str() + ":„" <<
        resistanceArray[i] << nl;
    // read initial flux values:
    tmpString = "initialFlux"+convertNum2Str.str();
    autoPtr<DataEntry<scalar }>>\mathrm{ tmpInitialFluxValue
    (DataEntry<scalar >::New (tmpString, controlDictCopy) );
    initialFluxArray[i] = tmpInitialFluxValue().value(0);
```

In comparison to Karsten Sommer's solver pisoResistanceFoam [108], the following array that stores the scaling of the capillary pressure (cf. A.2) represents the beginning of a series of fundamental changes.

```
// read capillaryPressureScaling:
tmpString = "capillaryPressureScaling"+convertNum2Str.str();
autoPtr<DataEntry<scalar > > tmpPressureScalingValue
(DataEntry<scalar > ::New (tmpString, controlDictCopy) );
pressureScalingArray [i] = tmpPressureScalingValue().value(0);
Info << "capillary.Pressure_Saling_@_outlet" + convertNum2Str.str() + ": ""<<
    pressureScalingArray[i] << nl;
```

An array is constructed, which stores boolean values to indicate if the considered outlet supplies the left or the right ventricle. These values (and all others required for the previously defined arrays) must be stored in the case's controlDict-file.

```
// check if vessel supplies left or right ventricle: 1 -> left, 0 -> right
tmpString = "leftOrRightVentricle"+convertNum2Str.str();
autoPtr<DataEntry<scalar > > tmpLeftOrRightVentricleValue
(DataEntry<scalar >::New (tmpString, controlDictCopy) );
leftOrRightVentricleArray [i] = tmpLeftOrRightVentricleValue().value(0);
if(leftOrRightVentricleArray[i]=1)
{
    Info << "outlet" + convertNum2Str.str() + "„supplies_left_ventricle (boolean
        :\lrcorner"<< leftOrRightVentricleArray[i] << ").ь" << nl;
}
else if(leftOrRightVentricleArray[i] = 0)
{
    Info << "outlet" + convertNum2Str.str() + "-supplies_right_ventricle_(
        boolean:„" << leftOrRightVentricleArray[i] << ").." << nl;
    }
}
```

For each model outlet an array is defined, which is filled with the pressure values read from the capillary pressure files, which are previously computed and created with the help of the script capillaryPressure.cpp (cf. Section A.2). Depending on the value in the boolean array leftOrRightVentricleArray and the array with the scaling values capillaryPressureScaling, the pressure values for one full cardiac cycle are assigned to each capillaryPressureArray. This procedure effectuates consideration of the position of model outlets in endo- or epicardium.

```
    // capillary Pressure data vectors:
    Info << "Reading_capillaryPressures" << endl;
    scalar capillaryPressureArray [nOutlets][nTimeStepsInPulse];
for (int L=0; L<nOutlets; L++)
{
if(leftOrRightVentricleArray [L] = 1)
    scalar tCounter = 0;
    if((pressureScalingArray [L]-0)<= 0.143 /*equals ~1/7*/)
    {
        Info << "capillaryPressureScaling_for_outlet" << L+1<< ":_is_obetween_" << 0<<
            "&&ь" << 0.143 << ", ,use„LVCapillaryPressure125Dict" << endl;
        IOdictionary capillaryPressuresDict
        ( IOobject ("LVCapillaryPressure125Dict",runTime.system(), mesh, IOobject::
                MUST_READ, IO object::NO_WRITE ) );
    autoPtr<DataEntry<scalar > > dataEntry (DataEntry<scalar > ::New("
        capillaryPressure125", capillaryPressuresDict) ) ;
        for (int i=0; i<nTimeStepsInPulse; i++)
    {
        tCounter = i*dt;
        capillaryPressureArray[L][i] = dataEntry().value(tCounter);
    }
    }
    else if((pressureScalingArray [L] - 1*0.143)<= (0.143))
    {
        Info << " capillaryPressureScaling_for_outlet" << L+1 << ":^is_between\_" <<
        1*0.143<< "&&`" << 2*0.143 << ",_use_LVCapillaryPressure115Dict" << endl;
    IOdictionary capillaryPressuresDict
    ( IOobject ("LVCapillaryPressure115Dict",runTime.system(), mesh, IOobject::
        MUST_READ, IO object ::NO_WRITE ) ) ;
    autoPtr<DataEntry<scalar > > dataEntry (DataEntry<scalar > ::New("
        capillaryPressure115",capillaryPressuresDict) );
    for (int i=0; i<nTimeStepsInPulse; i++)
    {
        tCounter = i*dt;
        capillaryPressureArray[L][i] = dataEntry().value(tCounter);
            Info << "capillaryPressure @outlet" <<L+1<< " for timestep "<< tCounter
        << "is: "<< capillaryPressureArray[L][i] << endl;
    }
```

```
else if((pressureScalingArray [L] - 2*0.143)<= (0.143))
{
    Info << "capillaryPressureScaling_for_outlet" << L+1 << ":^is b between_" <<
        2*0.143<< "&&`"<< 3*0.143 << ", „use\_LVCapillaryPressure105Dict" << endl;
    IOdictionary capillaryPressuresDict
    ( IOobject ( "LVCapillaryPressure105Dict",runTime.system(), mesh,IOobject::
        MUST_READ, IO object ::NO_WRITE ) );
    autoPtr<DataEntry<scalar > > dataEntry (DataEntry<scalar > ::New("
        capillaryPressure105", capillaryPressuresDict) );
    for (int i =0; i<nTimeStepsInPulse; i++)
    {
    tCounter = i*dt;
    capillaryPressureArray [L][i] = dataEntry().value(tCounter);
// Info << "capillaryPressure @outlet" << L+1 << " for timestep " << tCounter
    << " is: "<< capillaryPressureArray[L][i] << endl;
    }
    }
    else if(( pressureScalingArray [L] - 3*0.143) <= (0.143))
    {
    Info << "capillaryPressureScaling_for_outlet" << L+1 << ": _is_between_"<<
        3*0.143<< "&&"<< 4*0.143<<", „use_LVCapillaryPressure95Dict" << endl;
    IOdictionary capillaryPressuresDict
    ( IOobject ( "LVCapillaryPressure95Dict",runTime.system(),mesh,IOobject ::
        MUST_READ, IO object::NO_WRITE ) ) ;
    autoPtr<DataEntry<scalar > > dataEntry (DataEntry<scalar > ::New("
        capillaryPressure95", capillaryPressuresDict) );
    for (int i =0; i<nTimeStepsInPulse; i + +)
    {
        tCounter = i*dt;
        capillaryPressureArray [L][i] = dataEntry().value(tCounter);
        Info << "capillaryPressure @outlet" << L+1<< " for timestep "<< tCounter
    << " is: " << capillaryPressureArray[L][i] << endl;
    }
}
else if(( pressureScalingArray [L] - 4*0.143)<=(0.143))
{
```



```
        4*0.143<< "&&" << 5*0.143 << ", ぃuse\iotaLVCapillaryPressure85Dict" << endl;
    IOdictionary capillaryPressuresDict
    ( IOobject ( "LVCapillaryPressure85Dict",runTime.system(), mesh, IOobject::
        MUSTREAD,IOobject::NO_WRITE ) );
    autoPtr<DataEntry<scalar > > dataEntry (DataEntry<scalar > ::New("
        capillaryPressure85", capillaryPressuresDict) );
    for (int i =0; i<nTimeStepsInPulse; i++)
    {
        tCounter = i*dt;
        capillaryPressureArray[L][i] = dataEntry().value(tCounter);
// Info << "capillaryPressure @outlet" << L+1 << " for timestep " << tCounter
    << " is: "<< capillaryPressureArray[L][i] << endl;
    }
}
else if((pressureScalingArray [L] -5*0.143)<=(0.143))
{
    Info << "capillaryPressureScaling„for„outlet" << L+1 << ":_is_between」"<<
        5*0.143<<<" &&" << 6*0.143 << ", „use_LVCapillaryPressure75Dict" << endl;
    IOdictionary capillaryPressuresDict
    ( IOobject ( "LVCapillaryPressure75Dict",runTime.system(),mesh,IOobject::
        MUST_READ, IO object ::NO_WRITE ) );
    autoPtr<DataEntry<scalar > > dataEntry (DataEntry<scalar > ::New("
        capillaryPressure75", capillaryPressuresDict) );
    for (int i=0; i<nTimeStepsInPulse; i++)
    {
    tCounter = i*dt;
    capillaryPressureArray[L][i] = dataEntry().value(tCounter);
```

```
// Info << "capillaryPressure @outlet" << L+1<< " for timestep " << tCounter
    << " is: "<< capillaryPressureArray[L][i] << endl;
        }
    }
    else if(( pressureScaling Array [L] -6*0.143)<=(0.143))
    {
    Info << "capillaryPressureScaling_for_outlet" << L+1 << ":_ is_between_" <<
        6*0.143 << " &&" << 7*0.143 << "~ =" << 1 << ", „use_LVCapillaryPressure65Dict
        " << endl;
    IOdictionary capillaryPressuresDict
    ( IOobject ( "LVCapillaryPressure65Dict",runTime.system(),mesh, IOobject::
        MUST_READ,IOobject::NO_WRITE ) ) ;
    autoPtr<DataEntry<scalar > > dataEntry (DataEntry<scalar > ::New("
        capillaryPressure65", capillaryPressuresDict) );
    for (int i =0; i<nTimeStepsInPulse; i++)
    {
        tCounter = i*dt;
        capillaryPressureArray[L][i] = dataEntry().value(tCounter);
// Info << "capillaryPressure @outlet" << L+1<< " for timestep " << tCounter
    << " is: " << capillaryPressureArray[L][i] << endl;
    }
    }
}
else if(leftOrRightVentricleArray [L] = 0)
{
//Info << "Using R VCapillaryPressureArray for outlet" << L+1<<< endl;
    scalar tCounter = 0;
        if((pressureScaling Array [L] - 0) <= 0.143 /* equals ~ 1/7*/)
    {
        Info << "capillaryPressureScaling_for_outlet" << L+1 << ":_is_between_" << 0 <<
            "&&" << 0.143 << ",_use_RVCapillaryPressure125Dict" << endl;
        IOdictionary capillaryPressuresDict
        ( IOobject ("RVCapillaryPressure125Dict",runTime.system(), mesh, IOobject ::
            MUST_READ,IO object::NO_WRITE ) ) ;
        autoPtr<DataEntry<scalar > > dataEntry (DataEntry<scalar > ::New("
            capillaryPressure125", capillaryPressuresDict) );
        for (int i =0; i<nTimeStepsInPulse; i + +)
        {
            tCounter = i*dt;
            capillaryPressureArray[L][i] = dataEntry().value(tCounter);
            Info << "capillaryPressure @outlet" << L+1<< " for timestep " << tCounter
        << " is: "<< capillaryPressureArray[L][i] << endl;
        }
    }
    else if((pressureScalingArray [L] - 1*0.143)<=(0.143))
    {
        Info << "capillaryPressureScaling_for_outlet" << L+1<< ":_is_between_" <<
        1*0.143<< "&&_" << 2*0.143 << ", „use_RVCapillaryPressure115Dict" << endl;
        IOdictionary capillaryPressuresDict
        ( IOobject ( "RVCapillaryPressure115Dict" ,runTime.system(),mesh,IOobject::
                MUST_READ, IO object ::NO_WRITE ) );
        autoPtr<DataEntry<scalar> > dataEntry (DataEntry<scalar > ::New("
            capillaryPressure115",capillaryPressuresDict) );
        for (int i =0; i<nTimeStepsInPulse; i++)
        {
        tCounter = i*dt;
        capillaryPressureArray [L][i] = dataEntry().value(tCounter);
        Info << "capillaryPressure @outlet" << L+1 << " for timestep " << tCounter
    << "is: "<< capillaryPressureArray[L][i] << endl;
    }
    }
    else if(( pressureScalingArray [L] - 2*0.143)<= (0.143))
    {
```



```
        2*0.143 << " &&" << 3*0.143 << ", uuse\smileRVCapillaryPressure105Dict" << endl;
```

```
    IOdictionary capillaryPressuresDict
    ( IOobject ( "RVCapillaryPressure105Dict",runTime.system(),mesh,IOobject::
        MUST_READ, IOobject::NO_WRITE ) ) ;
    autoPtr<DataEntry<scalar > > dataEntry (DataEntry<scalar > ::New("
        capillaryPressure105", capillaryPressuresDict) );
    for (int i =0; i<nTimeStepsInPulse; i++)
    {
    tCounter = i*dt;
    capillaryPressureArray [L][i] = dataEntry().value(tCounter);
        Info << "capillaryPressure @outlet" << L+1<< " for timestep "<< tCounter
    << "is: "<< capillaryPressureArray[L][i] << endl;
    }
}
else if((pressureScalingArray [L] - 3*0.143)<= (0.143))
{
    Info << "capillaryPressureScaling_for_outlet" << L+1 << ":_is_between_"<<
        3*0.143<<<" &„" << 4*0.143 << ", use.&RVCapillaryPressure95Dict" << endl;
    IOdictionary capillaryPressuresDict
    ( IOobject ( "RVCapillaryPressure95Dict",runTime.system(), mesh, IOobject::
        MUST_READ,IOobject::NO_WRITE ) );
    autoPtr<DataEntry<scalar > > dataEntry (DataEntry<scalar > ::New("
        capillaryPressure95", capillaryPressuresDict) );
    for (int i =0; i<nTimeStepsInPulse; i++)
    {
        tCounter = i*dt;
        capillaryPressureArray [L][i] = dataEntry().value(tCounter);
// Info << "capillaryPressure @outlet" << L+1 << " for timestep " << tCounter
    << " is: " << capillaryPressureArray[L][i] << endl;
    }
}
else if((pressureScalingArray [L] - 4*0.143)<= (0.143))
{
    Info << "capillaryPressureScaling_for_outlet" << L+1 << ":_is_between_"<<
        4*0.143<< " &&""<< 5*0.143 << ",_use_RVCapillaryPressure85Dict" << endl;
    IOdictionary capillaryPressuresDict
    ( IOobject ( "RVCapillaryPressure85Dict",runTime.system(),mesh,IOobject::
        MUSTREAD,IOobject::NO_WRITE ) );
    autoPtr<DataEntry<scalar > > dataEntry (DataEntry<scalar > ::New("
        capillaryPressure85", capillaryPressuresDict) );
    for (int i =0; i<nTimeStepsInPulse; i++)
    {
    tCounter = i*dt;
    capillaryPressureArray [L][i] = dataEntry().value(tCounter);
// Info << "capillaryPressure @outlet" << L+1 << " for timestep " << tCounter
    << " is: "<< capillaryPressureArray[L][i] << endl;
    }
    }
    else if(( pressureScalingArray [L] - 5*0.143)<=(0.143))
    {
    Info << "capillaryPressureScaling_for_outlet" << L+1 << ": is _between„"<<
        5*0.143 << " &„" << 6*0.143 << ", „use_RVCapillaryPressure75Dict" << endl;
    IOdictionary capillaryPressuresDict
    ( IOobject ( "RVCapillaryPressure75Dict",runTime.system(),mesh,IOobject ::
        MUST_READ, IO object ::NO_WRITE ) );
    autoPtr<DataEntry<scalar>> dataEntry (DataEntry<scalar > ::New("
        capillaryPressure75", capillaryPressuresDict) );
    for (int i =0; i<nTimeStepsInPulse; i++)
    {
        tCounter = i*dt;
        capillaryPressureArray [L][i] = dataEntry().value(tCounter);
        Info << "capillaryPressure @outlet" << L+1<< " for timestep " << tCounter
    << " is:" << capillaryPressureArray[L][i] << endl;
    }
}
else if(( pressureScalingArray [L] -6*0.143) <= (0.143))
{
```

```
Info << " capillaryPressureScaling_for_outlet" << L+1 << ":_is_between_"<<
    6*0.143<<" "&\_" << 7*0.143<<"~"="<< 1<<", _use_RVCapillaryPressure65Dict
        "<< endl;
    IOdictionary capillaryPressuresDict
    ( IOobject ( "RVCapillaryPressure65Dict",runTime.system(),mesh,IOobject::
        MUST_READ, IOobject::NO_WRITE ) );
    autoPtr<DataEntry<scalar>> dataEntry (DataEntry<scalar > ::New("
        capillaryPressure65", capillaryPressuresDict) );
    for (int i =0; i<nTimeStepsInPulse; i++)
    {
        tCounter = i*dt;
        capillaryPressureArray [L][i] = dataEntry().value(tCounter);
        Info << "capillaryPressure @outlet" << L+1 << " for timestep " << tCounter
    << " is: "<< capillaryPressureArray[L][i] << endl;
    }
    }
}
```

After these definitions and calculations, the following code is again left unaltered from [108] except for partial modification due to the transfer between the software versions. An array to store the current flux values at all outlets is initialized. Further variables required for the computation of pressures and fluxes at the outlets and the inlet are defined.

```
scalar outFluxArray[nOutlets];
    scalar inletPressureVector =0;
    scalar outletPressureVector[nOutlets];
    scalar localInflux;
    scalar totalInfluxSum;
    scalar totalOutflux;
    scalar totalInletPressureSum;
    scalar totalInletAreaSum;
    // * * * * Define and set variables * * * * * * * * * * * * * //
    word inletPatchName = "INLET";
    label inletPatch = mesh.boundaryMesh().findPatchID(inletPatchName);
    word outletPatchNameArray[nOutlets];
    label outletPatchArray[nOutlets];
    for (int i=0; i<nOutlets; i++)
    {
        std::ostringstream convertNum2Str;
        convertNum2Str << i+1;
        outletPatchNameArray[i] = "OUTLET"+convertNum2Str.str();
        outletPatchArray[i] = mesh.boundaryMesh().findPatchID(outletPatchNameArray[i]);
}
    label thisProcNb = Pstream::myProcNo();
    int nProcessors = Pstream::nProcs();
    int timeCounter = 0;
    scalar deltaTimeCounter = 0;
    scalar rho = 1060;
    scalar newPressureValueArray[nOutlets];
```

A scalar field phiTemp is initialized, which will later be used to calculate temporary flow values at the outlets to enable computation and assignment of pressures at the outlets.

```
surfaceScalarField phiTemp
( IOobject ("phiTemp",runTime.timeName(),mesh,IOobject::READ_IF_PRESENT,IOobject
    :NO_WRITE),
linearInterpolate(U) & mesh.Sf() );
```

```
scalarField totalInletPressureIntegral(nProcessors,0);
scalarField totalInletArea(nProcessors,0);
scalar localInletPressureIntegral;
scalar localInletArea;
int count = -1;
```

The following lines are left unchanged from the implementation of the PIMPLE algorithm in OpenFOAM's native solver pimpleFoam. The PIMPLE-loop to start computing the Navier-Stokes-equations in the geometry as described in Chapter 2 starts.

```
Info<< "\nStarting_time」loop\n" << endl;
while (runTime.run())
{
    #include "readTimeControls.H"
    #include "CourantNo.H"
#include "setDeltaT.H"
    runTime++;
    Info<< "Time_=_" << runTime.timeName() << nl << endl;
```

The following lines correspond to the implementation of pisoResistanceFoam in 108 .

```
// * * * * check if sub-domain contains part of outlet * * * * * * * * * * *
    //
scalar isOutletArray[nOutlets];
for(int j=0; j<nOutlets; j++)
{
    isOutletArray[j] = phi.boundaryField()[outletPatchArray[j]].size(); // size
            of boundary field
}
timeCounter =(static_cast<int> (runTime.value()/dt));//%nTimeStepsInPulse;
```

For the implementation of the outlet BC as defined in Eq. 3.3 the capillary pressure is required - possibly in higher detail than available from the input data file. Therefore, the variable deltaTimeCounter is defined and will later be used to interpolate between values of the capillaryPressureArrays.

```
if (runTime.value() - static_cast<scalar> (timeCounter)*dt < 1e-8)
{
    deltaTimeCounter = dt;
}
else
{
    deltaTimeCounter = runTime.value() - static_cast<scalar> (timeCounter)*dt;
}
Info << "deltaTimeCounter:_" << deltaTimeCounter << nl;
    count++;
    //*************** END OF INSERTION FOR OUTLET PRESSURE CALCULATION AND
    ASSIGNMENT ***************
```

The file UEqn. H is left unchanged from the original implementation in OpenFOAM's pimpleFoam. It is thus not presented in written form here; however, it can be found with other files on the CD that is handed in together with this thesis.

```
        // Pressure-velocity PIMPLE corrector loop
while (pimple.loop())
    {
    #include "UEqn.H"
```

In the next step, pEqn. H is called, where the calculation of the outlet pressures based on eq. 3.3 is performed. Please see the following Section A.3. In the remaining part of the pimple-loop the original pimpleFoam-solver code is left unchanged.

```
                // -- Pressure Corrector Loop
    while (pimple.correct())
    {
        #include "pEqn.H"
    }
    if (pimple.turbCorr())
    { turbulence }->\mathrm{ correct ();
    }
}
```

As in pisoResistanceFoam from [108], to account for turbulence, the diffusion coefficient field is calculated based on the chosen turbulence model.

```
// calculate Diffusion coefficient field:
D = Dfactor / turbulence }->\mathrm{ nu();
    scalar t = runTime.value();
```

The solver code distinguishes between parallel and serial runs. Depending on how the computational grid is decomposed, it must be identified, which parts of the outlets are associated to which processor. Obtained values from the different processors are thus collected, the mean values for flux and pressure on the patches are calculated and the values are redistributed to all processors.

```
if ( Pstream::parRun() )
{
// get outfluxes and outlet pressures:
scalar totalOutletArea[nOutlets];
scalar totalOutletPressureIntegral[nOutlets];
for(int outletCount=0; outletCount<nOutlets; outletCount++)
{
        scalarField tmpOutletArea(nProcessors,0);
        tmpOutletArea[thisProcNb] = sum(mesh.magSf().boundaryField()[outletPatchArray
            [outletCount]]);
        reduce( tmpOutletArea, sumOp<scalarField >() );
        scalarField tmpOutletPressureIntegral(nProcessors,0);
        tmpOutletPressureIntegral[thisProcNb] = sum(mesh.magSf().boundaryField()[
            outletPatchArray [outletCount]]
*p.boundaryField()[outletPatchArray[outletCount]]);
        reduce( tmpOutletPressureIntegral, sumOp<scalarField >());
        scalarField tmpOutflux(nProcessors,0);
        tmpOutflux[thisProcNb] = sum(phi.boundaryField()[outletPatchArray[outletCount
        ]]);
        reduce( tmpOutflux, sumOp<scalarField >() );
        // sum outfluxes, outlet areas and outlet pressure integrals of all
        processors:
        totalOutletArea[outletCount] = 0;
        totalOutletPressureIntegral[outletCount] = 0;
        outFluxArray[outletCount] = 0;
        for (int co=0; co<nProcessors; co++)
        {
            outFluxArray[outletCount] += tmpOutflux[co];
            totalOutletArea[outletCount] += tmpOutletArea[co];
            totalOutletPressureIntegral[outletCount] += tmpOutletPressureIntegral[co ];
        }
```

```
        outletPressureVector[outletCount] = totalOutletPressureIntegral[outletCount]
        / totalOutletArea[outletCount];
    }
```

\}

The same calculation is done for simulations on only one processor (serial).

```
else // serial run
{
    for(int outletCount=0; outletCount<nOutlets; outletCount++)
        {
    outFluxArray[outletCount] = sum(phi.boundaryField()[outletPatchArray[
        outletCount]]);
        }
}
```

A variable is introduced to reduce informative output of the solver. Pressure and flow data are only written, when runTime is an integer multiple of 0.01 s .

```
int T = t * 10000000.0 + 0.5;
if ( T % 100000=0 ) // write outfluxes and inlet pressure only if runtime is
    multiple of 0.01!
{
```

Pressure and flow at the inlet are calculated from the simulated data. Again, it needs to be distinguished between parallel and serial runs.

```
// Determine influx, outfluxes using phi field (not phiTemp!):
if (Pstream:: parRun() )
{
    // get inlet pressure:
    localInletPressureIntegral = sum(mesh.magSf().boundaryField()[inletPatch]
*p.boundaryField()[inletPatch]);
    localInletArea = sum(mesh.magSf().boundaryField()[inletPatch]);
    scalarField totalInletPressureIntegral(nProcessors,0) ;
    scalarField totalInletArea (nProcessors, 0) ;
    totalInletPressureIntegral [thisProcNb] = localInletPressureIntegral;
    totalInletArea[thisProcNb] = localInletArea;
    reduce( totalInletPressureIntegral, sumOp<scalarField > () ) ;
    reduce( totalInletArea, sumOp<scalarField >() );
    // sum inlet pressures of all processors:
    totalInletPressureSum = 0;
    totalInletAreaSum = 0;
    for (int co=0; co<nProcessors; co++)
    {
    totalInletPressureSum += totalInletPressureIntegral[co];
    totalInletAreaSum += totalInletArea[co];
    }
inletPressureVector = totalInletPressureSum / totalInletAreaSum;
    Info << "inlet\_pressure:_" << inletPressureVector << nl;
    // get Influx:
    localInflux = sum(phi.boundaryField()[inletPatch]);
    scalarField totalInflux(nProcessors,0);
    totalInflux[thisProcNb] = localInflux;
    reduce( totalInflux, sumOp<scalarField >() );
    // sum inlet pressures of all processors:
    totalInfluxSum = 0;
    for (int co=0; co<nProcessors; co++)
    {
    totalInfluxSum += totalInflux[co];
    }
    Info << "Influx:-" << (-1)*totalInfluxSum << nl;
```

Analogously, pressure and flow at the outlets are computed and all variables are written into the $\log$-file.

```
totalOutflux = 0;
for(int outletCount=0; outletCount<nOutlets; outletCount++)
```

```
    Info << "outlet"<< outletCount+1<< "„flux:^" << outFluxArray[outletCount]
    << nl;
    Info << "outlet" << outletCount+1 << "-pressure:\triangleleft" << outletPressureVector[
        outletCount] << nl;// from boundary field
    Info << "outlet" << outletCount+1 << " ~pressure^difference:^" <<
        inletPressureVector - outletPressureVector[outletCount] << nl;
    Info << "outlet" << outletCount+1 << "-capillaryPressure:_" <<
        capillaryPressureArray [outlet Count ] [timeCounter%nTimeStepsInPulse ] +(
        capillaryPressureArray [outletCount ] [timeCounter%nTimeStepsInPulse + 1] -
        capillaryPressureArray [outletCount][timeCounter%nTimeStepsInPulse]) / dt
        deltaTimeCounter << nl;
    totalOutflux += outFluxArray[outletCount];
}
```

Info $\ll$ "total_Outflux: „" $\ll$ totalOutflux $\ll n l$;
\}

The same is done for serial computation.

```
else // serial run
{
    localInletPressureIntegral = sum(mesh.magSf().boundaryField () [inletPatch]
    *p.boundaryField()[inletPatch]);
    localInletArea = sum(mesh.magSf().boundaryField()[inletPatch]);
inletPressureVector = localInletPressureIntegral / localInletArea;
            Info << "inlet\_pressure:_" << inletPressureVector << nl;
            Info << "Influx:^" << (-1)*sum(phi.boundaryField()[inletPatch])}<< nl
totalOutflux = 0;
    for(int outletCount=0; outletCount<nOutlets; outletCount++)
    {
        outFluxArray[outletCount] = sum(phi.boundaryField()[outletPatchArray[
            outletCount]]);
        Info << "outlet" << outletCount+1 << ", flux:^" << outFluxArray[outletCount]
            << nl;
outletPressureVector [outletCount] = (sum(mesh.magSf().boundaryField ()[
    outletPatchArray [outletCount]]
    *p.boundaryField()[outletPatchArray[outletCount]]) ) / sum(mesh.magSf().
            boundaryField()[outletPatchArray [outletCount]]);
        Info << "outlet" << outletCount+1 << "-pressure:-" << outletPressureVector[
                outletCount] << nl; // from boundary field
            Info << "outlet" << outletCount+1 << "-pressure_difference:_" <<
                inletPressureVector - outletPressureVector [outletCount] << nl;
            Info << "outlet" << outletCount+1 << "-capillaryPressure:"" <<
                capillaryPressureArray [outletCount ] [timeCounter%nTimeStepsInPulse] +(
                capillaryPressureArray [outletCount][timeCounter%nTimeStepsInPulse+1] -
                capillaryPressureArray [outletCount][timeCounter%nTimeStepsInPulse]) / dt
                deltaTimeCounter << nl;
        totalOutflux += outFluxArray[outletCount];
    }
Info << "total』Outflux:^" << totalOutflux << nl;
}
    Info << "timeCounter:"" << timeCounter << nl;
    }// write outfluxes and inlet pressure only if runtime is multiple of 0.01!
```

If runTime is larger than startWritingAt initially defined in controlDict, the solver starts writing computed physical fields to disk. Additionally, computation times are written to the log-file every computation time step. If the endTime defined in controlDict is reached, the while-pimple-loop is stopped and the simulation ends.

```
if (runTime.value() >= startWritingAt )
{
    runTime.write();
}
```

```
Info<< "ExecutionTime_=_" << runTime.elapsedCpuTime() << "„s"
    <<"„_ClockTime\_=`" << runTime.elapsedClockTime() << " ss"
    << nl << endl;
}
Info<< "End\n" << endl;
return 0;
```

pEqn. H
The following file is called by the main script resistanceDataPimpleFoam, which is presented in the SectionA.3. Several changes are made to the original $p E q n$. $H$-file from OpenFOAM's native pimpleFoam-solver, which are pointed out in the following.

In the beginning, the solver code remains unchanged. Different fields required to solve the Navier-Stokes equations on the grid are computed. For details about functioning and nomenclature please refer to the original solver codes ${ }^{6}$ as well as OpenFOAM's user and programmer's guide [230, 231].

```
surfaceScalarField rAUf("rAUf", fvc::interpolate(rAU));
volVectorField HbyA("HbyA", U);
HbyA = rAU*UEqn().H();
if (pimple.nCorrPISO()<= 1)
{
    UEqn.clear();
}
    surfaceScalarField phiHbyA
    (
        "phiHbyA",
        (fvc::interpolate(HbyA) & mesh.Sf())
    + fvc::interpolate(rAU)*fvc::ddtCorr(U, phi)
    );
fvOptions.makeRelative(phiHbyA);
    adjustPhi(phiHbyA, U, p);
// Update the fixedFluxPressure BCs to ensure flux consistency
setSnGrad<fixedFluxPressureFvPatchScalarField>
(
    p.boundaryField(),
    p
        phiHbyA.boundaryField()
        - fvOptions.relative(mesh.Sf().boundaryField() & U. boundaryField())
    )/(mesh.magSf().boundaryField ()*rAUf.boundaryField ())
);
                            // Non-orthogonal pressure corrector loop
while (pimple.correctNonOrthogonal())
            {
                // Pressure corrector
                    fvScalarMatrix pEqn
                        fvm:: laplacian(rAUf, p)== fvc:: div(phiHbyA)
                        );
                        pEqn.setReference(pRefCell, pRefValue);
    pEqn.solve(mesh.solver(p.select(pimple.finalInnerIter())));
```

[^28]As in [108, the previously defined field phiTemp is calculated identically to the later computation of the proper flux field phi.

```
phiTemp = phiHbyA - pEqn.flux();
```

Analogous to the calculations presented in Section A.3, where fluxes are computed based on the variable phi, this needs to be done for the separately defined variable phiTemp, as well. Except for version differences, the following piece of code is identical to pisoResistanceFoam from [108].

```
    if ( Pstream::parRun() ) // parallel run
    {
        word outletPatchNameArray[nOutlets];
        label outletPatchArray[nOutlets];
        for (int i =0; i<nOutlets; i++)
        {
std::ostringstream convertNum2StrBla;
convertNum2StrBla << i+1;
outletPatchNameArray[i] = "OUTLET"+convertNum2StrBla.str();
outletPatchArray[i] = mesh.boundaryMesh().findPatchID(outletPatchNameArray[i
        ]) ;
        }
        // get outfluxes:
        for(int outletCount=0; outletCount<nOutlets; outletCount++)
        {
scalarField tmpOutflux(nProcessors,0);
tmpOutflux[thisProcNb] = sum(phiTemp.boundaryField () [outletPatchArray[
    outletCount]]) ;
reduce( tmpOutflux, sumOp<scalarField >() );
// sum outfluxes of all processors:
outFluxArray[outletCount] = 0;
for (int co=0; co<nProcessors; co++)
{
    outFluxArray[outletCount] += tmpOutflux[co];
}
    }
```

The calculation of the outlet pressures is done according to eq. 3.3. Please note, how the value of capillaryPressureArray is interpolated linearly.

```
        // calculate new p values @ outlets and scatter
        if (count > 0)
    {
for(int outletCount=0;outletCount<nOutlets;outletCount++)
{
    newPressureValueArray[outletCount] = (capillaryPressureArray[outletCount][
        timeCounter%nTimeStepsInPulse] + (capillaryPressureArray[outletCount]
        timeCounter%nTimeStepsInPulse+1] - capillaryPressureArray [outletCount][
        timeCounter%nTimeStepsInPulse]) / dt * deltaTimeCounter //
        capillaryPressure at computed Time
            +(1/rho) * resistanceArray[outletCount] * outFluxArray[outletCount
                ]);
```

The new pressure values are collected and redistributed to all processors.

```
scalar tmpNewPressureValue;
for (int outletCount=0; outletCount<nOutlets; outletCount++)
{
    tmpNewPressureValue = newPressureValueArray[outletCount];
    Pstream:: scatter(tmpNewPressureValue); // broadcast new p value to all
            slave processors
        newPressureValueArray[outletCount] = tmpNewPressureValue;
}
}
    }
```

The computation of outlet pressures for the first time step is done with the value stored in initialFluxArray.

```
    else
    {
for(int outletCount=0;outletCount<nOutlets;outletCount++)
{
    newPressureValueArray[outletCount] = (capillaryPressureArray[outletCount][
        timeCounter%nTimeStepsInPulse] + (capillaryPressureArray[outletCount][
        timeCounter%nTimeStepsInPulse +1] - capillaryPressureArray [outletCount][
        timeCounter%nTimeStepsInPulse]) / dt * deltaTimeCounter //
        capillaryPressure at computed Time
                +(1/rho) *resistanceArray[outletCount] * initialFluxArray [
                    outletCount]);
    scalar tmpNewPressureValue;
    for (int outletCount=0; outletCount<nOutlets; outletCount++)
    {
        tmpNewPressureValue = newPressureValueArray[outletCount];
        Pstream:: scatter(tmpNewPressureValue); // broadcast new p value to all
                slave processors
        newPressureValueArray[outletCount] = tmpNewPressureValue;
    }
}
    }
```

As in pisoResistanceFoam from [108], the new pressure values are set at the model outlets.

```
    // set new pvalues@ outlets
    for(int outletCount=0;outletCount<nOutlets;outletCount++)
    {
if ( isOutletArray[outletCount] > 0 )
{
    p.boundaryField()[outletPatchArray[outletCount]] = newPressureValueArray[
        outletCount];
}
    }
    }
```

The same is done for serial computation.

```
    else // serial run (one processor)
    {
    word outletPatchNameArray[nOutlets];
    label outletPatchArray[nOutlets];
    for (int i=0; i<nOutlets; i++)
    {
std::ostringstream convertNum2StrBla;
convertNum2StrBla << i+1;
outletPatchNameArray [ i] = "OUTLET"+convertNum2StrBla.str();
outletPatchArray[i] = mesh.boundaryMesh().findPatchID(outletPatchNameArray[i
    ]) ;
    }
    // sum outfluxes:
    for(int outletCount=0; outletCount<nOutlets; outletCount++)
    {
outFluxArray[outletCount] = sum(phiTemp.boundaryField ()[outletPatchArray[
    outletCount]]);
    }
    // calculate new p values @ outlets:
    if (count > 0)
    {
for(int outletCount=0;outletCount<nOutlets;outletCount++)
{
    newPressureValueArray[outletCount] = (capillaryPressureArray[outletCount][
        timeCounter%nTimeStepsInPulse] + (capillaryPressureArray[outletCount][
        timeCounter%nTimeStepsInPulse+1] - capillaryPressureArray [outletCount ][
```

```
timeCounter%nTimeStepsInPulse]) / dt * deltaTimeCounter //
capillaryPressure at computed Time
    +(1/rho) * resistanceArray[outletCount] * outFluxArray[outletCount
                ]);
}
    }
        else
    {
for(int outletCount=0;outletCount<nOutlets; outletCount++)
{
    newPressureValueArray[outletCount] = (capillaryPressureArray[outletCount][
        timeCounter%nTimeStepsInPulse] + (capillaryPressureArray [outletCount][
        timeCounter%nTimeStepsInPulse+1] - capillaryPressureArray[outletCount][
        timeCounter%nTimeStepsInPulse]) / dt * deltaTimeCounter //
        capillaryPressure at computed Time
            +(1/rho) *resistanceArray[outletCount] * initialFluxArray[
                outletCount]) ;
    scalar tmpNewPressureValue;
    for (int outletCount=0; outletCount<nOutlets; outletCount++)
    {
        tmpNewPressureValue = newPressureValueArray[outletCount];
        Pstream::scatter(tmpNewPressureValue); // broadcast new p value to all
                slave processors
        newPressureValueArray[outletCount] = tmpNewPressureValue;
    }
}
    }
        // set new p values@ outlets
        for(int outletCount=0;outletCount<nOutlets;outletCount++)
        {
if ( isOutletArray[outletCount] > 0 )
{
    p.boundaryField()[outletPatchArray[outletCount]] = newPressureValueArray[
        outletCount];
}
        }
    }
```

From here the original file pEqn.H remains unchanged. The inherent flux value phi is computed and velocity values are corrected according to the momentum equation.

```
                if (pimple.finalNonOrthogonalIter())
                {
                phi = phiHbyA - pEqn.flux ();
                }
    }
    #include "continuityErrs.H"
// Explicitly relax pressure for momentum corrector
p.relax();
    U = HbyA - rAU*fvc:: grad (p);
    U. correctBoundary Conditions ();
    fvOptions.correct(U);
```


## transportFoam

In this section the implementation of the second step of the CFD-simulations is described. After solution of the Navier-Stokes equations the stored fields of flux phi and diffusion coefficient $D$ are loaded by the solver transportFoam, which solves the advection-diffusion equation. Similar to the Navier-Stokes solver resistanceDataPimpleFoam this solver is a corrected and improved version of Karsten Sommer's solver nonNewtonianTransportFoam, which is described in detail in [108],as well. In the following, the solver code is described
where substantial differences are pointed out, omitting alterations, which were required due to the different employed OpenFOAM version (2.3.1 instead of 2.2 .2 as in 108 .

The sub-timestepping technique that is presented in Section 3.5 is integrated in the solver using OpenFOAM's subcycle class, which is called along with other headers, such as DataEntry. H to enable read-in of stored physical fields.

```
#include "fvCFD.H"
#include "DataEntry.H"
#include "subCycle.H"
```

Similar header files as for the Navier-Stokes solver resistanceDataPimpleFoam, are included; however, the required input parameters for this solver are stored in an additional file controlDict2.

```
int main(int argc, char *argv[])
{
    #include "setRootCase.H"
    Foam::Time runTime("controlDict2", args);
    #include "createMesh.H"
    #include "createFields.H"
    #include "initContinuityErrs.H"
    #include <sstream>
```

As above IOdictionary class type objects are used to read required input variables from the files controlDict as well as controlDict2, such as the pulse duration or the number of sub-cycles deployed.

```
Info<< "Reading\lrcornerpulse\lrcornerproperties\_..." << nl << endl;
IOdictionary controlDictCopy
( IOobject("controlDict",runTime.system(),mesh, IOobject::MUSTREAD, IOobject ::
        NO_WRITE ) );
autoPtr<DataEntry<scalar>> nOutletsValue
( DataEntry<scalar >::New ("nOutlets", controlDictCopy));
int nOutlets = nOutletsValue().value(0);
IOdictionary controlDictCopy2
( IOobject("controlDict2",runTime.system() ,mesh,IOobject ::MUSTREAD, IOobject ::
        NO_WRITE) );
autoPtr<DataEntry<scalar > > pulseDuration
( DataEntry<scalar >::New("pulseDuration", controlDictCopy2) ); //obtain
        pulseDuration from controlDict2!!
autoPtr<DataEntry<scalar > > startTime
( DataEntry<scalar > ::New("startTime",controlDictCopy2) );
autoPtr<DataEntry<scalar>> nSubCyclesValue
( DataEntry<scalar > ::New("Subcycles",controlDictCopy2) );
int nSubCycles = nSubCyclesValue().value(0);
Info << "No._of_subcycles:\_" << nSubCycles << nl;
// organize time objects:
scalar pulseT = pulseDuration().value(0);
scalar dt1 = runTime.deltaT().value();
```

As in the solver resistanceDataPimpleFoam, the number of timesteps per cycle is calculated.

```
double ratio = pulseT / dt1;
// round ratio:
double ratioRounded = ratio * 10000.0;
int tmp = ratioRounded + 0.5;
float tmpFloat = tmp;
ratioRounded = tmpFloat / 10000.0;
int nTimeStepsInPulse1 = ratioRounded;
```

The value of the object runTime is set to the start time, which is set in the file controlDict2.

```
scalar breakTime = startTime().value(0); // time where periodicFoam was
    interupted = new start time of runTime
runTime.value() = breakTime;
Info << "nTimeStepsInPulse1: "" << nTimeStepsInPulse1 << nl;
Info << "breakTime: "" << breakTime << nl;
```

Subsequently, an additional object of class type Time is generated. This object runTime2 governs the time passed within one cardiac cycle. It thus represents the time that has passed since the beginning of each new cycle.

```
// create inner-cycle time:
Foam::Time runTime2("controlDict2", args);
scalar cycleStartTime = breakTime - (nTimeStepsInPulse1)*dt1;
runTime2.value() = cycleStartTime;
Info << "cycleStartTime: "" << cycleStartTime << nl << endl;
```

As before, the names of inlet and outlets are defined and the processors containing parts of these patches are determined.

```
word inletPatchName = "INLET";
label inletPatch = mesh.boundaryMesh().findPatchID(inletPatchName);
word outletPatchNameArray[nOutlets];
label outletPatchArray[nOutlets];
for (int i=0; i<nOutlets; i++)
{
    std::ostringstream convertNum2Str;
    convertNum2Str << i+1;
    outletPatchNameArray[i] = "OUTLET"+convertNum2Str.str();
    outletPatchArray[i] = mesh.boundaryMesh().findPatchID(outletPatchNameArray [i]) ;
    Info << "outletPatchArray:" << outletPatchArray[i] << nl;
}
label thisProcNb = Pstream::myProcNo();
int nProcessors = Pstream:: nProcs();
```

Based on these variables the areas of the inlet and outlet patches are retrieved from the mesh. This is done since average values of concentrations are required at each time step of the simulation. This is indeed an important difference to the previous version of the transport-solver. In nonNewtonianTransportFoam from [108], average values on the patches are only computed by division with the number of cells on the patch, which strictly speaking is only correct for cell-faces all being of equal size on the patch. However, in a curved and complex tube-like geometry with mesh refinement towards vessel walls, this is barely the case. The obtained values for patch areas are then given as output to the $\log$-file.

```
// get inlet patch size and area:
scalarField totalInletArea(nProcessors,0);
scalar localInletArea = sum(mesh.magSf(). boundaryField()[inletPatch]);
totalInletArea[thisProcNb] = localInletArea;
reduce( totalInletArea, sumOp<scalarField > () );
scalar totalInletAreaSum = 0;
for (int co=0; co<nProcessors; co++)
{
totalInletAreaSum += totalInletArea[co];
}
Info << nl << "inlet„patch_area:^" << totalInletAreaSum << nl;
//get outlet patch sizes and areas:
scalar totalOutletAreas[nOutlets];
scalar tmpArea = 0;
for(int outletCount=0; outletCount<nOutlets; outletCount++)
{
    scalarField tmpOutletArea(nProcessors,0);
```

```
tmpArea = sum(mesh.magSf(). boundaryField()[outletPatchArray [outletCount]]);
tmpOutletArea[thisProcNb] = tmpArea;
reduce( tmpOutletArea, sumOp<scalarField >() );
scalar totalOutletAreaSum = 0;
for (int co=0; co<nProcessors; co++)
{
    totalOutletAreaSum += tmpOutletArea[co];
}
totalOutletAreas[outletCount] = totalOutletAreaSum;
Info << "outlet" << outletCount+1 << " patch_area:^" << totalOutletAreas[
    outletCount] << nl;
}
```

In the following, the code is left unchanged from nonNewtonianResistanceFoam from [108]. A class type fvMesh-object is constructed, based on the previously created runTimeobject runTime2.

```
// create new mesh:
Foam::fvMesh mesh2
( Foam ::IOobject(Foam :: fvMesh :: defaultRegion,runTime2.timeName(),runTime2, Foam ::
        IOobject::MUSTREAD) );
```

After starting the run time loop, the runTime2 is incremented automatically each timestep. At the beginning of each new cycle this variable is then reset to its initial value.

```
while (runTime.loop())
{
    Info<< "runTime\leftrightharpoons=\lrcorner" << runTime.timeName() << nl;
    runTime2.operator ++();
    // **** if beginning of new cycle reached: reset cycle-time * * * * * * * *
        * * * //
    scalar t = runTime.value();
    ratio = t / pulseT;
    // round ratio:
    ratioRounded = ratio * 10000000.0;
    tmpFloat = ratioRounded + 0.5;
    int ratioInt = tmpFloat / 10000000.0;
    float modulo = t - static_cast<float> (ratioInt) * pulseT;
    double moduloRounded = modulo * 10000000.0;
    tmpFloat = moduloRounded + 0.5;
    moduloRounded = tmpFloat / 10000000.0;
    Info << "moduloRounded: „" << moduloRounded << nl;
    Info << "t:^" << t << nl;
    Info << "breakTime: "" << breakTime << nl;
    if ( t > breakTime )
    {
        if (moduloRounded < 0.0000001) // new cycle!
        {
Info << nl << "New_cycle_started!" << nl << endl;
// reset cycle-time to startTime:
runTime2.value() = cycleStartTime - dt1;
runTime2.operator ++();
    }
}
```

In order to solve the advection-diffusion equation the stored phi-fields are stored in the variable phiTemp.

```
Info<< "Reading_field_phi" << nl;
```

surfaceScalarField phiTemp
( IOobject ("phi", runTime2.timeName () , mesh2, IOobject : : READ_IF_PRESENT, IOobject : : NO_WRITE ) , mesh2 ) ;

Embedded in an if-statement to include subtime-stepping if required from within controlDict2, the actual solution of the advection-diffusion equation is performed.

```
    if (nSubCycles > 1)
    {
for
(
    subCycle<volScalarField> cSubCycle(c, nSubCycles);
    !(++cSubCycle).end ();
)
{
    fvScalarMatrix cEqn
    (
        fvm ::ddt(c)
        + fvm::div(phiTemp, c)
        -fvc::div(D * fvc::grad(c))
    );
    cEqn.solve();
}
    }
    else
    {
    fvScalarMatrix cEqn
    (
        fvm ::ddt(c)
        + fvm::div(phiTemp, c)
        -fvc::div(D * fvc::grad(c))
    );
    cEqn.solve();
    }
```

In the next steps, the averages of the mass concentration (variable c) across the inlet and outlet patches is computed. Again the implementation here differs from nonNewtonianTransportFoam from [108] such that the concentration values are weighted by the fraction of each cell-face within the whole patch. With the help of the values for the inlet and the outlet patch areas computed at the beginning, the average concentration is written in the $\log$-file.

```
// get inlet concentration average:
scalarField totalInletConcentrationAverage(nProcessors,0);
scalar localInletConcentrationAverage = sum(
mesh.magSf(). boundaryField()[inletPatch]
*c.boundaryField ()[inletPatch]
) / totalInletAreaSum;
totalInletConcentrationAverage [thisProcNb] = localInletConcentrationAverage;
reduce( totalInletConcentrationAverage, sumOp<scalarField > () );
scalar totalInletConcentrationAverageSum = 0;
for (int co=0; co<nProcessors; co++)
{ totalInletConcentrationAverageSum += totalInletConcentrationAverage [co]; }
Info << "inlet\_concentration ~average:" << totalInletConcentrationAverageSum << nl
    ;
//get outlet concentration averages:
for(int outletCount=0; outletCount<nOutlets; outletCount++)
{
    scalarField tmpOutletConcentrationAverage(nProcessors,0) ;
    tmpOutletConcentrationAverage[thisProcNb] = sum(
mesh.magSf().boundaryField()[outletPatchArray [outletCount]]
*c.boundaryField ()[outletPatchArray[outletCount]]
) / totalOutletAreas[outletCount];
    reduce( tmpOutletConcentrationAverage, sumOp<scalarField > () );
    scalar totalOutletConcentrationAverageSum = 0;
    for (int co=0; co<nProcessors; co++)
    {
        totalOutletConcentrationAverageSum += tmpOutletConcentrationAverage[co];
```

```
    Info << "outlet" << outletCount+1 << "_concentration_average:" <<
        totalOutletConcentrationAverageSum << nl;
}
```

If the endTime defined in controlDict is reached, the run time loop is stopped and the simulation ends (cf. [108]).

```
    runTime.write();
    Info<< "ExecutionTime_=\lrcorner" << runTime.elapsedCpuTime() << " „s"
    << "„_ClockTime_=^" << runTime.elapsedClockTime() << "„s"
    << nl << endl;
    }
return 0;
```
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[^0]:    ${ }^{1}$ This algorithm is implemented in the software package $O p e n F O A M$, which is used for all simulations of this thesis.

[^1]:    ${ }^{2}$ Being the element with the highest occurrence in the human organism (atomic ratio: $\sim 62 \%$ 67, 68) , it is the hydrogen spins that are most frequently used for medical MRI imaging. This is also the case in MR perfusion imaging, which is addressed in this thesis.

[^2]:    ${ }^{3}$ The choice of the succesion of the three spatial directions is arbitrary; however, the conventionally used order is chosen here.

[^3]:    ${ }^{4}$ This is a very common method to fill the $k$-space, however, different methods (e.g. using radial or spiral trajectories [73]) exist as well.

[^4]:    ${ }^{5}$ As for semi-quantitative mehtods, only low CA concentrations satisfy linearity between signal rise and concentration time curve.

[^5]:    ${ }^{6}$ For the choice of parameters for MBF quantification, please see Section 3.3

[^6]:    ${ }^{1}$ In an electrical RC-circuit a resistance $R$ and a capacitor $C$ are arranged in parallel 94 , 95.

[^7]:    ${ }^{2}$ Data is based on measurements performed in pig coronary trees. Since equivalent data for humans is not available, further approximations for CFD-simulations in human datasets are pointed out where applicable.
    ${ }^{3}$ Please note, that according to the definition in 35, this does not include the capillary contribution to flow resistance.
    ${ }^{3}$ Quite Unified Circuit Simulator, http://qucs.sourceforge.net/
    ${ }^{4} p_{\text {Atrium }}$ corresponds to $U_{\text {atrium }}$ in Fig. 3.3 and represents the lowest pressure in the cardiac circulation.

[^8]:    ${ }^{5}$ www.freecadweb.org

[^9]:    ${ }^{6}$ As described in Chapter 2 hexahedral grid cells are an optimal choice for CFD transport simulations.
    ${ }^{7}$ cfmesh.com.
    ${ }^{8}$ Abbreviation for "stereolithography", a file format for Computer-aided design (CAD) software.
    ${ }^{9}$ Full OpenFOAM-checkMesh-logs can be accessed on CD, which is submitted with this thesis.

[^10]:    ${ }^{10}$ Nonetheless, a mesh convergence study is performed to define an ideal mesh and cell size. This is presented in Section 3.4
    ${ }^{11}$ https://openfoamwiki.net/index.php/CheckMesh, August 17, 2018.

[^11]:    ${ }^{12}$ JSim does not allow direct access to time delay, this is acchieved by variation of Vtube $\mathrm{i}_{\mathrm{i}}$ between 0-0.36 $\mathrm{ml} / \mathrm{g}$ with RDtube $_{i}=0$. For generation of $\mathrm{C}_{\mathrm{Myo}}$, Vtube $_{\mathrm{i}}=0.01 \mathrm{ml} / \mathrm{g}$.

[^12]:    ${ }^{13}$ However, special cases, with outlet diameters much smaller than in this idealized geometry require even further mesh refinement.

[^13]:    ${ }^{14}$ For simplicity, in the following referrals to results from these two sections will only be made with regard to Section 3.3 .

[^14]:    ${ }^{15}$ simvascular.github.io.

[^15]:    ${ }^{16}$ Partnership for advanced computing in Europe, prace-ri.eu.
    ${ }^{17}$ Höchstleistungs-Rechenzentrum Stuttgart, www.hlrs.de.
    ${ }^{18}$ Results of additional simulations on several Supercomputers are available. However, since this technical aspect is not main subject of this thesis, only this example will be given here.

[^16]:    ${ }^{1}$ The work presented in this chapter was performed in cooperation with Prof. Dr. S. Achenbach from Cardiology and Angiology, Medical Clinics 2, University Hospital Erlangen.

[^17]:    ${ }^{2}$ www.heartflow.com, Redwood City, California, USA.

[^18]:    ${ }^{1}$ Large parts of this chapter have previously been published in 163 . Literal quotations are marked by " ". The usage here is in accordance with the associated Consent to Publish from Springer - Lecture Notes in Computer Science: "Author retains the right to use his/her Contribution for his/her further scientific career by including the final published paper in his/her dissertation or doctoral thesis provided acknowledgement is given to the original source of publication". Partially, content and wording have been altered in order to fit the overall structure of the thesis, e.g., here, the analysis is peformed with regard to $S D_{V T F}$ instead of $S D_{V T F}^{2}$ as it is done in 163 .
    ${ }^{2}$ www.vmtk.org

[^19]:    ${ }^{3}$ The BC from Section 3.2 is not used here, because the required associated capillary pressure curve was not available.

[^20]:    ${ }^{4} \mathrm{~A}$ streamline is a curve, which is tangent to the velocity of flow at a given point in space and time. It shows the direction in which a massless particle suspended in the fluid would travel.

[^21]:    $R$ and $S$ stand for rest and stress simulation. In panels a,b), the values in brackets denote the standard errors of the fitted gradients (i.e., the standard deviations of the prediction errors) and the arithmetic standard deviations ( $\sigma$ ) of the averages (c), respectively.

[^22]:    ${ }^{1}$ It should be kept in mind that the $R D_{V T F}$ values obtained in the smaller arteries comprise the contribution from the larger upstream vessels.

[^23]:    ${ }^{1}$ This is indeed an anticipation of flow resistances within the 3 D model itself, however, this quantity is required for the usage of the program outletFlows.cpp. This is described in Section A.2 and an explanation why it is used is given in Chapter 6

[^24]:    ${ }^{2}$ Estimate from relation $F_{\text {tot }} \propto D_{\max }$ 36.

[^25]:    ${ }^{3}$ The value $\tau=1.3$ for stress state is chosen as described in Section 3.2 to obtain a realistic ratio of diastolic to systolic flow of $\sim 4$. Please also compare 34].

[^26]:    ${ }^{4}$ The Vascular Modeling Toolkit, www.vmtk.org.

[^27]:    ${ }^{5}$ Usage of this program only makes sense if the outlets of the model encompass the whole ventricle.

[^28]:    ${ }^{6}$ www.openfoam.org

