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Abstract 

The photophysics of a molecular triad consisting of a BODIPY dye and two pyrene 

chromophores attached in 2-position are investigated by steady state and fs-time resolved 

transient absorption spectroscopy as well as by field induced surface hopping (FISH) 

simulations. While the steady state measurements indicate moderate chromophore 

interactions within the triad, the time resolved measurements show upon pyrene excitation a 

delocalised excited state which localises onto the BODIPY chromophore with a time constant 

of 0.12 ps. This could either be interpreted as an internal conversion process within the 

excitonically coupled chromophores or as an energy transfer from the pyrenes to the 

BODIPY dye. The analysis of FISH-trajectories reveals an oscillatory behaviour where the 

excitation hops between the pyrene units and the BODIPY dye several times until finally they 

become localised on the BODIPY chromophore within 100 fs. This is accompanied by an 

ultrafast nonradiative relaxation within the excitonic manifold mediated by the nonadiabatic 

coupling. Averaging over an ensemble of trajectories allowed us to simulate the electronic 

state population dynamics and determine the time constants for the nonradiative transitions 

that mediate the ultrafast energy transfer and exciton localisation on BODIPY.  

 

Introduction 

Whether an ensemble of two or more different chromophores is excited by light of certain 

energy as a whole or whether only one of these chromophores is excited and energy transfer 

to other chromophores occurs as a possible follow up process is one of the most 
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fundamental issues in photophysics of complex chromophores. If the latter scenario applies, 

the rate of excitation energy transfer processes may span a range from several ns to several 

tens of fs. On the slower time scale an incoherent energy transfer from an excited energy 

donor to a farther apart situated energy acceptor often described by Förster’s resonance 

energy transfer (FRET) is operative. Here, donor and acceptor are so weakly coupled that 

they retain the spectroscopic characteristics of the isolated components but other issues 

such as orientation of transition moments and spectral overlap of donor fluorescence with 

acceptor absorption are important parameters governing the rate of the process.1-8 On the 

other extreme, two or more chromophores may be coupled so strongly that the eigenstates 

of the newly formed super-chromophore deviate dramatically from those of its constituents. 

Often, these new eigenstates can be constructed using exciton coupling theory and energy 

transfer between the constituents is coherent until dephasing and relaxation take place.9-15 

The latter can be viewed as an internal conversion process. However, the intermediate 

coupling regime is also often found and has attracted much attention in recent years.16, 17 

Quite recently we addressed the exciton dynamics in a series of covalently linked squaraine 

dimers spanning the range from weak to intermediate to the strong coupling regime.18 In 

another work we described the optical properties of some dye conjugates consisting of trans-

indolenine squaraine and BODIPY dyes linked by alkyne spacers.19 Those dye conjugates 

are in the strong coupling regime where the exciton coupling energy exceeds 1000 cm-1. In 

this paper, we concentrate on triad systems where a BODIPY chromophore is combined with 

two pyrene molecules attached via an alkyne spacer to each end of the chromophore. In 

principle, in this case the pyrene may act as the energy donor and the BODIPY dye as the 

acceptor. Here the eigenstates of the unperturbed chromophore constituents are 

energetically much farther apart as in the case of the BODIPY-squaraine conjugates 

mentioned above.  

Pyrene was chosen as the formal energy donor as it possesses several special electronic 

properties making it an attractive chromophore for energy transfer purposes. Pyrene has a 

high molar extinction coefficient in the UV region and the absorption spectrum is dominated 

by the transition to the S2 state (polarised along the long molecular axis (x), often called La 

band) because the S1 state (y-polarised, Lb band) is almost forbidden.20, 21 Because internal 

conversion from S2 to S1 is ultrafast (75-85 fs),22, 23 fluorescence is emitted from the S1 state, 

leading to an exceptionally high apparent Stokes shift. Due to the low oscillator strength, the 

S1 lifetime is rather long (several hundred nanoseconds) which makes pyrene useful for non-

radiant energy transfer.22, 24 Keeping these properties in mind it is not surprising that pyrene 

has been used as a chromophore in numerous studies for optical applications.25 However, 

the above mentioned symmetry properties of pyrene excited states only may have an 

influence on photophysical processes if pyrene is attached to other energy acceptors via its 
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2- or 7-position and the (local) symmetry is preserved. Binding pyrene at its 2- or 7-position 

also leaves the typical pyrene properties almost undisturbed because both HOMO and 

LUMO possess a nodal plane along the long molecular axis going through the 2- and 7-

position. However, if pyrene is substituted at the typically employed 1-position, the molecular 

symmetry is distorted. Even though the substitution of pyrene in 2- and 7-position has been 

facilitated by using Ir-catalysed reactions by Marder et al. a decade ago, only a few studies 

that use this substitution pattern are known to the best of our knowledge.26, 27 

To expand the photophysical studies of the 2,7-substituted pyrene chromophores we have 

synthesised the dye conjugate Py2B (see Fig. 1) to investigate the influence of the pyrene 

excited states on possible excitonic interactions with - or energy transfer to the BODIPY28 

chromophore.  

BODIPY29, 30 dyes usually possess C2v molecular symmetry (for molecular structure see Fig. 

1Fig. 1) and display a high and rather narrow absorption band, distinctly red-shifted from 

pyrene, as well as high to medium fluorescence quantum yields. The lowest energy band is 

polarised perpendicular to the C2 axis, that is, along the long molecular axis (x). For S2 and 

S3 the situation is less clear as they overlap strongly. One of those is polarised parallel to S1 

the other perpendicular.30 

Especially the BODIPY chromophore is an ideal building block in energy transfer arrays from 

a synthetic as well as photophysical point of view. For this reason, it has extensively been 

used in energy transfer research because it can easily be substituted at various positions, it 

has a high absorption coefficient in the visible as well as a high fluorescence quantum yield 

and it shows a very low tendency to form triplet excited states.31, 32 Several of the energy 

transfer studies with BODIPY as the energy acceptor also include pyrene as the donor, 

which, however, was exclusively linked at the 1-position.31-44 The most widely used 

substitution pattern for connecting pyrene to BODIPY is the substitution at the boron 

centre.31, 33, 34, 36, 38, 40, 41, 45 Harriman et al. reported two simple triads, one consisting of a 

BODIPY dye with two pyrene chromophores connected to the BODIPY boron atom via an 

alkyne bridge and the other one being a mixed triad with pyrene and perylene as energy 

donors. Energy transfer has also been investigated by Ziessel et al.37 for species where 

pyrene is attached either directly or via bridges to the BODIPY at the methine carbon atom 

between the two pyrrole rings. By comparison of excitation and absorption spectra the 

authors estimated an effective energy transfer from pyrene to BODIPY in excess of 90 % 

with a calculated energy transfer rate (by Förster theory) of (1.5 ps)-1 when the pyrene is 

directly attached to the BODIPY, and (27 ps)-1 when it is separated by an ethynylphenyl 

spacer. Vauthey et al. quite recently reported on a pyrene-BODIPY dyad in which the pyrene 

is attached at its 1-position via a phenylene spacer to the meso-position of the BODIPY dye. 
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Here, excitation into the pyrene initiates energy transfer with t = 0.4 ps to the BODIPY 

chromophore followed by internal conversion (IC) with t < 0.1 ps.44 No example of a dye 

conjugate where a pyrene is linked to the pyrrole units of a BODIPY chromophore is known 

to us. However, Burgess et al.46 investigated the energy transfer in dyads consisting of 

BODIPY and anthracene with diverse substitution positions. They found efficient energy 

transfer in all compounds, but the energy transfer rate was fastest when the anthracene was 

attached at the 2-position of the BODIPY. 

To shed light onto the dynamic light induced processes in the Py2B dye conjugate we 

perform here transient absorption (TA) measurements with fs time resolution to follow the 

ultrafast processes expected after excitation into the pyrene S2 state. These experimental 

studies are supported by theoretical simulations of the light-induced nonadiabatic dynamics 

which have been performed in the frame of the field-induced surface hopping (FISH) method.  

  
Fig. 1 Symmetrical pyrene-BODIPY-pyrene conjugate and its parent compounds. The inserted 

arrows mark the estimated chromophore-localised transition moment direction. 

 

Results and discussion 
The Py2B triad was synthesised by coupling the appropriate monomers via Sonogashira 

reactions. For detailed information see supporting information. 

Steady state UV-vis absorption and fluorescence spectra. The triad absorption spectra 

were measured in dichloromethane (DCM) at room temperature and compared with those of 

its parent compounds B47 and the pyrene derivative Py (see Fig. 2). 
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The absorption spectrum of Py2B covers a broad wavenumber range with one intense band 

originating from the BODIPY S1←S0 excitation around 17200 cm-1. This band is clearly more 

diffuse (fwhm = 1790 cm-1) and also redshifted by 900 cm-1 than the one of the reference 

compound B (fwhm = 1080 cm-1). A weaker and broader band in the spectrum of Py2B 

between 22000-27000 cm-1 stems from the overlapping BODIPY S2←S0 and S3←S0 

excitation.30  The low anisotropy in the fluorescence excitation anisotropy measurements in 

poly-THF (see ESI) indicates that the S2 state is polarised perpendicular to the S1 state but 

the S3 state is again polarised parallel to the S1 state. At the blue edge of the spectrum the 

typical vibrational progression associated with the pyrene S2←S0 absorption (see Fig. 2) is 

visible. The two BODIPY bands in Py2B are shifted to lower energy compared to the parent 

B chromophore. In contrast, the peaks of pyrene in Py2B remain at the same spectral 

position but are distinctly more diffuse and their intensities deviate from the expected 

doubled intensity of Py. This indicates that there is an additional band between 29000-33000 

cm-1, which is caused by the interaction of the BODIPY dye and pyrene and which overlaps 

with the pyrene absorption peaks. The high anisotropy (ca. 0.33) in the fluorescence 

excitation anisotropy (see ESI) shows that the pyrene S2 band and the overlapping band 

possess the same polarisation direction as that of the BODIPY S1→S0 band, that is, 

polarisation along the long molecular axis (x). 

In the triad Py2B the shift and fwhm of the lowest energy BODIPY dye band indicate 

moderate interaction with the pyrene p-system in the ground and in the lowest excited state, 

which therefore appears to be largely localised at the BODIPY chromophore. This conclusion 

is drawn from the fact that the absorption features (band energies and band shapes) 

resemble those of the parent chromophores. On the other hand, exciton coupling theory 

predicts that even a strong coupling would lead to vanishing shifts of transitions in the 

coupled super-chromophore if the eigenstates of the monomer chromophores are 

energetically very far apart, that is, small shifts are no indication for the absence of electronic 

couplings.19 The squared transition moments of the lowest energy absorption band in Py2B 

as determined by eq. 1 is only about 21% higher than that of the isolated parent dye B which 

also indicates that the original electronic character of this transition is retained in the ground 

state and Franck-Condon state in the triad (see Table 1). 
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Fig. 2 (a) Absorption spectra and (b) normalised absorption and fluorescence spectra of 

Py2B, B and Py in dichloromethane at r.t. For the emission spectra, the excitation of Py2B 

was at 29400 cm-1. 
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Table 1 Steady-state optical spectroscopic properties of the pyrene-BODIPY-pyrene triad 

and the corresponding parent compounds in dichloromethane at r.t. 

 

𝜐@"#$/ cm–1 

(ε/ M–1 cm–1) 

[fwhm/ cm–1] 

𝜇"#$% / D2 
𝜐@A,  

[fwhm/ cm–1] 
𝜇A,
%/ D2 

𝜙A,	 

(𝜐@CD/ cm–1) 

Py 
29400 

(33200) 

0.98 (S1) 

12.6 (S2) 
25180 26.2 0.10 

B47 
18100 

(83200)[1080] 
48.4 

17600 

[1030] 
44.1 0.84 

      

Py2B 
17200 

(69600)[1790] 
58.7 

16300 

[1350] 
79.3 

0.72 

(18900) 

 
Direct excitation of a Py2B solution in DCM into the pyrene S2←S0 absorption band at 29400 

cm-1 results in strong BODIPY type fluorescence at 16300 cm–1 (see Fig. 2) which has a 

Stokes shift of 900 cm–1. This BODIPY emission of Py2B has a more pronounced structure 

with a smaller fwhm (1350 cm-1) whereas the absorption spectrum is distinctly more diffuse 

(fwhm = 1790 cm-1). This hints towards a more flexible ground state geometry with a flat 

hypersurface (possibly rotation around the CC triple bonds) than in the excited state where 

all components of the triad are coplanar.48 The fluorescence quantum yield of Py2B (𝜙A, =

	0.72) is slightly lower than that of B (𝜙A, =		0.84) beyond the experimental error of ca. 5%.  

Computed absorption spectra and electronic states of Py2B. In order to simulate the 

thermally broadened absorption spectrum of Py2B we sampled the ground state canonical 

harmonic Wigner distribution at T=300 K. Overall, 300 normal mode displacements and 

momenta were generated and converted back to Cartesian coordinates. The electronic 

absorption spectra for each individual structure from the ensemble have been calculated at 

the AM1-CIS and TD-CAM-B3LYP levels of theory and all stick spectra have been 

convoluted by Lorentzians in order to generate the continous curve. The resulting thermally 

broadened absorption spectra are presented in Fig. 3 together with the experimental 

spectrum. The theoretical spectra at both levels reproduce well the experimental absorption 

bands. In particular, the splitting between the first and the third absorption band is in 

excellent agreement and the second band is much broader than the first one, also in 

agreement with the experiment. 
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Fig 3. Comparison between the simulated spectra at the level of AM1 CIS and TD-CAM-

B3LYP/def2SVP and experimental absorption spectrum of Py2B. The vertical transition from the 

ground state are shown as sticks with the notation of the corresponding excited state. The simulated 

individual transitions have been convolved by a Lorentzian function with a width of 500 cm−1.  

 

In Fig. 4 we present transition densities and natural transition orbitals of the dominant 

optically active electronic excited states calculated at the AM1-CIS level, which will be used 

to carry out nonadiabatic dynamics simulations, and at the TD-CAM-B3LYP level of theory. 

The character of the dominant electronic transitions is in perfect agreement between both 

employed methods. In the following, we will discuss the AM1-CIS results while the detailed 

comparison between the electronic states at the AM1-CIS and TDDFT level is given in the 

supporting information. As can be seen from Fig 4a the S1 state is mainly localised on the 

BODIPY-unit and its transition moment is oriented along the molecular longitudinal axis. The 

S5 and S6 states have a much weaker oscillator strength. The S5 exhibits a strong localisation 

on the pyrene unit while the S6 is partly localised on the BODIPY-unit. The second intense 

absorption peak at around 32000 cm-1 is dominated by the S11-state, which is delocalised 

over the whole system. The delocalisation arises due to the "J-type“ coupling between the 

longitudinally polarised pyrene-states and the corresponding BODIPY-state. In the case of 

transversally polarised pyrene transitions the states remain uncoupled and are thus fully 

localised on the pyrene unit (cf. dark S2, S3, S9, and S10-states in between the bright ones in 
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Fig. S3 and S4). These findings are in very good agreement with the qualitative picture 

obtained from the experimental absorption spectra.  

In order to investigate the presence of charger-transfer (CT)-states and the composition of 

the excited states we have partitioned the transition densities into natural transition orbitals 

(NTOs, i.e. orbital representation which diagonalizes the transition density matrix). In the S1- 

and S2-state the electrons will be excited from a delocalised configuration to the one 

localised at the BODIPY-unit. These two excitations only differ in the sign of the hole so that 

in the case of the S1 this leads to constructive overlap with particle but in the S2 the overlap is 

almost destructive and only a small transition moment remains (see SI). The S5-state is 

composed of two kinds of transitions and each consists of two different combinations of 

particles and holes.  

Of course the combination of three chromophores leads to deviations of the electronic 

character of the triad excited states from those of the individual dyes because states with 

mixed character are generated by configuration interaction. Thus, the AM1-CIS computed S1 

state clearly refers to the BODIPY S1←S0 excitation around 17200 cm–1, the dark AM1 S2-S4 

states and the bright S6 state are y-polarised combinations of the (two) pyrene S1 and 

BODIPY S2 states. The AM1 S5 state refers to an x-polarised combination of the two x 

polarised pyrene S2 states as is the very intense AM1 S11 state. 
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Fig 4. (a) Natural transition orbitals (NTOs) of the dominant excited states, the resulting transition 

densities (TDs), energies and the polarisation in braces at the AM1 CIS level. (b) NTOs of the 
dominant excited states, TDs and energies (polarisation) at the TDDFT level. Only contributions with 

eigenvalues  > 0.1 are shown.  

 

Fluorescence lifetime measurements. The fluorescence lifetime of the triad was measured 

by time-correlated single photon counting (TCSPC, see Table 2) in DCM. When exciting the 

lowest energy band of the Py2B triad we measured a lifetime of 3.03 ns, much shorter than 

State Hole Particle Transition Density                     
S0 → State Energy (cm-1)

S1 93 % 19810 (x)

S5

27 %

26684 (x)
27 %

18 %

17 %

S6 82 % 27991 (y)

S11

46 %
32510 (x)

27 %

a)

b) State Hole Particle Transition Density                     
S0 → State Energy (cm-1)

S1 95 % 21373 (x)

S3 95 % 28713 (x)

36 %

32342 (x)S7 36 %

11 %

S11

53 %
35327 (x)

18 %
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that of B with 4.93 ns. When excited at 31650 cm-1 at the pyrene S2 state the triad also 

shows fluorescence with the same lifetime as when excited at the lowest energy state of the 

BODIPY chromophore. Using these lifetimes and the fluorescence quantum yields the 

squared transition moment of the fluorescence μfl
2 can be calculated via the Strickler-Berg 

equation:49 

 𝑘A, =
.F∙./H0I

'(*+

7J719%K1

6
〈𝜐@A,
M'〉OPM.𝜇A,

%  (2) 

where 〈𝜐@A,M'〉OPM. = ∫ 𝐼A,𝑑𝜐@ ∫ 𝐼A,𝜐@M'𝑑𝜐@⁄  is the average cubic fluorescence energy and 𝑘A, = 𝜙A, 𝜏A,⁄ 	 

is the radiative rate constant. For the parent chromophore B the thereby evaluated (input 

from Table 1) fluorescence transition dipole moment is in reasonable agreement (within ca. 

±10%) with those of the absorption spectra, which indicates no major changes of the 

electronic/geometrical nature in the lowest energy excited state. For the triad the situation is 

distinctly different, that is, the squared fluorescence transition moment is enhanced by ca. 

35% compared to that of the absorption. This effect is even more impressing when 

comparing the squared fluorescence transition moments of B with that of Py2B. Here the 

latter is 80% larger. A preliminary explanation for this observation is that the excited states of 

the triad undergo a structural rearrangement (possibly flattening) which results in an 

increased electronic coupling of the pyrene and BODIPY chromophore leading to an 

enhanced squared transition moment of the fluorescence process.47 This is also supported 

by the different band shapes of the BODIPY absorption in Py2B and B. 

Table 2 Time resolved optical data from time correlated single photon counting (TCSPC) and transient 

absorption spectroscopy (TA) of the Py2B triad and reference compounds in dichloromethane at r.t. 

 
τfl/ns (TCSPC) 

[𝜐@CD/cm–1 /𝜐@CT/cm–1] 

τ/ps (TA)  

[𝜐@CD/ cm–1] 

Py 
34.8 

[31650/25200] 
 

B 
4.93 

[23920/17570] 
 

Py2B 

3.03 

[23920/16290] 

3.05  

[31650/16290] 

0.12 

1.6 

22 

460 

3100 

[30800] 
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Femtosecond pump probe spectroscopy. The steady-state photophysical properties of 

the Py2B triad give first hints about the interactions in the pyrene-substituted BODIPY dye 

conjugate but no information about its photoinduced dynamics. Therefore, transient 

absorption (TA) measurements with fs time resolution were performed to distinguish between 

a dynamic energy transfer after excitation into the pyrene S2 state or the formation of 

delocalised excitonic states with subsequent internal conversion processes. The symmetric 

triad was measured in DCM at r.t. and excited at the energy (30800 cm-1) of the 01-band of 

the pyrene S2 state. This allows following the pyrene S2 state dynamics by looking at the 00-

band without problems caused by excitation stray light. At this wavenumber, pyrene is 

primarily excited, but because of band overlap, a state that is formed by the interaction of 

pyrene with the BODIPY chromophore is excited, too. 
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Fig. 5 Chirp corrected transient spectra of Py2B (a) in dichloromethane at 30800 cm-1 excitation. b) 

Evolution associated difference spectra from global fit of the TA data. c) Decay associated difference 

spectra from global fit of the TA data. d) and e) Transient decay profiles (black circles) at selected 

wavenumbers and global fit (red line).  
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a)

 

b)

 

Fig. 6 Reconstruction of ESA spectra (in blue) of Py2B from EADS (a) with t = 0.12 ps and (b) with t = 

3.1 ns using steady-state absorption and emission spectra. 

 

Excitation of Py2B at the 01-transition of the pyrene S2 state also excites a state resulting 

from interaction of pyrene and BODIPY significantly. The resulting TA spectra, which rise 

within instrument response (ca. 100 fs) show a strong ground state bleaching (GSB) below 

ca. 19000 cm-1 and excited state absorption (ESA) with the maxima at ca. 20500 and 28700 

cm-1. Global analysis of the TA spectra with the minimum number of exponential functions 

gives decay associated difference spectra (DADS, amplitude spectra of species which evolve 

parallel in time) and the equivalent evolution associated difference spectra (EADS, spectra of 

species which evolve sequentially with increasing lifetimes) (Fig. 5) with t = 0.12, 1.6, 22, 

460 and 3100 ps. The first EADS with t = 0.12 ps shows strong GSB at the spectral position 

of the lowest energy absorption of the BODIPY chromophore, but no concomitant stimulated 

emission (SE) at lower energy, and GSB at the 00-transition of the pyrene S2 state at 29300 

cm-1. This can also nicely be seen in comparison with the absorption spectrum of Py2B (red 

spectrum, see Fig. 6a) and shows that the Py2B is excited and the resulting transition density 

is distributed over all triad constituents. However, this state is not the lowest energy state 

because otherwise one would expect SE arising at ca. 16000 cm-1. The EADS with longer 

time constants represent relaxation processes (see also DADS in Fig. 5c) and the last one 

with t = 3100 ps ground state recovery is in excellent agreement with the TCSPC lifetime. 

Just for comparison, direct excitation of the lowest energy state of Py2B at 17200 cm-1 

yielded very similar TA spectra and the global analysis gives similar EADS and time 

constants with exception of the ultrafast component, which is missing (see SI Fig. S2). We 

now compare the last EADS with t = 3100 ps with the sum of emission and absorption 
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spectra of Py2B yielding the ESA contribution (blue spectrum, see Fig. 6b). This constructed 

ESA shows a strong absorption peak at 29300 cm-1 which appears to be unreasonably 

strong. This peak indicates that using the triad absorption spectrum to simulate the GSB was 

not appropriate and that the transition density of the lowest energy excited state of Py2B is, 

on average, not entirely spread over the BODIPY and both pyrene chromophores, because 

otherwise one would expect that the absorption spectrum including all features of the triad 

constituents matches the GSB. In other words, localisation of excitation must have been 

occurred, at least to some extent. This somewhat conflicting result shall be elucidated by 

using computational methods, which allow looking on the electronic processes of a single 

molecule and not only on the average of an ensemble as in our experiments.  

Light-induced nonadiabatic dynamics simulations. In order to investigate the dynamical 

processes induced in the Py2B triad after photoexcitation computationally, the nonradiative 

relaxation of the molecule has been simulated using the field-induced surface hopping 

(FISH) method50 that allows to treat the excitation by laser fields and nonadiabatic transitions 

on an equal footing.  

The above described Wigner ensemble used to simulate the absorption spectrum has been 

also employed to generate 150 initial conditions for the FISH simulations. An ensemble of 

trajectories has been propagated for 500 fs in a manifold of 20 electronic states. For 

excitation a Gaussian shaped laser pulse resonant to the second broad absorption band has 

been used, whose full width at half maximum (FWHM) was 21 fs, and the field amplitude was 

maximal at 50 fs. The parameters were chosen to be similar to the experimental ones. 

The resulting electronic state population dynamics is shown in Fig. 7 where we have grouped 

several excited states together. The laser pulse leads to significant population of the higher 

lying excited state. We have summed the population of the S4 up to the S20 state due to the 

fact that these states show a very similar population decay. Within a short time interval of 

about 50 fs, most of the trajectories leave the higher lying states and the S2- and S3 states 

are populated (see green line in Fig. 7). However, the population of these states rises only up 

to 35 %, since some of the trajectories relax directly into the first excited state. The decay of 

the second and third excited states has a time constant of 97 fs and leads to the population 

increase of the S1 state with a very similar time constant of 99 fs. No transitions to the ground 

state take place within the simulation time, which is consistent with the experimentally 

observed fluorescence lifetime of ca. 3 ns. 
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Fig. 7 Population of an ensemble of 150 trajectories of the electronic states during the field induced 
surface hopping dynamics of Py2B. The bold red line shows the fit of the S1 population to the following 
fit function: 𝐹(𝑡) = 	−𝐴 exp \− ]M]+

^
_ + 	𝐵. The blue and green bold lines show the fit of the summed 

populations to the following function: 𝐺(𝑡) = 𝐴 exp \− ]M]+
^
_ exp \ c

1

de1
_ f1 + erf j

]M]+M
k1
1l

c
mn	 

 
In order to elucidate the time dependent orientation of the transition moment between the 

ground state and the actual state populated in the surface hopping simulations, we have 

performed an averaging at every time step over the whole ensemble of trajectories. After 

excitation with the laser pulse, a transition dipole moment of about 1.2 D along the x-axis to 

the actual state can be observed, which decays on a time scale less than 50 fs to 0.7 D (see 

Fig. 8). During this time the dipole along the short molecular axis increases to about 0.3 D, 

with the maximum amplitude located at 80 fs. Within 150 fs the transition moment along the 

y-axis decreases to almost zero and the x-component moment increases up to 4.0 D.   

The observed time-dependence of the transition dipole moment is in good agreement with 

experimentally obtained changes in the polarisation of the transition, which are shown on top 

of the state diagrams in Fig. 12 and refers to the intermediate population of the AM1-CIS 

computed S2-S4 and S6 state with y-polarisation. The time constant for the decrease in the 

longitudinal orientation with 35 fs is of the same order of magnitude as the experimental 

constant for the switch from the longitudinal to the transversal polarisation (75 fs) of the S2-S1 

internal conversion in pyrene (see Introduction). Furthermore, the subsequent increase in the 
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longitudinal direction within 99 fs refers to the S1 population and is in perfect accordance to 

the experimentally obtained lifetime, with a value of 120 fs, for step A in the state diagram 

that is rate determining for the corresponding process.  

 

Fig. 8. Transition dipole moment of the actual populated electronic state of the whole ensemble. The 
y-direction and the first 80 fs of the x-direction are fitted with the bold line to the following fit function: 

𝐺(𝑡) = 𝐴 exp \− ]M]+
^
_ exp \ c

1

de1
_ f1 + erf j

]M]+M
k1
1l

c
mn. The bold red line of the x-direction between 120 fs 

and 500 fs shows the fit to 𝐹(𝑡) = 	−𝐴 exp \− ]M]+
^
_ + 	𝐵. 

 

Analysis of the exciton localisation dynamics. In order to analyse the exciton dynamics, 

the adiabatic electronic states along the trajectories have been decomposed into the diabatic 

basis with excitations localised on individual monomers. We have monitored the population 

of these diabatic states along the trajectories by integrating the square of the electronic 

transition density (TD) for the adiabatic state which is populated at the given time step over 

the volume corresponding to each subunit and normalised the square of the whole transition 

density. This delivers two functions presented in Fig 9a for two representative trajectories 

(see also Fig. 10 for a pictorial representation) as well as the average of both functions over 

the whole ensemble which is presented in Fig. 9b. The value of 1.0 corresponds to the 



18 
 

complete exciton localisation on the respective unit, while for the value of 0.5, the TD is 

equally distributed over the whole system. The excitation leads to a short transient exciton 

localisation-delocalisation dynamics over the whole molecular system and after 150 to 200 fs 

the exciton is strongly localised on the BODIPY subunit and resides there. On an ensemble 

level a very short transient exciton localisation on the 4-alkoxyphenyl group is observed 

which is accompanied by a decay, resulting in a coherent delocalisation within 10 fs. This 

delocalisation lasts for more than 100 fs and is followed by strong localisation on the 

BODIPY subunit within another 100 fs.  

 

Fig 9. Integrated transition density on a given subunit (red, BODIPY; blue, pyrene units) for two single 

trajectories (a) and averaged over the whole ensemble (b).  
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In order to gain a further insight into the localisation dynamics, we have calculated a 2D map 

of the transition densities between the electronic ground state and current state by 

integrating the transition density along the axis perpendicular to the molecular plane for the 

whole ensemble. The result is shown for selected time steps in Fig. 11 and the full animation 

is provided in the Supporting information. A superposition of the ensemble geometries at a 

given time step are shown in the bottom of each figure. The analysis of the exciton 

localisation shows a transient localisation/delocalisation within the first 60 fs of the dynamics 

simulation on ensemble level. This is followed by a delocalisation over all subunits which 

lasts for around 100 fs. Afterwards the exciton localises on the BODIPY unit and remains 

there for the rest of the simulation time. During the time duration of the FISH simulations, the 

structures do not undergo any pronounced structural deformation but exhibit only relatively 

low amplitude vibrations.  

 

Fig 10. Transition densities between electronic ground state and current state on a single trajectory 
level. The depicted transition densities correspond to the integrated values shown in dark colours in 

Fig. 9a.  
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Fig 11. Transition densities between electronic ground state and current state after integration along 

the axis which is perpendicular to the molecular plane and averaging over the whole ensemble of 

trajectories (top). Superposition of the molecular structures at the given time frame (bottom). The 
numbers in the clock correspond to the simulation time (top right corner).  

 

Discussion and conclusion 
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Fig. 12 State diagrams for the photophysical processes in Py2B. The assignment is made for the local 

chromophore states, as abbreviated in parentheses. The 00-state energies of the diverse states were 

estimated as follows: for S2(Py) from the most intense absorption peak. For S1(Py) from the highest 

energy peak of the fluorescence spectrum. For S2(B) from the intersection of a tangent to the lowest 

energy flank of the corresponding absorption spectrum with the x axis. For S1(B) from the intersection 
of absorption and emission spectra. The energy of the partially delocalised S2(B-Py) states is 

estimated. For Py2B the polarisation direction of each transition is given on top of the graph. 

 

With the above collected information at hand we can construct a state diagram for the 

photoinduced processes in Py2B which is displayed in Fig. 12. At this point we stress that we 

assign the diverse states with labels, which describe the electronic character of the excited 

state best without any assumption whether we deal with a more localised or a more 

delocalised state that may also involve other molecular units than those indicated in the 

label.  

From the TA experiments it appears that the rate determining step for the population of the 

lowest energy BODIPY state after excitation of the pyrene S2 and concomitantly the B-Py 

state is process A between the pyrene S1 state and the BODIPY S3 state with t = 0.12 ps, 
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assuming ultrafast IC between BODIPY S3 and S2/S1. The FISH simulations corroborate this 

interpretation as they predict a ca. 100 fs time constant for the population of the S1 state from 

a state which has predominantly pyrene S2 character, although this state is the AM1 S2 state. 

However, from the time resolved experiments alone it is not quite clear whether we deal here 

with internal conversion within an excited superchromophore comprising the two pyrene units 

and the BODIPY dye or with energy transfer between one of the pyrene units and the 

BODIPY dye. The comparison of TA spectrum and steady-state absorption spectrum in Fig. 

6a shows a very strong GSB at 29300 cm-1 comparable to the pyrene absorption at this 

energy and, at the same time, a pronounced GSB at the BODIPY absorption energy. This 

hints towards a sizable electronic coupling between the BODIPY and the pyrenes in the 

excited state although, the excited state has spectroscopically strong S2 character of pyrene. 

While the former observation speaks for an IC process, the latter argues for an energy 

transfer process of almost decoupled chromophores. Likewise, in the final excited state (Fig. 

6b), the GSB at 29300 cm-1 indicates an electronic coupling between the BODIPY excited 

state and pyrene but the intensity of the GSB is much less than one would expect. 

Thus, phenomenologically it appears that we deal with an intermediate case where the 

electronic coupling is strong enough to allow excitation of the whole triad but weak enough to 

retain most of the spectroscopic character of either BODIPY or pyrene states.  

The latter may be due to the fact that the S2 transition moment is oriented along the long axis 

of pyrene thus minimising excitonic interactions with the nearby lying S3/S2 states of BODIPY 

or squaraine. 

As we have recently shown in a quantum-dynamical study in case of a dyad built up from two 

different squaraine dyes, the transition density of an individual molecule not only hops 

between the two excitonically coupled S1/S2 states but also between the two squaraine 

chromophores within the first several 100 fs after excitation into S2. Thus, a site energy 

difference between the dyad chromophore constituents may lead to a dynamic behaviour but 

finally to localisation of excitation in the lower energy chromophore. This situation may also 

apply to the Py2B triad here, that is, fast hopping of transition density between BODIPY and 

pyrene may lead to a macroscopic ensemble in which on average there is more BODIPY 

excited than pyrene. This would lead to a GSB signal which does not reflect the steady state 

absorption spectrum in intensity. 

Again, the FISH simulations shed light onto the dynamics. Looking at a single trajectory tells 

us that after pyrene excitation the excitation density hops several times over the two pyrene 

units and the BODIPY chromophore until it gets trapped onto the BODIPY chromophore 

(Figs. 9a and 10). However, on averaging the transition density of many trajectories, and that 
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is what we observe experimentally, it appears that initially delocalised triad state comprising 

all three components are populated until localisation of excitation at the BODIPY occurs after 

ca 200 fs (Figs. 9b and 11). The latter process agrees excellently with the experimentally 

observed 120 fs for the population of S1. 

Thus, excitation of Py2B may be best described by neither IC nor energy transfer but by what 

we would like to call “dynamic exciton localisation” which clearly represents the bridge 

between the both extreme scenarios51 and also may involve symmetry breaking.52-55 
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Experimental 
The synthesis of the triad is described in the Supporting Information. 

Optical spectroscopy 
Steady-state absorption measurements were carried out in 1 cm quartz cuvettes from Hellma 

in dichloromethane (Uvasol® from Merck) at r.t. using a Jasco V670 spectrometer. The pure 

solvent was used as a reference. 

Fluorescence spectra were measured in 1 cm quartz cuvettes with Uvasol® solvents from 

Merck using an Edinburgh Instruments FLS980 spectrometer. The dissolved samples were 

purged with argon for 15 min before the measurement. 

Fluorescence quantum yields were determined using optically dense samples in an 

integrating sphere following the method of Bardeen et al.56 to correct for self-absorption. 

Fluorescence lifetimes were measured by time-correlated single-photon counting (TCSPC) 

with the FLS980 spectrometer using pulsed laser diodes at 15200 cm–1 or 19650 cm–1 or a 

pulsed light emitting diode at 31250 cm–1 as excitation source. The instrumental response 

was determined with a scatterer solution consisting of colloidal silicon in deionised water. All 

spectra were recorded under magic angle conditions using a fast PMT detector (H10720). 

Lifetimes were determined by deconvolution of the experimental decay (4096 channels) with 

the instrument response function and by fitting the decay curves with an exponential decay 

function using the FAST software (version 3.4.2). 

Femtosecond transient absorption spectroscopy 
All experiments were performed in quartz cuvettes from Spectrocell (Oreland, PA) with an 

optical path length of 0.2 mm equipped at r.t. All samples were dissolved in DCM, filtered and 

degassed for 30 min. The optical density was adjusted to ca. 0.2 at the corresponding 

excitation wavenumber. The transient absorption spectra were performed with a Newport-

Spectra-Physics Solstice one-box amplified ultrafast Ti:Sapphire laser system with a 

fundamental wavenumber of 12500 cm–1 (800 nm), a pulse length of 100 fs and a repetition 

rate of 1 kHz 

The output beam from the Solstice amplifier was split into two parts. One part was focussed 

onto a vertically oscillating CaF2 crystal to produce a white light continuum between 

11800 cm–1 (850 nm) and 28600 cm–1 (350 nm). The resulting beam, which was polarised 

horizontally was used as the probe pulse. The second pulse was used to pump an optical 

parametric amplifier (TOPAS-C) from Light Conversion to generate the pump pulse with a 

pulse length of 140 fs at the appropriate excitation wavelength. By using a wire grid (Moxtek) 

the polarisation axis of the pump pulse was set to magic angle relative to the probe pulse. 
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The pump pulse (50 nJ, Ø ca. 0.4 mm) and the probe pulse (Ø ca. 0.1 mm) met at an angle 

of 6° vertically in the cuvette. The probe pulse was measured by means of an CMOS sensor 

(Ultrafast Systems, Helios) in the range of 11900 cm–1 (840 nm) to 29400 cm–1 (340 nm) with 

an intrinsic resolution von 1.5 nm. To compensate for white light intensity fluctuations, a 

reference beam was split off and detected with an identical spectrograph. Every second 

probe pulse was blocked by a mechanical Chopper (500 Hz) to measure the ratio of I and I0.  

The computer-controlled stage (retro reflector in double pass setup) set the time difference 

between pump and probe pulse in 20 fs intervals from 0 fs to 4 ps and 4 ps to 8 ns in 

logarithmic steps with a maximum of 200 ps. 

Before data analysis, the raw transient data were corrected for stray light and white light 

dispersion (chirp). The chirp was corrected by fitting a polynomial to the cross phase 

modulation signal of the pure solvent under otherwise experimental conditions. The evolution 

associated difference spectra (EADS) and the species associated difference spectra (SADS) 

were obtained from the corrected data by a global analysis using GLOTARAN57, 58 software. 

Computational Details 
For the simulation of absorption spectra of the studied system, the structure has been first 

optimised in the frame of the semiempirical AM1 parametrisation59, 60 and we calculated the 

vibrational modes to sample 150 structures from a phase space Wigner distribution at 300 K. 

The excited states properties have been calculated in the framework of parametrized 

Configuration Interaction Singles (CIS). After performing extensive benchmark calculations 

on the energetics and characters of the excited states on the considered energy range, we 

have chosen an active space of 15 occupied and 15 virtual orbitals. The calculated stick 

absorption spectra were convolved with a Lorentzian function in order to obtain better 

comparability with the experimental data. Furthermore, to validate the applicability of AM1 for 

the studied system, we have also calculated the optical absorption spectra, natural transition 

orbitals61 and transition densities at the TDDFT level, using the long-range corrected CAM-

B3LYP62 functional and the def2-SVP63 basis set as implemented in the Gaussian16 

quantum chemical software package64 (see SI). 

The light-induced nonadiabatic dynamics simulations have been performed using the field-

induced surface hopping (FISH) methodology. This allows for realistic modelling of the 

excitation process induced by an ultrashort laser pulse as well as the description of the 

nonradiative transitions which are mediated by the nonadiabatic couplings.50, 65, 66 The laser 

fields employed in the simulations were parametrised in the time domain as Gaussian 

pulses. The full width at half-maximum (fwhm) for all applied pulses was 21 fs, and the field 

amplitude was maximal at 50 fs. The parameters were chosen to be similar to the 

experimental ones. For this purpose, the nonadiabatic dynamics simulations were performed 
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in the manifold of the electronic ground and up to 20 excited electronic states. The nuclear 

degrees of freedom were propagated by solving the classical Newtonian equations using the 

velocity Verlet algorithm67 with a time step of 0.1 fs for a total number of 5000 steps. 
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