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Abstract: 

Reactive hydrocarbon molecules like radicals, biradicals and carbenes are not only key players 

in combustion processes and interstellar and atmospheric chemistry, but some of them are also 

important intermediates in organic synthesis. These systems typically possess many low-lying, 

strongly coupled electronic states. After light absorption, this leads to rich photodynamics char-

acterized by a complex interplay of nuclear and electronic motion, which is still not comprehen-

sively understood and not easy to investigate both experimentally and theoretically. In order to 

elucidate trends and contribute to a more general understanding, we here review our recent work 

on excited-state dynamics of open-shell hydrocarbon species using time-resolved photoelectron 

spectroscopy and field-induced surface hopping simulations, and report new results on the excit-

ed-state dynamics of the tropyl and the 1-methylallyl radical. The different dynamics are com-

pared, and the difficulties and future directions of time-resolved photoelectron spectroscopy and 

excited state dynamics simulations of open-shell hydrocarbon molecules are discussed.  
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1. Introduction  

Investigating excited-state dynamics of isolated molecules over a wide range of time-scales has 

sparked an enormous interest, as indicated by the award of a Nobel prize in chemistry to A. Ze-

wail in 1999
1
. The vast majority of studies investigated closed-shell systems, as they are often 

easily available. Studies on the excited-state dynamics of hydrocarbons with open-shell or car-

bene character, however, are scarce, although these may provide valuable insights in these fasci-

nating species: (a) From an organic chemist’s viewpoint, such molecules are  very reactive and 

readily form new bonds, hence their involvement as intermediates in combustion
2,3

 as well as 

interstellar
4,5

 and atmospheric chemistry
6
. (b) From a physical chemist’s viewpoint these species 

possess low-lying electronic states, which are often strongly coupled, leading to quite complex 

electronic spectra and intricate dynamical processes induced upon photoexcitation. (c) From a 

theoretical chemist’s viewpoint, calculations on hydrocarbons with open shell or carbene charac-

ter incorporate several challenges such as non-adiabatic effects, spin contamination, or the pres-

ence of low-lying, diffuse Rydberg states
7
. This requires a careful choice of the appropriate 

quantum chemical method, and highly correlated multi-reference methods may be mandatory in 

certain cases. Investigating the excited-state dynamics of hydrocarbons with open shell or car-
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bene character is therefore a challenging task both theoretically and experimentally. Due to their 

high reactivity, these species must be produced in situ in the gas phase from suitable precursors, 

as they are mostly too reactive to be isolated under normal conditions. Finding suitable precur-

sors for a clean and efficient production is demanding and difficult. On the other hand (b) im-

plies that the first excited state often lies in the visible and higher-lying excited states not far 

above, often at wavelengths easily accessible experimentally.  

In our quest to understand the excited-state dynamics of hydrocarbons with open shell or car-

bene character, we investigate the following questions: (1) how do their excited-states couple and 

how fast do they deactivate? (2) Can we link electronic structure to dynamics/coupling for these 

unusual electronic configurations? To answer these questions, we require an experimental meth-

od that is sensitive to the character of the electronic states involved in the dynamics and at the 

same time suitable to detect molecules at low concentrations. Time-resolved-photoelectron spec-

troscopy (TRPES) of valence electrons has been the method of choice to investigate the excited-

state dynamics of many closed-shell molecules and anions
8–12

, as it offers several advantages: 

• Different electronic states can be disentangled through their characteristic photoelectron 

spectra. 

• Time-independent signals can be easily identified and attributed in TRPES as well as 

subtracted from the final spectra; it therefore provides a background-free measurement. 

• Different orders of ionization processes (e.g. [1+1’] vs [1+2’] or [1+3’]) can be readily 

identified in the photoelectron spectra, which is not possible in other methods relying on ioniza-

tion as the detection step, as e.g.  in time-resolved mass spectrometry. 
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• Provided that the probe photon energy is high enough, all states can be ionized, and even 

poorly fluorescent states can be probed.  

TRPES is even more favorable for open-shell species, since these tend to have lower ionization 

energies (IE) than their closed-shell counterparts. The benzyl radical, for example, has an IE of 

7.24 eV
13,14

, while the IE of toluene is more than 1 eV higher (8.828 eV
15

). For the tert-butyl 

radical, the IE is even 4 eV lower than for its closed-shell analog isobutane (6.58 vs. 10.57 eV
16

). 

Similar trends can be observed for the position of the excited states: While in small closed-shell 

species the first excited state is often found in the UV range, for many radicals the first excitation 

energy is markedly lower, e.g. 2.73 eV for benzyl
17

  vs. 4.65 eV for toluene
18

 , or 3.7 eV for tert-

butyl
19

  vs. 8.6 eV for isobutane
20

. Therefore,  UV light may likely populate the 2
nd

 or higher 

excited states
21

. In contrast to closed-shell molecules, in open-shell systems such states are fre-

quently already of Rydberg character. While in resonance stabilized radicals
21

, this leads to the 

simultaneous presence of Rydberg and low-lying valence excited states (often of * or n* 

character), for saturated species such as alkyl radicals, with the unpaired electron situated in a 

carbon 2p orbital, the lowest lying excited states exclusively possess Rydberg character (see ex-

amples below). Investigating the UV photodynamics of open-shell molecules therefore not only 

allows one to obtain information on relaxation time scales but also to elucidate the intricate in-

terplay between several coupled excited states.   

In the following we will review our work on the TRPES and nonadiabatic dynamics simula-

tions of hydrocarbons with open-shell or carbene character, including previously unpublished 

results, with the aim to show the still open questions and to emphasize the diversity of infor-

mation one can glean from their TRPES.  
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2. Experimental and Theoretical Methods 

A prerequisite to record TRPES spectra of hydrocarbons with open shell or carbene character 

is a clean production. Even though mass-selected TRPES have been recorded for closed-shell 

molecules previously
22–24

, this technique had not yet been applied to the dynamics of reactive 

intermediates before we started in 2006. Different kinds of external stresses can lead to breaking 

of specific bonds in a precursor, however, selectivity and conversion rates vary according to each 

method and precursor. While photolysis
25

 and electrical discharges
26

 have been successfully ap-

plied to generate reactive species, in all our experiments described below pyrolysis
27

 has been 

used as the production method. In a nutshell, a diluted precursor-noble gas beam (seeded beam) 

passes through a resistively heated silicon carbide (SiC) tube, which reaches temperatures up to 

1000 °C. The SiC tube acts as a microreactor, where the precursor molecules collide with the 

wall or with fast carrier gas molecules, thus breaking the weakest bond(s). Through careful tem-

perature tuning of the SiC tube and a suitable precursor design, a full conversion of the precursor 

to the desired species can be obtained, allowing one to measure TRPES of the latter.  

The reactive species are then expanded in a supersonic jet and cooled to a vibrational tempera-

ture Tvib of approximately 150 K
28

, resulting in collision-free conditions for the laser experi-

ments. The ions and electrons are created using the pump-probe technique, where a first laser 

excites the molecules (pump) and a second laser ionizes them (probe); the temporal resolution is 

obtained by changing the time-delay between both. Several different techniques exist to examine 

the created ions and electrons. As for time-resolved experiments on molecules with open shell or 

carbene character, it is paramount to control whether the desired species has been created; mass 

spectroscopy provides a first identification. 
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Photoelectron spectra can be recorded using either magnetic bottles 
8,29

, velocity-map imaging 

techniques
30–32

 or combinations of the two
33

. In magnetic bottle experiments, an inhomogeneous 

magnetic field rapidly parallelizes electron trajectories to a flight tube, and a constant magnetic 

field guides the electrons in a helical motion toward to the detector. The kinetic energy of the 

photoelectrons is then inversely proportional to the square of the arrival time of the electrons. 

Such a technique, however, does not allow the measurement of the angular distribution of the 

emitted photoelectrons.  

Most experiments discussed below rely on velocity-map imaging (VMI)
32

. In these experi-

ments an electrostatic lens is used to project the emitted electron clouds on a 2D detector, which 

typically consists of two multi-channel plates coupled to a phosphor screen. Each time charged 

particles hit the MCP, the phosphor screen emits light, which is then recorded by a CCD camera. 

The electron clouds are actually 3D spheres, where electrons of different kinetic energies corre-

spond to spheres with different radii. To recover the full 3D spheres from these 2D-dimensional 

images, inversion algorithms can be applied - provided that the ionizing laser is polarized paral-

lel to the detector plane. Though several inversion algorithms
34–37

 exist, in all experiments re-

viewed here the pBasex algorithm
38

 was used. Velocity map imaging allows easy access to the 

photoelectron angular distribution (PAD). For ionization with k linearly polarized photons, the 

angle-dependent intensity      reads 

       ∑             
 

   
     ( ) 

where     is the anisotropy parameter of order   , and           a Legendre polynomial. In 

the case of one-photon ionization (k=1), the PAD will be characterized by only   , which can 

vary between 2 and -1
39

. This value depends on a multitude of parameters, including the charac-
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ter of the electronic state, which is ionized as well as the photoionization energy. Therefore, a 

straightforward interpretation of the     parameters is rarely possible, but they may provide fur-

ther consolidation of a preexisting hypothesis. For more details about TRPES the reader is re-

ferred to 
8,32,40

, and for a detailed discussion of PADs to 
41

. 

For the theoretical simulation of the photodynamics of open-shell species, we have utilized our 

previously developed field-induced surface-hopping method (FISH)
42

, which has been success-

fully employed to investigate dynamical processes in a variety of closed-shell molecules
43–49

. 

Briefly, the idea of the FISH method is to propagate the nuclei of the molecular system classical-

ly “on the fly” in a specified electronic state and to allow for state switches according to a quan-

tum mechanically calculated hopping probability. The latter is based on solving the time-

dependent Schrödinger equation for the electronic degrees of freedom along the classical trajec-

tories, 

   ̇                   ∑ (             ̇                  )          (2) 

with the energy    of the i-th electronic state, the nonadiabatic coupling     and the electronic 

transition dipole moment     depending on the nuclear trajectory     . The quantity      de-

scribes the electric laser field interacting with the molecule, while the    are electronic state coef-

ficients whose absolute squares determine electronic state populations         
 . These are sub-

sequently used to calculate hopping probabilities according to 

     {
 ̇  

   
 

 ̇  

∑  ̇   
     ̇          ̇    

                       
      (3) 
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where the sum in the denominator is taken over all states   whose population is growing 

( ̇       The final decision for a state switch is then made in a stochastic process. 

The electronic energies and couplings necessary to solve Eq. (2), as well as the forces needed 

for the classical propagation of the nuclei are obtained from quantum chemical calculations. For 

the case of species with open shell or carbene character, a careful choice of the respective meth-

ods is mandatory to properly describe the electronic states of different character occurring in 

these systems, and at the same time allows for efficient computation. The variety of methods 

employed in the studies presented here reaches from semiempirical and density functional meth-

ods up to high-level ab initio approaches, in each case depending on the specific system under 

study. 

The classical treatment of the nuclei requires the supply of initial coordinates and velocities 

prior to the dynamics simulation. These can be obtained either by sampling a quantum mechani-

cal phase space distribution, e.g. the Wigner function
50

, for the harmonic normal modes of the 

system, or in a purely classical way from a long thermalized trajectory propagated in the elec-

tronic ground state. Both approaches have their pros and cons: Sampling of a Wigner distribution 

provides an adequate way to represent the initial quantum state of the system, but anharmonic 

effects, which may become important at higher temperatures, or for particular normal modes 

such as torsions, are neglected. These are in turn included when a classical trajectory is propa-

gated “on the fly” on the proper electronic potential energy surface, but at the cost of the sampled 

distribution being narrower in phase space than the quantum mechanical one, not least due to the 

lack of zero-point energy. This problem is, however, less pronounced at higher temperatures, 

where the classical approximation becomes more adequate. 
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The number of initial conditions necessary to properly sample the quantum mechanical wave-

function depends on the specific aim of the simulation. While for the representation of low-

probability processes (i.e. minor reaction channels, very low electronic state populations) or sub-

tle temporal structures of the population dynamics, numbers well beyond 100 may be required, 

our experience with a variety of molecular systems has shown that in order to reproduce the ma-

jor reaction pathways and the principal time scales of the electronic population dynamics, 50-100 

initial conditions are usually sufficient. This is particularly true for low-dimensional systems, and 

we could show that e.g. for the silver cluster Ag3, actually less than 50 trajectories were enough 

to obtain converged results
51

.   

To establish the connection to time-resolved photoionization experiments, different approaches 

can be followed. To obtain a simple estimate of the total photoionization efficiency, the IE from 

the currently populated electronic states can be calculated along each surface hopping trajectory, 

and ionization can be considered possible if the energy of the probe photon surpasses this energy. 

A more sophisticated approach consists in an approximate description of the ionization continu-

um by a dense manifold of discrete states, whose population due to the probe pulse is explicitly 

accounted for by numerical solution of the time-dependent Schrödinger equation
51

. In this way, 

the photoelectron kinetic energies and thus the TRPES can be simulated. The accuracy of such 

calculations, however, also depends on the approximations made for the calculation of the ioni-

zation transition dipole moments. Most simply, these can be set to unity, which effectively leads 

to the population of those discretized continuum states that are resonant with the energy of the 

probe photons. While this allows for the calculation of the coarse shape of the photoelectron 

spectrum, it still neglects the possible modulation of photoionization cross sections, e.g. by vi-

brational Franck-Condon factors, the influence of which has been investigated on a model level 
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in Ref. 
51

, or by the Koopmans correlations between the involved electronic states of the parent 

molecule and its ionized counterpart. 

 The full information accessible in time-resolved photoionization experiments, however, is not 

restricted to the energy distribution, but also includes the spatial anisotropy of the photoelec-

trons. To obtain this quantity, the ionization transition dipole integrals, 

⟨   ⟨           ⟩,     (4) 

 have to be calculated accurately, taking into account both the bound electronic state     ⟩ of 

the molecule from which ionization takes place, and the state of the ionized system, which con-

sists of the antisymmetrized product of the bound molecular core      ⟩  and the free electron 

scattering state   ⟩. According to the procedure developed by Humeniuk et al.
52

, this can be per-

formed as follows: 

In the first place, in the expression (4) the integration over all but one electron coordinate can 

be performed, giving rise to  

⟨        ⟩,      (5) 

where 

   ⟩  √ ⟨       ⟩     (6) 

is a molecular Dyson orbital. This quantity can be viewed as the one-electron orbital from 

which the electron is ejected and accounts as well for the reconfiguration of the remaining N-1 

electron system after the ionization event, thus including all effects approximately described by 

Koopmans correlations. 
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It can be shown that the differential cross section for photoionization, which determines the 

spatial and energetic distribution of the photoelectrons, depends on the transition dipole integral 

according to 

  

  
  ⟨        ⟩          (7) 

Since the electric field   and the electron momentum    are defined in the laboratory frame 

while the Dyson orbital and the scattering wavefunction are defined in the molecular frame, the 

matrix element can only be calculated after one frame has been rotated into the other. If the dif-

ferential cross section is subsequently averaged over the initial orientations of the molecules with 

respect to the laboratory frame, the resulting quantity can be directly linked to the experimental 

photoionization cross section   and anisotropy   : 

(
  

  
)
          

 
 

  
                   For 800 nm (8) 

In Ref. 
52

 as well as in the present contribution, the molecular Dyson orbital is obtained from 

time-dependent density functional theory by assigning wavefunctions to the N or N-1 electron 

molecular states that are constructed as linear combinations of singly excited Slater determi-

nants
53

. The expression (5) then ultimately reduces to overlap integrals between basis functions 

of the neutral and ionized system. For the ejected photoelectron, in principle the molecular scat-

tering state would need to be determined, which is computationally very demanding. Therefore, 

following Ref. 
52

, the scattering states are approximated by Coulomb functions for the ionization 

of  neutral molecules as considered here. For photodetachment from anions, free plane waves can 

be employed. 
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The above described methodology has been successfully employed to simulate the TRPES and 

time-resolved photoelectron anisotropy in a variety of closed-shell molecules
52,54–56

. In the pre-

sent contribution, its applicability to systems with open shell or carbene character will be illus-

trated. 

3. Resonance-stabilized open-shell species 

Typically, open-shell systems are short-lived species that rapidly react with other molecules in 

their vicinity. Therefore, they often play a key role as intermediates in complex reaction se-

quences, such as combustion processes, where they are formed in situ and are consumed by sub-

sequent reaction steps. In the case of combustion, this leads to the formation of polycyclic aro-

matic hydrocarbons and eventually soot
3
. However, several structural factors can enhance the 

stability of radicals, such as e.g. steric hindering, which makes the radical center less accessible 

for reactants. The most striking example of such a stabilizing effect is the triphenylmethyl radi-

cal, which is even stable in solution
57

. 

Another factor promoting stability is given by resonance of the unpaired electron with adjacent 

double bonds or aromatic systems. This ultimately leads to the inclusion of the unpaired electron 

in a delocalized -system, thereby lowering the electronic energy and reducing the reactivity. 

The excited-state dynamics of several such resonance-stabilized open-shell species is discussed 

in this chapter, including e.g. the allyl and the benzyl radical. Hydrocarbons with a more unusual 

electronic structure such as the biradicoloid para-xylylene and the carbene cyclopropenylidene 

are discussed immediately after. Hydrocarbons lacking any -orbitals, such as alkyl radicals, do 

not experience a resonance stabilization and therefore tend to be more reactive. As an example, 

the dynamics of the tert-butyl radical will be presented in the subsequent chapter 4.  
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3.1 Allyl stabilized radicals 

3.1.1 Electronic structure and photoreactivity 

The allyl radical is one of the simplest resonance-stabilized hydrocarbons
58

 and an important 

model for the spectroscopy and dynamics of radicals
59

. It is therefore not surprising that it has 

aroused considerable interest over the years, which resulted in numerous experimental investiga-

tions, employing methods such as ESR
60

, IR
61

, Raman
62–65

, rotational 
66

 and rovibrational spec-

troscopy
67,68

, electron diffraction
69

, multiphoton ionization (MPI) 
70–73,

 
28

 and photoelectron spec-

troscopy
74–76

. In parallel, a multitude of theoretical studies has also been performed, covering 

fundamental aspects such as electron delocalization
58

, spin density distribution
77

 or wavefunction 

stability
78

 as well as investigating the vibrational spectra
79–81

, excited electronic states
82–84

 and 

photochemical reactions
85

. Here we will focus on the influence of a methyl group on the excited-

state dynamics by comparing the allyl radical with its 1- and 2-methylated counterparts.  

The electronic ground state structure of the allyl radical is C2v symmetric
84

, and the position of 

its excited states as well as those of its derivatives are depicted in Figure 1 (Note that several 

bands for the allyl radical have been reassigned recently). Exciting into the first bright state, A 

2
B1 (n) 

82,84
, situated between 3.02-3.35 eV, leads to the loss of a hydrogen atom in the electron-

ic ground state and predominantly to the formation of allene 
86,87

. The next three states B-D lie 

all between 4.96-5.24 eV
73

 . In agreement with the general trends outlined above, the B 
2
A1 state 

already  has 3s Rydberg character, and the purely electronic transition (B 
2
A1X 

2
A2) is one-

photon forbidden
28,73,82,84

. However, several transitions involving vibrational excitation are al-

lowed and have been observed in [1+1] REMPI experiments
73, 88

. Upon excitation, dissociation 

takes place after internal conversion to the ground state, in most instances ejecting a hydrogen 
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atom
89,90

. As a minor channel (16%), abstraction of a methyl group has been observed as well
91

. 

The states C and D have been assigned as two 3p Rydberg states lying in the molecular plane, 

which are dark or only weakly allowed in one-photon absorption
73,82,84

. The bright E (
2
B1) state 

is centered around 5.5 eV
73,92,93

 and has been identified as a 3p Rydberg state perpendicular to 

the allyl plane
73,84

. Several higher-lying Rydberg states, close to the experimental IP of 8.14 eV
70

 

have also been reported
70

.  

Studies on the electronic states of 1MA and 2MA are much sparser. 1MA exhibits two isomers 

(E/Z), which according to our density functional theory (DFT) calculations presented in the Sup-

plementary Information (SI) differ in energy by about 0.03 eV (cf. Tables S1 and S2), with the E 

isomer being slightly more stable. They have somewhat different IEs
94

 and different excitation 

energies as well (cf. our time-dependent DFT (TDDFT) calculations summarized in the SI, Ta-

bles S3 and S5).  

In Fig. 1, the available experimental (and, where these are lacking, theoretical) data on the 

low-lying excited states of allyl as well as 1MA and 2MA are summarized. As can be seen, the 

low-lying excited electronic states of 1MA and 2MA resemble those of the allyl radical: The 

lowest adiabatic excitation energies (assigned as the A state) have been calculated around 3 eV 

both for 1MA
95

  and 2MA
96

, and have been attributed to a n valence excitation. An experi-

mental value of  2.93 eV has been determined for 1MA
95

. 

In addition, for 2MA, a weak absorption has been observed around 4.75 eV
72,92,96,97

, and has 

been assigned to a 3s Rydberg state, which is only weakly allowed in one-photon absorption
72,92

. 

At higher energies, a strong band is observed around 5.1-5.4 eV
92,96–98

, which is identified as a 
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bright 3p Rydberg state
92,93

, similar to the case of allyl, albeit slightly red-shifted. A similar 

bright band has been found for 1MA between 5.2-5.4 eV
97

.  

In an attempt to complement the previous experimental and theoretical findings, we have in-

vestigated the excited electronic states of 1MA and 2MA employing different quantum chemical 

methods. In Ref. 
93

 we provide benchmark data on 2MA, confirming the experimentally estab-

lished sequence of states n, 3s, bright 3p. At slightly higher energies, we found the two remain-

ing and almost dark Rydberg 3p states. For the TDDFT methodology chosen for the simulation 

of the nonadiabatic relaxation dynamics presented in Section 3.1.2 below (CAM-B3LYP
99

/6-

31++G
100,101

), the energetics of the lowest excited states of 2MA and their characterization in 

terms of natural transition orbitals (NTOs)
102

 are also provided in the SI, Fig. S2 and Table S6.  

The excited state energies of 1MA obtained using different TDDFT and EOM-CCSD
103,104

  

quantum chemical models are presented in Tables S3 (E isomer) and S5 (Z isomer). The state 

character for the E isomer is illustrated using NTOs in Table S4 and Fig. S1. From our computa-

tions it can be concluded that the experimentally observed bright absorption in the range of 5.2-

5.4 eV can be attributed to two states exhibiting both valence-excited * and 3p Rydberg char-

acter. The involved Rydberg orbital is perpendicular to the allyl plane, completely analogous to 

what was previously established for allyl and 2MA. Between this set of states and the low-lying 

A (n) state, a 3s Rydberg state as well as the two other components of the 3p Rydberg state are 

found computationally, which are all almost dark in one-photon absorption. It should be noted 

that the ordering of states in 1MA is distinctly different to the one found for 2MA: While in 

2MA the bright 3p Rydberg state immediately follows the 3s state, and the dark 3p Rydberg 

states lie higher (cf. also SI, Table S6), the situation is reversed for 1MA, where the dark 3p Ry-

dberg states lie between the 3s state and the bright states. 
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Regarding photochemical reaction pathways, exciting into the A-state of 1MA also leads to the 

loss of a hydrogen atom
95

 just as for the allyl radical. For the 2MA, as discussed above, the A 

state has not yet been experimentally observed. For excitation of 2MA into the band around 4.75 

eV, loss of a hydrogen atom is found as well
105

, similar to the B-state in the allyl radical.  

 

Figure 1. Overview of the electronic states for the allyl radical (left), 2MA (middle) and 

1MA (right) relative to their respective ground state. Thick black lines represent one-photon 

excitable states, grey thick lines represent transitions that are one-photon forbidden. Rydberg 

states are drawn in as thinner black lines, whereas cationic states are represented as grey, dot-

ted lines. Dotted lines for the neutral species correspond to theoretically predicted dark states. 

States from which photodissociation has been observed (either ejection of a hydrogen atom 

or a methyl group), are marked with an arrow. For the correspondence between experimental 

and theoretical excited state assignments cf. SI, Table S7. For references see text.  
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Comparing the IEs, the value for the allyl radical (8.1309 eV
106

) is as expected about 1.60 eV 

lower than the one of propene (IE=9.73 eV 
107

). The additional methyl group lowers the IE once 

more by at least 0.3 eV (2MA: 7.88 eV, E-1MA: 7.48 eV, Z-1MA: 7.59 eV)
94

. 

3.1.2 Relaxation dynamics 

To better understand the coupling between the excited states in these three open-shell hydro-

carbons, their dynamics has been studied using a combination of TRPES and theory. The allyl 

radical was the first hydrocarbon radical examined by TRPES
108–110

 using a magnetic bottle set-

up. The B-state was excited with two photons into the origin   
  and the   

  fundamental, corre-

sponding to the CCC bending mode 
108

 and a mono-exponential decay was observed in both cas-

es. The time-constant decreased from 22 to 16 ps with the vibrational excitation energy increas-

ing by ~0.05 eV. Data for vibrational overtones confirmed this trend
110

 which is expected for 

most possible deactivation pathways. Since the molecule does not possess low lying electronic 

states of higher spin multiplicity
84

 and intersystem crossing can thus be ruled out, predissociation 

and internal conversion (IC) remain as possible deactivation pathways. Loss of a hydrogen atom 

has been observed from the electronic ground state on a ns-time-scale
89

, leaving IC as the deacti-

vation pathway on the ps time scale. With only the time-constant of the first deactivation step 

however, it is not possible to determine whether the B-state relaxes to the A-state or directly to 

the ground state
108

.  

Overall, increased excitation is accompanied by decreasing time constants, e.g. from 20 ps for 

the B   
 120

1
 state to 13 ps for the B    

  state (+0.09 eV) and from 12 ps for the C   
   state to 9 

ps for the C   
  state (+0.05 eV)

110
.  
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To clarify whether or not the ground state is reached directly from the higher excited states, the 

effect of deuteration on the dynamics was also investigated 
109

. Deuteration increases the vibra-

tional density of states while the Franck-Condon factors between the involved vibronic states 

decrease. If the B-state relaxes directly to the ground state, the dynamics should be governed by 

its density of states, thus the time-constants should be unchanged or even increase upon deuter-

ation.  In the case of an internal conversion to the A-state, which is governed by the magnitude of 

the Franck-Condon factors, we should see a slower decay. Indeed, upon deuteration of the allyl 

radical the excited-state lifetime of the B70
1
120

1
 (earlier assigned as C   

 -state) increased drasti-

cally from 22 to 89 ps, which is consistent with internal conversion to the A-state
109

. The A-state 

itself decays faster than the resolution of the ps-setup used in the experiment
109

, in agreement 

with the broad UV absorption bands of the A-state
111

.  

If we now substitute a hydrogen atom with a methyl group, we increase not only the vibration-

al density of states by introducing new modes, but for specific normal modes the vibrational pe-

riods will strongly change due to the higher moment of inertia associated with a methyl group 

instead of a hydrogen. This means that molecular motions involving these normal modes will 

proceed more slowly, which in turn influences the excited-state dynamics. The term ‘inertial 

effect’ has been coined for the promotion of some deactivation pathways over others via the 

modification of specific vibrational motions due to substituents
11,112–114

. Before turning to the 

TRPES of 2MA/1MA, it should be noted that the excited-state dynamics of the B state of 2MA 

has been examined using [2+1’] ps-time resolved mass spectrometry
115

, and it has been found 

that the vibronic levels in the B-state of 2MA have a significantly shorter life-time (30-50%) 

than equally excited states of the allyl radical
111

.   
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The TRPES of the two methyl allyl radicals has been measured after excitation to the intense 

absorption bands around 5.2 eV and is presented in Figure 2. In the left part, the data of 2MA 

published in Ref. 
93

 are shown, while on the right, we present previously unpublished results for  

a mixture of (Z/E)-1MA, obtained using the same experimental setup as described in Ref. 
93

.  

 

Figure 2. TRPES of the 2MA (left) and 1MA (right) radical. The upper panels show 

the total photoelectron decay (experimental points: open black circles), fitted with either 

a sequential biexponential fit (left) or a monoexponential fit (right). IRF is the instrument 

response function. The left panel shows the total photoelectron spectrum, summed over 

all measured times with relevant signal. Ionization limits are indicated in blue/red, with 

IE(2MA)= 7.88 eV, IE(E-1MA)=7.48 eV and IE(Z-1MA)=7.59 eV
94

. 

In the case of 2MA we observe a fast sequential biexponential decay with   =208 fs and 

  =4.1 ps for a pump wavelength of 240.6 nm, which shortens to   =71 fs and   =2.3 ps for a 

pump wavelength of 236 nm (top panel in Figure 2, left). A change in the photoelectron spec-

trum in association with these two different time-constants was not observed, but since   <IRF, 

the   -associated signal is ‘drowned’ in the   -associated signal. The state corresponding to    is 
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clearly identifiable in the photoelectron spectrum (side panel in Figure 2, left): the signal stems 

from ionization by up to three probe photons (indicated as blue lines), and the peaks between 

0.65 and 1.4 eV are attributed to intermediate resonances, from which ionization finally takes 

place. Using multiphoton schemes such intermediate resonances have been observed before
116–

118
, but these are not observable with one-photon probes as used for the allyl radical. Regarding 

the nature of the intermediate resonance, evidence hints at s-type Rydberg states, which can be 

reached from the initially excited 3p Rydberg state (D3) in a two-photon transition (n=±1, 

sps(d)). This is supported by the photoelectron anisotropy showing a 2 value near 2, which 

is characteristic for ionization from an s state
1
.  Just like for the allyl radical, the overall mecha-

nism is a stepwise internal conversion from the initially excited state to the ground state 
93,108–110

. 

 

                                                 

1
 The ionization potential of a Rydberg state,           

  

      
, can be related to the photoelec-

tron kinetic energy eKe by                  (where Ry is the Rydberg constant, n the 

principal quantum number,  the quantum defect and    the photon energy). Assuming ioniza-

tion by one 1.55 eV photon, the peaks in the spectrum correspond to δ=1 and n=5/n=7. 
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Figure 3. Time-dependent electronic state populations of (a) 1MA (E isomer) and (b) 2MA 

induced by a Gaussian laser pulse resonant to the bright transition around 5.4 eV. The blue 

lines correspond initially to the bright states of mixed Rydberg 3py and * character in 

1MA, or to the single bright 3py Rydberg state in 2MA, the orange lines indicate the two dark 

Rydberg 3p states. The laser pulse envelope is shown in grey in the background. The popula-

tions are averaged over 50 trajectories for 1MA and 70 trajectories for 2MA. 

For a deeper insight into the molecular mechanism of the relaxation dynamics of 2MA
93

 we 

simulated this process using the FISH
42

 approach. To this end, an ensemble of 70 initial condi-
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tions was sampled from a 10 ps ground state classical trajectory propagated at a constant temper-

ature of 200 K. The FISH trajectories were then propagated under the influence of a 100 fs 

Gaussian laser pulse resonant to the brightest transition below 5.5 eV, which corresponds to the 

D0→D3 (3py Rydberg, perpendicular to the molecular plane
2
) transition. The nonradiative deacti-

vation after the end of the pulse was followed for about 300 fs.  The quantum chemical method 

of choice in this case was TDDFT employing the CAM-B3LYP functional
99

 and the 6-31++G 

basis set
100,101

.  As discussed in detail in Ref. 
93

, this methodology represents a good compromise 

between accuracy and computational efficiency to be employed for the FISH simulation of 2MA. 

The resulting electronic state population dynamics are displayed in Figure 3.  

The laser pulse initially excites the ensemble of molecules to the third excited state D3, which 

has 3py-Rydberg character. This state couples with D4 (3px Rydberg) and D5 (3pz-Rydberg), 

which are nearly degenerate with D3 but possess far lower oscillator strength. The population 

then rapidly flows to the D2 (3s) state
92

,
93

 in agreement with the analysis of the photoelectron 

spectra discussed above. Finally, on a ps time scale the ground state is reached, with the interme-

diate D1 (n) state being only transiently populated due to rapid passage through conical inter-

sections. After this, the electronic excitation is fully converted to vibrational energy. This allows 

the radical to overcome the barrier for fragmentation to release a hydrogen atom. Such hydrogen 

loss following excitation into the p-Rydberg state has been reported before
105

, and has been re-

produced in the simulation.  

                                                 

2
 Note that we adopt here the coordinate axis definitions of Ref. [77], such that the allyl C2 axis 

corresponds to the z-axis, and the y-axis is perpendicular to the molecular plane. 
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Overall, the simulations reveal a time scale of about 300 fs for relaxation from the initially ex-

cited states to D1, which is in full agreement with the experimental findings for the decay of the 

photoelectron signal.  

 

Figure 4. (a) Experimental (red dots) and simulated (orange line) time-dependent photoelectron 

intensities of 2MA, (b) simulated TRPES for 266 nm one-photon ionization, (c) simulated time-

resolved photoelectron anisotropy parameter 2 corresponding to the TRPES shown in (b). 
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Based on the FISH simulation, for 2MA we additionally calculated the TRPES and the corre-

sponding PAD parameter 2, employing the approach outlined in the Methods section (cf. also 

Ref. 
52

). These quantities correspond to a one-photon ionization process, thus the specific energy 

and anisotropy distribution differ from the experimental data. Nevertheless, the energy-integrated 

photoelectron intensity obtained as a function of time agrees well with the experimental time 

traces, as presented in Figure 4. Taking the opportunity to provide a theoretical reference for 

future one-photon-ionization experiments, we present the simulated TRPES and time-resolved 

photoelectron anisotropies in Figure 4b/c. It can be seen from Figure 4b that the signal at 2 eV, 

corresponding to the initially excited manifold of 3p Rydberg states, maximizes around 150 fs 

and then rapidly fades away on a time scale of 300-400 fs, while a lower energy signal at 1.3 eV 

appears time-delayed, maximizing around 250 fs and decreasing slowly within the simulation 

time of 500 fs. Inspection of the time-resolved anisotropies presented in Figure 4c makes clear 

that the signal at 1.3 eV, which exhibits a high photoelectron anisotropy of about 2, corresponds 

to the 3s Rydberg state (D2) intermediately populated in the course of the relaxation process. The 

3p-Rydberg states, by contrast, feature much smaller anisotropies around a value of zero. This 

illustrates nicely that in specific cases the photoelectron anisotropy can provide a versatile means 

to distinguish electronic states of different character.  

In contrast to the rich dynamics observed in 2MA, the TRPES of 1MA after excitation to the 

bright absorption band around 5.2 eV (see Figure 2, right) only shows ionization to the cationic 

ground state which disappears in less than 80 fs (1). This time-constant can either represent the 

fast depopulation of the initially excited state, e.g. via passage through a conical intersection, the 

change in Franck-Condon factors as the wavepacket moves out of the observational window, or a 

direct dissociation. Our theoretical simulations discussed below indicate that indeed a rapid de-
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population of the initially excited state takes place, which is, according to the experimental data, 

faster than for 2MA by roughly a factor of 3. This indicates that not only the energies are strong-

ly influenced by the geometric position of the methyl group, but also the dynamical couplings 

between the excited states, as has been observed in closed-shell molecules before
112,119

. The fact 

that we do not observe intermediate Rydberg states for 1MA as we did in the case of the 2MA is 

an additional indication for a fast deactivation to lower-lying states.  

To gain a detailed picture of the relaxation processes following initial excitation, we simulated 

the light-induced dynamics using the FISH method in the same way as for 2MA (see above). 

Specifically, we generated an ensemble of 50 initial conditions sampled from a 200 K classical 

ground state trajectory of the E isomer of 1MA. The Z isomer lies 0.031 eV higher in energy (cf. 

SI, Tables S1, S2), corresponding to a thermal population ratio between the Z and E isomers of 

0.16 at 200 K. Therefore, we focused our investigation on the dynamics of the E isomer. The 

FISH trajectories pertaining to the E isomer  were propagated under the influence of a 100 fs 

Gaussian laser pulse resonant to the bright transition around 5.4 eV, which dominantly involves 

two states of mixed 3p Rydberg and valence * character (D5 and D6), as discussed above. Af-

ter the pulse had ended, the dynamics was followed for additional 100 fs. The resulting electron-

ic state populations are presented in Figure 3a. The laser pulse initially excites the two bright 

states D5 and D6, from which the population is rapidly transferred via the dark 3p Rydberg states 

(D3/D4) and the 3s Rydberg state (D2) to the lowest excited state D1. Repopulation of the ground 

state proceeds fast and mostly from the D1 state. At t=200 fs, about half of the excited population 

has returned to the ground state. This rapid decay of excited state population is consistent with 

the similarly fast disappearance of the experimental photoelectron signal (cf. Figure 2). Notably, 

the return to the ground state is much faster for 1MA as compared to 2MA. This is possibly 
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caused mainly by the more efficient population of the bright electronic states due to the pump 

pulse, which is, according to our calculations, accompanied by a stronger increase of the internal 

vibrational energy of 1MA as compared to 2MA (cf. SI, Fig. S3). As a consequence, the dynam-

ical nonadiabatic coupling            ̇ (cf. Eq. (2)), which governs the electronic relaxation 

after the end of the pulse, increases due to the higher nuclear velocities  ̇, although the matrix 

elements     are very similar for the two molecules. 

3.2 The Tropyl, Benzyl and related radicals 

In allyl-like systems the resonance of the radical center with one double bond as well as the 

site of the methyl group influence the excited-state dynamics. How is this situation for larger 

resonance-stabilized, or even aromatic systems? In the following we will first review our work 

on the dynamics of the benzyl radical
120

 and present new results for the tropyl radical, before 

providing a comparison  to recently published work on the xylyl radicals
121

. 

3.2.1 Electronic structure 

 As the primary product of toluene decomposition, the benzyl radical is a key player in com-

bustion processes and in the formation of soot
122–127

. The tropyl radical, a C7H7 isomer, is also 

resonance-stabilized, but its properties, reactivity and spectroscopy are significantly different 

(see Figure 5). The C2v symmetric benzyl radical is planar, and its unpaired electron interacts 

with the aromatic ring
128

. The tropyl radical, by contrast, is a non-aromatic ring system. For the 

aromatic tropylium cation, a highly symmetric heptagonal structure (D7h point group) has been 

established
129

. The additional electron leading to the formation of the neutral radical will, accord-

ing to theoretical considerations, be placed in a degenerate pair of empty   
   symmetric 

orbitals
130

. Such a degenerate electronic ground state configuration is unstable, leading to a re-
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duction of symmetry by geometric distortion (Jahn-Teller effect), thereby lifting the 

degeneracy
131

. For the tropyl radical the point group is reduced to C2v, and the electronic ground 

state exhibits 
2
B1 symmetry

132,133
, as has been recently confirmed by Miller et al. using fluores-

cence spectroscopy
134,135

 as well as by measuring the C-H stretch vibrations in helium 

nanodroplets
136

. However, the energy splitting due to the Jahn-Teller effect is rather small, such 

that the vibrational zero-point energy may be sufficient to surmount the barriers between several 

minima of C2v symmetry. This leads to a fluxional geometry of tropyl, and the seven protons of 

the molecule appear to be equivalent in ESR spectroscopy 
137

. Thus the Jahn-Teller effect has to 

be taken into account to properly describe the vibrational band structure which is spectroscopi-

cally observed.  

The different resonance stability of the two molecules is also reflected in their heats of for-

mation, with benzyl being about 44.4 kJ/mol  more stable than tropyl
138,139

 
3
. Once ionized, this 

situation is reversed: now the tropyl cation is aromatic (6 electrons in a ring) and more stable by 

about 54.8 kJ/mol than the benzyl cation
138,140

, which implies  a lower IE of 6.23 eV
141

 compared 

to 7.252 eV for the benzyl radical
142

.  

The excited states of the benzyl radical have been examined in several studies. Strong fluores-

cence has been observed between 400-600 nm and attributed to the lowest excited A 
2
B2-state

143–

147
, which couples strongly to the nearly isoenergetic B 

2
A2-state

148
, whose symmetries have 

been reassigned recently
120

. These two states have been confirmed by various theoretical ap-

proaches to be of valence * character
120,149,150

. The next higher C state lies at 4.06 eV
151

 
152

 

                                                 

3
However, the tropyl radical is still relatively strongly resonance-stabilized, even better than the 

triphenylmethyl radical
199

.  
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and was recently reassigned to a Rydberg-type 
2
A1 (3s) state

120
.  Between 4 and 5.6 eV, the 

strongly absorbing D band is observed. 
153

. Only recently, it could be shown that this band is 

actually comprised both of valence * states as well as of p-type Rydberg states, with the high-

est oscillator strength being exhibited by an A2-symmetric  state and a close-lying Rydberg 

p-state of B2 symmetry
120

.  

 

 

Figure 5. Overview of the electronic states for the tropyl radical (left) and benzyl radical 

(right) relative to their respective ground state. Thick black lines represent one-photon excit-

able states, grey thick lines represent transitions that are one-photon forbidden. Rydberg 

states are drawn in as thinner black lines, whereas cationic states are represented as grey, dot-

ted lines. Dotted lines for the neutral species correspond to theoretically predicted dark states. 

States from which photodissociation has been observed (either ejection of a hydrogen atom 
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or a methyl group), are marked with an arrow. The gray box corresponds to the several theo-

retically determined electronic states in that region. For references see text.  

The lowest-lying excited state (A) of the tropyl radical has been investigated by laser-induced 

fluorescence
135

 as well as REMPI spectroscopy
154

, revealing a large vibronic progression in the 

energy range between 3.2-3.9 eV. This state is considered to have 
2
E2” symmetry in a D7h geom-

etry, but the large vibronic progression of both the fluorescence and the excitation spectra, cover-

ing over 6000 cm
-1

, indicate Jahn-Teller distortion
135,154

. Several higher-lying electronic transi-

tions have been observed by one-photon absorption
155

 and two-photon REMPI
132

 in the range 

between 4.3-4.7 eV as well as between 5.2-6.0 eV, and have been assigned as Rydberg states.  

Calculations for the tropyl radical are challenging, not the least by the occurrence of the Jahn-

Teller distortion, which already complicates the ground state geometry optimization. We have 

performed a set of benchmark ab initio calculations of the excited electronic states, the details of 

which are given in the SI, Part E. Briefly, based on the C2v-symmetric electronic ground state 

structure shown in Fig. S4 (with Cartesian coordinates provided in Table S8), we have calculated 

the excitation energies employing the EOM-CCSD
103,104

 and CAS-MRCI
156–158

 methods. Due to 

the ubiquitous presence of diffuse Rydberg states, the calculations have been performed using 

basis sets augmented by up to three sets of diffuse functions. The results summarized in Table S9 

make clear that, compared to benzyl, an even larger number of energetically close-lying excited 

states is present in the energy range up to 5 eV relevant for the TRPES measurements discussed 

below. These include several * valence excited states as well as a complete series of 3s, 3p 

and 3d Rydberg states. Beyond ~ 4.6 eV, the lowest states of the n=4 Rydberg series are also 

found computationally, although the precise position of these states cannot be unambiguously 

determined.  



 32 

3.2.2 Relaxation dynamics 

The A-state of benzyl is long-lived and fluorescent
143–147

, while the C-state already shows a 

fast dynamics
152

. After excitation a biexponential decay was seen in the time-resolved mass spec-

tra, with   =400 fs and   =4.5 ps for the 0
0
 band. Both time-constants shorten to 180 fs and 2.1 

ps, respectively, when the 4
1
 band is excited. The biexponential decay was interpreted as IC from 

the initially excited C state to the A/B-state with another IC to the ground state, and the decreas-

ing lifetime as a reflection of the increasing density of vibrational states in the relevant energy 

region, in agreement with Fermi’s Golden Rule. In an earlier experiment
159

, using time-resolved 

mass spectroscopy, the D-state was excited at 255 nm (4.86 eV), and a short-lived transient 

(  =150 fs) was observed, decaying to a constant signal level. This offset was interpreted as a 

residual from a lower-excited state or ground state, consistent with elimination of a hydrogen 

atom upon D-state excitation 
160

, leading to fulvenallene formation  from the ground state after 

internal conversion
160

. We re-examined the D-state of the benzyl radical using TRPES with the 

goal of unravelling the details of the nonradiative deactivation process 
120

. 
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Figure 6. TRPES of the benzyl radical (left) and tropyl radical (right). The upper panels 

show the total photoelectron decay (experimental points: open black circles), fitted with ei-

ther a sequential biexponential fit (left) or a monoexponential fit (right). IRF is the width of 

the instrument response function. The left panel shows the total photoelectron spectrum, 

summed over all measured times with relevant signal. Ionization limits are indicated in blue, 

with IE(benzyl radical)= 7.252 eV
142

 and IE(tropyl radical)=6.23 eV
141

.  

Benzyl was excited at 265 nm (4.68 eV) and two different probe schemes were used, multipho-

ton ionization at 798 nm (see Figure 6, left)  and one-photon ionization at 398 nm (cf. Ref. 
120

). 

The TRPES at the two different probe wavelengths reveal different aspects of the dynamics: 

With 798 nm signals from ionization by up to three photons appeared.  A structured spectrum 

and a biexponential decay (  = 70 fs,   = 1.5 ps) of the total photoelectron signal were observed. 

With 398 nm only one peak at 0.3 eV due to a [1+1’]-process was visible, showing a mono-

exponential decay (  = 82 fs) and corresponding to the ionization into the ionic ground state. The 

additional peaks in the [1+3’] experiment are caused by intermediate Rydberg state resonances in 

the probe step, similar to the observations made for 2-MA. For 798 nm probe the photoelectron 
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spectrum changes over time (see ref. 
120

, fig. 7), which indicates that the short time-constant of 

70-82 fs observed in the TRPES with both 798 and 398 nm probe wavelength corresponds to a 

change in electronic character.  

To attribute this change to specific excited states of the benzyl radical, we simulated the 

nonadiabatic relaxation dynamics employing the surface hopping approach outlined in the Com-

putational section. According to ab initio calculations employing the complete active space self-

consistent field method (CASSCF) combined with multireference configuration interaction 

(MRCI)
120

, 3p Rydberg states constitute a major part of the bright D-band, while a bright -type 

valence-excited state is also present. The lower-lying C state was found to be of Rydberg 3s 

character. The nonadiabatic relaxation was simulated using the surface hopping method
161

 com-

bined with the CASSCF approach, where the seven  orbitals and a Rydberg 3s orbital were in-

cluded in the active space. The dynamics was started in the bright fourth excited state (D4), 

which is the 2 
2
A2 (*) state. The ensuing time evolution of the diabatized populations of the 

four lowest excited states is presented in Figure 7. The initially populated state, corresponding to 

the experimental D band, decays in about 100±50 fs to the s-Rydberg state (C band), from which 

it relaxes to the nearly degenerate, long-lived valence states that constitute the A and B bands 

within 700±100 fs. We therefore attribute the time-constant in the 398 nm TRPES and    in the 

798 nm TRPES to this first relaxation from the D to the C band, and    in the 798 nm TRPES to 

the relaxation of C to the A/B states. Even though we could not experimentally observe the A/B-

states with our probe wavelength in the TRPES, the pronounced vibrational structure observed in 

the absorption spectra
143–147

 indicates that these states are long-lived, in agreement with the non-

adiabatic dynamics calculations and the experimentally observed fluorescence. Our work on the 

benzyl radical shows beautifully how different probe wavelengths illuminate different time-
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scales, but they also illustrate how involved and non-“black-box” the description of its excited 

states are: in the benzyl case TDDFT descriptions of the excited states consistently failed to re-

produce the energetic ordering of the Rydberg states relative to the *-states (cf. Supplemen-

tary Material to Ref. 
120

), showing that the electronic method has to be chosen with care. Thus, 

even though such calculations are computationally feasible, comparison to experimental data 

remains indispensable. 

 

Figure 7. Diabatic populations following vertical excitation to D (π-π*) of the benzyl radi-

cal, adapted with permission from Ref.
120

.  Copyright 2017 Physical Chemistry Chemical 

Physics. 

The TRPES of the tropyl radical (Figure 6, right) looks distinctively different from the one of 

the benzyl radical. Tropyl was produced via pyrolysis from bitropyl, synthesized according to 

literature
162

. For photoexcitation, a wavelength of 266 nm was employed, while for the probe 

step either 800 or 400 nm were used. The IE of the tropyl radical is low (6.23 eV
129,141,155,163,164

), 

two 800 nm probe photons or one 400 nm probe photon are already sufficient for ionization. No 

photoelectrons originating from higher order processes were observed in either the 800 nm or 

400 nm spectra. Dissociative photoionization was visible through ion imaging and is explained in 
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detail in the Supplementary information. For the 800 nm probe (Figure 6, right, upper panel) the 

decay can be fitted to a mono-exponential decay with   = 432 fs. With 400 nm probe (cf. SI, Fig. 

S5) the signal to noise ratio is considerably lower, and we can extract a mono-exponential decay 

with   = 190 fs. The photoelectron spectrum with 400 nm probe is considerably less structured 

than the photoelectron spectrum with 800 nm, showing only one broad band between 1.5 and 0 

eV, indicating that the additional peaks visible in the 800 nm spectrum again are due to interme-

diate resonances in the probe step. This also explains the differences in the observed decay times. 

According to the results of our ab initio calculations summarized in the SI, Table S9, the opti-

cally bright excited states situated the closest to the experimental excitation energy of 4.65 eV 

are of * and Rydberg 3d character. This is consistent with the photoelectron anisotropy 2 

between 0.5 and 1 observed in the one-photon probe experiment.  

Based on the available experimental data a firm conclusion on the relaxation dynamics of tro-

pyl is difficult. Nevertheless, it seems that the initial state excited at 266 nm rapidly deactivates 

due to coupling with the manifold of close-lying lower states and leaves the observational win-

dow within roughly 400 fs.   

Both for tropyl and benzyl, the excited state relaxation is strongly influenced by the coupling 

of valence and low-lying Rydberg states. The latter, which can be modeled by a single electron 

turning around an ionic core, have been proposed as efficient mediators between excited 

states
165

, since they cover the whole molecule and therefore overlap with all the valence states. 

This observation also applies to the case of benzyl and tropyl, but for the latter it is especially 

pronounced since many of the lower excited-states are indeed Rydberg states, which contribute 

to the faster relaxation of tropyl compared to benzyl. However, to fully understand the excited-
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state dynamics of the tropyl radical, further experiments (with different probe wavelengths) and 

highly accurate ab initio dynamics simulations are necessary. 

3.2.3 Comparison of the benzyl relaxation dynamics to the xylyl radicals 

Formal replacement of a hydrogen atom in the phenyl ring of benzyl by a methyl group gives 

rise to the xylyl radicals, which exist as ortho-, meta-, and para isomers depending on the methyl 

position relative to the benzyl CH2 group. Recently Steglich et al. examined the ultrafast deacti-

vation of the D3 (
2
A”, 4 eV)-state of these three species using TRPES

121
. The xylyl radicals were 

produced via flash pyrolysis from bromide precursors. Similar to the benzyl radical, a bisequen-

tial decay was observed after excitation with 310 nm. The deactivation rates of the ortho 

(          fs,            ps) and para (          fs,            ps) -isomers 

are comparable with those of the benzyl radical excited to the C state origin at 305 nm (   

   ,        ps)
152

, whereas the meta-xylyl deactivates significantly faster (      ,    

        ps). From a pure symmetry argument, the substitution of a methyl group in para-

position should have the least influence on the dynamics, and its dynamics is the closest to the 

benzyl. For meta- and ortho-xylyl, however, one would expect slower decays due to larger ener-

gy pseudorotational barriers and lower state densities, as the methyl group rotates upon D0/D3 

transition
121

. In the benzyl radical, the conical intersections were caused by planar ring defor-

mations
120

, which could be stabilized differently depending on the substitution pattern. Accurate 

high-level computations of the conical intersections are needed to provide more insight as to why 

the meta-isomer deactivates faster than the other two isomers. The photoelectron spectra were 

also dominated by intermediate Rydberg resonances due to the multi-photon probe (up to three 

1.6 eV photons), and no reasonable level of contrast could be achieved with a one-photon probe. 

However, this illustrates again that the relative position of the methyl group considerably influ-
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ences the dynamics via the ‘inertial effect’
11

, meaning that there are specific vibrational motions 

which speed up the passage through the conical intersection(s).  

 

3.3 The resonantly stabilized biradicaloid para-xylylene 

Abstracting one more hydrogen from the xylyl radicals leads to the class of the xylylene mol-

ecules. Formally, these can be described either as biradicals, with an aromatic 6-ring augmented 

by two methylene radical centers, or as closed-shell quinoidal systems. The actual amount of 

biradicality present in these molecules strongly depends on the relative position of the two 

methylene groups. While the meta-xylylene has been identified to possess strong biradical char-

acter, ortho- and para-xylylene are better described as closed shell, quinoidal systems
166

. For 

para-xylylene, which will be focused on in the present section, the quinone ground state has 

been consolidated by electron diffraction
167

, UV/IR
168

 and several theoretical studies
169–171

. 

Compared to the structurally related benzyl radical, its IE is higher (7.87±0.05 eV
172,173

), though 

still lower than for the aromatic closed-shell para-xylene (8.445±0.015 eV
174

). Just as for the 

benzyl radical, we performed a joint theoretical and experimental investigation of the excited-

state dynamics of para-xylylene
175

. 

At first glance, the excited states of para-xylylene in the experimentally relevant energy range 

up to ~ 5 eV are similar to those of the benzyl radical, as there are states of *- and s/p-

Rydberg character present. However, as a remarkable difference, while in benzyl the brightest 

absorption can be attributed to close-lying Rydberg 3p and * states, with additional Rydberg 

and * states situated below, in para-xylylene the lowest bright excited state has *-character 

and lies below the lowest Rydberg manifold as shown by high-level ab initio calculations
175

.  
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Therefore, in contrast to benzyl, Rydberg states will not strongly influence the dynamics of pa-

ra-xylylene after excitation with 266 nm. To unveil the excitation and subsequent relaxation dy-

namics we performed FISH simulations in the framework of the semiempirical multireference 

configuration interaction method
176,177

 employing the OM3 parameterization
178,179

, which very 

well reproduces the experimental * excitation energies 
175

. Excitation of para-xylylene using 

266 nm light mainly populates a bright * state, which is the second or third excited state 

(S2/S3) depending on the actual molecular geometry. Subsequently, ultrafast relaxation to the S1 

state, which has doubly excited * character, occurs on a time scale of 40 fs, followed by the 

return to the ground state in several hundred femtoseconds
175

. This sequential relaxation of S2/S3 

via S1 to the ground state could be nicely observed experimentally in the TRPES as well as in 

the mass spectra
175

. In the latter, the time-delayed appearance of ionic fragments (loss of hydro-

gen or a fragment with m/z=26) is observed, which is attributed to dissociative ionization specif-

ic for ionization of the S1 state. As illustrated in Figure 8 , the time-evolution of the experi-

mental total photoion yield compares very well with the computed photoion intensities, which 

have been obtained by calculating the energy of the para-xylylene cation along the nuclear tra-

jectories and assuming ionization to take place in all cases where the probe photon energy sur-

mounted the current IE. 
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Figure 8. Comparison of experimental ion intensities of para-xylylene for 266 nm excitation and 

794 nm ionization (red dots and error bars) with the simulated time-resolved ion intensities (or-

ange) based on the FISH simulation. Reproduced with permission from Ref 
175

. Copyright 2018 

Faraday Discussions.   

It is interesting to note that both electronic excitation and vibrational motion have a strong in-

fluence on the biradical character of para-xylylene, as has been quantified by computing the 

natural orbital occupation numbers (NOONs)
166,180

 along the trajectories
175

. For a perfect biradi-

cal, these numbers should be unity for exactly two natural orbitals, while for the others, values 

of zero or two are expected. In its electronic ground state, para-xylylene only has low biradical 

character, with the NOONs deviating the most from 0 or 2 assuming average values of 0.2 or 

1.8, respectively. After excitation with 266 nm into the S2/S3 *-state the biradical character 

significantly increases, with values of the aforementioned NOONs of 0.7 or 1.3 on average, re-

flecting the singly-excited character of the bright * state. However, even after return to the 
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ground state an increased biradical character persists on the time scale of 1 ps. This is due to 

stronger vibrational motion caused by increased nuclear kinetic energy, leading the molecule 

more frequently to distorted, more biradical geometries.  

This combined experimental and theoretical work illustrates that we can establish the link be-

tween characteristics of the electronic structure and the dynamical processes, allowing us to fol-

low the temporal evolution of the open-shell character after photoexcitation. We anticipate that 

the observed increase in biradicality after excitation has considerable influence on the chemical 

reactivity, which might be exploited in organic synthesis and deserves further investigation. 

3.4 The reactive carbene cyclopropenylidene  

Besides radicals and biradicals, in which one or two unpaired electrons are responsible for in-

creased reactivity, another reactive class of organic molecules is represented by singlet carbenes. 

In these systems, the electronic structure can be characterized by a nonbonding electron pair and 

an empty p-orbital localized at a carbon atom. This particular situation makes singlet carbenes 

prone both to reactions with electrophilic and nucleophilic reaction partners. In nature, carbenes 

play an important role in the chemistry of interstellar space
181

, where cyclopropenylidene (c-

C3H2,) is one of the most abundant hydrocarbons
181,182

. Especially in the interstellar medium, 

where radiation is omnipresent, an understanding of the photophysics and deactivation processes 

of its excited states is necessary to develop further models for the formation of complex mole-

cules in outer space.  Previously both the IE and ionization cross sections have been 

determined
183

 and the electronic spectrum of the B 
1
B1-state was measured

184
, before the excit-

ed-state dynamics of this reactive carbene using TR-PES
116

 has been explored. While in the B-

state an electron is promoted from the carbene lone pair to the empty p-orbital located at the 
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carbene center, in the lower-lying A-state the electron is excited into the * orbital of the C-C 

double bond
184

.  

Cyclopropenylidene was produced by pyrolysis of 3-chlorocycloprop-1-ene and excited at 265 

nm into the B-state
184

. The dynamics was then probed by 800 nm multiphoton ionization. As the 

IE is 9.17 eV, a minimum of three photons is necessary for ionization. However, [1+4’] process-

es dominate in the TRPES depicted in Figure 9. 

 

Figure 9. TRPES of cyclopropenylidene excited with 265 nm and probed with 800 nm multi-

photon ionization. Adapted from Ref 
116

. Copyright Physical Chemistry Chemical Physics. 

The B state, previously observed using REMPI spectroscopy
184

, was also identifiable in the 

photoelectron spectra via its characteristic Rydberg resonances. Since the electron is ejected 

from an almost pure p-orbital, ionization proceeds through intermediate d-Rydberg resonances, 

as could be inferred from the peak positions in the TRPES (cf. Figure 9 and 
116

). An ultrafast 

decay of  the B state was observed, showing two time-constants of 1<50 fs and 2=180 fs
116

. 

The short time-constant was attributed to the rapid initial decay of part of the wavepacket via the 
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A-state to the ground state. The second time-constant, however, reflects components of the 

wavepacket which are deflected by the initial passage through the conical intersection
185

 and 

remain in the B-state for a longer time. Once in the ground state, loss of a hydrogen atom oc-

curs, forming both c-C3H and its linear isomer l-C3H, as has been observed in nanosecond-

photodissociation experiments
185

.  

4 Alkyl Radicals: tert-Butyl 

The photophysics and photochemistry of alkyl radicals is still not well understood, although a 

considerable amount of experimental work is available, focusing mostly on the photodissocia-

tion products
186,187

. However, so far only the tert-butyl radical C(CH3)3 has been examined using 

TRPES.  

This system is structurally somewhat similar to the 2-MA radical C(CH2)2CH3 discussed be-

fore, and can be considered its “saturated analog”, formally generated by adding one hydrogen 

atom at each methylene group. In doing so, from the former -system only a single unpaired 

electron remains, which is localized in a 2p-orbital at the central carbon. Since no -orbitals are 

present anymore and the virtual -orbitals lie quite high in energy, the low-lying excited states 

of tert-butyl are all of Rydberg character
19

. 

The first excited state at ~ 3.7 eV is thus a 3s Rydberg state, and the next two higher-lying states 

have 3p and 3d Rydberg character, which have been observed and assigned employing absorp-

tion spectroscopy
19

 and ab-initio quantum chemistry 
188

. All valence excited states have * char-

acter and are very high in energy at the ground state equilibrium geometry. Upon excitation the 

C3v-symmetric tert-butyl radical changes its geometry from pyramidal to a planar carbon frame-

work and approaches the ground state structure of the ion.  
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In the experiment, tert-butyl was cleanly and efficiently generated from azobutane, and the A 

3s state was excited with 307-347 nm and ionized using 810 nm in a [1+2’] and [1+3’]-

process
189

. The photoelectron images given in Figure 10 are dominated by a polarized contribu-

tion of p-character and confirm that ionization occurs from an almost pure s-state.   

 

Figure 10. Photoelectron images at selected pump-probe delays, recorded at 324 nm, corre-

sponding to excitation into the A 
2
A1 (3s) state. Figure reproduced from 

189
. Copyright Journal of 

Physical Chemistry A. 

Interestingly, the photoelectron spectra remain virtually unchanged when tuning the excitation 

energy between 307-347 nm. Due to the geometry change from pyramidal to planar, excitation 

to the 3s state will deposit a considerable amount of energy in the umbrella mode. Since the ge-

ometries of the excited state and the ion are similar, this vibrational excitation will be transferred 

into the ion. However, given the relatively low kinetic energy of the observed photoelectrons
189

, 

the cation must have been formed with even larger vibrational energy than expected due to the 

pump excitation. This effect is probably caused by efficient enhancement of intermediate Ry-

dberg resonances in the probe step as has been observed before
118,190

. The signature of the A 3s-

state decays quickly, with a time constant of 180 fs for the lowest excitation energy correspond-
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ing to 347 nm. A drop of the lifetime down to 69 fs is observed for excitation wavelengths be-

low 330 nm
189

. The rapid decay of the 3s state suggests a relaxation via a conical intersection to 

the electronic ground state. These hot ground-state tert-butyl radicals then lose an H atom on a 

nanosecond time-scale, as shown in earlier experiments
191

. In that study a drop in the dissocia-

tion rate for excitation wavelengths below 330 nm was observed, which coincides with the drop 

of lifetime discussed above. It is likely that at such higher excitation energies another decay 

channel becomes accessible, which may involve the higher-lying and longer-lived 3p state (see 

below), and cleavage of a C-C bond after a [1,2]-H-shift, leading to the formation of propene as 

a possible dissociation pathway
191

.   

With 268 or 274 nm the three 3p Rydberg states (exhibiting A1 and E symmetry, respectively) 

were excited, and in the probe step two 810 nm photons were used
189

. The 3p states lie so close 

together that they cannot be separated in absorption spectroscopy
192

. In the photoelectron spec-

trum a peak at 0.44 eV is observed, corresponding to the formation of ions with a considerable 

internal energy of 0.66 eV. The whole photoelectron spectrum decays uniformly following a 

mono-exponential decay with   =2 ps. Considering the much faster decay from the 3s state as 

well as the fact that the 3p absorption band is very broad
192

, such a long decay is rather surpris-

ing. Presumably a very fast population flow within the manifold of the 3p states occurs, which 

only after some time continues onwards to the 3s or the ground state. This may hint at a local 

minimum on one of the 3p state potential energy surfaces, but further theoretical investigations 

are necessary to draw a firm conclusion. For both excitation to 3s and 3p the experimental signal 

decays exponentially, and no additional band growing in time was observed.  

Notably, after excitation to the 3p band using higher energy (excitation wavelength of 248 

nm), the loss of a methyl group was observed by photofragment translational spectroscopy, and 
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was attributed to a direct dissociation in the excited state leading to dimethylcarbene 
187

. As a 

tentative explanation, the interaction of the 3s and 3p Rydberg states with a dissociative valence 

state was proposed 
187

. Although such a * excited valence state is inaccessible from the ground 

state equilibrium, it will decrease in energy upon stretching a C-C bond, because it corresponds 

to the dissociative coordinate to dimethylcarbene + CH3. This hypothesis has been further de-

veloped in an attempt to rationalize the results of several H-atom photofragment imaging studies 

on the photodissociation dynamics of alkyl radicals
186

, but high-level theoretical studies taking 

Rydberg/valence interaction into account are needed for further insight. 

The relaxation dynamics of the 3p states of the tert-butyl radical can be compared to its more 

sterically hindered analogue, the 2,3-dimethylbut-2-yl (DMB) radical, in which one of the me-

thyl groups is replaced by an isopropyl group. So far, this molecule has been investigated using 

time-resolved mass spectroscopy
19

, as it could not be produced sufficiently cleanly to measure 

TRPES so far. DMB shows a biexponential decay with   <25fs and   = 400 fs, considerably 

faster than in the case of the tert-butyl radical. Unlike tert-buytl, DMB does not exhibit C3v 

symmetry, thus transitions and deactivation pathways which are symmetry-forbidden in C3v now 

become accessible, leading to faster relaxation times. This effect has been observed before in 

closed-shell molecules such as substituted benzene derivatives
193

. Also the higher vibrational 

state density of DMB due to the replacement of a methyl by an isopropyl group probably plays a 

role in the increase of the excited-state relaxation.  Comparing the relaxation dynamics of tert-

butyl with other radicals especially the methyl and iso-propyl radicals would provide fascinating 

insights into how lowering Rydberg states change the dynamics, however, such experiments 

have not been performed yet as clean production of these small hydrocarbons is an unsolved 

challenge. 
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5 Discussion 

In general, for all reactive hydrocarbons discussed above we observed a fast deactivation after 

UV excitation followed by dissociation in the ground state.  This is often followed by ejection of 

a hydrogen atom, as was seen in the cases of e.g. the allyl and the benzyl radical. No general 

tendency in deactivation speed according to size can be drawn, however, as e.g. both cyclopro-

penylidene and the allyl radical (both three carbon atoms) differ vastly, as do the benzyl and tro-

pyl radical.  

TRPES of open-shell molecules provide a fascinating insight on the excited-state dynamics of 

these short-lived intermediates. One of the big challenges with TRPES methods applied so far is 

the clean production in situ, and neither possible side products nor the precursor should show 

excited-state dynamics in the experimental wavelength region. That is one of the main reasons 

why so many TRPES (in contrast to time-resolved mass spectrometry) of hydrocarbon open-shell 

molecules, ranging from small systems like ethyl and propargyl to larger polycyclic aromatic 

hydrocarbons, remain unexplored, even though such molecules are of paramount importance in 

various fields such as combustion processes
3
, soot formation

194
, synthesis of carbon nanomateri-

als
195

, astrochemistry
4,5,196

. Time-resolved photoelectron photoion coincidence (TR-PEPICO) is 

one technique bypassing the difficulties of clean production: Here photoelectron and photoions 

are detected in coincidence, allowing the recording of mass-selective photoelectron spectra. Such 

experiments, however, are due to their long acquisition times challenging in their own right, but 

they have provided valuable insight into the excited-state dynamics of closed-shell molecules
22–

24
.  
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To achieve a deep molecular-level understanding of the excited-state dynamics of open-shell 

species, collaboration of experiment and theory is mandatory. In particular, the examples pre-

sented above impressively show how the simulation of time-resolved spectra based on coupled 

electron-nuclear dynamics allows one to extract valuable information about dynamical mecha-

nisms, involved electronic states and possible reaction pathways, which can be connected to the 

experimentally observed data. At the same time, the validation of the employed theoretical ap-

proach is made possible by comparison between calculated and measured observables. Indeed, 

the electronic structure method to calculate the energetics and character of the participating elec-

tronically excited states needs to be chosen with care, as, e.g., in the case of the benzyl radical, 

only by thorough analysis of several electronic structure methods we were able to elucidate if 

and how Rydberg states are involved in the dynamics. The right energetic positions of Rydberg 

states can be particularly difficult to describe with a computationally efficient method such as 

TDDFT, though this depends heavily on the particular open-shell species. In addition, the pres-

ence of states with double excitation character, such as the S1 state of para-xylylene, prevents the 

use of TDDFT as well. 

Future improvement of the available experimental methodology will include using freely tuna-

ble ultrashort pump lasers and higher-energetic ultrashort probe lasers, thus providing additional 

insight into the excited-state dynamics: while the former allow one to more selectively choose 

the quantum state in which the dynamics is initiated, including mode-specific vibrational excita-

tion, the latter widen the observational window of the dynamics. Recently 14 eV
56,197

 and 7.7 

eV
198

 probe pulses have been used to record TRPES of closed-shell molecules. Due to the low 

ionization potential of open-shell hydrocarbon molecules, using such wavelengths to record their 

TRPES would allow measuring the complete excited-state dynamics and even observing the 
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ground state in a one-photon ionization step. The interpretation of such [1+1’] ionization pro-

cesses is not only much simpler than those of multi-photon ionization processes, but the corre-

sponding PADs can be calculated using theoretical methods, such as presented in the Methods 

section
52

, thus providing additional insights. 

It is our hope that by continuing to explore the excited-state dynamics of open-shell hydrocar-

bon molecules, especially with systematic structural variations, a general set of rules for the un-

derlying relaxation mechanisms will be elaborated, effectively linking geometric and electronic 

structure as well as interstate coupling and dynamical relaxation time scales.  

In conclusion, we reviewed our recent work on the TRPES of reactive hydrocarbon molecules, 

showing that while both experiments and simulations on these systems are challenging, they pro-

vide valuable insight in the dynamics of these short-lived intermediates. We are convinced that 

through continuous improvement of experimental techniques the excited-state dynamics of other 

open-shell hydrocarbon species will be further elaborated in the future. 
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