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## Zusammenfassung

In der vorliegenden Arbeit werden verschiedene zahlentheoretisch interessante Folgen im Kontext der Theorie der Gleichverteilung modulo eins untersucht.

Im ersten Teil wird für positiv reelles $z \neq 1$ für die Folge $\left((2 \pi)^{-1}(\log z) \gamma_{a}\right)$ eine Diskrepanzabschätzung hergeleitet, wobei $\gamma_{a}$ die positiven Imaginärteile der nichttrivialen $a$-Stellen der Riemannschen Zetafunktion durchlaufe: Sind die eingehenden Imaginärteile durch $T$ beschränkt, dann strebt für $T \rightarrow \infty$ die Diskrepanz der Folge $\left((2 \pi)^{-1}(\log z) \gamma_{a}\right)$ wie $(\log \log \log T)^{-1}$ gegen Null. Der Beweis knüpft an das Vorgehen von Hlawka an, welcher eine Diskrepanzabschätzung für die Folge, in der die positiven Imaginärteile der nichttrivialen Nullstellen der Riemannschen Zetafunktion eingehen, ermittelte.

Der zweite Teil der Arbeit widmet sich einer Folge deren Wachstumsverhalten durch Primzahlen motiviert ist. Ist $\alpha \neq 0$ reell und $f$ eine logarithmisch wachsende Funktion, dann werden mehrere Bedingungen an $f$ angegeben, unter denen die Folge $\left(\alpha f\left(q_{n}\right)\right)$ gleichverteilt modulo eins ist. Entsprechende Diskrepanzabschätzungen der Folgen werden angegeben. Die Folge reeller Zahlen $\left(q_{n}\right)$ ist selbst streng wachsend und die Bedingungen, die dabei an deren Zählfunktion $Q(x)=\#\left\{q_{n} \leq x\right\}$ gestellt werden, sind von Primzahlen und Primzahlen in arithmetischen Progressionen erfüllt. Als Anwendung ergibt sich, dass die Folge $\left(\left(\log q_{n}\right)^{K}\right)$ für beliebiges $K>1$ gleichverteilt modulo eins ist, etwa wenn die $q_{n}$ Primzahlen oder Primzahlen in arithmetischen Progessionen durchlaufen. Der Spezialfall das $q_{n}$ als die $n$ te Primzahl $p_{n}$ gewählt wird, wurde von Too, Goto und Kano untersucht.

Im letzten Teil der Arbeit wird für irrationales $\alpha$ die Folge ( $\alpha p_{n}$ ) irrationaler Vielfacher von Primzahlen im Rahmen der gewichteten Gleichverteilung modulo eins untersucht. Nach einem Resultat von Vinogradov über Exponentialsummen ist diese Folge gleichverteilt modulo eins. Ein alternativer Beweis von Vaaler verwendet L-Funktionen. Dieser Ansatz wird im Kontext von Funktionen aus der Selberg-Klasse mit polynomiellem Eulerprodukt ausgebaut. Dabei werden zwei gewichtete Versionen des vinogradovschen Resultats gewonnen: Die Folge $\left(\alpha p_{n}\right)$ ist $\left(1+\chi_{D}\left(p_{n}\right)\right) \log p_{n}-$ gleichverteilt modulo eins, wobei $\chi_{D}$ den Legendre-Kronecker Charakter bezeichnet. Der Beweis verwendet die Dedekindsche Zetafunktion zum quadratischen Zahlkörper $\mathbb{Q}(\sqrt{D})$. Als Anwendung ergibt sich etwa für $D=-1$,
dass $\left(\alpha p_{n}\right)$ gleichverteilt modulo eins ist, wenn die durchlaufenen Primzahlen kongruent zu eins modulo vier sind. Unter zusätzlichen Bedingungen an die Funktionen aus der Selberg-Klasse lässt sich weiter zeigen, das die Folge $\left(\alpha p_{n}\right)$ auch $\left(\sum_{j=1}^{\nu_{F}} \alpha_{j}\left(p_{n}\right)\right) \log p_{n}$-gleichverteilt modulo eins, wobei die Gewichte in direktem Zusammenhang mit dem Eulerprodukt der Funktion stehen.


#### Abstract

In the thesis at hand, several sequences of number theoretic interest will be studied in the context of uniform distribution modulo one.

In the first part we deduce for positive and real $z \neq 1$ a discrepancy estimate for the sequence $\left((2 \pi)^{-1}(\log z) \gamma_{a}\right)$, where $\gamma_{a}$ runs through the positive imaginary parts of the nontrivial $a$-points of the Riemann zeta-function. If the considered imaginary parts are bounded by $T$, the discrepancy of the sequence $\left((2 \pi)^{-1}(\log z) \gamma_{a}\right)$ tends to zero like $(\log \log \log T)^{-1}$ as $T \rightarrow \infty$. The proof is related to the proof of Hlawka, who determined a discrepancy estimate for the sequence containing the positive imaginary parts of the nontrivial zeros of the Riemann zeta-function.

The second part of this thesis is about a sequence whose asymptotic behaviour is motivated by the sequence of primes. If $\alpha \neq 0$ is real and $f$ is a function of logarithmic growth, we specify several conditions such that the sequence ( $\alpha f\left(q_{n}\right)$ ) is uniformly distributed modulo one. The corresponding discrepancy estimates will be stated. The sequence $\left(q_{n}\right)$ of real numbers is strictly increasing and the conditions on its counting function $Q(x)=\#\left\{q_{n} \leq x\right\}$ are satisfied by primes and primes in arithmetic progessions. As an application we obtain that the sequence $\left(\left(\log q_{n}\right)^{K}\right)$ is uniformly distributed modulo one for arbitrary $K>1$, if the $q_{n}$ are primes or primes in arithmetic progessions. The special case that $q_{n}$ equals the $n$th prime number $p_{n}$ was studied by Too, Goto and Kano.

In the last part of this thesis we study for irrational $\alpha$ the sequence $\left(\alpha p_{n}\right)$ of irrational multiples of primes in the context of weighted uniform distribution modulo one. A result of Vinogradov concerning exponential sums states that this sequence is uniformly distributed modulo one. An alternative proof due to Vaaler uses L-functions. We extend this approach in the context of the Selberg class with polynomial Euler product. By doing so, we obtain two weighted versions of Vinogradov's result: The sequence ( $\alpha p_{n}$ ) is $\left(1+\chi_{D}\left(p_{n}\right)\right) \log p_{n}$-uniformly distributed modulo one, where $\chi_{D}$ denotes the Legendre-Kronecker character. In the proof we use the Dedekind zetafunction of the quadratic number field $\mathbb{Q}(\sqrt{D})$. As an application we obtain in case of $D=-1$, that ( $\alpha p_{n}$ ) is uniformly distributed modulo one, if the considered primes are congruent to one modulo four. Assuming additional conditions on the functions from the Selberg class we prove that the sequence


$\left(\alpha p_{n}\right)$ is also $\left(\sum_{j=1}^{\nu_{F}} \alpha_{j}\left(p_{n}\right)\right) \log p_{n}$-uniformly distributed modulo one, where the weights are related to the Euler product of the function.
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## Notations

The used notation is standard in number theory (see [29]). The Laundau symbols $O(\cdot)$ and $o(\cdot)$ have their usual meaning, as well as the Vinogradov symbols $\ll$ and $\gg$.

| $f(x) \asymp g(x)$ | Means $f(x) \ll g(x)$ and $g(x) \ll f(x)$. |
| :---: | :---: |
| $f(x) \sim g(x)$ as $x \rightarrow x_{0}$ | Means $\lim _{x \rightarrow x_{0}} \frac{f(x)}{g(x)}=1$, with $x_{0}$ possibly infinity. |
| $\mathrm{res}_{s=s_{0}} f(s)$ | The residue of $f(s)$ at $s=s_{0}$. |
| $\Gamma(s)$ | The Gamma-function, defined by $\Gamma(s)=\int_{0}^{\infty} t^{s-1} e^{-t} d t$ for $\operatorname{Re} s>0$ and otherwise by analytic continuation. |
| $\zeta(s)$ | The Riemann zeta-function, defined by $\zeta(s)=\sum_{n=1}^{\infty} n^{-s}$ for $\operatorname{Re} s>1$ and otherwise by analytic continuation. |
| $N(T)$ | The number of zeros $\rho=\beta+i \gamma$ of $\zeta(s)$ in the critical strip with $0<\gamma \leq T$. |
| $N(\sigma, T)$ | The number of zeros $\rho=\beta+i \gamma$ of $\zeta(s)$ in the critical strip with $0<\gamma \leq T$ and $\sigma \leq \beta$. |
| $\rho_{a}=\beta_{a}+i \gamma_{a}$ | A non-trivial $a$-point of $\zeta(s)$ with $\operatorname{Re} \rho_{a}=\beta_{a}, \operatorname{Im} \rho_{a}=\gamma_{a}$. |
| $N_{a}(T)$ | The number of $a$-points $\rho_{a}=\beta_{a}+i \gamma_{a}$ of $\zeta(s)$ in the critical strip with $0<\gamma_{a} \leq T$. |
| $\Lambda(n)$ | The von Mangoldt function, defined by $\Lambda(n)=\log p$ if $n=p^{m}$ and zero otherwise. |
| $\sum_{n \leq x}$ | The sum over all positive integers $n \leq x$. |
| $\sum_{p \leq x}$ | The sum over all primes $p \leq x$. |
| $\sum_{d \mid n}$ | The sum over all positive divisors of $n$. |
| $\vartheta(x)$ | $=\sum_{p<x} \underline{l} \log p$. |
| $\pi(x)$ | $=\sum_{p \leq x} 1$, the number of primes not exceeding $x$. |
| $\omega(n)$ | The number of distinct prime divisors of $n$. |


| $\mu(n)$ | The Möbius function, defined by $\mu(n)=(-1)^{m}$ if $n=p_{1} \ldots p_{m}$ (different primes) and zero otherwise; and $\mu(1)=1$. |
| :---: | :---: |
| $\varphi(n)$ | Euler's function, defined by $\varphi(n)=\#\{1 \leq m \leq n: m$ and $n$ are coprime $\}$. |
| $L(s, \chi)$ | The Dirichlet L-function associated to a Dirichlet character $\chi$, defined by $L(s, \chi)=\sum_{n=1}^{\infty} \chi(n) n^{-1}$ for $\operatorname{Re} s>1$ and otherwise by analytic continuation. |
| $N(T, \chi)$ | The number of zeros $\rho=\beta+i \gamma$ of $L(s, \chi)$ in the critical strip with $\|\gamma\| \leq T$. |
| $N(\sigma, T, \chi)$ | The number of zeros $\rho=\beta+i \gamma$ of $L(s, \chi)$ in the critical strip with $\|\gamma\| \leq T$ and $\sigma \leq \beta$. |
| $\zeta_{K}(s)$ | The Dedekind zeta-function associated to an algebraic number field $K$, defined by $\zeta_{K}(s)=\sum_{\mathfrak{a}} \frac{1}{N(\mathfrak{a})^{s}}$ for |
| $N_{K}(T, \chi)$ | Re $s>1$ and otherwise by analytic continuation. The number of zeros $\rho=\beta+i \gamma$ of $\zeta_{K}(s, \chi)$ in the critical strip with $0 \leq \gamma \leq T$. |
| $N_{K}(\sigma, T, \chi)$ | The number of zeros $\rho=\beta+i \gamma$ of $\zeta_{K}(s, \chi)$ in the critical strip with $\|\gamma\| \leq T$ and $\sigma \leq \beta$. |
| $\Lambda_{K}(n)$ | The generalised von Mangoldt function for a quadratic number field $K=\mathbb{Q}(\sqrt{D})$, defined by $\Lambda_{K}(n)=\left(1+\chi_{D}(p)^{m}\right) \log p$ if $n=p^{m}$ and zero otherwise. |
| $\psi_{K}(x)$ | $=\sum_{n \leq x}$ |
| $\vartheta_{K}(x)$ | $=\sum_{p \leq x}\left(1+\chi_{D}(p)\right) \log p$ for a quadratic number field $K=\mathbb{Q}(\sqrt{D})$. |
| $\mathcal{S}$ | The Selberg class, satisfying $\left(\mathcal{S}_{1}\right)-\left(\mathcal{S}_{5}\right)$. |
| $\mathcal{S}^{\#}$ | The extended Selberg class, satisfying $\left(\mathcal{S}_{1}\right)-\left(\mathcal{S}_{3}\right)$. |
| $\mathcal{S}^{\text {poly }}$ | The restricted Selberg class with polynomial Euler product. |
| $\mathcal{A}$ | The subclass of $\mathcal{S}^{\text {poly }}$, satisfying $\left(\mathcal{A}_{1}\right)-\left(\mathcal{A}_{4}\right)$. |
| $N_{F}^{+}(T)$ | The number of zeros $\rho=\beta+i \gamma$ of $F(s)$ in the critical strip with $0 \leq \gamma \leq T$. |
| $N_{F}^{-}(T)$ | The number of zeros $\rho=\beta+i \gamma$ of $F(s)$ in the critical strip with $-T \leq \gamma<0$. |
| $N_{F}(\sigma, T, \chi)$ | The number of zeros $\rho=\beta+i \gamma$ of $F(s, \chi)$ in the critical strip with $\|\gamma\| \leq T$ and $\sigma \leq \beta$. |
| $\Lambda_{F}(n)$ | The generalised von Mangoldt function for $F \in \mathcal{S}^{\text {poly }}$, defined by $\Lambda_{F}(n)=(\log p) \sum_{j=1}^{\nu_{F}}\left(\alpha_{j}(p)\right)^{m}$ if $n=p^{m}$ and zero otherwise. |
| $\psi_{K}(x)$ | $=\sum_{n \leq x} \Lambda_{F}(n)$. |
| $\vartheta_{K}(x)$ | $=\sum_{p \leq x}(\log p) \sum_{j=1}^{\nu_{F}} \alpha_{j}(p)$ for $F \in \mathcal{S}^{\text {poly }}$. |
| $[x]$ $\{x\}$ | The greatest integer not exceeding the real number $x$. $=x-[x]$, the fractional part of $x$. |

## 1 Introduction

The theory of uniformly distributed sequences modulo one is approximately one hundred years old and the subject of study is the distribution of fractional parts of sequences of real numbers. While such sequences are interesting objects on their own, since the property of being uniformly distributed modulo one is more restrictive than being dense, they also have applications in analytic number theory and numerical integration. For example, such sequences appear in the proof of Voronin's celebrated universality theorem, which, roughly speaking, states that any non-vanishing analytic function can be approximated uniformly by shifts of the Riemann zeta-function in the critical strip. On the other hand, by using uniformly distributed sequences modulo one, it is possible to improve Kronecker's famous approximation theorem. Kronecker's theorem itself can be applied to determine the least upper and greatest lower bound of the absolute value of $\zeta(\sigma+i t)$ for any fixed $\sigma>1$, where in the proof the sequence of logarithms of primes appears. Therefore, the study of sequences related to primes or the Riemann zeta-function in the context of uniformly distributed sequences is a natural one. In this thesis we investigate such sequences.

In Section 1.1 we recall the basic theory of uniformly distributed sequences and give some more information on the historical context. If no explicit sources are stated, the definitions and results can be found in the literature, i.e. in the books of Hlawka [26], Kuipers \& Niederreiter [37], Drmota \& Tichy [10] and Bugeaud [6].

Section 1.2 is about the Riemann zeta-function and its generalisations. If not stated otherwise, the used sources are the books of Davenport [8], Ivić [29], Karatsuba [34], Prachar [53] and Iwaniec \& Kowalski [28]. The introductory part on the Selberg class mentions only what is needed and more details on this interesting topic can be found in Selberg's paper [61], the detailed introductions of Kaczorowski \& Perelli [30], [31], [32] or Steuding's book [64].

The last introductory Section 1.3 states the results that are subject of this thesis and places them into context of what is already known in related lines of research. The corresponding proofs are content of the subsequent sections.

### 1.1 Uniform distribution of sequences modulo one

A sequence $\left(x_{n}\right)_{n \geq 1}$ of real numbers is said to be dense modulo one if every interval of positive length in the unit inteval $[0,1)$ contains at least one element of the sequence of fractional parts $\left(\left\{x_{n}\right\}\right)_{n \geq 1}$. Kronecker's approximation theorem [36] from 1884 states that the integer multiples $\alpha n$ of an irrational number $\alpha$ are dense modulo one. It seems natural to ask for more details, for example, to ask how the elements of the sequence are distributed modulo one: are there subintervals of the unit interval that contain only $a$ few elements, while other subintervals contain many? The theorem of Kronecker and the resulting questions can be seen as the starting point of the theory of uniform distribution of sequences. Weyl's paper "Über die Gleichverteilung von Zahlen mod. Eins" [81] from 1916 was the first systematic treatment of uniformly distributed sequences.

A sequence $\left(x_{n}\right)_{n \geq 1}$ of real numbers is said to be uniformly distributed modulo one (abbreviated u.d. mod 1 ) if for every pair $\alpha, \beta$ of real numbers with $0 \leq \alpha<\beta \leq 1$ the proportion of the fractional parts of the $x_{n}$ in the interval $[\alpha, \beta)$ exists and tends to its length in the following sense:

$$
\begin{equation*}
\lim _{N \rightarrow \infty} \frac{\#\left\{1 \leq n \leq N:\left\{x_{n}\right\} \in[\alpha, \beta)\right\}}{N}=\beta-\alpha . \tag{1.1}
\end{equation*}
$$

There are several criteria to determine whether a sequence is uniformly distributed or not. We only render two of them, already contained in Weyl's mentioned paper: A sequence of real numbers $\left(x_{n}\right)_{n \geq 1}$ is uniformly distributed modulo one if, and only if, for any complex-valued Riemann integrable function on the closed unit interval $[0,1]$ we have

$$
\lim _{N \rightarrow \infty} \frac{1}{N} \sum_{n=1}^{N} f\left(\left\{x_{n}\right\}\right)=\int_{0}^{1} f(x) d x
$$

This criterion, that is related to a certain class of functions, may be interpreted as an early version of the celebrated Birkhoff pointwise ergodic theorem [3]. The second one, the so-called Weyl-criterion, is probably the most famous criterion in the theory of uniformly distributed sequences and relates the distribution property of the sequence to exponential sums: A sequence of real numbers $\left(x_{n}\right)_{n \geq 1}$ is uniformly distributed modulo one if, and only if,

$$
\begin{equation*}
\lim _{N \rightarrow \infty} \frac{1}{N} \sum_{n=1}^{N} \exp \left(2 \pi i h x_{n}\right)=0 \tag{1.2}
\end{equation*}
$$

for all integers $h \neq 0$. Using the Weyl criterion it is not difficult to go beyond the theorem of Kronecker and to prove that the sequence $(n \alpha)_{n \geq 1}$ is u.d. $\bmod 1$ if, and only if, $\alpha$ is irrational. By this result of Weyl the theory of uniformly distributed sequences is rooted in number theory, especially
diophantine approximation.
As a quantitative measure to study the distribution property of a sequence, Bergström [2] and van der Corput \& Pisot [76] introduced the socalled discrepancy of the sequence: Let $x_{1}, \ldots, x_{N}$ be a finite sequence of real numbers. The number

$$
\begin{aligned}
D_{N} & =D_{N}\left(x_{1}, \ldots, x_{N}\right) \\
& =\sup _{0 \leq \alpha<\beta \leq 1}\left|\frac{\#\left\{1 \leq n \leq N:\left\{x_{n}\right\} \in[\alpha, \beta)\right\}}{N}-(\beta-\alpha)\right|
\end{aligned}
$$

is called the discrepancy of the given sequence. If $\left(x_{n}\right)_{n \geq 1}$ is an infinite sequence (or a finite sequence containing at least $N$ terms), $D_{N}$ is meant to be the discrepancy of the first $N$ terms of the sequence. Since the discrepancy measures the deviation between the distribution of the sequence and the uniform distribution, a sequence is u.d. $\bmod 1 \mathrm{if}$, and only if, its discrepancy tends to zero as $N$ tends to infinity. However, the convergence to zero can not be arbitrarily fast, since for every sequence of $N$ numbers we have $N^{-1} \leq D_{N} \leq 1$. One task of the theory is to determine upper and lower bounds for the discrepancy of special sequences. By a result of van AardenneEhrenfest [75], for some positive constant $k$, every sequency satisfies

$$
D_{N} \geq \frac{k \cdot \log \log \log N}{N}
$$

for infinitely many $N$, but not for all. This lower bound has been improved by Roth [57] to

$$
D_{N} \geq \frac{\sqrt{\log N}}{16 N}
$$

for infinitely many $N$, and by Schmidt [59] to

$$
D_{N} \geq \frac{1}{66 \log 4} \cdot \frac{\log N}{N} .
$$

To obtain upper bounds for the discrepancy it is a fruitful method to estimate the discrepancy by means of exponential sums appearing in the Weyl criterion (1.2). Then techniques from analytic number theory to estimate these exponential sums can be applied. Two results in this direction are LeVeque's inequality [42] and the theorem of Erdös and Turán [11]. We only make use of the latter one: Let $x_{1}, \ldots, x_{N}$ be a finite sequence of real numbers and $m$ any positive integer. Then

$$
D_{N} \leq \frac{6}{m+1}+\frac{4}{\pi} \sum_{h=1}^{m}\left(\frac{1}{h}-\frac{1}{m+1}\right)\left|\frac{1}{N} \sum_{n=1}^{N} \exp \left(2 \pi i h x_{n}\right)\right| .
$$

In fact, we use a simplified version [37, equation (2.42)], which states that there exists an absolute constant $C$ such that

$$
\begin{equation*}
D_{N} \leq C \cdot\left(\frac{1}{m}+\sum_{h=1}^{m} \frac{1}{h}\left|\frac{1}{N} \sum_{n=1}^{N} \exp \left(2 \pi i h x_{n}\right)\right|\right), \tag{1.3}
\end{equation*}
$$

where $m$ can be any positive integer.
There are several generalisations of the notion of uniform distributed sequences modulo one. The one we shall consider in the sequel was first studied by Tsuji [71] and is about uniform distribution with respect to weights. Tsuji's work was continued by Vaaler [72], [73], [74] and we discuss the contribution of Vaaler more detailed in the subsequent section Motivation and Results.

Let $\left(x_{n}\right)_{n \geq 1}$ be a sequence of real numbers and $(a(n))_{n \geq 1}$ a sequence of positive real numbers. Further, let

$$
\begin{equation*}
A(N)=\sum_{n=1}^{N} a(n) \tag{1.4}
\end{equation*}
$$

we shall refer to the $a(n)^{\prime} s$ as our weights. A sequence $\left(x_{n}\right)_{n \geq 1}$ is said to be $a(n)$-uniformly distributed modulo one if for every pair $\alpha, \beta$ of real numbers with $0 \leq \alpha<\beta \leq 1$, we have

$$
\begin{equation*}
\lim _{N \rightarrow \infty} \frac{1}{A(N)} \sum_{\substack{n=1 \\ \alpha \leq\left\{x_{n}\right\}<\beta}}^{N} a(n)=\beta-\alpha \tag{1.5}
\end{equation*}
$$

(provided that the limit exists and equals the right-hand side). If $a(n)=1$ for every $n$, this leads to uniform distribution modulo one as introduced in (1.1). The Weyl criterion (1.2) generalises in the way, that the sequence $\left(x_{n}\right)_{n \geq 1}$ is $a(n)$-uniformly distributed modulo one if, and only if, for each integer $h \neq 0$

$$
\begin{equation*}
\lim _{N \rightarrow \infty} \frac{1}{A(N)} \sum_{n=1}^{N} a(n) \exp \left(2 \pi i h x_{n}\right)=0 \tag{1.6}
\end{equation*}
$$

Similar to the classical proof in uniform distribution of sequences modulo one [37, p. 23], resp. [44, p. 480], one can use the generalised version of the Weyl criterion to prove that if $\left(x_{n}\right)_{n \geq 1}$ is $a(n)$-uniformly distributed modulo one, then also $\left(m x_{n}\right)_{n \geq 1}$ is $a(n)$-uniformly distributed modulo one, if $m$ is a non-zero integer.

Other general notions of uniform distribution by using different summability methods have been defined (see [37]). But for our purposes we consider uniform distribution with respect to a sequence of weights.

### 1.2 Zeta-functions

Let $s=\sigma+i t$. Then for $\sigma>1$ the Riemann zeta-function is defined by the Dirichlet series

$$
\begin{equation*}
\zeta(s)=\sum_{n=1}^{\infty} \frac{1}{n^{s}} \tag{1.7}
\end{equation*}
$$

This series is converget for $\sigma>1$, and the convergence is uniformly in every compact subset of the half plan $\sigma \geq 1+\delta, \delta>0$. In $s=1$ the Riemann zeta-function $\zeta(s)$ has a simple pole. An important contribution of Euler to the theory of this function is its product formula

$$
\begin{equation*}
\zeta(s)=\prod_{p}\left(1-\frac{1}{p^{s}}\right)^{-1} \tag{1.8}
\end{equation*}
$$

for $\sigma>1$, where the infinite product is over all primes. This formula, also called the analytic version of the fundamental theorem of arithmetic, implies that there are infinitely many primes, since in view of the simple pole at $s=1$ the product can not converge. Euler's formula also demonstrates a close connection between the Riemann zeta-function and primes. Moreover, it implies that $\zeta(s) \neq 0$ for $\sigma>1$.

Unless Euler, who considered the zeta-function as a function of a real variable, Riemann treated it as a complex function. He discovered that $\zeta(s)$ can be continued analytically to the whole complex plane, except for the simple pole at $s=1$ with residue 1 . Riemann also proved the functional equation

$$
\begin{equation*}
\pi^{-\frac{s}{2}} \Gamma\left(\frac{s}{2}\right) \zeta(s)=\pi^{-\frac{1-s}{2}} \Gamma\left(\frac{1-s}{2}\right) \zeta(1-s) \tag{1.9}
\end{equation*}
$$

implying a certain symmetry around $s=\frac{1}{2}$. Since the Gamma-function has no zeros, but simple poles at $s=0,-1,-2, \ldots$, the functional equation (1.9) shows the existence of trivial zeros of $\zeta(s)$ at $s=-2 n, n \in \mathbb{N}$. The remaining zeros in the critical strip $0 \leq \sigma \leq 1$ are called nontrivial. Their distribution is part of the probably most famous conjecture in mathematics, the yet unsolved Riemann hypothesis, which states that all the nontrivial zeros of $\zeta(s)$ lie on the critical line $\sigma=\frac{1}{2}$.

The importance of the Riemann hypothesis lies in its connection to the distribution of primes. Hadamard and de la Vallée-Poussin proved (independently) the (weak version of the) prime number theorem

$$
\begin{equation*}
\psi(x):=\sum_{n \leq x} \Lambda(n) \sim x \tag{1.10}
\end{equation*}
$$

or equivalently $\vartheta(x):=\sum_{p \leq x} \log p \sim x$ resp. $\pi(x):=\sum_{p \leq x} 1 \sim \frac{x}{\log x}$ as $x \rightarrow \infty$. Here $\psi(x)$ and $\vartheta(x)$ are Chebyshev's functions and $\Lambda(n)$ denotes the von Mangoldt function. The latter one arises from the logarithmic derivative

$$
\begin{equation*}
-\frac{\zeta^{\prime}}{\zeta}(s)=\sum_{n=1}^{\infty} \frac{\Lambda(n)}{n^{s}} \quad(\sigma>1) \tag{1.11}
\end{equation*}
$$

being $\log p$ on prime powers $p^{k}(k \geq 1)$ and zero otherwise. Vinogradov [79] and Korobov [35] independently obtained the best known error term

$$
\psi(x)=x+O\left(x \exp \left(-C(\log x)^{\frac{3}{5}}(\log \log x)^{-\frac{1}{5}}\right)\right)
$$

and it can be shown that

$$
\psi(x)-x \ll x^{\theta}(\log x)^{2} \quad \Longleftrightarrow \quad \zeta(s) \neq 0 \text { in } \sigma>\theta
$$

Let $N(T)$ denote the number of zeros $\rho=\beta+i \gamma$ of $\zeta(s)$ with $0 \leq \beta \leq$ $1,0<\gamma \leq T$ (counting multiplicities). Von Mangoldt proved

$$
\begin{equation*}
N(T)=\frac{T}{2 \pi} \log \left(\frac{T}{2 \pi e}\right)+O(\log T) \tag{1.12}
\end{equation*}
$$

for $T \rightarrow \infty$, which was already conjectured by Riemann. Nowadays (1.12) is called the Riemann-von Mangoldt formula. In particular, this formula implies that there are infinitely many zeros in the critical strip, and Hardy proved that infinitely many zeros are on the critical line. One should remark that $\zeta(1+i t) \neq 0$ for all $t \in \mathbb{R}$, a statement which is equivalent to the prime number theorem. Therefore by (1.9), the zeta-function does not vanish on the vertical line $\sigma=0$, too.

The zeros $\rho=\beta+i \gamma$ of the Riemann zeta-function in the strip $-1 \leq \sigma \leq 2$ also appear in the partial-fraction decomposition

$$
\begin{equation*}
\frac{\zeta^{\prime}}{\zeta}(s)=\sum_{\substack{\rho=\beta+i \gamma \\|\gamma-t| \leq 1}} \frac{1}{s-\rho}+O(\log |t|) \tag{1.13}
\end{equation*}
$$

where $|t| \geq 2$.
Analogously to the distribution of zeros of the Riemann zeta-function one can ask about the distribution of its $a$-points, i.e. solutions of $\zeta(s)=a$ for some fixed complex number $a$. This line of investigation was initiated by Landau [40], who considered the study of the roots of $\zeta(s)=a$ of equal importance to the study of its zeros.

Landau [4] proved that for sufficiently large $n$, there is an $a$-point near every trivial zero $s=-2 n$. These are called trivial a-points. Also for sufficiently large real part $\sigma$, there is a right half-plane which is free of $a$-points. The remaining ones in the vertical strip are called nontrivial $a$ points. Let $N_{a}(T)$ denote the number of $a$-points $\rho_{a}=\beta_{a}+i \gamma_{a}$ of $\zeta(s)$ with $0 \leq \beta_{a} \leq 1,0<\gamma_{a} \leq T$ (counting multiplicities). Then for $T \rightarrow \infty$ the generalised Riemann-von Mangoldt formula

$$
\begin{equation*}
N_{a}(T)=\frac{T}{2 \pi} \log \left(\frac{T}{2 \pi e c_{a}}\right)+O(\log T) \tag{1.14}
\end{equation*}
$$

holds, where $c_{a}=1$ for $a \neq 1$ and $c_{1}=2$ (see [4]).
The Riemann zeta-function can be seen as the prototype of the several known zeta-functions. Another common function was introduced by Dirichlet in order to study the distribution of primes in arithmetic progessions.

Let $q \geq 1$ be a fixed integer. A Dirichlet character $\chi \bmod q$ is an arithmetical function which is completely multiplicative, i.e. $\chi(m n)=\chi(m) \chi(n)$ for all integers $m$ and $n$, complex valued and satisfies the estimate $|\chi(n)| \leq 1$. Moreover, $\chi(n) \neq 0$ if $(n, q)=1$, while $\chi(n)=0$ if $(n, q) \geq 2$. There are $\varphi(q)$ characters $\bmod q$, where $\varphi$ denotes Euler's totient function (being the number of positive integers not exceeding $q$ which are relatively prime to $q$ ). Under pointwise multiplication, characters $\bmod q$ form an abelian group which is isomorphic to the multiplicative group of the reduced system of residues mod $q$. By $\chi_{0}$ we denote the principal character, defined by $\chi_{0}(n)=1$ if $(n, q)=1$ and zero otherwise. If $\chi \bmod k$ is a character with $k$ dividing $q$, then $\chi$ induces a Dirichlet character $\psi \bmod q$, defined by $\psi(n)=\chi(n)$ if $(n, q)=1$ and $\psi(n)=0$ if $(n, q) \geq 2$. A character $\bmod q$ which is not induced by any character $\bmod k$ with $k<q$ is said to be primitive. If $\chi \bmod q$ is induced by another character, we denote the character inducing $\chi$ by $\chi^{*} \bmod q^{*}$ and call $\chi$ imprimitive. Note that the principal character is not regarded as a primitive charcter and that every non-principal character is induced by a primitive one. We call two characters non-equivalent, if they are not induced by the same character. To a common modulus the characters are pairwise non-equivalent.

Let $\chi$ be a Dirichlet character mod $q$. The associated Dirichlet L-function is defined for $\sigma>1$ by

$$
\begin{equation*}
L(s, \chi)=\sum_{n=1}^{\infty} \frac{\chi(n)}{n^{s}} \tag{1.15}
\end{equation*}
$$

The Riemann zeta-function $\zeta(s)$ can be seen as the Dirichlet L-function to the principal character $\chi_{0} \bmod 1$. It follows from $|\chi(n)| \leq 1$ that $L(s, \chi)$ is analytic in the half plane $\sigma>1$ and by the complete mutiplicativity of its coefficients, there is an analogon to the Euler product formula (1.8), namely for $\sigma>1$,

$$
\begin{equation*}
L(s, \chi)=\prod_{p}\left(1-\frac{\chi(p)}{p^{s}}\right)^{-1} \tag{1.16}
\end{equation*}
$$

Therefore $L(s, \chi) \neq 0$ for $\sigma>1$. If $\chi \bmod q$ is the principal character $\chi_{0}$ $\bmod q$, we have

$$
L\left(s, \chi_{0}\right)=\zeta(s) \prod_{p \mid q}\left(1-\frac{1}{p^{s}}\right)
$$

implying that $L\left(s, \chi_{0}\right)$ has a simple pole at $s=1$ arising from $\zeta(s)$. For $\chi \neq \chi_{0}$ the Dirichlet L-function $L(s, \chi)$ is regular. If $\chi \bmod q$ is induced by $\chi^{*} \bmod q^{*},(1.16)$ can we rewritten as

$$
\begin{equation*}
L(s, \chi)=L\left(s, \chi^{*}\right) \prod_{p \mid q}\left(1-\frac{\chi^{*}(p)}{p^{s}}\right) \tag{1.17}
\end{equation*}
$$

Since $\chi^{*}(p)=0$ for $p \mid q^{*}$, the primes that divide $q^{*}$ are not contained in the product in (1.17).

Like the Riemann zeta-function, any Dirichlet L-function can be continued analytically to the whole complex plane (except for a possible simple pole at $s=1$ ) satisfying for primitive $\chi$ the functional equation

$$
\begin{equation*}
\left(\frac{\pi}{q}\right)^{-\frac{s+a}{2}} \Gamma\left(\frac{s+a}{2}\right) L(s, \chi)=\frac{\tau(\chi)}{i^{a} \sqrt{q}}\left(\frac{\pi}{q}\right)^{-\frac{1-s+a}{2}} \Gamma\left(\frac{1-s+a}{2}\right) L(1-s, \bar{\chi}), \tag{1.18}
\end{equation*}
$$

where $a=a(\chi)=0$ if $\chi(-1)=1$ and $a=a(\chi)=1$ if $\chi(-1)=-1$; and $\tau(\chi)$ is the Gaussian sum

$$
\tau(\chi)=\sum_{n=1}^{q} \chi(n) \exp \left(\frac{2 \pi i n}{q}\right) .
$$

The functional equation (1.18) implies trivial zeros at $s=0,-2,-4, \ldots$ if $\chi(-1)=1$ and at $s=-1,-3,-5, \ldots$ if $\chi(-1)=-1$. The remaining zeros lie in the strip $0 \leq \sigma \leq 1$ and are called nontrivial.

For the logarithmic derivative of the Dirichlet L-function we obtain, for $\sigma>1$,

$$
\begin{equation*}
-\frac{L^{\prime}}{L}(s, \chi)=\sum_{n=1}^{\infty} \frac{\chi(n) \Lambda(n)}{n^{s}} . \tag{1.19}
\end{equation*}
$$

For $1 \leq \ell \leq q$ with $(\ell, q)=1$ define

$$
\begin{aligned}
\psi(x, \chi) & =\sum_{n \leq x} \chi(n) \Lambda(n), \\
\psi(x ; q, \ell) & =\sum_{\substack{n \leq x \\
n \equiv \ell(\bmod q)}} \Lambda(n) .
\end{aligned}
$$

The (weak version of the) prime number theorem for arithmetic progessions states that

$$
\begin{equation*}
\psi(x ; q, \ell) \sim \frac{x}{\varphi(q)} \tag{1.20}
\end{equation*}
$$

resp.

$$
\pi(x ; q, \ell):=\sum_{\substack{p \leq x \\ p \equiv \ell(\bmod q)}} 1 \sim \frac{x}{\varphi(q) \log x}
$$

hold as $x \rightarrow \infty$. A refinement shows that for each character $\chi \bmod q$ there is a positive constant $c$ such that uniformly in $q \leq \exp (c \sqrt{\log x})$

$$
\begin{equation*}
\psi(x, \chi)=m_{\chi} x-\frac{x^{\beta_{1}}}{\beta_{1}}+O(x \exp (-c \sqrt{\log x})) . \tag{1.21}
\end{equation*}
$$

Here $m_{\chi}$ equals one if $\chi=\chi_{0}$ and is zero otherwise. So the term $x$ only appears if $\chi$ is the princpal character. The term $-\beta_{1}^{-1} x^{\beta_{1}}$ can be omitted unless there is a real character $\chi_{1}$ for which $L(s, \chi)$ has a (unique and simple)
zero $\beta_{1}$ satisfying $\beta_{1}>1-c^{\prime}(\log x)^{-1}$, the so called exceptional character resp. exceptional zero. Also the constant $c^{\prime}$ is absolute. Using

$$
\psi(x ; q, \ell)=\frac{1}{\varphi(q)} \sum_{\chi(\bmod q)} \overline{\chi(\ell)} \psi(x, \chi),
$$

one obtains uniformly in $q \leq \exp (c \sqrt{\log x})$ for the distribution of primes in arithmetic progessions

$$
\psi(x ; q, \ell)=\frac{x}{\varphi(q)}-\frac{\chi_{1}(\ell)}{\varphi(q)} \cdot \frac{x^{\beta_{1}}}{\beta_{1}}+O(x \exp (-c \sqrt{\log x})) .
$$

This implies

$$
\pi(x ; q, \ell)=\varphi(q)^{-1} \int_{2}^{x} \frac{d t}{\log t}+O(x \exp (-c \sqrt{\log x}))
$$

which holds uniformly in $q \leq(\log x)^{A}$ for sufficienly large $A$. Note that the constant $c$ in the previous error terms may not be the same. The generalised Riemann hypothesis, which states that all nontrivial zeros of $L(s, \chi)$ have real part $\frac{1}{2}$, would imply that, for all $q \leq x$,

$$
\psi(x ; q, \ell)=\frac{x}{\varphi(q)}+O\left(x^{\frac{1}{2}}(\log x)^{2}\right),
$$

resp.

$$
\pi(x ; q, \ell)=\varphi(q)^{-1} \int_{2}^{x} \frac{d t}{\log t}+O\left(x^{\frac{1}{2}} \log x\right) .
$$

Denoting by $N(T, \chi)$ the number of zeros $\rho=\beta+i \gamma$ of $L(s, \chi)$ to a primitive character $\bmod q$ with $0 \leq \beta \leq 1,|\gamma| \leq T$ (counting multiplicities), there is a similar estimate to (1.12), namely

$$
\begin{equation*}
N(T, \chi)=\frac{T}{\pi} \log \left(\frac{q T}{2 \pi}\right)-\frac{T}{2 \pi}+O(\log (q T)) \tag{1.22}
\end{equation*}
$$

as $T \rightarrow \infty$.
If $\chi \bmod q$ is induced by $\chi^{*} \bmod q^{*}$, the product formula (1.17) yields additional trivial zeros on the imaginary axis at

$$
\begin{equation*}
\frac{i\left(\arg \chi^{*}(p)+2 \pi m\right)}{\log p} \tag{1.23}
\end{equation*}
$$

where $p$ divides $q$, but does not divide $q^{*}$, and $m$ runs through all integers. In this case,

$$
\begin{equation*}
N(T, \chi)=\frac{T}{\pi} \log T+A(q) T+O(\log (q T)) \tag{1.24}
\end{equation*}
$$

where $A(q)$ is real and $A(q) \ll \log (2 q)$.
For $-1 \leq \sigma \leq 2$ the zeros $\rho=\beta+i \gamma$ of a L-function to a (primitive or imprimitive) character $\chi \bmod q$ satisfying $|\gamma-t| \leq 1$ also appear in the partial-fraction decomposition

$$
\begin{equation*}
\frac{L^{\prime}}{L}(s ; \chi)=\sum_{\substack{\rho=\beta+i \gamma \\|\gamma-t| \leq 1}} \frac{1}{s-\rho}+O(\log (q|t|)) \tag{1.25}
\end{equation*}
$$

where $|t| \geq 2$. If one excludes from the half-plane $\sigma \leq-1$ the points inside the disc $|s+m| \leq \frac{1}{2}$ for $m=0,1,2, \ldots$, the logarithmic derivative can be estimated in terms of

$$
\begin{equation*}
\frac{L^{\prime}}{L}(s ; \chi) \ll \log (q(|s|+2)) \tag{1.26}
\end{equation*}
$$

where $\chi \bmod q$ may be imprimitive.
The number of zeros is also the subject of another conjecture, the socalled grand density conjecture: Let $N(\sigma, T, \chi)$ be the number of zeros $\rho=$ $\beta+i \gamma$ of $L(s, \chi)$ with $\sigma \leq \beta$ and $|\gamma| \leq T$ (counting multiplicities). Then the grand density conjecture states that for $k \geq 1, Q \geq 1, T \geq 3$ and $\frac{1}{2} \leq \sigma \leq 1$

$$
\begin{equation*}
\sum_{\substack{q \leq Q \\(q, k)=1}} \sum_{\substack{\psi(\bmod q) \\ \psi \text { primitive }}} \sum_{\xi(\bmod k)} N(\sigma, T, \xi \psi) \ll\left(k Q^{2} T\right)^{2(1-\sigma)}\left(\log \left(k Q^{2} T\right)\right)^{C} \tag{1.27}
\end{equation*}
$$

where $C$ and the implied constant are absolute.
Dirichlet L-functions are of special interest to us since they also appear as factors of an algebraic motivated zeta-function, the so-called Dedekind zeta-function. This zeta-function was introduced by Dedekind [9] in order to study the multiplicative structure of number fields:

Let $K$ be an algebraic number field, i.e. a finite extension of $\mathbb{Q}$, and $\mathcal{O}_{K}$ its ring of integers. Then the associated Dedekind zeta-function is for $\sigma>1$ defined by

$$
\begin{equation*}
\zeta_{K}(s)=\sum_{\mathfrak{a}} \frac{1}{\mathrm{~N}(\mathfrak{a})^{s}}=\prod_{\mathfrak{p}}\left(1-\frac{1}{\mathrm{~N}(\mathfrak{p})^{s}}\right)^{-1} \tag{1.28}
\end{equation*}
$$

where $\mathfrak{a}$ runs through all non-zero integral ideals of $\mathcal{O}_{K}, \mathfrak{p}$ runs through all prime ideals of $\mathcal{O}_{K}$ and $\mathrm{N}(\mathfrak{a})$ denotes the norm of the ideal $\mathfrak{a}$. The (formal) equality in (1.28) is the analytic version of the fact that any non-zero integral ideal has a unique factorisation into prime ideals. Since the Dedekind zetafunction is contained in a larger class of functions which we introduce soon, we only sketch some of the results concerning the Dedekind zeta-function and refer for more details to the book of Narkiewicz [50].

If $r(n)$ denotes the number of integral ideals $\mathfrak{a}$ of norm $\mathrm{N}(\mathfrak{a})=n$, the series in (1.28) can be rewritten as a Dirichlet series

$$
\begin{equation*}
\zeta_{K}(s)=\sum_{n=1}^{\infty} \frac{r(n)}{n^{s}} \tag{1.29}
\end{equation*}
$$

and if $K=\mathbb{Q}$, we get the Riemann zeta-function $\zeta(s)=\zeta_{\mathbb{Q}}(s)$. Like the Riemann zeta-function, the Dedekind zeta-function can be continued analytically to the whole complex plane, except for a simple pole at $s=1$. The residue at $s=1$ is of special interest in algebraic number theory, since it contains information about the class number of the number field.

If $n=[K: \mathbb{Q}]$ is the degree of the number field, $r_{1}$ the number of real conjugate fields, $2 r_{2}$ the number of complex conjugate fields and $d(K)$ the discriminant of $K$, the functional equation

$$
\begin{equation*}
A^{s} \Gamma\left(\frac{s}{2}\right)^{r_{1}} \Gamma(s)^{r_{2}} \zeta_{K}(s)=A^{1-s} \Gamma\left(\frac{1-s}{2}\right)^{r_{1}} \Gamma(1-s)^{r_{2}} \zeta_{K}(1-s) \tag{1.30}
\end{equation*}
$$

holds, where

$$
A=\frac{\sqrt{|d(K)|}}{2^{r_{2}} \pi^{\frac{n}{2}}} .
$$

Of special interest for us is the case of a quadratic number field $K=\mathbb{Q}(\sqrt{D})$ for $D$ nonzero and squarefree. In this case,

$$
\begin{equation*}
\zeta_{K}(s)=\zeta(s) L\left(s, \chi_{D}\right) \tag{1.31}
\end{equation*}
$$

where $\chi_{D}(n)=\left(\frac{D}{n}\right)$ is the Legendre-Kronecker character [7, Proposition 10.5.5]. For a prime $p$ we have $\left(\frac{D}{p}\right)=-1,1$ or 0 , according to whether $p$ is inert, splits or ramifies in $K / \mathbb{Q}$.

We remark that the case of a quadratic number field is the simplest example of an abelian number field (i.e. a finite Galois extension $K$ of $\mathbb{Q}$ with abelian Galois group $\operatorname{Gal}(K / \mathbb{Q})$ ) and that (1.31) can be generalised to abelian number fields.

The Riemann zeta-function, Dirichlet L-functions and Dedekind zetafunctions are only three examples of a general class of functions introduced by Selberg [61]. This class, the so-called Selberg class $\mathcal{S}$, is defined by the following axioms:
$\left(\mathcal{S}_{1}\right)($ Dirichlet series $)$ Every $F \in \mathcal{S}$ is a Dirichlet series $F(s)=\sum_{n=1}^{\infty} a(n) n^{-s}$, absolutely convergent for $\sigma>1$.
$\left(\mathcal{S}_{2}\right)$ (Analytic continuation) There exists an integer $m_{F} \geq 0$ such that $(s-1)^{m_{F}} F(s)$ is an entire function of finite order.
$\left(\mathcal{S}_{3}\right)$ (Functional equation) $F$ satisfies a functional equation of the form

$$
\Phi(s)=\omega \overline{\Phi(1-\bar{s})},
$$

where

$$
\Phi(s)=Q^{s} \prod_{j=1}^{r} \Gamma\left(\lambda_{j} s+\mu_{j}\right) F(s)=\gamma(s) F(s),
$$

say, with $r \geq 0, Q>0, \lambda_{j}>0, \operatorname{Re} \mu_{j} \geq 0$ and $\omega$ satisfying $|\omega|=1$ are parameters depending on $F$.
$\left(\mathcal{S}_{4}\right)$ (Ramanujan conjecture) $a(n) \ll n^{\varepsilon}$ for every $\varepsilon>0$.
$\left(_{\mathcal{S}_{5}}\right)$ (Euler product) $\log F(s)=\sum_{n=1}^{\infty} b(n) n^{-s}$ for every $\sigma>1$, where $b(n)=0$ unless $n=p^{m}$ with $m \geq 1$, and $b(n) \ll n^{\theta}$ for some $\theta<\frac{1}{2}$.

Besides the mentioned Riemann zeta-function, shifted Dirichlet L-functions (to a primitive Dirichlet character) and Dedekind's zeta-function to an algebraic number field, the Selberg class contains numerous L-functions appearing in number theory, for example Hecke's L-function (to a primitive Hecke character), L-functions associated with a holomorphic newform of a congruence subgroup of $S L(2, \mathbb{Z})$ (after suitable normalization) and the RankinSelberg convolution of two normalized holomorphic newforms. Some further functions belong conjecturally to the Selberg class, such as Artin L-functions and the $G L(n, K)$ automorphic L-functions.

The class of functions only satisfying axioms $\left(\mathcal{S}_{1}\right),\left(\mathcal{S}_{2}\right)$ and $\left(\mathcal{S}_{3}\right)$ is called the extended Selberg class $\mathcal{S}^{\#}$. Another class is defined by variation of the Euler product ( $\mathcal{S}_{5}$ ). In general, this product can be rewritten in the standard form

$$
F(s)=\prod_{p} F_{p}(s), \quad \text { with } \quad F_{p}(s)=\sum_{m=0}^{\infty} \frac{a\left(p^{m}\right)}{p^{m s}},
$$

where the $F_{p}(s)$ are called the local factors. In fact, in all known cases of functions from the Selberg class the local factors are of polynomial type, i.e.

$$
\begin{equation*}
F_{p}(s)=\prod_{j=1}^{\nu_{F}}\left(1-\frac{\alpha_{j}(p)}{p^{s}}\right)^{-1} \tag{1.32}
\end{equation*}
$$

where $\nu_{F}>0$ is an integer (not depending on $p$ ) and $\left|\alpha_{j}(p)\right| \leq 1$ for all $j$ and $p$. This is expected to hold for all functions from the Selberg class. The corresponding subclass, consisting of every function in $\mathcal{S}$ with polynomial Euler product, is denoted by $\mathcal{S}^{\text {poly }}$.

Selberg also introduced the notion of twisting: Given a function $F \in \mathcal{S}$ and a primitive Dirichlet character $\chi$, the multiplicative twist of $F$ by $\chi$ is defined by

$$
\begin{equation*}
F(s ; \chi)=\sum_{n=1}^{\infty} \frac{a(n) \chi(n)}{n^{s}} . \tag{1.33}
\end{equation*}
$$

It is a priori not clear if for a function $F \in \mathcal{S}$ its multiplicative twist is again an element of the Selberg class. Since $|\chi(n)| \leq 1$, the Ramanujan conjecture $\left(\mathcal{S}_{4}\right)$ is clearly satisfied and for $F \in \mathcal{S}^{\text {poly }}$ we have by the multiplicativity of Dirichlet characters an Euler product of the form

$$
\begin{equation*}
F(s ; \chi)=\prod_{p} \prod_{j=1}^{\nu_{F}}\left(1-\frac{\alpha_{j}(p) \chi(p)}{p^{s}}\right)^{-1} \tag{1.34}
\end{equation*}
$$

But in this general context of functions, analytic continuation seems to be a difficult problem.

For $\sigma>1$ the logarithmic derivative of $F \in \mathcal{S}$ has an absolutely convergent Dirichlet series representation

$$
\begin{equation*}
-\frac{F^{\prime}}{F}(s)=\sum_{n=1}^{\infty} \frac{\Lambda_{F}(n)}{n^{s}} \quad \text { with } \quad \Lambda_{F}(n)=b(n) \log n \tag{1.35}
\end{equation*}
$$

where $\Lambda_{F}(n)$ is the generalised von Mangoldt function (supported on prime powers in view of $\left.\left(\mathcal{S}_{5}\right)\right)$. For $F \in \mathcal{S}^{\text {poly }}$ we have for prime powers

$$
\begin{equation*}
\Lambda_{F}\left(p^{k}\right)=(\log p) \sum_{j=1}^{\nu_{F}}\left(\alpha_{j}(p)\right)^{k} \tag{1.36}
\end{equation*}
$$

Using the generalised von Mangoldt function, one can define for real $x \geq 0$ the generalised Chebyshev $\psi$-function associated with $F$ by

$$
\begin{equation*}
\psi_{F}(x)=\sum_{n \leq x} \Lambda_{F}(n) \tag{1.37}
\end{equation*}
$$

It is expected (and motivated by (1.10), for example) that for every $F \in \mathcal{S}$ the prime number theorem

$$
\begin{equation*}
\psi_{F}(x)=m_{F} x+o(x), \quad(x \rightarrow \infty) \tag{1.38}
\end{equation*}
$$

holds, where $m_{F}$ from $\left(\mathcal{S}_{2}\right)$ is the order of the pole at $s=1$. Equivalent to the prime number theorem (1.38) is the non-vanishing on the vertical line $\operatorname{Re} s=1$ (see [32, Theorem 1]):

$$
\begin{equation*}
\psi_{F}(x)=m_{F} x+o(x) \quad \Longleftrightarrow \quad F(1+i t) \neq 0 \quad \forall t \in \mathbb{R} \tag{1.39}
\end{equation*}
$$

Some notions in the theory of the Selberg class are motivated by the classical theory of L-functions: The strip $0 \leq \sigma \leq 1$ is called the critical strip, while the line $\sigma=\frac{1}{2}$ is called the critical line. The zeros of $F(s)$ arising from the poles of $\gamma(s)$, i.e. $\rho=-\frac{k+\mu_{j}}{\lambda_{j}}$ with $k=0,1, \ldots$ and $j=1, \ldots, r$ are called trivial zeros and are located in the half-plane $\sigma \leq 0$. Their multiplicity $m(\rho)$ is the number of pairs $(k, j)$ with $-\frac{k+\mu_{j}}{\lambda_{j}}=\rho$. The case $\rho=0$ requires special
attention, since by $\left(\mathcal{S}_{3}\right)$ and a possible pole of $F(s)$ at $s=1$, its multiplicity is

$$
m(0)=\#\left\{(k, j): k+\mu_{j}=0, k=0,1, \ldots \text { and } j=1, \ldots, r\right\}-m_{F} .
$$

Remaining zeros of $F(s)$ are located in the critical strip and are called nontrivial zeros; the half-plane $\sigma>1$ contains no zeros.

For $F \in \mathcal{S}$ with zeros $\rho=\beta+i \gamma$, there is a Riemann-von Mangoldt type formula: Let

$$
N_{F}^{+}(T)=\{\rho: F(\rho)=0,0 \leq \beta \leq 1 \text { and } 0 \leq \gamma \leq T\}
$$

(counting multiplicities) and

$$
N_{F}^{-}(T)=\{\rho: F(\rho)=0,0 \leq \beta \leq 1 \text { and }-T \leq \gamma<0\},
$$

(counting multiplicities), then

$$
\begin{equation*}
N_{F}^{+}(T)=N_{F}^{-}(T)=\frac{d_{F}}{2 \pi} T \log T+c_{1} T+O(\log T), \tag{1.40}
\end{equation*}
$$

where $d_{F}=2 \sum_{j=1}^{r} \lambda_{j}$ is the degree of $F$ and $c_{1}$ is a constant not depending on $F$.

For $-1 \leq \sigma \leq 2$ the zeros $\rho=\beta+i \gamma$ satisfying $|\gamma-t| \leq 1$ also appear in the partial-fraction decomposition

$$
\begin{equation*}
\frac{F^{\prime}}{F}(s)=\sum_{\substack{\rho=\beta+i \gamma \\|\gamma-t| \leq 1}} \frac{1}{s-\rho}+O(\log |t|), \tag{1.41}
\end{equation*}
$$

where $|t| \geq 2$ and the implied constant may depend on the data of $F$ (see [62, p. 839]).

### 1.3 Motivation and Results

The first part of this thesis is dedicated to the distribution of $a$-points of the Riemann zeta-function. It was Rademacher [54] in 1956 who noticed that the sequence of ordinates of the nontrivial zeros of the Riemann zetafunction is uniformly distributed modulo one, if one assumes the Riemann hypothesis. That this result holds unconditional, was proved by Elliott [12] in 1972. The precise statement is the following:

Let $z \neq 1$ be a positive real number and $\gamma$ ranges through the set of positive imaginary parts of the nontrivial zeros of $\zeta(s)$ in ascending order. Then the sequence $\left(\frac{\log z}{2 \pi} \gamma\right)_{\gamma}$ is uniformly distributed modulo one.

Letting $\alpha=(2 \pi)^{-1} \log z$, this implies that for all real $\alpha \neq 0$ the sequence $(\alpha \gamma)_{\gamma}$ is u.d. mod 1 and specially for $\alpha=1$ the sequence of ordinates itself
is $u . d . \bmod 1$.
Hlawka [27] in 1990 was the first to prove a discrepancy estimate for this sequence:

Let $z>1$ be a real number and $D_{T}$ the discrepancy of the sequence $\left(\frac{\log z}{2 \pi} \gamma\right)_{\gamma}$. Then for $T \rightarrow \infty$

$$
\begin{equation*}
D_{T}=O\left(\frac{\log z}{\log \log T}\right) \tag{1.42}
\end{equation*}
$$

and by assuming the Riemann hypothesis

$$
D_{T}=O\left(\frac{\log z}{\log T}\right)
$$

In addition to the theorem of Erdös and Turán (1.3), one important part of his proof is an improvement of a result of Landau [38], whose theorem states that for real $x>1$ and $T \rightarrow \infty$

$$
\begin{equation*}
\sum_{0<\gamma \leq T} x^{\rho}=-\Lambda(x) \frac{T}{2 \pi}+O(\log T) \tag{1.43}
\end{equation*}
$$

where the sum is taken over all nontrivial zeros with imaginary part $0<$ $\gamma \leq T$ and the implied constant depends on $x$. Since with $\rho$ also $1-\rho$ is a nontrivial zero, there is analogon of (1.43) for $0<x<1$, namely that for $T \rightarrow \infty$,

$$
\sum_{0<\gamma \leq T} x^{\rho}=-x \Lambda\left(\frac{1}{x}\right) \frac{T}{2 \pi}+O(\log T)
$$

Hlawka determined the dependency on $x$ in the error term in (1.43), i.e. that $O(\log T)$ can be replaced by $O\left(x^{2} \log T\right)$. The therefore known $x$ dependency enabled him to choose the parameter $m$ in (1.3) best possible.

An improved discrepancy estimate was obtained by Fujii [17] in 1993, namely that (1.42) can be replaced by

$$
D_{T}=O\left(\frac{\log \log T}{\log T}\right)
$$

where the implied constant depends on $z$. Later, in 2002, Fujii [18] proved that for every $\varepsilon>0$ and all $T>T_{0}$ with $T^{-\frac{1}{3}} \ll \log z \ll \log T$,

$$
D_{T}=O\left(\frac{1}{\left(\frac{\log T}{\log z}\right)^{1-\varepsilon}}\right)
$$

where the implied constant depends on $\varepsilon$; and for all $T>T_{0}$ with
$\sqrt{\frac{\log T}{T \log \log T}} \ll \log z \ll \log T$,

$$
D_{T}=O\left(\frac{\log \left(\frac{\log T}{\log z}\right)}{\frac{\log T}{\log z}}\right)
$$

However, we are interested in the distribution of $a$-points of the Riemann zeta-function. It was Steuding [65] (resp. [66]) who in 2011 generalised the Landau type formula (1.43) with respect to an application in uniform distribution theory (but other generalisations are possible, see Fujii [14], [15], [16], Gonek [20], Koczorowski, Languasco \& Perelli [33], and for the Selberg class M.R. \& V.K. Murty [45] and in a recently submitted paper, Sourmelidis, Srichan \& Steuding [63]). We remark that there is an inaccuracy in Steuding's paper [66], namely that the function $\zeta^{\prime}(s)(\zeta(s)-a)^{-1}$ appearing in (1.44) has no Dirichlet series representation for $a=1$. To state Steuding's result, we introduce some notation:

Let $x \neq 1$ be a positive real number, $n \geq 2$ an integer and $a$ a complex number. If $a \notin\{0,1\}$, let $\alpha(x)$ for $x=n$ be the $n$th coefficient of the Dirichlet series

$$
\begin{equation*}
\frac{\zeta^{\prime}(s)}{\zeta(s)-a}=\sum_{n \geq 2} \frac{\alpha(n)}{n^{s}}, \tag{1.44}
\end{equation*}
$$

and $\alpha(x)=0$ otherwise. If $a=0$, let $\Lambda\left(\frac{1}{x}\right)$ for $x=\frac{1}{n}$ be the $n$th coefficient of the Dirichlet series

$$
\begin{equation*}
\frac{\zeta^{\prime}}{\zeta}(s)=-\sum_{n \geq 2} \frac{\Lambda(n)}{n^{s}}, \tag{1.45}
\end{equation*}
$$

and $\Lambda\left(\frac{1}{x}\right)=0$ otherwise. Steuding's theorem states that for $\varepsilon>0, a \neq 1$ and $T \rightarrow \infty$

$$
\begin{equation*}
\sum_{0<\gamma_{a} \leq T} x^{\rho_{a}}=\left(\alpha(x)-x \Lambda\left(\frac{1}{x}\right)\right) \frac{T}{2 \pi}+O\left(T^{\frac{1}{2}+\varepsilon}\right), \tag{1.46}
\end{equation*}
$$

where the implied constant depends on $x$. In a master thesis [58], supervised by Steuding, the appearing error term in (1.46) was improved to $O\left((\log T)^{2}\right)$, where again the implied constant depends on $x$.

Using (1.46) and a theorem of Levinson [43], Steuding proved that the ordinates of nontrivial $a$-points are uniformly distributed modulo one, precisely:

Let $z \neq 1$ be a positive real number, $a \neq 1$ and $\gamma_{a}$ ranges through the set of positive imaginary parts of the nontrivial a-points of $\zeta(s)$ in ascending order. Then the sequence $\left(\frac{\log z}{2 \pi} \gamma_{a}\right)_{\gamma_{a}}$ is uniformly distributed modulo one.

Analogously to the sequence of ordinates of zeros, this implies that for all real $\alpha \neq 0$ the sequence $\left(\alpha \gamma_{a}\right)_{\gamma_{a}}$ is u.d. mod 1 and specially for $\alpha=1$ the sequence of ordinates itself is u.d. mod 1 for $a \neq 1$.

We remark that the aforementioned paper [63] contains a generalised result concerning subsequences of $a$-points of functions from the Selberg class.

The aim in the first part of this thesis is to prove for $a \neq 1$ a discrepancy estimate for nontrivial $a$-points, motivated by Hlawka's result (1.42). Therefore, we transfer Hlawka's approach to the case of $a$-points. In a first step, we determine the dependency on $x$ in the improved error term $O\left((\log T)^{2}\right)$
in (1.46). We adopt the notation for $\alpha(x)$ and $\Lambda\left(\frac{1}{x}\right)$ with respect to (1.44) and (1.45) and prove what will be the major part of the first section of this thesis:

Theorem 1.3.1 Let $x \neq 1$ be a positive real number, $a \neq 1$ be a complex number and $B_{a}=2+\frac{1}{|a-1|}$. Then

$$
\sum_{0<\gamma_{a} \leq T} x^{\rho_{a}}=\left(\alpha(x)-x \Lambda\left(\frac{1}{x}\right)\right) \frac{T}{2 \pi}+O\left(\max \left\{x^{-1}, x^{B_{a}}\right\}(\log T)^{2}\right)
$$

as $T \rightarrow \infty$.
The resulting discrepancy estimate follows straightforward: We denote by $D_{T}$ the discrepancy of the sequence $\left(\frac{\log z}{2 \pi} \gamma_{a}\right)_{\gamma_{a}}$, where $\left(\gamma_{a}\right)$ ranges through the set of positive imaginary parts of the nontrivial $a$-points of $\zeta(s)$ in ascending order, and obtain

Theorem 1.3.2 Let $z \neq 1$ be a positive real number, $a \neq 1$ be a complex number and $B_{a}=2+\frac{1}{|a-1|}$. Then, as $T \rightarrow \infty$,

$$
\begin{equation*}
D_{T}=O\left(\frac{|\log z|}{\log \log \log T}\right) \tag{1.47}
\end{equation*}
$$

where the implied constant depends only on $B_{a}$.
This result is part of [55], except for $a=1$ in view of the mentioned inaccuracy, which was not corrected in [55]. In comparison with Hlawka's result (1.42), there is one additional iterated logarithm in the denominator in (1.47). In a paper to appear, Baluyot and Gonek [1] proved that this one more iterated logarithm can be omitted. They also consider the case $a=1$.

The second part of this thesis is about sequences whose asymptotic behaviour is motivated by the asymptotic behaviour of primes. There are many results in the theory of uniformly distributed sequences related to primes (we only mention a few of them, for an extensive list see [67]): Let $p_{n}$ be the $n$th prime number in ascending order. Vinogradov [77], [78], [80] proved that for a fixed irrational number $\alpha$, the sequence $\left(\alpha p_{n}\right)_{n \geq 1}$ is u.d. $\bmod 1$. For powers of primes, he obtained that $\left(p_{n}^{\theta}\right)_{n \geq 1}$ is u.d. mod 1 for every fixed non-integral $\theta>1$. Stux [68] proved that this also holds for $0<\theta<1$, extending the result of Piatetski-Shapiro [52] for $\frac{2}{3}<\theta<1$. These cases fit well in the general case of sequences $\left(f\left(p_{n}\right)\right)_{n \geq 1}$, where $f$ is a polynomial or a more general function. The relation of this sequences to the Riemann zeta-function was studied by Schoißengeier [60].

We are interested in the general case $\left(\alpha f\left(p_{n}\right)\right)_{n \geq 1}$, where $\alpha$ is a real constant and $f$ satisfies some additional growth condition. The case where
$f(x)=o\left((\log x)^{K}\right)$ and $K>0$ has been studied by Too [70] and Goto \& Kano [21], [22]. Their results imply that the sequence $\left(\left(\log p_{n}\right)^{K}\right)_{n \geq 1}$ is u.d. $\bmod 1$ for $K>1$, while Wintner [82] proved that $\left(\log p_{n}\right)_{n \geq 1}$ is not u.d. mod 1. It seems that the case $0<K<1$ has not yet been studied.

We extend the results of Too, Goto and Kano to a more general sequence, defined as follows: Let $\left(q_{n}\right)_{n \geq 1}$ be a sequence of real numbers, satisfying $1<q_{1}<q_{2}<\ldots$ with $q_{n} \rightarrow \infty$ as $n \rightarrow \infty$. Assume further that the sequence $\left(q_{n}\right)_{n \geq 1}$ satisfies

$$
\begin{equation*}
Q(x)-c \int_{2}^{x} \frac{d t}{\log t} \ll \frac{x}{(\log x)^{k}} \tag{1.48}
\end{equation*}
$$

for every $k>1$, where $Q(x):=\sum_{q_{n} \leq x} 1$ and $c>0$ is some fixed constant.
Condition (1.48) holds for the sequence of primes, where $c=1$, and for the sequence of primes in an arithmetic progression, where $c=\varphi(q)^{-1}(\varphi$ is Euler's totient function and $q$ the modulus). Sequences $\left(q_{n}\right)_{n \geq 1}$ related to primes have been studied by Grosswald and Schnitzer [23], who defined a corresponding Euler product and studied its relation to the Riemann zetafunction.

For the strictly increasing sequence $\left(q_{n}\right)_{n \geq 1}$ satisfying (1.48), we prove (as in the corresponding paper [56]) three theorems. The first one has an application to sequences containing logarithms.

Theorem 1.3.3 Let $a>0, n_{0}:=\min \left\{n \in \mathbb{N}: q_{n}>a\right\}$ and let the function $f:[a, \infty) \rightarrow(0, \infty)$ satisfy the conditions
(a.) $f$ is twice differentiable with $f^{\prime}>0$,
(b.) $x^{2} f^{\prime \prime}(x) \rightarrow-\infty$ as $x \rightarrow \infty$,
(c.) $(\log x)^{2} f^{\prime \prime}(x)$ and $x(\log x)^{2} f^{\prime \prime}(x)$ are nonincreasing for sufficiently large $x$,
(d.) $f(x)=o\left((\log x)^{K}\right)$ for some $K>0$ as $x \rightarrow \infty$.

Then, for any non-zero real constant $\alpha$, the sequence $\left(\alpha f\left(q_{n}\right)\right)_{n \geq n_{0}}$ is uniformly distributed modulo one and

$$
D_{N} \ll \sqrt{\frac{f\left(q_{N}\right)}{\left(\log q_{N}\right)^{K}}}+\sqrt{\frac{1}{-q_{N}^{2} f^{\prime \prime}\left(q_{N}\right)}}+\frac{1}{\left(\log q_{N}\right)\left(-q_{N}^{2} f^{\prime \prime}\left(q_{N}\right)\right)}
$$

as $N \rightarrow \infty$.
A comparison of Theorem 1.3.3 with [70, Theorem 3] shows that the nondecreasing condition is replaced by non-increasing. It was already remarked in [67] that this replacement is necessary.

An application of Theorem 1.3.3 to the function $f(x)=(\log x)^{K}$ with an arbitrary but fixed $K>1$ yields that the sequence $\left(\left(\log q_{n}\right)^{K}\right)_{n \geq 1}$ is u.d. $\bmod 1$ and generalises the former mentioned example of the sequence $\left(\left(\log p_{n}\right)^{K}\right)_{n \geq 1}$.

A shorter proof of Wintner's result, that the sequence $\left(\log p_{n}\right)_{n \geq 1}$ is not
u.d. $\bmod 1$, can be found in the book of Parent [51, Exercise 5.19]. Here only the asymptotic of the counting function of the sequence is of importance. Therefore, also the sequence $\left(\log q_{n}\right)_{n \geq 1}$ is not uniformly distributed modulo one if (1.48) is replaced by $Q(x) \sim x(\log x)^{-1}$, as $x \rightarrow \infty$. A sequence satisfying $Q(x) \sim x(\log x)^{-1}$ as $x \rightarrow \infty$ is, for example, the sequence where each $q_{n}$ fulfills $p_{n} \leq q_{n} \leq p_{n+1}$ (see [23], [47]).

The next two theorems are variations of Theorem 1.3.3:

Theorem 1.3.4 Let $a>0, n_{0}:=\min \left\{n \in \mathbb{N}: q_{n}>a\right\}$ and let the function $f:[a, \infty) \rightarrow(0, \infty)$ satisfy the conditions
(a.) $f$ is twice differentiable with $f^{\prime}>0$,
(b.) $x^{2} f^{\prime \prime}(x) \rightarrow \infty$ as $x \rightarrow \infty$,
(c.) $(\log x)^{2} f^{\prime \prime}(x)$ is nonincreasing for sufficiently large $x$,
(d.) $f(x)=o\left((\log x)^{K}\right)$ for some $K>0$ as $x \rightarrow \infty$.

Then, for any non-zero real constant $\alpha$, the sequence $\left(\alpha f\left(q_{n}\right)\right)_{n \geq n_{0}}$ is uniformly distributed modulo one and

$$
D_{N} \ll \sqrt{\frac{f\left(q_{N}\right)}{\left(\log q_{N}\right)^{K}}}+\sqrt{\frac{1}{q_{N}^{2} f^{\prime \prime}\left(q_{N}\right)}}
$$

as $N \rightarrow \infty$.

Theorem 1.3.5 Let $a>0, n_{0}:=\min \left\{n \in \mathbb{N}: q_{n}>a\right\}$ and let the function $f:[a, \infty) \rightarrow(0, \infty)$ satisfy the conditions
(a.) $f$ is continuously differentiable,
(b.) $x f^{\prime}(x) \rightarrow \infty$ as $x \rightarrow \infty$,
(c.) $(\log x) f^{\prime}(x)$ is monotone for sufficiently large $x$,
(d.) $f(x)=o\left((\log x)^{K}\right)$ for some $K>0$ as $x \rightarrow \infty$.

Then, for any non-zero real constant $\alpha$, the sequence $\left(\alpha f\left(q_{n}\right)\right)_{n \geq n_{0}}$ is uniformly distributed modulo one and

$$
D_{N} \ll \sqrt{\frac{f\left(q_{N}\right)}{\left(\log q_{N}\right)^{K}}}+\max \left\{\frac{1}{N}, \frac{1}{q_{N} f^{\prime}\left(q_{N}\right)}\right\}
$$

as $N \rightarrow \infty$.

It should be remarked that in view of [21, Theorem 1] in Theorem 1.3.5 a exchanging of conditions (a.) and (b.) by
(a.') $f$ is continuously differentiable and $f(x) \rightarrow \infty$ as $x \rightarrow \infty$,
(b.') $x\left|f^{\prime}(x)\right| \rightarrow \infty$ as $x \rightarrow \infty$,
would lead to the same discrepancy estimate, where $f^{\prime}\left(q_{N}\right)$ has to be replaced by $\left|f^{\prime}\left(q_{N}\right)\right|$.

An interesting question that arises naturally in this context is, whether
if in analogy to Vinogradov's result on the sequence $\left(\alpha p_{n}\right)_{n \geq 1}$, the sequence $\left(\alpha q_{n}\right)_{n \geq 1}$ with $p_{n} \leq q_{n}<p_{n+1}$ is also u.d. $\bmod 1$ for irrational $\alpha$. Obviously, in view of condition (d.), none of our previous theorems can be applied to this case. By [6, Theorem 1.7], which requires that $\liminf _{n \rightarrow \infty}\left(q_{n+1}-q_{n}\right)>0$, this sequence is u.d. mod 1 for almost all real numbers $\alpha$. But for prime numbers we know this result only to hold for irrational $\alpha$.

The third part of this thesis is dedicated to the study of the sequences $\left(\alpha p_{n}\right)_{n \geq 1}$ in the context of weighted uniform distribution. We are interested in a special case, first considered in Vaaler's PhD-thesis [72], where $\left(x_{n}\right)_{n \geq 1}$ and $(a(n))_{n \geq 1}$ satisfy the conditions
$\left(\mathcal{H}_{1}\right) 0 \leq x_{1}<x_{2}<x_{3}<\ldots<x_{n}<\ldots$ with $x_{n} \rightarrow \infty$ as $n \rightarrow \infty$,
$\left(\mathcal{H}_{2}\right)$ the series $\sum_{n=1}^{\infty} a(n) e^{-\delta x_{n}}$ converges if, and only if, $\delta>0$.
In this case define for a complex variable $z$ with real part $\delta>0$ the general Dirichlet series

$$
\begin{equation*}
f(z)=\sum_{n=1}^{\infty} a(n) e^{-z x_{n}} . \tag{1.49}
\end{equation*}
$$

This series is analytic in the half-plane $\delta>0$ and $f(z) \rightarrow \infty$ as $\delta \rightarrow 0+$.
Since in our investigation the coefficients of (1.49) are connected to ordinary Dirichlet series, it will be of advantage to use the complex variable $z$ for the general Dirichlet series (1.49) and the complex variable $s$ for the ordinary Dirichlet series $\sum_{n=1}^{\infty} a(n) n^{-s}$.

Letting $a(n)=\Lambda(n)$ and $x_{n}=n$, Vaaler gave an alternative proof of Vinogradov's result that that the sequence $\left(\alpha p_{n}\right)_{n \geq 1}$ is u.d. mod 1 for irrational $\alpha$, without using exponential sums and Weyl's criterion (1.2). Instead, his proof is based on his theorem [72, p. 35 ff.$]$, [73]:

Let $\left(x_{n}\right)_{n \geq 1}$ and $(a(n))_{n \geq 1}$ satisfy the conditions $\left(\mathcal{H}_{1}\right)$ and $\left(\mathcal{H}_{2}\right)$, and let $f(z)$ be as in (1.49). If $f(z)$ is meromorphic in an open set containing the closed half-plane $\delta \geq 0$ and has a pole of positive order at $z=0$, then for any fixed real $\alpha>0$ the following conditions are equivalent:
(i) the sequence $\left(\alpha x_{n}\right)_{n \geq 1}$ is a(n)-uniformly distributed modulo one,
(ii) for each integer $h \neq 0$,

$$
\begin{equation*}
\lim _{\delta \rightarrow 0+} \frac{f(\delta+2 \pi i \alpha h)}{f(\delta)}=0 . \tag{1.50}
\end{equation*}
$$

Hence his poof is based on the study of general Dirichlet series. We remark that Vaaler's paper [74] contains a reformulation of this theorem.

He also remarked in [72, p. 37], [73] the following special case of his theorem, that if (1.49) is meromorphic in an open set containing the closed
half-plane $\delta \geq 0$, then (1.50) holds if (1.49) has a pole of positive order at $z=0$ and is analytic at the vertical line $z=i t, t \in \mathbb{R} \backslash\{0\}$. Considering the logarithmic derivative of the Riemann zeta-function, he proved that the sequence $\left(\alpha \log p_{n}\right)_{n>1}$ is $p_{n}^{-1} \log p_{n}$-uniformly distributed modulo one for every $\alpha>0$.

We generalise both results, i.e. the result for the sequence $\left(\alpha p_{n}\right)_{n \geq 1}$ and for $\left(\alpha \log p_{n}\right)_{n \geq 1}$, in the context of the polynomial Selberg class $\mathcal{S}^{\text {poly }}$. In a first step we obtain for the sequence of logarithms

Lemma 1.3.6 Let $A(p)=\sum_{j=1}^{\nu_{F}} \alpha_{j}(p)$ be a positive real number for every prime $p, m_{F} \geq 1$ and $F(1+i t) \neq 0$ for all $t \in \mathbb{R}$. Then the sequence $\left(\alpha \log p_{n}\right)_{n \geq 1}$ is $A\left(p_{n}\right) p_{n}^{-1} \log p_{n}$-uniformly distributed modulo one for every $\alpha \neq 0$.

For the sequence of irrational multiples of primes we obtain two generalisations of Vaaler's result; one related to the Dedekind zeta-function of a quadratic number field $K=\mathbb{Q}(\sqrt{D})$ and one related to a subclass of $\mathcal{S}^{\text {poly }}$, which we will denote by $\mathcal{A}$. In both cases we study for a Dirichlet character $\chi \bmod q$ the general Dirichlet series

$$
\begin{equation*}
f(z)=\sum_{n \geq 1} \Lambda_{j}(n) e^{-n z} \tag{1.51}
\end{equation*}
$$

resp.

$$
\begin{equation*}
f(z ; \chi)=\sum_{n \geq 1} \Lambda_{j}(n) \chi(n) e^{-n z} \tag{1.52}
\end{equation*}
$$

where $z=\delta+i \xi, \delta>0, j \in\{K, F\}$. We use the index $K$ in the generalised von Mangoldt function in the number field case and the index $F$ in the case of the mentioned subclass of $\mathcal{S}^{\text {poly }}$. In the first case we prove the following

Theorem 1.3.7 Let $\alpha$ be irrational and $\chi_{D}$ the Legendre-Kronecker character of the quadratic number field $K=\mathbb{Q}(\sqrt{D})$. Then the sequence $\left(\alpha p_{n}\right)_{n \geq 1}$ is $\left(1+\chi_{D}\left(p_{n}\right)\right) \log p_{n}-$ u.d. mod 1, where $p_{1}, p_{2}, \ldots$ is the sequence of primes for which $1+\chi_{D}\left(p_{n}\right)$ is positive.

In his thesis [72, p. 12], Vaaler also studied the exchange of sequences of weights: Assume two sequences of weights are given, $a(n)$ and $b(n)$, say, and consider the cases
$\left(\mathcal{W}_{1}\right) \quad\left(x_{n}\right)_{n \geq 1}$ is $a(n)$-uniformly distributed modulo 1 ,
$\left(\mathcal{W}_{2}\right)\left(x_{n}\right)_{n \geq 1}$ is $b(n)$-uniformly distributed modulo 1 ,
for a sequence $\left(x_{n}\right)_{n \geq 1}$ of real numbers. If $\left(\mathcal{W}_{1}\right)$ implies $\left(\mathcal{W}_{2}\right)$, we say that $b(n)$ is stronger than $\bar{a}(n)$. Vaaler proved that if $a(n)$ is a sequence of weights, $\gamma(n)$ a monotone sequence (either increasing or decreasing) of positive real numbers and if
(i) $\sum_{n=1}^{N} a(n) \gamma(n)$ diverges as $N \rightarrow \infty$,
(ii) $\gamma(N) \sum_{n=1}^{N} a(n) \ll \sum_{n=1}^{N} a(n) \gamma(n)$ for all $N \geq 1$,
then $a(n) \gamma(n)$ is stronger than $a(n)$. This implies in combination with Theorem 1.3.7

Corollary 1.3.8 Let $\alpha$ be irrational and $\chi_{D}$ the Legendre-Kronecker character of the quadratic number field $K=\mathbb{Q}(\sqrt{D})$. The sequence $\left(\alpha p_{n}\right)_{n \geq 1}$ is $\left(1+\chi_{D}\left(p_{n}\right)\right)-u . d . \bmod 1$, where $p_{1}, p_{2}, \ldots$ is the sequence of primes for which $1+\chi_{D}\left(p_{n}\right)$ is positive.

As an application we obtain for $D=-1$, that $\left(\alpha p_{n}\right)_{n \geq 1}$ is u.d. $\bmod 1$, if every prime number in this sequence is congruent to one modulo four. In case of $D=-3$, the corollary implies that $\left(\alpha p_{n}\right)_{n>1}$ is u.d. mod 1 , if every prime number in the considered sequence is congruent to one modulo three. More examples can be obtained by considering the primes that split in the quadratic number field $\mathbb{Q}(\sqrt{D})$.

We emphasize that in the case of a quadratic number field no assumption on the corresponding Dedekind zeta-function is needed and the required infomation can be obtained from the underlying functions in (1.31). In fact, the regularity in the subsequent assumption $\left(\mathcal{A}_{2}\right)$ would not hold if we twist the Dedekind zeta-function with $\chi_{D}$.

The second generalisation of Vaaler's result is related to a subclass of $\mathcal{S}^{\text {poly }}$, where we suppose that $F$ satisfies the following assumptions
$\left(\mathcal{A}_{1}\right) \Lambda_{F}\left(p^{k}\right)$ is a non-negative real number on prime powers $p^{k}, k \geq 1$.
$\left(\mathcal{A}_{2}\right)$ If $\chi$ is a primitive Dirichlet character, then the multiplicative twist $F(\cdot, \chi)$ of $F$ is an element of $\mathcal{S}^{\text {poly }}$ and is regular at $s=1$.
$\left(\mathcal{A}_{3}\right)$ For $x \geq 2$,

$$
\sum_{n \leq x} \chi(n) \Lambda_{F}(n)=m_{F} x-\frac{x^{\beta_{1}}}{\beta_{1}}+O\left(c_{1} x \exp \left(-c_{2} \sqrt{\log x}\right)\right),
$$

uniformly in $q \leq \exp \left(c_{2} \sqrt{\log x}\right)$, where $m_{F}$ is positive for $\chi=\chi_{0}$ and zero otherwise. The implied constant and $c_{2}>0$ are absolute, $c_{1}$ is a fixed constant which may depends on $F$, and $\beta_{1}\left(\frac{1}{2}<\beta_{1}<1\right)$ is the one exceptional zero of $F$, if it exists. If not, the term $-\beta_{1}^{-1} x^{\beta_{1}}$ can be omitted.
$\left(\mathcal{A}_{4}\right)$ For the multiplicative twist $F(\cdot, \chi)$ of $F$ let $N_{F}(\sigma, T, \chi)$ denote the number of non-trivial zeros $\beta+i \gamma$ with $\sigma \leq \beta$ and $|\gamma| \leq T$ (counted multiplicities). Then, for $\sigma \geq \frac{1}{2}$,

$$
\sum_{\chi(\bmod q)} N_{F}(\sigma, T, \chi) \ll(q T)^{c(1-\sigma)+\varepsilon}(\log (q T))^{\check{c}},
$$

where $\frac{5}{2}-2 \varepsilon>c \geq 0, \check{c} \geq 0$ are some fixed constants and $\varepsilon>0$.

We denote the subclass of $\mathcal{S}^{\text {poly }}$ satisfying assumptions $\left(\mathcal{A}_{1}\right)-\left(\mathcal{A}_{4}\right)$ by $\mathcal{A}$. Our main result in this context is

Theorem 1.3.9 Let $\alpha$ be irrational, $F \in \mathcal{A}$ and $A(p)=\sum_{j=1}^{\nu_{F}} \alpha_{j}(p)$. Then the sequence $\left(\alpha p_{n}\right)_{n \geq 1}$ is $A\left(p_{n}\right) \log p_{n}-u . d$. mod 1 , where $p_{1}, p_{2}, \ldots$ is the sequence of primes for which $A(\cdot)$ is positive.

Exchanging the weights in combination with Theorem 1.3.9 yields
Corollary 1.3.10 Let $\alpha$ be irrational and $F \in \mathcal{A}$. Then $\left(\alpha p_{n}\right)_{n \geq 1}$ is $A\left(p_{n}\right)-$ u.d. mod 1, where $p_{1}, p_{2}, \ldots$ is the sequence of primes for which $A(\cdot)$ is positive.

Among the yet known functions that are contained in $\mathcal{S}^{\text {poly }}$, only the Riemann zeta-function satisfies the assumptions of the class $\mathcal{A}$, where one has to assume that the grand density conjecture (1.27) holds, in order to satisfy $\left(\mathcal{A}_{4}\right)$. Therefore, assuming the grand density conjecture, our general approach yields the already known result that the sequence $\left(\alpha p_{n}\right)_{n \geq 1}$ is uniformly distributed modulo one for irrational $\alpha$. Since from Vaaler's proof [72] it is known that this result holds unconditionally if we take into account the zero-denity estimates [48, p. 143] instead of $\left(\mathcal{A}_{4}\right)$, this may indicate that the assumptions on the class $\mathcal{A}$ can be improved.

## 2 A discrepancy estimate for $a$-points of the Riemann zeta-function

The aim of this section is to prove the Landau type formula in Theorem 1.3.1 and the corresponding discrepancy estimate in Theorem 1.3.2. Therefore, we determine the dependency on $x$ in the improved error term $O\left((\log T)^{2}\right)$ in (1.46), which yields to

Theorem 1.3.1 Let $x \neq 1$ be a positive real number, $a \neq 1$ be a complex number and $B_{a}=2+\frac{1}{|a-1|}$. Then

$$
\sum_{0<\gamma_{a} \leq T} x^{\rho_{a}}=\left(\alpha(x)-x \Lambda\left(\frac{1}{x}\right)\right) \frac{T}{2 \pi}+O\left(\max \left\{x^{-1}, x^{B_{a}}\right\}(\log T)^{2}\right),
$$

as $T \rightarrow \infty$.
As a consequence of this theorem, we can prove the claimed discrepancy estimate.

Theorem 1.3.2 Let $z \neq 1$ be a positive real number, $a \neq 1$ be a complex number and $B_{a}=2+\frac{1}{|a-1|}$. Then, as $T \rightarrow \infty$,

$$
D_{T}=O\left(\frac{|\log z|}{\log \log \log T}\right)
$$

where the implied constant depends only on $B_{a}$.
The proof of Theorem 1.3.1 is the content of the first section of this chapter. In the second section of the chapter we prove the discrepancy estimate.

### 2.1 The Landau type formula

Before we state the proof of Theorem 1.3.1, we establish two lemmas which we will be needed for the proof. The first lemma yields an estimate for the coefficients of the Dirichlet series (1.44):

Lemma 2.1.1 Let $a \neq 1$ be a fixed complex number and $B_{a}=2+\frac{1}{|a-1|}$. Then for every integer $n \geq 2$,

$$
\alpha(n) \ll n^{B_{a}} .
$$

## Proof

Consider the Dirichlet series

$$
\begin{equation*}
\frac{\zeta^{\prime}(s)}{\zeta(s)-a}=\sum_{n \geq 2} \frac{\alpha(n)}{n^{s}} \tag{2.1}
\end{equation*}
$$

whose abscissa of absolute convergence $\sigma_{a}$ is less than or equal to $B_{a}=$ $2+\frac{1}{|a-1|}$ (this has already been proved in [65] and we give some more details in the proof of Theorem 1.3.1). It is known (see [24], [64]) that the abscissa of absolute convergence satisfies

$$
\sigma_{a}=\limsup _{N \rightarrow \infty} \frac{\log \left(\sum_{n=2}^{N}|\alpha(n)|\right)}{\log N}
$$

resp.

$$
\sigma_{a}=\limsup _{N \rightarrow \infty} \frac{\log \left(\sum_{n=N+1}^{\infty}|\alpha(n)|\right)}{\log N}
$$

according to whether $\sum_{n=2}^{\infty}|\alpha(n)|$ is divergent or not. This implies in the latter case $\sum_{n \geq N+1}|\alpha(n)| \leq N^{B_{a}}+\varepsilon$ for every positive $\varepsilon$ and every sufficiently large $N$. Therefore,

$$
|\alpha(N+1)|=\sum_{n \geq N+1}|\alpha(n)|-\sum_{n \geq N+2}|\alpha(n)| \leq N^{B_{a}}
$$

The case when $\sum_{n=2}^{\infty}|\alpha(n)|$ is divergent can be treated analogously, implying $\alpha(n) \ll n^{B_{a}}$ for $n \geq 2$ and $a \neq 1$. In case of $a=0$, the Dirichlet series (2.1) is the logarithmic derivative of the Riemann zeta-function. Its coefficients are given by $-\Lambda(n)(n \geq 2)$, the negative of von Mangoldt's function, and are of size $\log n \ll n^{B_{a}}$.

The second lemma we need establishs an estimate for $\zeta^{\prime}(s)(\zeta(s)-a)^{-1}$ in some vertical strip:

Lemma 2.1.2 Let $a$ be a fixed complex number and $s=\sigma+i t$ a complex number with $-1 \leq \sigma \leq 2$ and $t \geq 1$. Then

$$
\frac{\zeta^{\prime}(s)}{\zeta(s)-a}=O\left((\log t)^{2}\right)
$$

as $t \rightarrow \infty$.

## Proof

We use from [19] that for a fixed complex number $a$ and $s=\sigma+i t$ with $-1 \leq \sigma \leq 2,|t| \geq 1$ the partial fraction decomposition

$$
\begin{equation*}
\frac{\zeta^{\prime}(s)}{\zeta(s)-a}=\sum_{\left|t-\gamma_{a}\right| \leq 1} \frac{1}{s-\rho_{a}}+O(\log (|t|+1)) \tag{2.2}
\end{equation*}
$$

holds, where the sum is taken over all $a$-points $\rho_{a}=\beta_{a}+i \gamma_{a}$ satisfying $\left|t-\gamma_{a}\right| \leq 1$. In view of the generalised Riemann-von Mangoldt formula (1.14), we obtain that the number of summands in (2.2) is

$$
\#\left\{\rho_{a}:\left|t-\gamma_{a}\right| \leq 1\right\}=N_{a}(t+1)-N_{a}(t-1)+O(1)=O(\log t)
$$

From [19, equation (11)]) it is also known that for the summands in (2.2) for sufficiently large $t$ the estimate

$$
\frac{1}{s-\rho_{a}} \ll \log t
$$

holds, implying the upper bound $O\left((\log t)^{2}\right)$ for (2.2) for sufficiently large $t \geq 1$.

We are now in a position to prove the Landau type formula we need for the discrepancy estimate.

## Proof of Theorem 1.3.1

We can adopt parts of Steuding's proof from [65] (resp. [66]). Assume $a \neq 1$. Since $\zeta(s)-a$ has a convergent Dirichlet series representation for sufficiently large $\sigma$, there exists a half-plane $\sigma>B_{a}$ which is free of $a$-points. To compute such an abscissa $B_{a}$ explicitly, we assume $\sigma>1$ and estimate

$$
|\zeta(s)-1| \leq \sum_{n \geq 2} n^{-\sigma}<\int_{1}^{\infty} u^{-\sigma} d u=\frac{1}{\sigma-1}
$$

Thus,

$$
\zeta(s)-a \neq 0 \quad \text { for } \quad \sigma>1+\frac{1}{|a-1|}
$$

As a consequence of Landau's theorem [39, Satz 5], with $\zeta(s)-a$ also $(\zeta(s)-a)^{-1}$ has a convergent Dirichlet series expansion in the same halfplane. Multiplying with the convergent Dirichlet series for $\zeta^{\prime}(s)$, i.e.

$$
\zeta^{\prime}(s)=\sum_{n \geq 2} \frac{\log n}{n^{s}}
$$

for $\sigma>1$, yields the convergent Dirichlet series expansion

$$
\frac{\zeta^{\prime}(s)}{\zeta(s)-a}=\sum_{n \geq 2} \frac{\alpha(n)}{n^{s}}
$$

In case of $a=0$ this equals the logarithmic derivative of the zeta-function

$$
\frac{\zeta^{\prime}}{\zeta}(s)=-\sum_{n \geq 2} \frac{\Lambda(n)}{n^{s}},
$$

so that in case of $a=0$ we have $\alpha(n)=-\Lambda(n)$. We observe that both series have no constant term since the series for $\zeta^{\prime}(s)$ has no constant term. The abscissa of convergence and the abscissa of absolute convergence of an ordinary Dirichlet series differ by at most one (see [24, Theorem 9]), so the abscissa of absolute convergence of the Dirichlet series (2.1) is less than or equal to $B_{a}=2+|a-1|^{-1}$ for $a \neq 1$. In view of the generalised Riemann-von Mangoldt formula (1.14), for any positive $T_{0}$ we can find some $T \in\left[T_{0}, T_{0}+1\right)$ such that the distance between $T$ and the nearest ordinate $\gamma_{a}$ is bounded by $(\log T)^{-1}$. Let $b:=1+(\log T)^{-1}$; then only finitely many (nontrivial) $a$-points lie to the left of the vertical line $\sigma=1-b$. Since the logarithmic derivative of $\zeta(s)-a$ has simple poles at each $a$-point with residue equal to the order, the residue theorem implies

$$
\begin{equation*}
\sum_{0<\gamma_{a} \leq T} x^{\rho_{a}}=\frac{1}{2 \pi i} \int_{\mathcal{R}} x^{s} \frac{\zeta^{\prime}(s)}{\zeta(s)-a} d s+O(1) \tag{2.3}
\end{equation*}
$$

where $\mathcal{R}$ denotes the counterclockwise oriented rectangle with vertices $B_{a}+$ $i, B_{a}+i T, 1-b+i T, 1-b+i$. The error term arrises from a possible contribution of $a$-points on the left of the vertical line $\sigma=1-b$ and the area between $\mathcal{R}$ and the real axis. We rewrite the appearing integral in (2.3) as

$$
\begin{aligned}
\int_{\mathcal{R}} x^{s} \frac{\zeta^{\prime}(s)}{\zeta(s)-a} d s & =\left\{\int_{B_{a}+i}^{B_{a}+i T}+\int_{B_{a}+i T}^{1-b+i T}+\int_{1-b+i T}^{1-b+i}+\int_{1-b+i}^{B_{a}+i}\right\} x^{s} \frac{\zeta^{\prime}(s)}{\zeta(s)-a} d s \\
& =\sum_{j=1}^{4} I_{j},
\end{aligned}
$$

say, and estimate each integral individually. In $I_{1}$ we interchange the order of summation and integration and obtain

$$
I_{1}=\sum_{n \geq 2} \alpha(n) i \int_{1}^{T}\left(\frac{x}{n}\right)^{B_{a}+i t} d t .
$$

If $x=n$,

$$
\int_{1}^{T}\left(\frac{x}{n}\right)^{B_{a}+i t} d t=T-1,
$$

while for $x \neq n$,

$$
\int_{1}^{T}\left(\frac{x}{n}\right)^{B_{a}+i t} d t \ll\left(\frac{x}{n}\right)^{B_{a}} \frac{1}{\left|\log \left(\frac{x}{n}\right)\right|} .
$$

Therefore,

$$
I_{1}=\alpha(x) i T+O(|\alpha(x)|)+O\left(x^{B_{a}}\left\{\sum_{\sum_{n}^{n}<x}+\sum_{n>x}\right\} \frac{|\alpha(n)|}{n^{B_{a}}\left|\log \left(\frac{x}{n}\right)\right|}\right) .
$$

Lemma 2.1.1 yields an estimate for the first error term containing $\alpha(x)$. For real $x>2$ let $c_{x}=x-1$ for $x \in \mathbb{N}^{>2}$ and $c_{x}=[x]$ for $\mathbb{R}^{>2} \backslash \mathbb{N}$. Then

$$
\left|\log \left(\frac{x}{n}\right)\right|^{-1} \leq\left|\log \left(\frac{x}{c_{x}}\right)\right|^{-1}
$$

and by Lemma 2.1.1

$$
x^{B_{a}} \sum_{2 \leq n<x} \frac{|\alpha(n)|}{n^{B_{a}}\left|\log \left(\frac{x}{n}\right)\right|}=\chi_{\{x>2\}}(x) O\left(\frac{x^{2 B_{a}+1}}{2^{B_{a}}\left|\log \left(\frac{x}{c_{x}}\right)\right|}\right),
$$

where $\chi$ denotes the characteristic function. For the remaining error term we note that $n>x$ implies $\left|\log \left(\frac{x}{n}\right)\right|=\log \left(\frac{n}{x}\right)$ and the lower bound for the possible values of $n$ yields

$$
\log \left(\frac{1}{x}([x]+1)\right) \leq \log \left(\frac{n}{x}\right) .
$$

Therefore,

$$
x^{B_{a}} \sum_{n>x} \frac{|\alpha(n)|}{n^{B_{a}}\left|\log \left(\frac{x}{n}\right)\right|} \leq \frac{x^{B_{a}}}{\log \left(\frac{1}{x}([x]+1)\right)} \sum_{n>x} \frac{|\alpha(n)|}{n^{B_{a}}},
$$

where the appearing series $\sum_{n>x}|\alpha(n)| n^{-B_{a}}$ converges. So for $I_{1}$ we obtain, after case-by-case analysis for $c_{x}$,

$$
\begin{equation*}
I_{1}=\alpha(x) i T+O\left(\frac{x^{2 B_{a}+1}}{\log \left(\frac{1}{x}([x]+1)\right)}\right) . \tag{2.4}
\end{equation*}
$$

To estimate $I_{2}$ we apply Lemma 2.1.2 on the interval $\left[-(\log T)^{-1}, 2\right]$ and use the convergence of the Dirichlet series for $\zeta(s)(\zeta(s)-a)^{-1}$ on $\left(2, B_{a}\right]$ to obtain

$$
I_{2}=-\int_{-\frac{1}{\log T}}^{B_{a}} x^{\sigma+i T} \frac{\zeta^{\prime}(\sigma+i T)}{\zeta(\sigma+i T)-a} d \sigma \ll(\log T)^{2} \int_{-\frac{1}{\log (T)}}^{B_{a}} x^{\sigma} d \sigma .
$$

Estimating the integral on the right-hand side trivially, yields

$$
\begin{equation*}
I_{2} \ll \chi_{\{x>1\}}(x)(\log T)^{2} x^{B_{a}}+\chi_{\{0<x<1\}}(x)(\log T)^{2} x^{-\frac{1}{\log T}} . \tag{2.5}
\end{equation*}
$$

To investigate the integral $I_{3}$ we seperate it as follows:

$$
I_{3}=-\left\{\int_{1-b+i}^{1-b+i t_{0}}+\int_{1-b+i t_{0}}^{1-b+i T}\right\} x^{s} \frac{\zeta^{\prime}(s)}{\zeta(s)-a} d s:=I_{3,1}+I_{3,2}
$$

where $t_{0} \in(1, T)$. Again we estimate the first integral trivially, which leads to $I_{3,1} \ll x^{-\frac{1}{\log T}}$, whereas the integral $I_{3,2}$ will be seperated further: Since there are only finitely many $a$-points on the left of the vertical line $\sigma=1-b$ and $T$ is increasing, it is possible to choose $t_{0}$ such that there is no $a$-point on the boundary and inside the rectangle with vertices $1-b+i t_{0}, 1-b+$ $i T,-1+i T,-1+i t_{0}$. Then the integrand is holomorphic on this rectangle and by Cauchy's theorem,

$$
I_{3,2}=-\left\{\int_{1-b+i t_{0}}^{-1+i t_{0}}+\int_{-1+i t_{0}}^{-1+i T}+\int_{-1+i T}^{1-b+i T}\right\} x^{s} \frac{\zeta^{\prime}(s)}{\zeta(s)-a} d s=: J_{0}+J_{1}+J_{2}
$$

say. For the integrals $J_{0}$ and $J_{2}$ we get by Lemma 2.1.2 and trivial estimation of the remaining integrals

$$
J_{0} \ll \chi_{\{x>1\}}(x) x^{-\frac{1}{\log (T)}}+\chi_{\{0<x<1\}}(x) x^{-1}
$$

resp.

$$
J_{2} \ll \chi_{\{x>1\}}(x)(\log T)^{2} x^{-\frac{1}{\log T}}+\chi_{\{0<x<1\}}(x)(\log T)^{2} x^{-1} .
$$

To estimate $J_{1}$ we use some ideas from Garunkštis and Steuding [19]: By their result [19, Lemma 4] there exists a $t_{0}$ such that $\left|\frac{a}{\zeta(s)}\right|<\frac{1}{2}$ for $s=-1+i t$ for all $t \geq t_{0}$. For such values of $t$ we may expand into a geometric series

$$
\frac{\zeta^{\prime}(s)}{\zeta(s)-a}=\frac{\zeta^{\prime}}{\zeta}(s) \cdot \frac{1}{1-\frac{a}{\zeta(s)}}=\frac{\zeta^{\prime}}{\zeta}(s)\left(1+\sum_{k \geq 1}\left(\frac{a}{\zeta(s)}\right)^{k}\right) .
$$

Therefore,

$$
-J_{1}=\int_{-1+i t_{0}}^{-1+i T} x^{s} \frac{\zeta^{\prime}}{\zeta}(s) d s+\int_{-1+i t_{0}}^{-1+i T} x^{s} \frac{\zeta^{\prime}}{\zeta}(s) \sum_{k \geq 1}\left(\frac{a}{\zeta(s)}\right)^{k} d s=: l_{1}+l_{2}
$$

We first consider $l_{1}$ and use that the functional equation (1.9) can be rewritten as

$$
\zeta(s)=\Delta(s) \zeta(1-s), \quad \text { where } \quad \Delta(s)=2^{s} \pi^{s-1} \Gamma(1-s) \sin \left(\frac{\pi s}{2}\right)
$$

implying

$$
\frac{\zeta^{\prime}}{\zeta}(s)=\frac{\Delta^{\prime}}{\Delta}(s)-\frac{\zeta^{\prime}}{\zeta}(1-s) \quad \text { with } \quad \frac{\Delta^{\prime}}{\Delta}(\sigma+i t)=-\log \left(\frac{t}{2 \pi}\right)+O\left(\frac{1}{t}\right)
$$

valid for $t>1$ (see [19, equation (6)]). Using this formula, we get

$$
\begin{aligned}
l_{1} & =i x^{-1} \sum_{n=1}^{\infty} \frac{\Lambda(n)}{n^{2}} \int_{t_{0}}^{T}(x n)^{i t} d t+i x^{-1} \int_{t_{0}}^{T} x^{i t}\left(-\log \left(\frac{t}{2 \pi}\right)+O\left(\frac{1}{t}\right)\right) d t \\
& =: l_{1,1}+l_{1,2} .
\end{aligned}
$$

For the integral in $l_{1,1}$ we find for $x=\frac{1}{n}$,

$$
\int_{t_{0}}^{T}(x n)^{i t} d t=T-t_{0}
$$

while for $n \neq \frac{1}{x}$,

$$
\int_{t_{0}}^{T}(x n)^{i t} d t \ll \frac{1}{|\log (x n)|} .
$$

Therefore,
$l_{1,1}=i x \Lambda\left(\frac{1}{x}\right) T+O\left(\Lambda\left(\frac{1}{x}\right) x\right)+O\left(\frac{1}{x}\left\{\sum_{\substack{n \\ 1 \leq n<\frac{1}{x}}}+\sum_{n>\frac{1}{x}}\right\} \frac{\Lambda(n)}{n^{2}|\log (x n)|}\right)$.
In view of $\Lambda\left(\frac{1}{x}\right) \leq|\log x|$,

$$
O\left(x \Lambda\left(\frac{1}{x}\right)\right)=O(x|\log x|) .
$$

For real $\frac{1}{x}>1$ let $\tilde{c}_{x}=\frac{1}{x}-1$ for $\frac{1}{x} \in \mathbb{N}^{>1}$ and $\tilde{c}_{x}=\left[\frac{1}{x}\right]$ for $\frac{1}{x} \in \mathbb{R}^{>1} \backslash \mathbb{N}$. Then

$$
\frac{1}{|\log (x n)|} \leq \frac{1}{\left|\log \left(x \tilde{c}_{x}\right)\right|}
$$

and

$$
\frac{1}{x} \sum_{n}^{1 \leq n<\frac{1}{x}} \frac{\Lambda(n)}{n^{2}|\log (x n)|}=\chi_{\left\{\frac{1}{x}>1\right\}}(x) O\left(\frac{\log \left(\left[\frac{1}{x}\right]\right)}{x^{2}\left|\log \left(x \tilde{c}_{x}\right)\right|}\right) .
$$

For the remaining error term we note that $n>\frac{1}{x}$ implies $|\log (x n)|=\log (x n)$ and the lower bound for the possible values of $n$ yields

$$
\log \left(x\left(\left[\frac{1}{x}\right]+1\right)\right) \leq \log (x n)
$$

Therefore,

$$
\frac{1}{x} \sum_{n>\frac{1}{x}} \frac{\Lambda(n)}{n^{2}|\log (x n)|} \leq \frac{1}{x \log \left(x\left(\left[\frac{1}{x}\right]+1\right)\right)} \sum_{n>\frac{1}{x}} \frac{\Lambda(n)}{n^{2}}
$$

where the series on the right-hand side converges. So we obtain

$$
\begin{aligned}
l_{1,1}= & i x \Lambda\left(\frac{1}{x}\right) T+O(x|\log x|)+\chi_{\left\{\frac{1}{x}>1\right\}}(x) O\left(\frac{\log \left(\left[\frac{1}{x}\right]\right)}{x^{2}\left|\log \left(x \tilde{c}_{x}\right)\right|}\right)+ \\
& +O\left(\frac{1}{x \log \left(x\left(\left[\frac{1}{x}\right]+1\right)\right)}\right) .
\end{aligned}
$$

For $l_{1,2}$ we use $t_{0} \in(1, T)$ to estimate the second integral and get

$$
l_{1,2}=-i x^{-1} \int_{t_{0}}^{T} x^{i t} \log \left(\frac{t}{2 \pi}\right) d t+O\left(\frac{\log T}{x}\right)
$$

Applying partial integration, we obtain

$$
\begin{aligned}
\int_{t_{0}}^{T} x^{i t} \log \left(\frac{t}{2 \pi}\right) d t & =\left[\log \left(\frac{t}{2 \pi}\right) \frac{e^{i t \log x}}{i \log x}\right]_{t=t_{0}}^{t=T}-\int_{t_{0}}^{T} \frac{e^{i t \log x}}{i t \log x} d t \\
& \ll \frac{\log T}{|\log x|}
\end{aligned}
$$

which yields

$$
l_{1,2}=O\left(\frac{\log T}{x|\log x|}\right)+O\left(\frac{\log T}{x}\right)
$$

The bounds for $l_{1,1}$ and $l_{1,2}$ imply an estimate for $l_{1}$ and it remains to estimate $l_{2}$. We note that by [5, Satz 2.6.1] for the complex number $s=-1+i t$ with $t \geq t_{0} \in(1, T)$ the logarithmic derivative of the zeta function fulfills

$$
\frac{\zeta^{\prime}}{\zeta}(s)=O(\log t)
$$

By [19, Lemma 4] we also have for the fixed complex number $a, \sigma<0$ and $|t| \geq 2$

$$
\frac{a}{\zeta(\sigma+i t)} \ll \frac{\log t}{t^{\frac{1}{2}-\sigma}}
$$

Therefore,

$$
l_{2} \ll \frac{T \log T}{x} \sum_{k \geq 1}\left(\frac{\log T}{T^{\frac{3}{2}}}\right)^{k} \ll \frac{T^{-\frac{1}{2}}(\log T)^{2}}{x}
$$

In view of

$$
I_{3}=I_{3,1}+\left(J_{0}-\left(\left(l_{1,1}+l_{1,2}\right)+l_{2}\right)+J_{2}\right)
$$

we obtain

$$
\begin{aligned}
I_{3}= & -i x \Lambda\left(\frac{1}{x}\right) T+\chi_{\{x>1\}}(x) O\left((\log T)^{2} x^{-\frac{1}{\log T}}\right) \\
& +\chi_{\{0<x<1\}}(x) O\left((\log T)^{2} x^{-1}\right)
\end{aligned}
$$

For the integral $I_{4}$ we use from $\left[66\right.$, p. 689] the estimate $I_{4} \ll 1+x^{B_{a}}$. These estimates, in combination with the estimate for $I_{1}$ and $I_{2}$, resp. (2.4) and (2.5), imply for (2.3) that

$$
\sum_{0<\gamma_{a} \leq T} x^{\rho_{a}}=\left(\alpha(x)-x \Lambda\left(\frac{1}{x}\right)\right) \frac{T}{2 \pi}+O\left(\max \left\{x^{-1}, x^{B_{a}}\right\}(\log T)^{2}\right) .
$$

### 2.2 The discrepancy estimate

Let $a \neq 1$ be a complex number, $x \neq 1$ a positive real number and $\hat{B}_{a}$ be the upper bound for the real parts of the $a$-points, i.e. $\hat{B}_{a}=1+\frac{1}{|a-1|}$ for $a \neq 1$. As in [66], we use that

$$
\exp (y)-1=\int_{0}^{y} \exp (t) d t \ll|y| \max \{1, \exp (y)\}
$$

implies

$$
\left|x^{\frac{1}{2}+i \gamma_{a}}-x^{\beta_{a}+i \gamma_{a}}\right| \leq x^{\beta_{a}}\left|e^{\left(\frac{1}{2}-\beta_{a}\right) \log x}-1\right| \leq\left|\beta_{a}-\frac{1}{2}\right| \max \left\{x^{\frac{1}{2}}, x^{\hat{B}_{a}}\right\}|\log x| .
$$

In addition, from Levinson's paper [43] (cf. [66, equation (32)]) it is known that

$$
\sum_{0<\gamma_{a} \leq T}\left|\beta_{a}-\frac{1}{2}\right| \ll \frac{T \log T}{\log \log T}
$$

as $T \rightarrow \infty$. Therefore,

$$
\sum_{0<\gamma_{a} \leq T} x^{\frac{1}{2}+i \gamma_{a}}=\sum_{0<\gamma_{a} \leq T} x^{\beta_{a}+i \gamma_{a}}+O\left(\max \left\{x^{\frac{1}{2}}, x^{\hat{B}_{a}}\right\}|\log x| \frac{T \log T}{\log \log T}\right) .
$$

Let $\kappa(x)$ be $\alpha(x)$ if $x=n$ for some integer $n \geq 2,-x \Lambda\left(\frac{1}{x}\right)$ if $x=\frac{1}{n}$ for some integer $n \geq 2$, and zero otherwise. Then Theorem 1.3.1 implies

$$
\begin{aligned}
\sum_{0<\gamma_{a} \leq T} x^{\frac{1}{2}+i \gamma_{a}}= & \kappa(x) \frac{T}{2 \pi}+O\left(\max \left\{x^{-1}, x^{B_{a}}\right\}(\log T)^{2}\right)+ \\
& +O\left(\max \left\{x^{\frac{1}{2}}, x^{\hat{B}_{a}}\right\}|\log x| \frac{T \log T}{\log \log T}\right) \\
= & \kappa(x) \frac{T}{2 \pi}+O\left(\max \left\{x^{-1}, x^{B_{a}}\right\} \frac{T \log T}{\log \log T}\right) .
\end{aligned}
$$

Multiplication with $x^{-\frac{1}{2}}$ and letting $x=z^{h}$, where $z \neq 1$ is a positive real number and $h$ is a positive integer, yields

$$
\sum_{0<\gamma_{a} \leq T} z^{i h \gamma_{a}}=\frac{\kappa\left(z^{h}\right)}{2 \pi z^{\frac{h}{2}}} T+O\left(\max \left\{z^{-\frac{3}{2} h}, z^{h\left(B_{a}-\frac{1}{2}\right)}\right\} \frac{T \log T}{\log \log T}\right)
$$

resp.

$$
\begin{aligned}
\frac{1}{N_{a}(T)} \sum_{0<\gamma_{a} \leq T} e^{i h(\log z) \gamma_{a}}= & \frac{\kappa\left(z^{h}\right)}{2 \pi z^{\frac{h}{2}}} \cdot \frac{T}{N_{a}(T)}+ \\
& +O\left(\max \left\{z^{-\frac{3}{2} h}, z^{h\left(B_{a}-\frac{1}{2}\right)}\right\} \frac{T \log T}{N_{a}(T) \log \log T}\right)
\end{aligned}
$$

Taking into account the generalised Riemann-von Mangoldt formula (1.14),

$$
\begin{aligned}
\frac{1}{N_{a}(T)} \sum_{0<\gamma_{a} \leq T} e^{i h(\log z) \gamma_{a}}= & \frac{\kappa\left(z^{h}\right)}{2 \pi z^{\frac{h}{2}}} \cdot \frac{1}{\log T}+ \\
& +O\left(\max \left\{z^{-\frac{3}{2} h}, z^{h\left(B_{a}-\frac{1}{2}\right)}\right\} \frac{1}{\log \log T}\right)
\end{aligned}
$$

We want to determine an upper bound for the terms on the right side. In view of $(\log \log T)^{-1} \geq(\log T)^{-1}$ for $T \geq 3$, we consider the terms containing $z^{h}$ :

If $z \geq 2$ is an integer $n$, say, then so is $z^{h}=n^{h}$ and by Lemma 2.1.1

$$
\frac{\kappa\left(z^{h}\right)}{z^{\frac{h}{2}}} \ll n^{h\left(B_{a}-\frac{1}{2}\right)}
$$

Up to a constant factor this is the $z$-term in our previous $O(\cdot)$-term.
If $z$ is the reciprocal of an integer $n \geq 2$, then $z^{h}=\frac{1}{n^{h}}$ and

$$
\frac{\kappa\left(z^{h}\right)}{z^{\frac{h}{2}}}=-\frac{\Lambda\left(n^{h}\right)}{n^{\frac{h}{2}}} \ll \frac{\log \left(n^{h}\right)}{n^{\frac{h}{2}}}
$$

while $z^{-\frac{3}{2} h}=n^{\frac{3}{2} h}$. Therefore, in the second case,

$$
\frac{\kappa\left(z^{h}\right)}{z^{\frac{h}{2}}} \ll z^{-\frac{3}{2} h} .
$$

As a common bound we obtain

$$
\frac{1}{N_{a}(T)} \sum_{0<\gamma_{a} \leq T} e^{i h(\log z) \gamma_{a}} \ll \max \left\{z^{-\frac{3}{2} h}, z^{h\left(B_{a}-\frac{1}{2}\right)}\right\} \cdot \frac{1}{\log \log T}
$$

Substituting this in the simplified version (1.3) of the inequality of Erdös and Turán yields

$$
\begin{aligned}
D_{T} & \ll \frac{1}{m}+\sum_{h=1}^{m} \frac{1}{h}\left|\frac{1}{N_{a}(T)} \sum_{0<\gamma_{a} \leq T} e^{i h(\log z) \gamma_{a}}\right| \\
& \ll \frac{1}{m}+\frac{1}{\log \log T} \sum_{h=1}^{m} \frac{\max \left\{z^{-\frac{3}{2} h}, z^{h\left(B_{a}-\frac{1}{2}\right)}\right\}}{h}
\end{aligned}
$$

For further estimations, we use from Hlawka's paper [27] that for real $\omega>1$ we have

$$
\begin{equation*}
\sum_{h=1}^{m} \frac{\omega^{h}}{h} \ll \frac{\omega^{m}}{m} . \tag{2.6}
\end{equation*}
$$

In case of $z>1$ this implies for $\omega=z^{B_{a}-\frac{1}{2}}$ that

$$
D_{T} \ll \frac{1}{m}+\frac{1}{\log \log T} \cdot \frac{z^{m\left(B_{a}-\frac{1}{2}\right)}}{m} .
$$

By letting

$$
m:=\left[\frac{\log \log \log T}{\left(B_{a}-\frac{1}{2}\right) \log z}\right]+1
$$

we obtain for $T \rightarrow \infty$

$$
D_{T} \ll \frac{\left(B_{a}-\frac{1}{2}\right) \log z}{\log \log \log T} \ll \frac{\log z}{\log \log \log T},
$$

which is Theorem 1.3.2 for $z>1$, with an implied constand to depend on $B_{a}$.

If on the other hand $0<z<1$, then $z^{-1}>1$ and for $\omega=z^{-\frac{3}{2}}$ we obtain from (2.6)

$$
D_{T} \ll \frac{1}{m}+\frac{1}{\log \log T} \cdot \frac{z^{-\frac{3}{2} m}}{m}
$$

We let

$$
m:=\left[-\frac{2}{3} \cdot \frac{\log \log \log T}{\log z}\right]+1
$$

and obtain

$$
D_{T} \ll \frac{-\log z}{\log \log \log T} \ll \frac{|\log z|}{\log \log \log T}
$$

as $T \rightarrow \infty$, which is Theorem 1.3.2 for $0<z<1$.

## 3 Log-like functions and sequences with integal logarithm asymptotic

In this section we prove our Theorems 1.3.3, 1.3.4 and 1.3.5. Therefore, recall that $\left(q_{n}\right)_{n \geq 1}$ is a sequence of real numbers, satisfying $1<q_{1}<q_{2}<\ldots$ with $q_{n} \rightarrow \infty$ as $n \rightarrow \infty$. Further, we assume that the sequence $\left(q_{n}\right)_{n \geq 1}$ satisfies the asymptotic (1.48), i.e.

$$
Q(x)-c \int_{2}^{x} \frac{d t}{\log t} \ll \frac{x}{(\log x)^{k}}
$$

for every positive $k>1$, where $Q(x)=\sum_{q_{n} \leq x} 1$ and $c>0$ is some fixed constant. For this sequence we prove in a first step

Theorem 1.3.3 Let $a>0, n_{0}:=\min \left\{n \in \mathbb{N}: q_{n}>a\right\}$ and let the function $f:[a, \infty) \rightarrow(0, \infty)$ satisfy the conditions
(a.) $f$ is twice differentiable with $f^{\prime}>0$,
(b.) $x^{2} f^{\prime \prime}(x) \rightarrow-\infty$ as $x \rightarrow \infty$,
(c.) $(\log x)^{2} f^{\prime \prime}(x)$ and $x(\log x)^{2} f^{\prime \prime}(x)$ are nonincreasing for sufficiently large $x$,
(d.) $f(x)=o\left((\log x)^{K}\right)$ for some $K>0$ as $x \rightarrow \infty$.

Then, for any nonzero real constant $\alpha$, the sequence $\left(\alpha f\left(q_{n}\right)\right)_{n \geq n_{0}}$ is uniformly distributed modulo one and

$$
\begin{equation*}
D_{N} \ll \sqrt{\frac{f\left(q_{N}\right)}{\left(\log q_{N}\right)^{K}}}+\sqrt{\frac{1}{-q_{N}^{2} f^{\prime \prime}\left(q_{N}\right)}}+\frac{1}{\left(\log q_{N}\right)\left(-q_{N}^{2} f^{\prime \prime}\left(q_{N}\right)\right)} \tag{3.1}
\end{equation*}
$$

as $N \rightarrow \infty$.
The proof of this theorem is based on the version (1.3) of the theorem of Erdös and Turán. To estimate the occurring exponential sum, we rewrite the sum by calculus for Stieltjes integrals and estimate the arrising exponential integrals. In this sense, the subsequent Theorem 1.3.4 and Theorem 1.3.5 are variations of Theorem 1.3.3, resulting from different estimates for exponential integrals.

Theorem 1.3.4 Let $a>0, n_{0}:=\min \left\{n \in \mathbb{N}: q_{n}>a\right\}$ and let the function $f:[a, \infty) \rightarrow(0, \infty)$ satisfy the conditions
(a.) $f$ is twice differentiable with $f^{\prime}>0$,
(b.) $x^{2} f^{\prime \prime}(x) \rightarrow \infty$ as $x \rightarrow \infty$,
(c.) $(\log x)^{2} f^{\prime \prime}(x)$ is nonincreasing for sufficiently large $x$,
(d.) $f(x)=o\left((\log x)^{K}\right)$ for some $K>0$ as $x \rightarrow \infty$.

Then, for any nonzero real constant $\alpha$, the sequence $\left(\alpha f\left(q_{n}\right)\right)_{n \geq n_{0}}$ is uniformly distributed modulo one and

$$
\begin{equation*}
D_{N} \ll \sqrt{\frac{f\left(q_{N}\right)}{\left(\log q_{N}\right)^{K}}}+\sqrt{\frac{1}{q_{N}^{2} f^{\prime \prime}\left(q_{N}\right)}} \tag{3.2}
\end{equation*}
$$

as $N \rightarrow \infty$.

Theorem 1.3.5 Let $a>0, n_{0}:=\min \left\{n \in \mathbb{N}: q_{n}>a\right\}$ and let the function $f:[a, \infty) \rightarrow(0, \infty)$ satisfy the conditions
(a.) $f$ is continuously differentiable,
(b.) $x f^{\prime}(x) \rightarrow \infty$ as $x \rightarrow \infty$,
(c.) $(\log x) f^{\prime}(x)$ is monotone for sufficiently large $x$,
(d.) $f(x)=o\left((\log x)^{K}\right)$ for some $K>0$ as $x \rightarrow \infty$.

Then, for any nonzero real constant $\alpha$, the sequence $\left(\alpha f\left(q_{n}\right)\right)_{n \geq n_{0}}$ is uniformly distributed modulo one and

$$
\begin{equation*}
D_{N} \ll \sqrt{\frac{f\left(q_{N}\right)}{\left(\log q_{N}\right)^{K}}}+\max \left\{\frac{1}{N}, \frac{1}{q_{N} f^{\prime}\left(q_{N}\right)}\right\} \tag{3.3}
\end{equation*}
$$

as $N \rightarrow \infty$.
The following estimates will be used to prove Theorem 1.3.3 and Theorem 1.3.4 and can be found in the book of Zygmund [83, Lemma 10.2, Lemma 10.3 , p. 225].

Lemma 3.0.1 Let $G(x)$ be a positive decreasing function.
(a.) If $F^{\prime \prime}(x)<0, F^{\prime}(x) \geq 0$ and $\frac{G^{\prime}(x)}{F^{\prime \prime}(x)}$ is monotone, then

$$
\left|\int_{a}^{b} G(x) e^{2 \pi i F(x)} d x\right| \leq 4 \max _{a \leq x \leq b}\left\{\frac{G(x)}{\left|F^{\prime \prime}(x)\right|^{\frac{1}{2}}}\right\}+\max _{a \leq x \leq b}\left\{\left|\frac{G^{\prime}(x)}{F^{\prime \prime}(x)}\right|\right\}
$$

(b.) If $F^{\prime \prime}(x)>0$ and $F^{\prime}(x) \geq 0$, then

$$
\left|\int_{a}^{b} G(x) e^{2 \pi i F(x)} d x\right| \leq 4 \max _{a \leq x \leq b}\left\{\frac{G(x)}{F^{\prime \prime}(x)^{\frac{1}{2}}}\right\}
$$

For the remaining Theorem 1.3.5 we use from the book of Titchmarsh [69, Lemma 4.3]

Lemma 3.0.2 Let $F(x)$ and $G(x)$ be real functions, $\frac{G(x)}{F^{\prime}(x)}$ monotone and $\frac{F^{\prime}(x)}{G(x)} \geq m>0$, or $\frac{F^{\prime}(x)}{G(x)} \leq-m<0$. Then

$$
\left|\int_{a}^{b} G(x) e^{i F(x)} d x\right| \leq \frac{4}{m}
$$

As remarked in the introductory section on uniform distribution of sequences modulo one, the property of a sequence to be u.d. $\bmod 1$ is equivalent to the property that its discrepancy tends to zero. Therefore, it is enough to prove each of the equations $(3.1),(3.2)$ and (3.3) and to ensure that these tend to zero. Moreover, by [37, Ex. 2.4] it is enought to prove these estimates for $\alpha>0$ and if we replace $f$ by $\frac{1}{\alpha} f$, we see that it is enough to prove each of these estimates for $\alpha=1$.

### 3.1 Proof of Theorem 1.3.3

Condition (b.) implies that $f^{\prime \prime}(x)<0$ for sufficiently large $x$. Therefore, we may assume that for $x \geq a$ we have $f^{\prime \prime}(x)<0$ and that both $(\log x)^{2} f^{\prime \prime}(x)$ and $x(\log x)^{2} f^{\prime \prime}(x)$ from condition (c.) are nonincreasing for $x \geq a$. By condition (b.) and (d.), the term on the right-hand side in (3.1) tends to zero for $N$ tending to infinity. So it is enough to verify the stated discrepancy estimate (3.1) to prove that the sequence $\left(f\left(q_{n}\right)\right)_{n \geq n_{0}}$ is uniformly distributed modulo one. We apply the theorem of Erdös and Turán in the version

$$
\begin{equation*}
D_{N} \ll \frac{1}{m}+\sum_{h=n_{0}}^{m} \frac{1}{h}\left|\frac{1}{N} \sum_{n=n_{0}}^{N} e^{2 \pi i h f\left(q_{n}\right)}\right| \tag{3.4}
\end{equation*}
$$

where $m$ is an arbitrary positive integer to be specified later. To estimate the appearing exponential sum, we rewrite it by calculus for Stieltjes integrals. Let $q_{0}:=\frac{q_{n_{0}}+a}{2}$ and $\chi(n)$ be the characteristic function of the sequence $\left(q_{n}\right)_{n \geq 1}$, i.e. $\chi(n)=1$ if $n$ is a member of the sequence $\left(q_{n}\right)_{n \geq 1}$ and zero otherwise. Then $\sum_{n \leq x} \chi(n)=Q(x)$. Further, let $R^{*}(x):=Q(x)-L^{*}(x)$, $L^{*}(x):=c \int_{q_{0}}^{x} \frac{d t}{\log t}$ for $c>0$ constant, $x \geq q_{0}$ and $\int_{a}^{b}:=\int_{(a, b]}$. Using integration by parts,

$$
\begin{aligned}
E\left(n_{0}, N ; q_{n}\right):= & \sum_{n=n_{0}}^{N} e^{2 \pi i h f\left(q_{n}\right)}=\sum_{q_{0}<m \leq q_{N}} e^{2 \pi i h f(m)} \chi(m) \\
= & \int_{q_{0}}^{q_{N}} e^{2 \pi i h f(x)} \mathrm{d} Q(x) \\
= & Q\left(q_{N}\right) e^{2 \pi i h f\left(q_{N}\right)}-Q\left(q_{0}\right) e^{2 \pi i h f\left(q_{0}\right)} \\
& -\int_{q_{0}}^{q_{N}}\left(L^{*}(x)+R^{*}(x)\right) \mathrm{d} e^{2 \pi i h f(x)} .
\end{aligned}
$$

Again integration by parts yields

$$
\begin{aligned}
\int_{q_{0}}^{q_{N}} L^{*}(x) \mathrm{d} e^{2 \pi i h f(x)}= & L^{*}\left(q_{N}\right) e^{2 \pi i h f\left(q_{N}\right)}-L^{*}\left(q_{0}\right) e^{2 \pi i h f\left(q_{0}\right)} \\
& -c \int_{q_{0}}^{q_{N}}(\log x)^{-1} e^{2 \pi i h f(x)} d x
\end{aligned}
$$

and

$$
\int_{q_{0}}^{q_{N}} R^{*}(x) \mathrm{d} e^{2 \pi i h f(x)}=2 \pi i h \int_{q_{0}}^{q_{N}} R^{*}(x) f^{\prime}(x) e^{2 \pi i h f(x)} d x
$$

Using $R^{*}(x)=Q(x)-L^{*}(x)$, we can rewrite the exponential sum in terms of

$$
\begin{aligned}
E\left(n_{0}, N ; q_{n}\right)= & \left(R^{*}\left(q_{N}\right) e^{2 \pi i h f\left(q_{N}\right)}-R^{*}\left(q_{0}\right) e^{2 \pi i h f\left(q_{0}\right)}\right)+ \\
& +c \int_{q_{0}}^{q_{N}}(\log x)^{-1} e^{2 \pi i h f(x)} d x \\
& -2 \pi i h \int_{q_{0}}^{q_{N}} R^{*}(x) f^{\prime}(x) e^{2 \pi i h f(x)} d x \\
= & I_{1}+I_{2}+I_{3}
\end{aligned}
$$

We estimate each term $I_{i}(i=1,2,3)$ individually: Our assumption (1.48) implies

$$
\begin{equation*}
R^{*}(x)=Q(x)-c \int_{q_{0}}^{x} \frac{d t}{\log t} \ll \frac{x}{(\log x)^{k}} \tag{3.5}
\end{equation*}
$$

for every $k>1$, and therefore

$$
\begin{equation*}
I_{1} \ll \frac{q_{N}}{\left(\log q_{N}\right)^{1+K}} \tag{3.6}
\end{equation*}
$$

for $K>0$ as $N \rightarrow \infty$. Estimate (3.5) can also be applied in combination with condition (a.) to get the upper bound

$$
\begin{equation*}
I_{3} \ll \frac{q_{N} h f\left(q_{N}\right)}{\left(\log q_{N}\right)^{1+K}} . \tag{3.7}
\end{equation*}
$$

We remark that, in view of $f>0$ and $h$ being a positive integer, (3.7) for sufficiently large $N$ is also an estimate of (3.6). To estimate $I_{2}$ we use Lemma 3.0.1 (a.) and obtain

$$
\begin{aligned}
I_{2} & \ll \max _{q_{0} \leq x \leq q_{N}}\left\{\frac{4}{\left|h(\log x)^{2} f^{\prime \prime}(x)\right|^{\frac{1}{2}}}+\left|\frac{1}{h x(\log x)^{2} f^{\prime \prime}(x)}\right|\right\} \\
& \ll \frac{1}{\left(\log q_{N}\right)\left(-h f^{\prime \prime}\left(q_{N}\right)\right)^{\frac{1}{2}}}+\frac{1}{q_{N}\left(\log q_{N}\right)^{2}\left(-h f^{\prime \prime}\left(q_{N}\right)\right)}
\end{aligned}
$$

as $N \rightarrow \infty$. This estimate, with (3.7), yields in (3.4) for $N \rightarrow \infty$

$$
\begin{aligned}
D_{N} \ll & \frac{1}{m}+\frac{1}{N\left(\log q_{N}\right)\left(-f^{\prime \prime}\left(q_{N}\right)\right)^{\frac{1}{2}}}+\frac{1}{N q_{N}\left(\log q_{N}\right)^{2}\left(-f^{\prime \prime}\left(q_{N}\right)\right)}+ \\
& +\frac{m q_{N} f\left(q_{N}\right)}{N\left(\log q_{N}\right)^{1+K}} .
\end{aligned}
$$

We compare the first and the last term and let

$$
m:=\left[\left(N \cdot \frac{\left(\log q_{N}\right)^{1+K}}{q_{N} f\left(q_{N}\right)}\right)^{\frac{1}{2}}\right] .
$$

This choice of $m$, in combination with $Q(x)=\frac{c x}{\log x}+O\left(\frac{x}{(\log x)^{2}}\right)$ and $Q\left(q_{N}\right)=N$, leads to the discrepancy estimate (3.1).

### 3.2 Proof of Theorem 1.3.4

Condition (a.) of the previous theorem remains unchangend. In view of condition (b.) we can assume that $f^{\prime \prime}(x)>0$ for sufficiently large $x$. Moreover, by condition (c.), we may assume that for $x \geq a$ we have $f^{\prime \prime}(x)>0$ and that $(\log x)^{2} f^{\prime \prime}(x)$ is nonincreasing for $x \geq a$. We prove the discrepancy estimate (3.2) by using (3.4). For $N \rightarrow \infty$ the right-hand side of (3.2) surely tends to zero in view of conditions (b.) and (d.), so the discrepany estimate (3.2) implies that the sequence $\left(f\left(q_{n}\right)\right)_{n \geq n_{0}}$ is u.d. mod 1 . Since the determined estimates (3.6) and (3.7) for $I_{1}$ and $I_{3}$ still hold in our considered setting, it remains to estimate the integral $I_{2}$. Lemma 3.0.1 (b.) yields in this case

$$
I_{2} \ll \max _{q_{0} \leq x \leq q_{N}}\left\{\frac{1}{\left(h(\log x)^{2} f^{\prime \prime}(x)\right)^{\frac{1}{2}}}\right\} \ll \frac{1}{\left(h\left(\log q_{N}\right)^{2} f^{\prime \prime}\left(q_{N}\right)\right)^{\frac{1}{2}}}
$$

and together with (3.6) and (3.7) we obtain in (3.4)

$$
D_{N} \ll \frac{1}{m}+\frac{m q_{N} f\left(q_{N}\right)}{N\left(\log q_{N}\right)^{1+K}}+\frac{1}{\left(q_{N}^{2} f^{\prime \prime}\left(q_{N}\right)\right)^{\frac{1}{2}}},
$$

where we used $Q\left(q_{N}\right)=N$ and $Q(x)=\frac{c x}{\log x}+O\left(\frac{x}{(\log x)^{2}}\right)$ to obtain the third term. After comparing the first and second term in this estimate for the discrepancy, we let

$$
m:=\left[\left(N \cdot \frac{\left(\log q_{N}\right)^{1+K}}{q_{N} f\left(q_{N}\right)}\right)^{\frac{1}{2}}\right]
$$

implying

$$
D_{N} \ll\left(\frac{f\left(q_{N}\right)}{\left(\log q_{N}\right)^{K}}\right)^{\frac{1}{2}}+\frac{1}{\left(q_{N}^{2} f^{\prime \prime}\left(q_{N}\right)\right)} .
$$

As already remarked, this tends to zero as $N \rightarrow \infty$.

### 3.3 Proof of Theorem 1.3.5

With respect to condition (b.) we can assume that $f^{\prime}(x)>0$ for sufficiently large $x$. Further, we may assume that for $x \geq a$ we have $f^{\prime}(x)>0$ and that $(\log x) f^{\prime}(x)$ is monotone for $x \geq a$. In view of conditions $(b$.$) and (d$.$) , the$ right-hand side of (3.3) tends to zero as $N \rightarrow \infty$, implying that the sequence $\left(f\left(q_{n}\right)\right)_{n \geq n_{0}}$ is u.d. mod 1. We adopt the previous estimates (3.6) and (3.7) for $I_{1}$ and $I_{3}$ and apply Lemma 3.0.2 to estimate the intgral $I_{2}$ :

$$
I_{2} \ll \frac{1}{h} \cdot \max \left\{1, \frac{1}{\left[\left(\log q_{N}\right) f^{\prime}\left(q_{N}\right)\right]}\right\}
$$

Combining this with (3.6) and (3.7) we get for (3.4)

$$
\begin{aligned}
D_{N} & \ll \frac{1}{m}+\max \left\{\frac{1}{N}, \frac{1}{N\left[\left(\log q_{N}\right) f^{\prime}\left(q_{N}\right)\right]}\right\}+\frac{m q_{N} f\left(q_{N}\right)}{N\left(\log q_{N}\right)^{1+K}} \\
& \ll \frac{1}{m}+\max \left\{\frac{1}{N}, \frac{1}{\left[q_{N} f^{\prime}\left(q_{N}\right)\right]}\right\}+\frac{m q_{N} f\left(q_{N}\right)}{N\left(\log q_{N}\right)^{1+K}} .
\end{aligned}
$$

Note that in the second argument in the maximum we used $Q\left(q_{N}\right)=N$ and $Q(x)=\frac{c x}{\log x}+O\left(\frac{x}{(\log x)^{2}}\right)$. After comparing the first and the last term in the discrepancy estimate, we let

$$
m:=\left[\left(N \cdot \frac{\left(\log q_{N}\right)^{1+K}}{q_{N} f\left(q_{N}\right)}\right)^{\frac{1}{2}}\right]
$$

implying

$$
D_{N} \ll\left(\frac{f\left(q_{N}\right)}{\left(\log q_{N}\right)^{K}}\right)^{\frac{1}{2}}+\max \left\{\frac{1}{N}, \frac{1}{\left[q_{N} f^{\prime}\left(q_{N}\right)\right]}\right\} .
$$

The right-hand side tends to zero as $N \rightarrow \infty$ in view of (b.) and (d.).

## 4 Weighted uniform distribution of multiples of primes

The aim of this section is to prove our main theorems in the context of weighted uniform distribution modulo one, Theorem 1.3.7 and 1.3.9, as well as the corresponding Corollaries 1.3 .8 and 1.3.10. Therefore we consider the sequence of irrational multiples of primes with weights related to the Dedekind zeta-function of a quadratic number field resp. the restricted class $\mathcal{A} \subset \mathcal{S}^{\text {poly }}$.

However, in the first section we prove for real multiples of logarithms of primes with weights from the local factors (1.32) of the Euler product of a function from $\mathcal{S}^{\text {poly }}$ the following

Lemma 1.3.6 Let $A(p)=\sum_{j=1}^{\nu_{F}} \alpha_{j}(p)$ be a positive real number for every prime $p, m_{F} \geq 1$ and $F(1+i t) \neq 0$ for all $t \in \mathbb{R}$. Then the sequence $\left(\alpha \log p_{n}\right)_{n \geq 1}$ is $A\left(p_{n}\right) p_{n}^{-1} \log p_{n}$-uniformly distributed modulo one for every $\alpha \neq 0$.

Then we consider irrational multiples of primes: For a quadratic number field $K=\mathbb{Q}(\sqrt{D})$ we study the general Dirichlet series (1.51), i.e.

$$
f(z)=\sum_{n \geq 1} \Lambda_{K}(n) e^{-n z},
$$

where $\Lambda_{K}$ is the generalised von Mangoldt function. We prove in a first step that for irrational $\alpha>0$ and every nonzero integer $h$,

$$
\lim _{\delta \rightarrow 0+} \frac{f(\delta+2 \pi i \alpha h)}{f(\delta)}=0
$$

Then we consider the related function

$$
g(z)=\sum_{p}\left(1+\chi_{D}(p)\right)(\log p) e^{-p z},
$$

where $\chi_{D}$ is the Legendre-Kronecker character, and obtain as a consequence of the limit behaviour of $f$ that also

$$
\lim _{\delta \rightarrow 0+} \frac{g(\delta+2 \pi i \alpha h)}{g(\delta)}=0
$$

This implies by the corresponding theorem of Vaaler (p. 32) resp. (1.50)
Theorem 1.3.7 Let $\alpha$ be irrational and $\chi_{D}$ the Legendre-Kronecker character of the quadratic number field $K=\mathbb{Q}(\sqrt{D})$. Then the sequence $\left(\alpha p_{n}\right)_{n \geq 1}$ is $\left(1+\chi_{D}\left(p_{n}\right)\right) \log p_{n}-u . d . \bmod 1$, where $p_{1}, p_{2}, \ldots$ is the sequence of primes for which $1+\chi_{D}\left(p_{n}\right)$ is positive.

Vaaler's result on the replacement of weights (see p. 34 resp. the subsequent Lemma 4.2.15) in combination with Theorem 1.3.7 yields

Corollary 1.3.8 Let $\alpha$ be irrational and $\chi_{D}$ the Legendre-Kronecker character of the quadratic number field $K=\mathbb{Q}(\sqrt{D})$. Then the sequence $\left(\alpha p_{n}\right)_{n \geq 1}$ is $\left(1+\chi_{D}\left(p_{n}\right)\right)-u . d . \bmod 1$, where $p_{1}, p_{2}, \ldots$ is the sequence of primes for which $1+\chi_{D}\left(p_{n}\right)$ is positive.

As remarked in the introduction, this implies that for $D=-1$, the sequence $\left(\alpha p_{n}\right)_{n \geq 1}$ is u.d. mod 1, if every prime number in this sequence is congruent to one modulo four. In case of $D=-3$, the corollary implies that $\left(\alpha p_{n}\right)_{n \geq 1}$ is u.d. $\bmod 1$, if every prime number in the considered sequence is congruent to one modulo three. More examples can be obtained by considering the primes that split in $\mathbb{Q}(\sqrt{D})$.

The proofs of Theorem 1.3.7 and Corollary 1.3.8 are the subject of the second section of this chapter.

In the third section we consider the subclass $\mathcal{A}$ of the Selberg class with polynomial Euler product $\mathcal{S}^{\text {poly }}$, introduced on page 34 . We prove that

$$
\lim _{\delta \rightarrow 0+} \frac{f(\delta+2 \pi i \alpha h)}{f(\delta)}=0
$$

holds, where

$$
f(z)=\sum_{n \geq 1} \Lambda_{F}(n) e^{-n z} .
$$

Here $\Lambda_{F}$ is the generalised von Mangoldt function arrising from the logarithmic derivative (1.35). Analogously to the case of a quadratic number field, we study the function

$$
g(z)=\sum_{p} A(p)(\log p) e^{-p z},
$$

where $A(p)=\sum_{j=1}^{\nu_{F}} \alpha_{j}(p)$ is the sum of the coefficients of the Euler product with local factors (1.32), and get

$$
\lim _{\delta \rightarrow 0+} \frac{g(\delta+2 \pi i \alpha h)}{g(\delta)}=0 .
$$

This yields in this general context

Theorem 1.3.9 Let $\alpha$ be irrational, $F \in \mathcal{A}$ and $A(p)=\sum_{j=1}^{\nu_{F}} \alpha_{j}(p)$. Then the sequence $\left(\alpha p_{n}\right)_{n \geq 1}$ is $A\left(p_{n}\right) \log p_{n}-u . d . \bmod 1$, where $p_{1}, p_{2}, \ldots$ is the sequence of primes for which $A(\cdot)$ is positive.

As a consequence we obtain by exchange of weights

Corollary 1.3.10 Let $\alpha$ be irrational and $F \in \mathcal{A}$. Then $\left(\alpha p_{n}\right)_{n \geq 1}$ is $A\left(p_{n}\right)-$ u.d. mod 1, where $p_{1}, p_{2}, \ldots$ is the sequence of primes for which $A(\cdot)$ is positive.

We want to point out that some parts of the proofs of Theorem 1.3.7 and 1.3.9, resp. Corollary 1.3 .8 and 1.3 .10 , are similar. This is due to the fact that the Dedekind zeta-function of an algebraic number field is a member of the Selberg class $\mathcal{S}^{\text {poly }}$.

### 4.1 Weights from $\mathcal{S}^{\text {poly }}$

As remarked in the introductory part on uniform distribution of sequences modulo one, a consequence of (1.6) is that $\alpha>0$ can be replaced by $-\alpha$. Therefore, we may assume $\alpha$ to be positive. Let $F \in \mathcal{S}^{\text {poly }}$. By (1.32), resp. (1.35) and (1.36), the logarithmic derivative of $F$ is

$$
-\frac{F^{\prime}}{F}(s)=\sum_{p} \sum_{k \geq 1}\left(\sum_{j=1}^{\nu_{F}} \alpha_{j}(p)^{k}\right)(\log p) p^{-k s}
$$

for $\sigma>1$. Separating the sum for $k=1$ yields

$$
\begin{aligned}
& \sum_{p} A(p) \log (p) p^{-1} e^{-s \log p}= \\
& \quad=-\frac{F^{\prime}}{F}(s+1)-\sum_{p} \sum_{k \geq 2}\left(\sum_{j=1}^{\nu_{F}} \alpha_{j}(p)^{k}\right)(\log p) p^{-k(s+1)}
\end{aligned}
$$

where $A(p)=\sum_{j=1}^{\nu_{F}} \alpha_{j}(p)$. The series on the right-hand side is for $\sigma>-1$ bounded by $\sum_{p} \frac{\log p}{p^{2(\sigma+1)}}$. By partial summation

$$
\sum_{p \leq x} \frac{\log p}{p^{2(\sigma+1)}}=x^{-2(\sigma+1)} \sum_{p \leq x} \log p+2(\sigma+1) \int_{2}^{x}\left(\sum_{p \leq y} \log p\right) y^{-2 \sigma-3} d y
$$

The prime number theorem in the form $\vartheta(x)=\sum_{p \leq x} \log p \sim x$, as $x \rightarrow \infty$, implies that the series is dominated by

$$
\lim _{x \rightarrow \infty}\left(x^{1-2(\sigma+1)}+2(\sigma+1) \int_{2}^{x} y^{-2(\sigma+1)} d y\right)
$$

converging for $\sigma>-\frac{1}{2}$. By assumption, $A(p)$ is a positive real number, $m_{F} \geq 1$ and $F(1+i t) \neq 0$ for all $t \in \mathbb{R}$. Therefore, the function

$$
f(s)=\sum_{n=1}^{\infty} A\left(p_{n}\right)\left(\log p_{n}\right) p_{n}^{-1} e^{-s \log p_{n}}
$$

is analytic on the imaginary axis, except for a simple pole at $s=0$. This implies Lemma 1.3.6 by the mentioned special case of Vaaler's theorem (see page 32).

### 4.2 Weights from the Dedekind zeta-function

Let $K=\mathbb{Q}(\sqrt{D})$ be a fixed quadratic number field, where $D$ is a nonzero and squarefree integer. From (1.31) it is known that

$$
\zeta_{K}(s)=\zeta(s) L\left(s, \chi_{D}\right)
$$

where $\chi_{D}(n)=\left(\frac{D}{n}\right)$ is the Legendre-Kronecker character. We remark that $\chi_{D}$ is its own inverse in the group of characters.

Moreover, from (1.31) in combination with (1.8) and (1.16), we deduce

$$
\zeta_{K}(s)=\prod_{p}\left(1-\frac{1}{p^{s}}\right)^{-1}\left(1-\frac{\chi_{D}(p)}{p^{s}}\right)^{-1}
$$

Its logarithmic derivative is

$$
\begin{equation*}
-\frac{\zeta_{K}^{\prime}}{\zeta_{K}}(s)=\sum_{n=1}^{\infty} \frac{\Lambda_{K}(n)}{n^{s}} . \tag{4.1}
\end{equation*}
$$

The generalised von Mangoldt function is supported on prime powers, i.e.

$$
\begin{equation*}
\Lambda_{K}\left(p^{m}\right)=(\log p)\left(1+\chi_{D}(p)^{m}\right) \tag{4.2}
\end{equation*}
$$

and zero otherwise (see also (1.32), (1.35) and (1.36)). Since the Dedekind zeta-function does not vanish on the line $\sigma=1$ (see [50, p. 343]) and has a simple pole at $s=1$, the equivalence (1.39) implies

$$
\begin{equation*}
\psi_{K}(x):=\sum_{n \leq x} \Lambda_{K}(n)=x+o(x) \tag{4.3}
\end{equation*}
$$

as $x \rightarrow \infty$ (one may consult for the Tauberian theorem [46] resp. [50]).
According to (1.51) and (1.52), define for a Dirichlet character $\chi \bmod q$ the general Dirichlet series

$$
\begin{equation*}
f(z)=\sum_{n \geq 1} \Lambda_{K}(n) e^{-n z} \tag{4.4}
\end{equation*}
$$

resp.

$$
\begin{equation*}
f(z ; \chi)=\sum_{n \geq 1} \Lambda_{K}(n) \chi(n) e^{-n z} \tag{4.5}
\end{equation*}
$$

where $z=\delta+i \xi, \delta>0$. The proof of Theorem 1.3.7 is subdivided into several parts. Our first step is to determine an asymptotic formula for $f(\delta)$ :

Theorem 4.2.1 The series $f(\delta)=\sum_{n \geq 1} \Lambda_{K}(n) e^{-\delta n}$ converges if and only if $\delta>0$. For $\delta \rightarrow 0+$ we have $f(\delta) \sim \delta^{-1}$.

## Proof

In view of (4.2) we get $\Lambda_{K}(n) \ll \log n$ and therefore

$$
f(\delta)=\sum_{n \geq 1} \Lambda_{K}(n) e^{-\delta n} \ll \sum_{n \geq 1}(\log n) e^{-\delta n}
$$

Since the series on the right-hand side converges for $\delta>0$, so does $f(\delta)$. For $\delta=0$, formula (4.3) implies that the series

$$
f(0)=\sum_{n \geq 1} \Lambda_{K}(n)
$$

diverges. To prove the second part of the theorem, we apply partial integration to obtain for the partial sum

$$
\begin{aligned}
\sum_{n \leq x} \Lambda_{K}(n) e^{-\delta n} & =\int_{1}^{x} e^{-\delta y} \mathrm{~d} \psi_{K}(y)=\left.e^{-\delta y} \psi_{K}(y)\right|_{y=1} ^{x}+\delta \int_{1}^{x} e^{-\delta y} \psi_{K}(y) d y \\
& =e^{-\delta x} \psi_{K}(x)+\delta \int_{0}^{x} e^{-\delta y} \psi_{K}(y) d y
\end{aligned}
$$

where we used that $\Lambda_{K}$ is supported on prime powers. In view of $\delta^{-1}=$ $\delta \int_{0}^{\infty} y e^{-\delta y} d y$, we get for $x \rightarrow \infty$

$$
\sum_{n \leq x} \Lambda_{K}(n) e^{-\delta n}=e^{-\delta x} \psi_{K}(x)+\delta^{-1}+\delta \int_{0}^{x}\left(\psi_{K}(y)-y\right) e^{-\delta y} d y
$$

Applying (4.3) yields

$$
f(\delta)=\delta^{-1}+o\left(\delta \int_{0}^{\infty} y e^{-\delta y} d y\right)=\delta^{-1}+o\left(\delta^{-1}\right)
$$

or, $f(\delta) \sim \delta^{-1}$ as $\delta \rightarrow 0+$.
In the next step of the proof of Theorem 1.3 .7 we establish an upper bound for $f(\delta)^{-1} f(\delta+2 \pi i \alpha)$, whose further investigation will be the major part of the proof.

Theorem 4.2.2 Let $\alpha$ be a real number and $\delta>0$ sufficiently small. Further, let $b$ be an integer, $q$ a positive integer, satisfying $(b, q)=1$, and let $z_{0}=\delta+2 \pi i\left(\alpha-\frac{b}{q}\right)$. Denote by $\chi^{*} \bmod q^{*}$ the primitive character inducing $\chi \bmod q$. Then

$$
\begin{aligned}
f(\delta)^{-1}|f(\delta+2 \pi i \alpha)| \ll \frac{\sqrt{q}}{\varphi(q)} & +\delta \log \left(\delta^{-1}\right) \sqrt{q} \log q+ \\
& +\delta \frac{\sqrt{q}}{\varphi(q)} \sum_{\substack{\chi(\bmod q) \\
\chi \neq \chi_{0}, \chi_{D}^{*}}}\left|f\left(z_{0} ; \chi^{*}\right)\right|
\end{aligned}
$$

where $\chi_{D}^{*}$ denotes the character induced by $\chi_{D}$ or the character $\chi_{D}$ itself, if it appears among the characters modulo $q$.

## Proof

By Theorem 4.2.1,

$$
\begin{equation*}
f(\delta)^{-1} \ll \delta, \text { or } f(\delta) \ll \delta^{-1} \tag{4.6}
\end{equation*}
$$

for sufficiently small $\delta>0$. Also by Theorem 4.2.1,

$$
f(\delta+2 \pi i \alpha)=\sum_{n \geq 1} \Lambda_{K}(n) e^{-(\delta+2 \pi i \alpha) n}
$$

converges absolutely for $\delta>0$ and by estimate (4.6),

$$
\begin{equation*}
|f(\delta+2 \pi i \alpha)| \leq f(\delta) \ll \delta^{-1} \tag{4.7}
\end{equation*}
$$

If we consider characters $\bmod q$ we observe that for $q=1$ or $q=2$, there is no non-principal character. Therefore by (4.6) and (4.7),

$$
f(\delta)^{-1}|f(\delta+2 \pi i \alpha)| \ll \varphi(q)^{-1}
$$

and the desired estimate holds. Now assume $q \geq 3$. Then (4.6) and splitting of the series yields

$$
\begin{aligned}
& f(\delta)^{-1}|f(\delta+2 \pi i \alpha)| \ll \delta|f(\delta+2 \pi i \alpha)| \\
& \quad \ll \delta\left|\sum_{\substack{n \geq 1 \\
(n, q)=1}} \Lambda_{K}(n) e^{-n(\delta+2 \pi i \alpha)}\right|+\delta\left|\sum_{\substack{n \geq 1 \\
(n, q)>1}} \Lambda_{K}(n) e^{-n(\delta+2 \pi i \alpha)}\right| \\
& \quad \ll \delta\left|\sum_{\substack{h=1 \\
(h, q)=1}}^{q-1} e^{-2 \pi i\left(\frac{b h}{q}\right)} \sum_{\substack{n=1 \\
n \equiv h(\bmod q)}}^{\infty} \Lambda_{K}(n) e^{-n\left(\delta+2 \pi i\left(\alpha-\frac{b}{q}\right)\right)}\right|+ \\
& \quad+\delta \sum_{p \mid q} \log p \sum_{m=1}^{\infty} e^{-\delta p^{m}},
\end{aligned}
$$

where we used $\Lambda_{K}\left(p^{k}\right) \ll \log p$ to obtain the estimate for the second series.
To rewrite the first term, we use a character relation which states that for $(h, q)=1$,

$$
\frac{1}{\varphi(q)} \sum_{\chi(\bmod q)} \bar{\chi}(h) \chi(n)= \begin{cases}1, & \text { if } n \equiv h(\bmod q), \\ 0, & \text { otherwise },\end{cases}
$$

(see [5, p. 34]), and get for $z_{0}=\delta+2 \pi i\left(\alpha-\frac{b}{q}\right)$

$$
\sum_{\substack{n=1 \\ n \equiv h(\bmod q)}}^{\infty} \Lambda_{K}(n) e^{-n z_{0}}=\frac{1}{\varphi(q)} \sum_{\chi(\bmod q)} \bar{\chi}(h) f\left(z_{0} ; \chi\right) .
$$

For the second term in the estimate of $f(\delta)^{-1}|f(\delta+2 \pi i \alpha)|$ we use that the summand is monotone non-increasing and therefore

$$
\sum_{m=1}^{\infty} e^{-\delta p^{m}} \leq \int_{0}^{\infty} e^{-\delta p^{x}} d x
$$

This yields

$$
\begin{aligned}
f(\delta)^{-1}|f(\delta+2 \pi i \alpha)| \ll \delta & \left|\sum_{\substack{h=1 \\
(h, q)=1}}^{q-1} e^{-2 \pi i\left(\frac{b h}{q}\right)} \frac{1}{\varphi(q)} \sum_{\chi(\bmod q)} \bar{\chi}(h) f\left(z_{0} ; \chi\right)\right|+ \\
& +\delta \sum_{p \mid q} \log p \int_{0}^{\infty} e^{-\delta p^{x}} d x .
\end{aligned}
$$

For the first term on the right we recall that for a Gaussian sum

$$
\tau(\chi)=\sum_{\substack{h=1 \\(h, q)=1}}^{q} \chi(h) e^{2 \pi i\left(\frac{h}{q}\right)}
$$

we have (by [8, p. 65])

$$
\tau(\bar{\chi}) \chi(b)=\sum_{\substack{h=1 \\(h, q)=1}}^{q} \bar{\chi}(h) e^{2 \pi i\left(\frac{b h}{q}\right)}
$$

whenever $(b, q)=1$. Thus

$$
\begin{aligned}
\sum_{\substack{h=1 \\
(h, q)=1}}^{q-1} e^{-2 \pi i\left(\frac{b h}{q}\right)} & \frac{1}{\varphi(q)} \sum_{\chi(\bmod q)} \bar{\chi}(h) f\left(z_{0} ; \chi\right)= \\
& =\frac{1}{\varphi(q)} \sum_{\chi(\bmod q)} \tau(\bar{\chi}) \chi(-b) f\left(z_{0} ; \chi\right) .
\end{aligned}
$$

Substituting $y=\delta p^{x}$ yields for the integral in the above estimate of $f(\delta)^{-1}|f(\delta+2 \pi i \alpha)|$

$$
\sum_{p \mid q} \log p \int_{0}^{\infty} e^{-\delta p^{x}} d x=\sum_{p \mid q} 1 \int_{\delta}^{\infty} e^{-y} y^{-1} d y
$$

and therefore

$$
\begin{aligned}
& f(\delta)^{-1}|f(\delta+2 \pi i \alpha)| \ll \\
& \quad \ll \delta \varphi(q)^{-1}\left|\sum_{\chi(\bmod q)} \tau(\bar{\chi}) \chi(-b) f\left(z_{0} ; \chi\right)\right|+\delta \sum_{p \mid q} \int_{\delta}^{\infty} e^{-y} y^{-1} d y .
\end{aligned}
$$

We remark that in case of $\chi=\chi_{0}$, the Gaussian sum is a Ramanujan sum, i.e.

$$
\tau\left(\chi_{0} \bmod q\right)=\sum_{\substack{a \bmod q \\(a, q)=1}} \exp \left(2 \pi i \frac{a}{q}\right)=c_{q}(1)
$$

and that

$$
c_{q}(n)=\mu\left(\frac{q}{(q, n)}\right) \frac{\varphi(q)}{\varphi\left(\frac{q}{(q, n)}\right)}
$$

(see [5, p. 20]) implies $\left|\tau\left(\chi_{0} \bmod q\right)\right|=|\mu(q)| \leq 1$, while in general $|\tau(\chi)| \leq$ $\sqrt{q}$ (see $[8$, p. 66]). We use these estimates to obtain

$$
\begin{aligned}
& \sum_{\chi(\bmod q)} \tau(\bar{\chi}) \chi(-b) f\left(z_{0} ; \chi\right)= \\
&= \tau\left(\overline{\chi_{0}}\right) \chi_{0}(-b) \sum_{n \geq 1} \Lambda_{K}(n) \chi_{0}(n) e^{-n z_{0}}+ \\
&+\tau\left(\overline{\chi_{D}^{*}}\right) \chi_{D}^{*}(-b) \sum_{n \geq 1} \Lambda_{K}(n) \chi_{D}^{*}(n) e^{-n z_{0}}+ \\
&+\sum_{\substack{\chi(\bmod q) \\
\chi \neq \chi_{0}, \chi_{D}^{*}}} \tau(\bar{\chi}) \chi(-b) f\left(z_{0} ; \chi\right),
\end{aligned}
$$

and get therefore

$$
\begin{equation*}
\sum_{\chi(\bmod q)} \tau(\bar{\chi}) \chi(-b) f\left(z_{0} ; \chi\right) \ll(1+\sqrt{q}) \sum_{n \geq 1} \Lambda_{K}(n) e^{-n \delta}+\sqrt{q} \sum_{\substack{\chi(\bmod q) \\ \chi \neq \chi_{0}, \chi_{D}^{*}}}\left|f\left(z_{0} ; \chi\right)\right| \tag{4.8}
\end{equation*}
$$

as an estimate for the sum over characters.
For the integral in our estimate of $f(\delta)^{-1}|f(\delta+2 \pi i \alpha)|$ we observe that (by substituting $x=y^{-1}$ ),

$$
\int_{\delta}^{\infty} e^{-y} y^{-1} d y=\int_{0}^{1} x^{-1} e^{-\frac{1}{x}} d x+\int_{1}^{\frac{1}{\delta}} x^{-1} e^{-\frac{1}{x}} d x \ll \log \left(\delta^{-1}\right)
$$

and with $\omega(q):=\sum_{p \mid q} 1 \ll \log q$ (see [25, p. 471]), we get

$$
\sum_{p \mid q} \int_{\delta}^{\infty} e^{-y} y^{-1} d y \ll(\log q) \log \left(\delta^{-1}\right)
$$

Therefore,

$$
\begin{aligned}
& f(\delta)^{-1}|f(\delta+2 \pi i \alpha)| \ll \\
& \quad \ll \delta \frac{1+\sqrt{q}}{\varphi(q)} \sum_{n \geq 1} \Lambda_{K}(n) e^{-n \delta}+\delta \frac{\sqrt{q}}{\varphi(q)} \sum_{\substack{\chi(\bmod q) \\
\chi \neq \chi_{0}, \chi_{D}^{ \pm}}}\left|f\left(z_{0} ; \chi\right)\right|+ \\
& \quad+\delta(\log q) \log \left(\delta^{-1}\right) .
\end{aligned}
$$

If $\chi^{*} \bmod q^{*}$ is the primitive character inducing $\chi \bmod q$, then

$$
\begin{aligned}
\left|f\left(z_{0} ; \chi\right)\right| & =\left|\sum_{n \geq 1} \Lambda_{K}(n) \chi^{*}(n) e^{-n z_{0}}-\sum_{\substack{n \geq 1 \\
(n, q)>1}} \Lambda_{K}(n) \chi^{*}(n) e^{-n z_{0}}\right| \\
& \ll\left|f\left(z_{0} ; \chi^{*}\right)\right|+\sum_{p \mid q} \log p \sum_{m=1}^{\infty} e^{-\delta p^{m}} \\
& \ll\left|f\left(z_{0} ; \chi^{*}\right)\right|+(\log q) \log \left(\delta^{-1}\right)
\end{aligned}
$$

Substituting this in our upper bound we obtain

$$
\begin{aligned}
& f(\delta)^{-1}|f(\delta+2 \pi i \alpha)| \ll \\
& \quad \ll \frac{\sqrt{q}}{\varphi(q)}+\delta \log \left(\delta^{-1}\right) \sqrt{q}(\log q)+\delta \frac{\sqrt{q}}{\varphi(q)} \sum_{\substack{\chi(\bmod q) \\
\chi \neq \chi_{0}, \chi_{D}^{*}}}\left|f\left(z_{0}, \chi^{*}\right)\right|
\end{aligned}
$$

by (4.6) and that the number of characters modulo $q$ is $\varphi(q)$.
To estimate the sum over characters modulo $q$, we need to establish two theorems that enable us to determine the logarithmic derivative of the twisted Dedekind zeta-function. As a member of $\mathcal{S}^{\text {poly }}$, the multiplicative twist of the Dedekind zeta-function by a primitive Dirichlet character $\chi^{*} \bmod q^{*}$ is by (1.29) and (1.33) defined as

$$
\begin{equation*}
\zeta_{K}\left(s ; \chi^{*}\right)=\sum_{n=1}^{\infty} \frac{r(n) \chi^{*}(n)}{n^{s}}, \tag{4.9}
\end{equation*}
$$

where $r(n)$ denotes the number of integral ideals $\mathfrak{a}$ of norm $\mathrm{N}(\mathfrak{a})=n$. Moreover, the twisted Euler product is by (1.31) and (1.34) a product of two Dirichlet L-functions, i.e.

$$
\begin{equation*}
\zeta_{K}\left(s ; \chi^{*}\right)=L\left(s ; \chi^{*}\right) L\left(s ; \chi^{*} \chi_{D}\right), \tag{4.10}
\end{equation*}
$$

where $\chi_{D} \bmod |D|$ is the Legendre-Kronecker character. We remark that the product $\chi^{*} \chi_{D}$ of the two characters $\chi^{*} \bmod q^{*}$ and $\chi_{D} \bmod |D|$ is a character modulo $q:=q^{*}|D|$ (see [34, p. 108]). Logarithmic differentiation of (4.10) implies

$$
\begin{equation*}
\frac{\zeta_{K}^{\prime}}{\zeta_{K}}\left(s ; \chi^{*}\right)=\frac{L^{\prime}}{L}\left(s ; \chi^{*}\right)+\frac{L^{\prime}}{L}\left(s ; \chi^{*} \chi_{D}\right) . \tag{4.11}
\end{equation*}
$$

Theorem 4.2.3 Let $m \geq 2$ be an integer and $\chi^{*} \bmod q^{*}$ a primitive Dirichlet character. There exists a sequence of real numbers $T_{m}=T_{m}\left(\chi^{*}\right)$ with $m<T_{m}<m+1$, such that for $-1 \leq \sigma \leq 2$

$$
\frac{\zeta_{K}^{\prime}}{\zeta_{K}}\left(\sigma \pm i T_{m} ; \chi^{*}\right) \ll\left(\log \left(\mathfrak{q} T_{m}\right)\right)^{2}
$$

where $\mathfrak{q}=q^{*}|D|$ and the implied constant does not depend on $m$ and $\mathfrak{q}$.

## Proof

The proof is related to the one for Dirichlet L-functions [53, p. 226-227], but shall be stated for the sake of completeness: Let $\gamma_{01} \leq \gamma_{02} \leq \ldots \leq \gamma_{0 j}$ be the ordinates of the non-trivial zeros of $\zeta_{K}\left(s ; \chi^{*}\right)$ with $m<t<m+1$ in the upper half-plane, where as usual $s=\sigma+i t$. Denote by $N_{K}\left(T, \chi^{*}\right)$ the number of zeros $\rho=\beta+i \gamma$ of $\zeta_{K}\left(s ; \chi^{*}\right)$ with $0 \leq \beta \leq 1$ and $0 \leq \gamma \leq T$ (counted with multiplicities). Then (4.10) implies

$$
N_{K}\left(T, \chi^{*}\right)=N_{1}\left(T, \chi^{*}\right)+N_{2}\left(T, \chi^{*} \chi_{D}\right),
$$

where $N_{1}\left(T, \chi^{*}\right)$ resp. $N_{2}\left(T, \chi^{*} \chi_{D}\right)$ denotes the number of zeros $\rho=\beta+i \gamma$ of $L\left(s ; \chi^{*}\right)$ resp. $L\left(s ; \chi^{*} \chi_{D}\right)$ with $0 \leq \beta \leq 1$ and $0 \leq \gamma \leq T$ (counted with multiplicities). By (1.24),

$$
N_{K}\left(T, \chi^{*}\right)=\frac{T}{\pi} \log T+(A(q)+A(\mathfrak{q})) T+O(\log T)
$$

which yields that the number of zeros with imaginary part $T<\gamma \leq T+1$ is

$$
\begin{equation*}
N_{K}\left(T+1, \chi^{*}\right)-N_{K}\left(T, \chi^{*}\right) \ll \log T \tag{4.12}
\end{equation*}
$$

for $T \geq 2$. Therefore,

$$
\begin{aligned}
j & =j(m)=\#\{\text { ordinates of non-trivial zeros in } m<t<m+1\} \\
& \ll \log m .
\end{aligned}
$$

Now, if we divide the interval $(m, m+1)$ into $j+1$ equal parts, there is at least one subinterval containing none of the $\gamma_{0 i}(i=1, \ldots, j)$. Let $T_{m}$ be the center of such an subinterval. Each subinterval is of length $\gg(\log m)^{-1}$, so $\left|T_{m}-\gamma_{0 i}\right| \gg(\log m)^{-1}$ for all $i=1, \ldots, j$. Therefore,

$$
\begin{equation*}
\left|T_{m}-\gamma_{0}\right| \gg \frac{1}{\log m} \tag{4.13}
\end{equation*}
$$

if $\gamma_{0}$ is the ordinate of an arbitrary zero of $\zeta_{K}\left(s ; \chi^{*}\right)$. Taking into account the partial-fraction decomposition (1.25) related to $\chi^{*}$ and $\chi^{*} \chi_{D}$ in combination with (4.11),

$$
\frac{\zeta_{K}^{\prime}}{\zeta_{K}}\left(s ; \chi^{*}\right)=\sum_{\substack{\rho_{0} \\\left|\gamma_{0}-t\right| \leq 1}} \frac{1}{s-\rho_{0}}+O(\log (\mathfrak{q}|t|))
$$

where the sum is taken over all zeros $\rho_{0}=\beta_{0}+i \gamma_{0}$ of $\zeta_{K}\left(s ; \chi^{*}\right)$ in the strip $-1 \leq \sigma \leq 2$. Using our previous obeservations (4.12) and (4.13),

$$
\begin{aligned}
\frac{\zeta_{K}^{\prime}}{\zeta_{K}}\left(\sigma+i T_{m} ; \chi^{*}\right) & =\sum_{\substack{\rho_{0} \\
\left|\gamma_{0}-T_{m}\right| \leq 1}} \frac{1}{\sigma+i T_{m}-\rho_{0}}+O\left(\log \left(\mathfrak{q} T_{m}\right)\right) \\
& \ll \sum_{\substack{\rho_{0} \\
\left|\gamma_{0}-T_{m}\right| \leq 1}} \log m+\log \left({ }_{q} T_{m}\right) \ll\left(\log \left({ }_{q} T_{m}\right)\right)^{2},
\end{aligned}
$$

for $m<T_{m}<m+1$. Since the Riemann-von Mangoldt formula (1.24) also holds in the lower half-plane, we get analogously

$$
\frac{\zeta_{K}^{\prime}}{\zeta_{K}}\left(\sigma-i T_{m} ; \chi^{*}\right) \ll\left(\log \left(\mathfrak{q} T_{m}\right)\right)^{2},
$$

completing the proof of the theorem.
We also need an estimate for the logarithmic derivative (4.11) to the left of the vertical line $\sigma=-1$.

Theorem 4.2.4 Let $\chi^{*} \bmod q^{*}$ be a primitive Dirichlet character. Exclude from the half-plane $\sigma \leq-1$ the points inside the disc $|s+m| \leq \frac{1}{2}$ for $m=$ $0,1,2, \ldots$. Then in the remaining area,

$$
\frac{\zeta_{K}^{\prime}}{\zeta_{K}}\left(s ; \chi^{*}\right) \ll \log (\mathfrak{q}|s|),
$$

for $|s| \geq 2$.

## Proof

This is an immediate consequence of (4.11) and (1.26) for $|s| \geq 2$.
In the next step of the proof of Theorem 1.3.7, we split the sum over characters appearing in Theorem 4.2.2. For this purpose, we introduce some notation.

Definition 4.2.5 Let $\chi^{*} \bmod q^{*}$ be a primitive Dirichlet character. Define $\mathcal{F}\left(\chi^{*}\right)$ to be the set of all non-trivial zeros $\rho=\beta+i \gamma, \beta>0$ of the multiplicative twist of $\zeta_{K}$, i.e. $\zeta_{K}\left(s ; \chi^{*}\right)$ in (4.9). If we write a sum over $\rho \in \mathcal{F}\left(\chi^{*}\right)$, we write this with the meaning that a zero of multiplicity $N$ appears $N$-times in the sum.

Theorem 4.2.6 Let $\chi^{*} \bmod q^{*}$ be a primitive Dirichlet character with $q^{*} \geq$ 3 and $\chi_{D} \bmod |D|$ the Legendre-Kronecker character. Further, let $\mathfrak{q}=q^{*}|D|$ be the modulus of $\chi^{*} \chi_{D}$ and $\mathfrak{q}^{*}$ the modulus of the primitive character $\left(\chi^{*} \chi_{D}\right)^{*}$ inducing $\chi^{*} \chi_{D}$. Then there exists entire functions

$$
h^{(1)}\left(z ; \chi^{*}\right)=\sum_{n=0}^{\infty} \kappa_{n}\left(\chi^{*}\right) z^{n}
$$

and

$$
h^{(2)}\left(z ; \chi^{*}\right)=\sum_{\substack{n \in \mathbb{Z} \\ n^{*} \neq 0}} \sum_{\substack{p \mid \mathfrak{q} \\ p \nmid \mathfrak{q}^{*}}} \kappa\left(n^{*}\right) z^{-n^{*}}
$$

where $n^{*}=n^{*}(D, p)=\frac{i\left(\arg \left(\chi^{*} \chi_{D}\right)^{*}(p)+2 \pi n\right)}{\log p}$ for $p \mid \mathfrak{q}, p \nmid \mathfrak{q}^{*}$, such that for $z=\delta+i \xi, \delta>0$, we have

$$
f\left(z ; \chi^{*}\right)=-\sum_{\rho \in \mathcal{F}\left(\chi^{*}\right)} \Gamma(\rho) z^{-\rho}+h^{(1)}\left(z ; \chi^{*}\right)+h^{(2)}\left(z ; \chi^{*}\right)
$$

Moreover, if $\sum^{\prime}$ denotes the sum over all primes with $\left(\chi^{*} \chi_{D}\right)^{*}(p) \neq 1$ and $\sum^{\prime \prime}$ the sum over all primes with $\left(\chi^{*} \chi_{D}\right)^{*}(p)=1$, the coefficients are given by

$$
\begin{aligned}
\kappa_{n}\left(\chi^{*}\right)= & \frac{(-1)^{n}}{n!}\left\{\log \left(\frac{q^{*}}{2 \pi}\right)+\log \left(\frac{\mathfrak{q}^{*}}{2 \pi}\right)+2 \frac{\Gamma^{\prime}}{\Gamma}(1+n)+\right. \\
& +\frac{L^{\prime}}{L}\left(1+n ; \overline{\chi^{*}}\right)+\frac{L^{\prime}}{L}\left(1+n ; \overline{\left(\chi^{*} \chi_{D}\right)^{*}}\right)+ \\
& \left.+\sum_{\substack{p \mid \mathfrak{q} \\
p \chi \mathfrak{q}^{*}}}^{\prime} \frac{\left(\chi^{*} \chi_{D}\right)^{*}(p) p^{n} \log p}{\left(\chi^{*} \chi_{D}\right)^{*}(p) p^{n}-1}+\sum_{\substack{p|\mathfrak{q} \\
p \chi| \mathfrak{q}^{*} \\
n \neq 0}}^{\prime \prime} \frac{p^{n} \log p}{p^{n}-1}+\frac{1}{2} \sum_{\substack{p \mid \mathfrak{q} \\
p \chi \mathfrak{q}^{*} \\
n=0}}^{\prime \prime} \log p\right\}
\end{aligned}
$$

and

$$
\kappa\left(n^{*}\right)=-\frac{\pi}{\sin \left(\pi n^{*}\right) \Gamma\left(1-n^{*}\right) p^{n^{*}}}
$$

They satisfy

$$
\kappa_{n}\left(\chi^{*}\right) \ll \frac{1+\log (1+n)+p_{1}^{n}}{n!}
$$

and

$$
\kappa\left(n^{*}\right) \ll|n|^{\frac{1}{2}-|n|}
$$

where $p_{1}$ is the largest prime that divides $\mathfrak{q}$, but not $\mathfrak{q}^{*}$.

## Proof

Applying Mellin transform (see [49, p. 144]) in the half-plane of absolute
convergence yields, in combination with (4.1),

$$
\begin{aligned}
f\left(z ; \chi^{*}\right) & =\frac{1}{2 \pi i} \int_{2-i \infty}^{2+i \infty} \Gamma(s) z^{-s}\left(-\frac{\zeta_{K}^{\prime}}{\zeta_{K}}\left(s ; \chi^{*}\right)\right) d s \\
& =\lim _{T \rightarrow \infty} \frac{1}{2 \pi i} \int_{2-i T}^{2+i T} \Gamma(s) z^{-s}\left(-\frac{\zeta_{K}^{\prime}}{\zeta_{K}}\left(s ; \chi^{*}\right)\right) d s,
\end{aligned}
$$

where $z=\delta+i \xi, \delta>0$. To apply the residue theorem, we discuss the poles of the integrand: It is well-known that $\Gamma(s)$ has simple poles at $s=-n, n \in \mathbb{N}_{0}$, while the logarithmic derivative of the twisted Dedekind zeta-function, i.e. (4.11), has
no pole at $s=1$ by (4.10), since the principal character $\chi_{0}$ is not considered to be primitive, and $\chi^{*} \neq \chi_{D}^{*}$ in view of the summation condition in Theorem 4.2.2;
simple poles at the non-trivial zeros in $\mathcal{F}\left(\chi^{*}\right)$, as well as simple poles at the trivial zeros in the left half-plane at $s=-n, n \in \mathbb{N}_{0}$ and on the imaginary axis, in view of (4.10), (1.17) and (1.23).

So the integrand has singularities at $\mathcal{F}\left(\chi^{*}\right) \cup \mathcal{V}$, where

$$
\begin{aligned}
\mathcal{V}= & \left\{-n: n \in \mathbb{N}_{0}\right\} \cup \\
& \cup\left\{n^{*}=\frac{i\left(\arg \left(\chi^{*} \chi_{D}\right)^{*}(p)+2 \pi n\right)}{\log p}: p \mid \mathfrak{q}, p \nmid \mathfrak{q}^{*}, n=0, \pm 1, \pm 2, \ldots\right\} .
\end{aligned}
$$

For $N \in \mathbb{N}$ and $T>1$ consider the rectangular area $\mathcal{R}$ with vertices $2 \pm$ $i T,-N-\hat{\delta} \pm i T$. Since the trivial zeros in the left half-plane $\sigma<0$ are at negative integers, we can choose $\hat{\delta}>0$ such that no trivial zero is on the vertical line joining $-N-\hat{\delta}-i T$ and $-N-\hat{\delta}+i T$. W.l.o.g. $0<\hat{\delta}<1$ (in fact, $\hat{\delta}=\frac{1}{2}$ would be sufficient, but in view of the later generalisation we prefer to work with an unspecified $\hat{\delta}$ between zero and one). Moreover, we choose $T>1$ in a way to fulfill Theorem 4.2.3 and Theorem 4.2.4. Applying residue calculus yields

$$
\begin{aligned}
& \frac{1}{2 \pi i} \int_{2-i T}^{2+i T} \Gamma(s) z^{-s}\left(-\frac{\zeta_{K}^{\prime}}{\zeta_{K}}\left(s ; \chi^{*}\right)\right) d s= \\
& \quad=\frac{1}{2 \pi i}\left\{\int_{2-i T}^{-N-\hat{\delta}-i T}+\int_{-N-\hat{\delta}-i T}^{-N-\hat{\delta}+i T}+\int_{-N-\hat{\delta}+i T}^{2+i T}\right\} \Gamma(s) z^{-s}\left(-\frac{\zeta_{K}^{\prime}}{\zeta_{K}}\left(s ; \chi^{*}\right)\right) d s \\
& \quad+\sum_{s_{0} \in \mathcal{R}^{\circ} \cap\left(\mathcal{V} \cup \mathcal{F}\left(\chi^{*}\right)\right)}^{\operatorname{res}_{s=s_{0}} \Gamma(s) z^{-s}\left(-\frac{\zeta_{K}^{\prime}}{\zeta_{K}}\left(s ; \chi^{*}\right)\right) .}
\end{aligned}
$$

We estimate each integral on the right-hand side individually: Since by assumption $z=\delta+i \xi, \delta>0$, we can write $z=r e^{i \theta}$ with $r>0$ and $|\theta|<\frac{\pi}{2}$.

By Theorem 4.2.3 and Theorem 4.2.4 we obtain

$$
\begin{aligned}
& \frac{1}{2 \pi i} \int_{-N-\hat{\delta}+i T}^{2+i T} \Gamma(s) z^{-s}\left(-\frac{\zeta_{K}^{\prime}}{\zeta_{K}}\left(s ; \chi^{*}\right)\right) d s= \\
&= \frac{1}{2 \pi i} \int_{-N-\hat{\delta}}^{-1} \Gamma(\sigma+i T)\left(-\frac{\zeta_{K}^{\prime}}{\zeta_{K}}\left(\sigma+i T ; \chi^{*}\right)\right)\left(r e^{i \theta}\right)^{-\sigma-i T} d \sigma+ \\
&+\frac{1}{2 \pi i} \int_{-1}^{2} \Gamma(\sigma+i T)\left(-\frac{\zeta_{K}^{\prime}}{\zeta_{K}}\left(\sigma+i T ; \chi^{*}\right)\right)\left(r e^{i \theta}\right)^{-\sigma-i T} d \sigma \\
& \ll \int_{-N-\hat{\delta}}^{-1}|\Gamma(\sigma+i T)| \log (\mathfrak{q}|\sigma+i T|) r^{-\sigma} e^{T|\theta|} d \sigma+ \\
&+\int_{-1}^{2}|\Gamma(\sigma+i T)|(\log (\mathfrak{q} T))^{2} r^{-\sigma} e^{T|\theta|} d \sigma
\end{aligned}
$$

Stirling's formula [13, p. 204]

$$
\begin{equation*}
\Gamma(s)=\sqrt{2 \pi} s^{s-\frac{1}{2}} e^{-s} e^{H(s)} \tag{4.14}
\end{equation*}
$$

for $|\arg (s)|<\pi$ and $H(s) \rightarrow 0$ as $s \rightarrow \infty$, implies

$$
\begin{equation*}
\Gamma(\sigma+i T) \ll T^{\sigma-\frac{1}{2}} e^{-\frac{\pi T}{2}} \tag{4.15}
\end{equation*}
$$

as $T \rightarrow \infty$ (see [34, p. 45]). By (4.15) we obtain

$$
\begin{aligned}
& \frac{1}{2 \pi i} \int_{-N-\hat{\delta}+i T}^{2+i T} \Gamma(s) z^{-s}\left(-\frac{\zeta_{K}^{\prime}}{\zeta_{K}}\left(s ; \chi^{*}\right)\right) d s \ll \\
& \lll e^{\left(|\theta|-\frac{\pi}{2}\right) T} T^{-\frac{1}{2}} \log (\mathfrak{q}|N+\hat{\delta}+i T|) \int_{-N-\hat{\delta}}^{-1} T^{\sigma} r^{-\sigma} d \sigma+ \\
& \quad+e^{\left(|\theta|-\frac{\pi}{2}\right) T} T^{-\frac{1}{2}}(\log (\mathfrak{q} T))^{2} \int_{-1}^{2} T^{\sigma} r^{-\sigma} d \sigma \\
& \\
& \lll e^{\left(|\theta|-\frac{\pi}{2}\right) T} T^{\frac{7}{2}}
\end{aligned}
$$

In view of $|\theta|<\frac{\pi}{2}$, the right-hand side tends to zero as $T \rightarrow \infty$. The integral along the path $[2-i T,-N-\hat{\delta}-i T]$ can be treated similar, where we use $\overline{\Gamma(s)}=\Gamma(\bar{s})$ and $\log (\mathfrak{q}|N+\hat{\delta}+i T|)$ has to be replaced by $\log (\mathfrak{q}|N+\hat{\delta}-i T|)$. Thus,

$$
\begin{aligned}
f\left(z ; \chi^{*}\right)=\lim _{T \rightarrow \infty}\left\{\frac{1}{2 \pi i}\right. & \int_{-N-\hat{\delta}-i T}^{-N-\hat{\delta}+i T} \Gamma(s) z^{-s}\left(-\frac{\zeta_{K}^{\prime}}{\zeta_{K}}\left(s ; \chi^{*}\right)\right) d s+ \\
& \left.+\sum_{s_{0} \in \mathcal{R}^{\circ} \cap\left(\mathcal{V} \cup \mathcal{F}\left(\chi^{*}\right)\right)} \operatorname{res}_{s=s_{0}} \Gamma(s) z^{-s}\left(-\frac{\zeta_{K}^{\prime}}{\zeta_{K}}\left(s ; \chi^{*}\right)\right)\right\}
\end{aligned}
$$

By the functional equation $\Gamma(s)=\frac{\Gamma(s+1)}{s}$ and (4.15),

$$
\begin{aligned}
\Gamma(-N-\hat{\delta}+i t) & =\frac{\Gamma(-\hat{\delta}+i t)}{(-N-\hat{\delta}+i t) \ldots(-1-\hat{\delta}+i t)} \\
& \ll(N!)^{-1}|\Gamma(-1-\hat{\delta}+i t)| \\
& \ll(N!)^{-1} t^{-\frac{1}{2}-\hat{\delta}} e^{-\frac{\pi t}{2}}
\end{aligned}
$$

for $t \rightarrow \infty$. In view of

$$
\begin{equation*}
|\Gamma(\tilde{\alpha}+i t)|=|\Gamma(\tilde{\alpha}-i t)| \tag{4.16}
\end{equation*}
$$

for $\tilde{\alpha} \in \mathbb{R}$, the estimate also holds for $\Gamma(-N-\hat{\delta}-i t)$. Therefore, by Theorem 4.2.4 and $z=r e^{i \theta},|\theta|<\frac{\pi}{2}$,

$$
\begin{aligned}
\lim _{T \rightarrow \infty} & \left|\frac{1}{2 \pi i} \int_{-N-\hat{\delta}-i T}^{-N-\hat{\delta}+i T} \Gamma(s) z^{-s}\left(-\frac{\zeta_{K}^{\prime}}{\zeta_{K}}\left(s ; \chi^{*}\right)\right) d s\right|= \\
& =\lim _{T \rightarrow \infty}\left|\frac{1}{2 \pi} \int_{-T}^{T} \Gamma(-N-\hat{\delta}+i t) z^{N+\hat{\delta}-i t}\left(-\frac{\zeta_{K}^{\prime}}{\zeta_{K}}\left(-N-\hat{\delta}+i t ; \chi^{*}\right)\right) d t\right| \\
& \ll \int_{-\infty}^{\infty}|\Gamma(-N-\hat{\delta}+i t)| \log (\mathfrak{q}|N+\hat{\delta}+i t|) r^{N+\hat{\delta}} e^{|\theta t|} d t \\
& \ll \frac{r^{N+\hat{\delta}}}{N!} \int_{0}^{\infty} e^{\left(|\theta|-\frac{\pi}{2}\right) t} \log (\mathfrak{q}|N+\hat{\delta}+i t|) t^{-\frac{1}{2}-\hat{\delta}} d t \\
& \ll \frac{r^{N+\hat{\delta}}}{N!} \int_{0}^{\infty} t e^{\left(|\theta|-\frac{\pi}{2}\right) t} d t \ll \frac{r^{N+\hat{\delta}}}{N!},
\end{aligned}
$$

which tends to zero as $N \rightarrow \infty$. Thus, for $\delta>0$, we have

$$
\begin{equation*}
f\left(z ; \chi^{*}\right)=\sum_{s_{0} \in \mathcal{V} \cup \mathcal{F}\left(\chi^{*}\right)} \operatorname{res}_{s=s_{0}} \Gamma(s) z^{-s}\left(-\frac{\zeta_{K}^{\prime}}{\zeta_{K}}\left(s ; \chi^{*}\right)\right) \tag{4.17}
\end{equation*}
$$

Recalling our observation on possible poles,

$$
f\left(z ; \chi^{*}\right)=-\sum_{\rho \in \mathcal{F}\left(\chi^{*}\right)} \Gamma(\rho) z^{-\rho}+\sum_{s \in \mathcal{V}} \kappa_{s}\left(\chi^{*}\right) z^{-s}
$$

where $\kappa_{s}\left(\chi^{*}\right)$ denotes the residue arising from $\Gamma(s)$ and $-\frac{\zeta_{K}^{\prime}}{\zeta_{K}}\left(s ; \chi^{*}\right)$ at $s \in \mathcal{V}$. We note that the series $\sum \kappa_{s}\left(\chi^{*}\right) z^{-s}$ converges and

$$
\begin{aligned}
\sum_{s \in \mathcal{V}} \kappa_{s}\left(\chi^{*}\right) z^{-s}= & \sum_{n \in \mathbb{N}_{0}}\left(\operatorname{res}_{s=-n} \Gamma(s)\left(-\frac{\zeta_{K}^{\prime}}{\zeta_{K}}\left(s ; \chi^{*}\right)\right)\right) z^{n}+ \\
& +\sum_{n^{*} \neq 0}\left(\operatorname{res}_{s=n^{*}} \Gamma(s)\left(-\frac{\zeta_{K}^{\prime}}{\zeta_{K}}\left(s ; \chi^{*}\right)\right)\right) z^{-n^{*}}
\end{aligned}
$$

To compute the first residue, we apply (4.11) to obtain

$$
\begin{aligned}
\operatorname{res}_{s=-n} & \Gamma(s)\left(-\frac{\zeta_{K}^{\prime}}{\zeta_{K}}\left(s ; \chi^{*}\right)\right)= \\
& =\operatorname{res}_{s=-n} \Gamma(s)\left(-\frac{L^{\prime}}{L}\left(s ; \chi^{*}\right)\right)+\operatorname{res}_{s=-n} \Gamma(s)\left(-\frac{L^{\prime}}{L}\left(s ; \chi^{*} \chi_{D}\right)\right)
\end{aligned}
$$

We use the asymmetric version of the functional equation (1.18) for Dirichlet L-functions to a primitive character (see [8, p. 69]), i.e.

$$
L\left(1-s ; \chi^{*}\right)=\varepsilon\left(\chi^{*}\right) 2^{1-s} \pi^{-s}\left(q^{*}\right)^{s \frac{1}{2}} \cos \left(\frac{\pi}{2}(s-a)\right) \Gamma(s) L\left(s ; \overline{\chi^{*}}\right),
$$

where $\varepsilon\left(\chi^{*}\right)$ is a constant of absolute value one and $a=a\left(\chi^{*}\right)$ is defined as for (1.18). Logarithmic differentiation and a change of variables, i.e. $s \rightarrow 1-s$, yields

$$
\begin{aligned}
-\frac{L^{\prime}}{L}\left(s, \chi^{*}\right)= & \log \left(\frac{q^{*}}{2 \pi}\right)-\frac{\pi}{2} \tan \left(\frac{\pi}{2}(1-s-a)\right)+ \\
& +\frac{\Gamma^{\prime}}{\Gamma}(1-s)+\frac{L^{\prime}}{L}\left(1-s, \overline{\chi^{*}}\right)
\end{aligned}
$$

We also require

$$
\begin{equation*}
\Gamma(s)=\frac{\pi}{\sin (\pi s) \Gamma(1-s)} \tag{4.18}
\end{equation*}
$$

to get

$$
\begin{aligned}
\operatorname{res}_{s=-n} \Gamma(s) & \left(-\frac{L^{\prime}}{L}\left(s ; \chi^{*}\right)\right)= \\
= & \operatorname{res}_{s=-n} \frac{\pi}{\sin (\pi s) \Gamma(1-s)}\left(\log \left(\frac{q^{*}}{2 \pi}\right)+\frac{\Gamma^{\prime}}{\Gamma}(1-s)+\frac{L^{\prime}}{L}\left(1-s, \overline{\chi^{*}}\right)\right)+ \\
& +\operatorname{res}_{s=-n} \frac{-\pi^{2}}{2 \sin (\pi s) \Gamma(1-s)} \tan \left(\frac{\pi}{2}(1-s-a)\right) .
\end{aligned}
$$

Since

$$
\begin{equation*}
\operatorname{res}_{s=-n} \frac{\pi}{\sin (\pi s)}=(-1)^{n} \tag{4.19}
\end{equation*}
$$

$\Gamma(1+n)=n!$ for $n \in \mathbb{N}_{0}$ and $L\left(1+i t, \overline{\chi^{*}}\right) \neq 0$ for all $t \in \mathbb{R}$ (see [53, Satz 4.1]), we get for the first residue

$$
\begin{aligned}
& \operatorname{res}_{s=-n} \frac{\pi}{\sin (\pi s) \Gamma(1-s)}\left(\log \left(\frac{q^{*}}{2 \pi}\right)+\frac{\Gamma^{\prime}}{\Gamma}(1-s)+\frac{L^{\prime}}{L}\left(1-s, \overline{\chi^{*}}\right)\right)= \\
& \quad=\frac{(-1)^{n}}{n!}\left(\log \left(\frac{q^{*}}{2 \pi}\right)+\frac{\Gamma^{\prime}}{\Gamma}(1+n)+\frac{L^{\prime}}{L}\left(1+n, \overline{\chi^{*}}\right)\right)
\end{aligned}
$$

For the function

$$
-\frac{\pi^{2}}{2 \sin (\pi s) \Gamma(1-s)} \tan \left(\frac{\pi}{2}(1-s-a)\right)
$$

we consider two cases for $s=-n$ resp. $-s-a=-(a-n)$ :
If $a-n$ is odd, then $1+n-a$ is even and therefore divisible by 2 . Since $\tan (k \pi)=0$ for $k \in \mathbb{Z}, \tan \left(\pi \cdot \frac{1-s-a}{2}\right)$ has a zero at $s=-n$, which cancels the simple pole of $\frac{1}{\sin (\pi s)}$. So the pole is removable and the residue is zero.

If $a-n$ is even, then $\frac{\pi}{2}(1+n-a)=\frac{\pi}{2}+\frac{\pi}{2}(n-a)$, which is $\frac{\pi}{2}$ plus an integer multiple of $\pi$. So $\tan \left(\frac{\pi}{2}(1-s-a)\right.$ ) has a simple pole at $s=-n$, arrising from the cosine-function, and

$$
\frac{\tan \left(\frac{\pi}{2}(1-s-a)\right)}{\sin (\pi s)}
$$

has a double pole at $s=-n$. Let $a-n=2 k$ and $s=w-n$, then

$$
\frac{\tan \left(\frac{\pi}{2}(1-s-a)\right)}{\sin (\pi s)}=\frac{\tan \left(\frac{\pi}{2}(1-w-2 k)\right)}{\sin (\pi w+2 \pi k-\pi a)}
$$

Using $\tan (x+\pi)=\tan x, \sin (x+2 \pi)=\sin x, \sin (x+\pi)=-\sin x$ in the first step, and $\tan \left(\frac{\pi}{2}-x\right)=\cot x$ in the second,

$$
\begin{aligned}
\frac{\tan \left(\frac{\pi}{2}(1-w-2 k)\right)}{\sin (\pi w+2 \pi k-\pi a)} & =(-1)^{a} \frac{\tan \left(\frac{\pi}{2}-\frac{\pi}{2} w\right)}{\sin (\pi w)}=(-1)^{a} \frac{\cot \left(\frac{\pi}{2} w\right)}{\sin (\pi w)} \\
& =(-1)^{a} \frac{\cos \left(\frac{\pi}{2} w\right)}{\sin (\pi w) \sin \left(\frac{\pi}{2} w\right)}
\end{aligned}
$$

Since $\sin (\pi w)$ and $\sin \left(\frac{\pi}{2} w\right)$ are both odd functions, their product is an even function. Note that $\cos \left(\frac{\pi}{2} w\right)$ is also an even function and that the quotient of two even functions is even again. Therefore, only even powers appear in the Laurent series and the residue at $s=-n$ of the double pole is zero, i.e.

$$
\operatorname{res}_{s=-n} \frac{-\pi^{2}}{2 \sin (\pi s) \Gamma(1-s)} \tan \left(\frac{\pi}{2}(1-s-a)\right)=0
$$

Thus,

$$
\begin{aligned}
& \operatorname{res}_{s=-n} \Gamma(s)\left(-\frac{L^{\prime}}{L}\left(s ; \chi^{*}\right)\right)= \\
&=\frac{(-1)^{n}}{n!}\left(\log \left(\frac{q^{*}}{2 \pi}\right)+\frac{\Gamma^{\prime}}{\Gamma}(1+n)+\frac{L^{\prime}}{L}\left(1+n, \overline{\chi^{*}}\right)\right)
\end{aligned}
$$

Logarithmis differentiation of (1.17) yields

$$
\begin{equation*}
\frac{L^{\prime}}{L}\left(s ; \chi^{*} \chi_{D}\right)=\frac{L^{\prime}}{L}\left(s ;\left(\chi^{*} \chi_{D}\right)^{*}\right)+\sum_{\substack{p \mid \mathfrak{q} \\ p \chi \mathfrak{q}^{*}}} \frac{\left(\chi^{*} \chi_{D}\right)^{*}(p) \log p}{p^{s}-\left(\chi^{*} \chi_{D}\right)^{*}(p)} \tag{4.20}
\end{equation*}
$$

and implies

$$
\begin{aligned}
\operatorname{res}_{s=-n} \Gamma(s)\left(-\frac{L^{\prime}}{L}\left(s ; \chi^{*} \chi_{D}\right)\right)= & \operatorname{res}_{s=-n} \Gamma(s)\left(-\frac{L^{\prime}}{L}\left(s ;\left(\chi^{*} \chi_{D}\right)^{*}\right)\right)+ \\
& +\operatorname{res}_{s=-n} \Gamma(s)\left(-\sum_{\substack{p \mid \mathfrak{q} \\
p \backslash \mathfrak{q}^{*}}} \frac{\left(\chi^{*} \chi_{D}\right)^{*}(p) \log p}{p^{s}-\left(\chi^{*} \chi_{D}\right)^{*}(p)}\right)
\end{aligned}
$$

where $\left(\chi^{*} \chi_{D}\right)^{*} \bmod \mathfrak{q}^{*}$ is the primitive character inducing $\chi^{*} \chi_{D} \bmod \mathfrak{q}$. Analogously to our previous observation for the logarithmic derivative of the Lfunction to the primitive character $\chi^{*} \bmod q^{*}$, we get

$$
\begin{aligned}
& \operatorname{res}_{s=-n} \Gamma(s)\left(-\frac{L^{\prime}}{L}\left(s ;\left(\chi^{*} \chi_{D}\right)^{*}\right)\right)= \\
&=\frac{(-1)^{n}}{n!}\left(\log \left(\frac{\mathfrak{q}^{*}}{2 \pi}\right)+\frac{\Gamma^{\prime}}{\Gamma}(1+n)+\frac{L^{\prime}}{L}\left(1+n, \overline{\left(\chi^{*} \chi_{D}\right)^{*}}\right)\right) .
\end{aligned}
$$

For the sum of residues, arising from (4.20), we use (4.18) and $\Gamma(1+n)=$ $n$ !, to get

$$
\begin{aligned}
& \operatorname{res}_{s=-n} \Gamma(s)\left(-\sum_{\substack{p \mid \boldsymbol{q} \\
p \nmid \mathfrak{q}^{*}}} \frac{\left(\chi^{*} \chi_{D}\right)^{*}(p) \log p}{p^{s}-\left(\chi^{*} \chi_{D}\right)^{*}(p)}\right)= \\
& =\frac{1}{n!} \operatorname{res}_{s=-n} \frac{\pi}{\sin (\pi s)} \sum_{\substack{p \mid \boldsymbol{q} \\
p \nmid \boldsymbol{q}^{*}}} \frac{\left(\chi^{*} \chi_{D}\right)^{*}(p) \log p}{\left(\chi^{*} \chi_{D}\right)^{*}(p)-p^{s}} \\
& =\frac{1}{n!} \sum_{\substack{p \mid \mathfrak{G} \\
p \nmid \mathfrak{G}^{*}}}^{\prime} \frac{\left(\chi^{*} \chi_{D}\right)^{*}(p) \log p}{\left(\chi^{*} \chi_{D}\right)^{*}(p)-p^{-n}} \operatorname{res}_{s=-n} \frac{\pi}{\sin (\pi s)}+ \\
& +\frac{1}{n!} \sum_{\substack{p| | \\
p \backslash \mathrm{~g}^{*} \\
n \neq 0}}^{\prime \prime} \frac{\log p}{1-p^{-n}} \operatorname{res}_{\substack{s=-n \\
n \neq 0}} \frac{\pi}{\sin (\pi s)}+\sum_{\substack{p \mid \boldsymbol{q} \\
p \backslash \mathfrak{\Phi}^{*} \\
n=0}}^{\prime \prime} \log p \cdot \operatorname{res}_{s=0} \frac{\pi}{\sin (\pi s)\left(1-p^{-s}\right)} .
\end{aligned}
$$

From (4.19) we know the first residues, and from the Laurent-series expansion at $s=0$, i.e.

$$
\frac{\pi}{\sin (\pi s)\left(1-p^{-s}\right)}=-\frac{1}{\log p} s^{-2}+\frac{1}{2} s^{-1}-\frac{(\log p)^{2}+2 \pi^{2}}{12 \log p}+\frac{\pi^{2}}{12} s+O\left(s^{2}\right)
$$

we get the remaining residue. Therefore,

$$
\begin{aligned}
& \operatorname{res}_{s=-n} \Gamma(s)\left(-\sum_{\substack{p \mid \mathfrak{q} \\
p \chi \mathfrak{q}^{*}}} \frac{\left(\chi^{*} \chi_{D}\right)^{*}(p) \log p}{p^{s}-\left(\chi^{*} \chi_{D}\right)^{*}(p)}\right)= \\
&=\frac{(-1)^{n}}{n!}\left\{\sum_{\substack{p \mid \mathfrak{q} \\
p X \mathfrak{q}^{*}}}^{\prime} \frac{\left(\chi^{*} \chi_{D}\right)^{*}(p) \log p}{\left(\chi^{*} \chi_{D}\right)^{*}(p)-p^{-n}}+\sum_{\substack{p|\mathfrak{q} \\
p \chi| \mathfrak{q}^{*} \\
n \neq 0}}^{\prime \prime} \frac{\log p}{1-p^{-n}}+\frac{1}{2} \sum_{\substack{p \mid \mathfrak{q} \\
p \chi \mathfrak{q ^ { * }} \\
n=0}}^{\prime \prime} \log p\right\},
\end{aligned}
$$

implying

$$
\begin{aligned}
\kappa_{n}\left(\chi^{*}\right)= & \operatorname{res}_{s=-n} \Gamma(s)\left(-\frac{\zeta_{K}^{\prime}}{\zeta_{K}}\left(s ; \chi^{*}\right)\right) \\
= & \frac{(-1)^{n}}{n!}\left\{\log \left(\frac{q^{*}}{2 \pi}\right)+\log \left(\frac{\mathfrak{q}^{*}}{2 \pi}\right)+2 \frac{\Gamma^{\prime}}{\Gamma}(1+n)+\right. \\
& +\frac{L^{\prime}}{L}\left(1+n ; \overline{\chi^{*}}\right)+\frac{L^{\prime}}{L}\left(1+n ; \overline{\left(\chi^{*} \chi_{D}\right)^{*}}\right)+ \\
& \left.+\sum_{\substack{p \mid \mathfrak{q} \\
p \nmid \mathfrak{q}^{*}}}^{\prime} \frac{\left(\chi^{*} \chi_{D}\right)^{*}(p) p^{n} \log p}{\left(\chi^{*} \chi_{D}\right)^{*}(p) p^{n}-1}+\sum_{\substack{p \mid \mathfrak{q} \\
p \nmid \mathfrak{q}^{*} \\
n \neq 0}}^{\prime \prime} \frac{p^{n} \log p}{p^{n}-1}+\frac{1}{2} \sum_{\substack{p \mid \mathfrak{q} \\
p \nmid \mathfrak{q}^{*} \\
n=0}}^{\prime \prime} \log p\right\} .
\end{aligned}
$$

To compute the residue at $n^{*} \neq 0$ on the imaginary axis, we use (4.11) and (4.20), i.e.

$$
\frac{\zeta_{K}^{\prime}}{\zeta_{K}}\left(s ; \chi^{*}\right)=\frac{L^{\prime}}{L}\left(s ; \chi^{*}\right)+\frac{L^{\prime}}{L}\left(s ;\left(\chi^{*} \chi_{D}\right)^{*}\right)+\sum_{\substack{p \mid \mathfrak{q} \\ p \nmid \mathfrak{q}^{*}}} \frac{\left(\chi^{*} \chi_{D}\right)^{*}(p) \log p}{p^{s}-\left(\chi^{*} \chi_{D}\right)^{*}(p)}
$$

and observe that the first and second appearing residue both are zero, since $\Gamma(s)$ has its poles at negative integers and zero, resp. $\chi^{*}$ and $\left(\chi^{*} \chi_{D}\right)^{*}$ are primitive and the logarithmic derivatives of the associated L-functions have poles at negative integers and zero. Therefore we obtain

$$
\begin{aligned}
& \operatorname{res}_{s=n^{*} \neq 0} \Gamma(s)\left(-\frac{\zeta_{K}^{\prime}}{\zeta_{K}}\left(s ; \chi^{*}\right)\right)= \\
& \quad=\operatorname{res}_{s=n^{*} \neq 0} \Gamma(s)\left(-\sum_{\substack{p \mid \mathfrak{q} \\
p \chi \mathfrak{q}^{*}}} \frac{\left(\chi^{*} \chi_{D}\right)^{*}(p) \log p}{p^{s}-\left(\chi^{*} \chi_{D}\right)^{*}(p)}\right) .
\end{aligned}
$$

Again by (4.18),

$$
\begin{aligned}
& \operatorname{res}_{s=n^{*} \neq 0} \Gamma(s)\left(-\sum_{\substack{p \mid \boldsymbol{q} \\
p \nmid \mathfrak{G}^{*}}} \frac{\left(\chi^{*} \chi_{D}\right)^{*}(p) \log p}{p^{s}-\left(\chi^{*} \chi_{D}\right)^{*}(p)}\right)= \\
& \quad=\frac{-\pi}{\sin \left(\pi n^{*}\right) \Gamma\left(1-n^{*}\right)} \sum_{\substack{p \mid \boldsymbol{q} \\
p \backslash \mathfrak{q}^{*}}}\left(\chi^{*} \chi_{D}\right)^{*}(p) \log p \cdot \operatorname{res}_{s=n^{*} \neq 0} \frac{1}{p^{s}-\left(\chi^{*} \chi_{D}\right)^{*}(p)},
\end{aligned}
$$

where

$$
\operatorname{res}_{s=n^{*} \neq 0} \frac{1}{p^{s}-\left(\chi^{*} \chi_{D}\right)^{*}(p)}=\frac{1}{p^{n^{*}} \log p} .
$$

Hence, for the residue at $n^{*} \neq 0$ we get

$$
\kappa\left(n^{*}\right)=\operatorname{res}_{s=n^{*} \neq 0} \Gamma(s)\left(-\frac{\zeta_{K}^{\prime}}{\zeta_{K}}\left(s ; \chi^{*}\right)\right)=-\frac{\pi}{\sin \left(\pi n^{*}\right) \Gamma\left(1-n^{*}\right) p^{n^{*}}} .
$$

To prove that

$$
\sum_{n \in \mathbb{N}_{0}} \kappa_{n}\left(\chi^{*}\right) z^{n}
$$

is entire, we estimate its coefficients: Since $\mathfrak{q}=q^{*}|D|$ and $\mathfrak{q}^{*} \leq \mathfrak{q}$,

$$
\log \left(\frac{q^{*}}{2 \pi}\right)+\log \left(\frac{q^{*}}{2 \pi}\right) \ll \log \mathfrak{q} \ll 1,
$$

By

$$
\begin{equation*}
\frac{\Gamma^{\prime}}{\Gamma}(s)=\log s+O\left(\frac{1}{|s|}\right) \tag{4.21}
\end{equation*}
$$

for $|\arg (s)|<\pi$ (see [34, p. 45]),

$$
2 \cdot \frac{\Gamma^{\prime}}{\Gamma}(1+n) \ll \log (1+n) .
$$

For $n \geq 1$, we get by [5, Satz 2.6.2],

$$
\frac{L^{\prime}}{L}\left(1+n ; \overline{\chi^{*}}\right) \ll 1
$$

resp.

$$
\frac{L^{\prime}}{L}\left(1+n ; \overline{\left(\chi^{*} \chi_{D}\right)^{*}}\right) \ll 1
$$

Using $\omega(\mathfrak{q}) \ll \log \mathfrak{q}$,

$$
\sum_{\substack{p \mid \mathfrak{q} \\ p \nmid \mathfrak{q}^{*}}}^{\prime} \frac{\left(\chi^{*} \chi_{D}\right)^{*}(p) p^{n} \log p}{\left(\chi^{*} \chi D\right)^{*}(p) p^{n}-1} \ll \omega(\mathfrak{q}) p_{1}^{n} \log p_{1} \ll p_{1}^{n} \log \mathfrak{q} \ll p_{1}^{n},
$$

where $p_{1}=\max \left\{p: p \mid \mathfrak{q}, p \nmid \mathfrak{q}^{*}\right\}$ is fixed. Analogously,

$$
\sum_{\substack{p \mid \mathfrak{q} \\ p \nmid \mathfrak{q}^{*} \\ n \neq 0}} \frac{p^{n} \log p}{p^{n}-1} \ll \omega(\mathfrak{q}) p_{1}^{n} \log p_{1} \ll p_{1}^{n} \log \mathfrak{q} \ll p_{1}^{n}
$$

and

$$
\sum_{\substack{p \mid \mathfrak{q} \\ p \nmid \mathfrak{q}^{*} \\ n=0}}^{\prime \prime} \log p \ll \omega(\mathfrak{q}) \log p_{1} \ll \log \mathfrak{q} \ll 1 .
$$

Therefore,

$$
\begin{equation*}
\kappa_{n}\left(\chi^{*}\right) \ll \frac{1}{n!}\left\{1+\log (1+n)+p_{1}^{n}\right\} \tag{4.22}
\end{equation*}
$$

The formula of Cauchy-Hadamard in combination with this estimate for the coefficients implies that $\sum_{n \in \mathbb{N}_{0}} \kappa_{n}\left(\chi^{*}\right) z^{n}$ is an entire function.

For $n^{*}=\frac{i\left(\arg \left(\chi^{*} \chi_{D}\right)^{*}(p)+2 \pi n\right)}{\log p}$, with $p \mid \mathfrak{q}, p \nmid \mathfrak{q}^{*}$ and $n \in \mathbb{Z}$, we note that

$$
\sum_{n^{*} \neq 0} \kappa\left(n^{*}\right) z^{-n^{*}}=\sum_{\substack{p \mid \mathfrak{q} \\ p \chi \\ \chi \\ \mathfrak{q}^{*}}} z^{-\frac{i \arg \left(\chi^{*} \chi_{D}\right)^{*}(p)}{\log p}} \sum_{\substack{n \in \mathbb{Z} \\ n^{*} \neq 0}} \kappa\left(n^{*}\right) z^{\frac{2 \pi i n}{\log p}}
$$

To estimate the coefficient $\kappa\left(n^{*}\right)$, we remark that

$$
\iota=\min _{n^{*}}\left\{\left|\sin \left(\pi n^{*}\right)\right|\right\}
$$

is nonzero, since $n^{*} \neq 0$ is on the imaginary axis. Moreover,

$$
p^{n^{*}}=\exp \left(i\left(\arg \left(\chi^{*} \chi_{D}\right)^{*}(p)+2 \pi n\right)\right)
$$

is of absolute value one, and by (4.14) and $1-n^{*} \asymp n$, we get

$$
\kappa\left(n^{*}\right) \ll \frac{1}{\left|\Gamma\left(1-n^{*}\right)\right|} \ll|n|^{\frac{1}{2}-|n|},
$$

for $n \in \mathbb{Z}$, where the implied constant may depend on $\iota$. The formula of Cauchy-Hadamard in combination with this estimate for the coefficients implies that $\sum_{n^{*} \neq 0} \kappa\left(n^{*}\right) z^{-n^{*}}$ is an entire function.

We adopt the notation of the previous Theorem 4.2 .6 and consider the sum over characters containing the functions $h^{(j)}, j=1,2$.

Lemma 4.2.7 Let $\chi^{*} \bmod q^{*}$ be the primitive character inducing $\chi \bmod q$. Then for $|z|<1$ and $j=1,2$

$$
\frac{1}{\varphi(q)} \sum_{\substack{\chi(\bmod q) \\ \chi \neq \chi_{0}, \chi_{D}^{*}}}\left|h^{(j)}\left(z ; \chi^{*}\right)\right| \ll(\log (|D| q))^{2}
$$

## Proof

If $q=1$ or $q=2$, there is no non-principal character $\bmod q$ and the estimate holds trivially. We assume $q \geq 3$. If $\chi^{*} \bmod q^{*}$ induces $\chi \bmod q$ and $\chi \neq \chi_{0}$, then $q^{*} \geq 3$. Hence the previous Theorem 4.2 .6 can be applied and for $|z|<1$ we get

$$
\left|h^{(1)}\left(z ; \chi^{*}\right)\right| \leq \sum_{n=0}^{\infty}\left|\kappa_{n}\left(\chi^{*}\right)\right|
$$

From the proof of the bound for the coefficients $\kappa_{n}\left(\chi^{*}\right)$ in Theorem 4.2.6 we know

$$
\sum_{n=1}^{\infty}\left|\kappa_{n}\left(\chi^{*}\right)\right| \ll \sum_{n=1}^{\infty} \frac{\log \mathfrak{q}+\log (1+n)+p_{1}^{n}}{n!} \ll \log \mathfrak{q} \ll \log (|D| q)
$$

since $\mathfrak{q}=q^{*}|D|$ and $q^{*} \leq q$, as well as

$$
\left|\kappa_{0}\left(\chi^{*}\right)\right| \ll \log (|D| q)+\left|\frac{L^{\prime}}{L}\left(1 ; \overline{\chi^{*}}\right)\right|+\left|\frac{L^{\prime}}{L}\left(1 ; \overline{\left(\chi^{*} \chi_{D}\right)^{*}}\right)\right|
$$

Therefore,

$$
\begin{aligned}
\frac{1}{\varphi(q)} \sum_{\substack{\chi(\bmod q) \\
\chi \neq \chi_{0}, \chi_{D}^{*}}}\left|h^{(1)}\left(z ; \chi^{*}\right)\right| \ll & \log (|D| q)+\frac{1}{\varphi(q)} \sum_{\substack{\chi(\bmod q) \\
\chi \neq \chi_{0}, \chi_{D}^{*}}}\left|\frac{L^{\prime}}{L}\left(1 ; \overline{\chi^{*}}\right)\right|+ \\
& +\frac{1}{\varphi(q)} \sum_{\substack{x(\bmod q) \\
\chi \neq \chi_{0}, \chi_{D}^{*}}}\left|\frac{L^{\prime}}{L}\left(1 ; \overline{\left(\chi^{*} \chi_{D}\right)^{*}}\right)\right|
\end{aligned}
$$

The sums over characters containing the logarithmic derivative of an Lfunction to a primitive character can be treated similarly and we start with the former one: Let $\psi\left(y, \chi^{*}\right)=\sum_{n \leq y} \chi^{*}(n) \Lambda(n)$. Then

$$
\left|\frac{L^{\prime}}{L}\left(1 ; \overline{\chi^{*}}\right)\right|=\left|\int_{1}^{\infty} y^{-1} \mathrm{~d} \psi\left(y, \overline{\chi^{*}}\right)\right| \leq \int_{1}^{\infty} y^{-2}\left|\psi\left(y, \overline{\chi^{*}}\right)\right| d y .
$$

Suppose that $\chi_{1}$ is the single real character modulo $q$, if it exists, for which $L\left(s ; \chi_{1}\right)$ has a real zero $\beta_{1}$ satisfying $\beta_{1}>1-c^{\prime}(\log q)^{-1}$ for a certain positive constant $c^{\prime}$ which does not depend on $q$. Then, from (1.21), for $\chi \neq \chi_{0}, q \leq$ $\exp (\sqrt{\log y})$, and for a certain positive constant $c$ which does not depend on $q$,

$$
\psi\left(x, \chi_{1}\right)=-\frac{x^{\beta_{1}}}{\beta_{1}}+O(x \exp (-c \sqrt{\log x}))
$$

resp.

$$
\psi(x, \chi)=O(x \exp (-c \sqrt{\log x}))
$$

for $\chi \neq \chi_{1}$. Since $q^{*} \leq q$, we get for $q \leq \exp (\sqrt{\log y})$ and $\chi \neq \chi_{1}$

$$
\begin{equation*}
\psi\left(x, \chi^{*}\right)=O(x \exp (-c \sqrt{\log x})) \tag{4.23}
\end{equation*}
$$

In the half-plane $\sigma>0$, the L-functions $L\left(s ; \chi_{1}\right)$ and $L\left(s ; \chi_{1}^{*}\right)$ have the same zeros, and we have for $q \leq \exp (\sqrt{\log y})$

$$
\begin{equation*}
\psi\left(x, \chi_{1}^{*}\right)=-\frac{x^{\beta_{1}}}{\beta_{1}}+O(x \exp (-c \sqrt{\log x})) \tag{4.24}
\end{equation*}
$$

We remark that $q \leq \exp (\sqrt{\log y})$ implies $\exp \left(\log ^{2} q\right) \leq y$, and with (4.23), (4.24) it follows that

$$
\begin{aligned}
& \frac{1}{\varphi(q)} \sum_{\substack{\chi(\bmod q) \\
\chi \neq \chi_{0}, \chi_{D}^{*}}}\left|\frac{L^{\prime}}{L}\left(1 ; \overline{\chi^{*}}\right)\right| \ll \\
& \ll \frac{1}{\varphi(q)} \sum_{\substack{\chi(\bmod q) \\
\chi \neq \chi_{0}, \chi_{D}^{*}}}\left\{\int_{1}^{\exp \left((\log q)^{2}\right)}+\int_{\exp \left((\log q)^{2}\right)}^{\infty}\right\} y^{-2}\left|\psi\left(y, \overline{\chi^{*}}\right)\right| d y \\
& \ll \int_{1}^{\exp \left((\log q)^{2}\right)} y^{-1} d y+\frac{1}{\varphi(q)} \int_{\exp \left((\log q)^{2}\right)}^{\infty} \frac{y^{\beta_{1}-2}}{\beta_{1}} d y+ \\
& \quad+\int_{\exp \left((\log q)^{2}\right)}^{\infty} y^{-1} \exp (-c \sqrt{\log y}) d y
\end{aligned}
$$

where we used $\psi\left(y ; \chi^{*}\right) \ll y$. We estimate each integral on the right side individually:

$$
\int_{1}^{\exp \left((\log q)^{2}\right)} y^{-1} d y \ll(\log q)^{2}
$$

and since $\beta_{1}-1<0$,

$$
\int_{\exp \left((\log q)^{2}\right)}^{\infty} \frac{y^{\beta_{1}-2}}{\beta_{1}} d y \ll \frac{1}{\beta_{1}\left(1-\beta_{1}\right)}
$$

For the remaining integral we obtain

$$
\int_{\exp \left((\log q)^{2}\right)}^{\infty} y^{-1} \exp (-c \sqrt{\log y}) d y \ll \log q
$$

since $q \geq 3$. Therefore,

$$
\frac{1}{\varphi(q)} \sum_{\substack{(\bmod q) \\ \chi \neq \chi_{0}, \chi_{D}^{*}}}\left|\frac{L^{\prime}}{L}\left(1 ; \overline{\chi^{*}}\right)\right| \ll(\log q)^{2}+\frac{1}{\varphi(q)} \cdot \frac{1}{\beta_{1}\left(1-\beta_{1}\right)}
$$

From [8, p. 99] we may use

$$
\beta_{1}<1-\frac{c^{\prime \prime}}{\sqrt{q}(\log q)^{2}}
$$

with an computable constant $c^{\prime \prime}>0$, to get with $\varphi(q)^{-1} \ll q^{-1} \log q$

$$
\frac{1}{\varphi(q)} \sum_{\substack{\chi(\bmod q) \\ \chi \neq \chi_{0}, \chi_{D}^{*}}}\left|\frac{L^{\prime}}{L}\left(1 ; \overline{\chi^{*}}\right)\right| \ll(\log q)^{2}+\frac{1}{\varphi(q)} \cdot \sqrt{q}(\log q)^{2} \ll(\log q)^{2}
$$

where $\chi^{*} \bmod q^{*}$ is the primitive character inducing $\chi \bmod q$. Analogously,

$$
\frac{1}{\varphi(q)} \sum_{\substack{\chi(\bmod q) \\ \chi \neq \chi_{0}, \chi_{D}^{*}}}\left|\frac{L^{\prime}}{L}\left(1 ; \overline{\left(\chi^{*} \chi_{D}\right)^{*}}\right)\right| \ll(\log \mathfrak{q})^{2}
$$

where $\left(\chi^{*} \chi_{D}\right)^{*} \bmod \mathfrak{q}^{*}$ is the primitive character inducing $\chi^{*} \chi_{D} \bmod \mathfrak{q}$. Since $\mathfrak{q}=q^{*}|D|$ and $q^{*} \leq q$,

$$
\frac{1}{\varphi(q)} \sum_{\substack{\chi(\bmod q) \\ \chi \neq \chi_{0}, \chi_{D}^{*}}}\left|h^{(1)}\left(z ; \chi^{*}\right)\right| \ll \log (|D| q)+(\log q)^{2}+\left(\log \left(q^{*}|D|\right)\right)^{2}
$$

$$
\ll(\log (|D| q))^{2}
$$

Now consider for $j=2$

$$
\frac{1}{\varphi(q)} \sum_{\substack{\chi(\bmod q) \\ \chi \neq \chi_{0}, \chi_{D}^{*}}}\left|h^{(2)}\left(z ; \chi^{*}\right)\right|, \quad \text { where } \quad h^{(2)}\left(z ; \chi^{*}\right)=\sum_{\substack{n \in \mathbb{Z} \\ n^{*} \neq 0}} \sum_{\substack{p \mid \mathfrak{q} \\ p \nmid \mathfrak{q}^{*}}} \kappa\left(n^{*}\right) z^{-n^{*}}
$$

Again for $q=1$ or $q=2$, the bound of the lemma holds trivially. For $|z|<1$, Theorem 4.2.6 implies

$$
\begin{aligned}
& \frac{1}{\varphi(q)} \sum_{\substack{\chi(\bmod q) \\
\chi \neq \chi_{0}, \chi_{D}^{*}}}\left|h^{(2)}\left(z ; \chi^{*}\right)\right| \ll \\
& \left.\ll \frac{1}{\varphi(q)} \sum_{\substack{\chi(\bmod q) \\
\chi \neq \chi_{0}, \chi_{D}^{*}}} \sum_{\substack{p|\mathfrak{q}| \\
p \nmid \mathfrak{q}^{*}}}\left|z^{-\frac{i \arg \left(\chi^{*} \chi_{D}\right)^{*}(p)}{\log p}}\right| \sum_{\substack{n \in \mathbb{Z} \\
n^{*} \neq 0}}\left|\kappa\left(n^{*}\right)\right| \cdot \right\rvert\, z^{\left.\frac{2 \pi i}{\log p}\right|^{n}} \\
& \quad \ll \frac{1}{\varphi(q)} \sum_{\substack{\chi(\bmod q) \\
\chi \neq \chi_{0}, \chi_{D}^{*}}} \sum_{\substack{p \mid \mathfrak{q} \\
p \chi \mathfrak{q}^{*}}} \sum_{\substack{n \in \mathbb{Z} \\
n^{*} \neq 0}}\left|\kappa\left(n^{*}\right)\right| \\
& \ll \log (|D| q),
\end{aligned}
$$

where we used that

$$
\sum_{\substack{p \mid \mathfrak{q} \\ p \nmid \mathfrak{q}^{*}}} 1 \leq \omega(\mathfrak{q}) \ll \log (|D| q) .
$$

As a corollary of the former Theorems 4.2.2 and 4.2.6, in combination with Lemma 4.2.7, we get

Corollary 4.2.8 Let $\alpha$ be a real number and $\delta>0$ sufficiently small. Further, let $b$ be an integer, $q$ a positive integer, satisfying $(b, q)=1$, and let $z_{0}=\delta+2 \pi i\left(\alpha-\frac{b}{q}\right)$. Denote by $\chi^{*} \bmod q^{*}$ the primitive character inducing $\chi \bmod q$. Then for $\left|z_{0}\right|<1$,

$$
\begin{aligned}
f(\delta)^{-1}|f(\delta+2 \pi i \alpha)| \ll \frac{\sqrt{q}}{\varphi(q)} & +\delta \log \left(\delta^{-1}\right) \sqrt{q}(\log (e+|D| q))^{2}+ \\
& +\delta \frac{\sqrt{q}}{\varphi(q)} \sum_{\substack{\chi(\bmod q) \\
\chi \neq \chi_{0}, \chi_{D}^{*}}} \sum_{\rho \in \mathcal{F}\left(\chi^{*}\right)}\left|\Gamma(\rho) z_{0}^{-\rho}\right|,
\end{aligned}
$$

where $\chi_{D}^{*}$ denotes the character induced by $\chi_{D}$ or the character $\chi_{D}$ itself, if it appears among the characters modulo $q$.

## Proof

From Theorem 4.2.2 we know

$$
\begin{aligned}
f(\delta)^{-1}|f(\delta+2 \pi i \alpha)| \ll \frac{\sqrt{q}}{\varphi(q)} & +\delta \log \left(\delta^{-1}\right) \sqrt{q} \log q+ \\
& +\delta \frac{\sqrt{q}}{\varphi(q)} \sum_{\substack{\chi(\bmod q) \\
\chi \neq \chi_{0}, \chi_{D}^{*}}}\left|f\left(z_{0} ; \chi^{*}\right)\right|
\end{aligned}
$$

where the sum over characters $\chi \neq \chi_{0}, \chi_{D}^{*} \bmod q$ is empty for $q \leq 2$. For $q \geq 3$, Theorem 4.2.6 and Lemma 4.2.7 yield for $z=z_{0}$

$$
\begin{aligned}
\frac{1}{\varphi(q)} & \sum_{\substack{\chi(\bmod q) \\
\chi \neq \chi_{0}, \chi_{D}^{*}}}\left|f\left(z_{0} ; \chi^{*}\right)\right| \ll \\
& \ll \frac{1}{\varphi(q)} \sum_{\substack{\chi(\bmod q) \\
\chi \neq \chi_{0}, \chi_{D}^{*}}}\left|-\sum_{\rho \in \mathcal{F}\left(\chi^{*}\right)} \Gamma(\rho) z_{0}^{-\rho}+h^{(1)}\left(z_{0} ; \chi^{*}\right)+h^{(2)}\left(z_{0} ; \chi^{*}\right)\right| \\
& \ll \frac{1}{\varphi(q)} \sum_{\substack{\chi(\bmod q) \\
\chi \neq \chi_{0}, \chi_{D}^{*}}}\left|\sum_{\rho \in \mathcal{F}\left(\chi^{*}\right)} \Gamma(\rho) z_{0}^{-\rho}\right|+(\log (|D| q))^{2}
\end{aligned}
$$

We observe that for sufficiently small $\delta>0$,

$$
\delta \log \left(\delta^{-1}\right) \sqrt{q} \log q+\delta \sqrt{q}(\log (|D| q))^{2} \ll \delta \log \left(\delta^{-1}\right) \sqrt{q}(\log (e+|D| q))^{2}
$$

which proves the corollary.
To estimate the double series over characters and non-trivial zeros in Corollary 4.2 .8 , we write $z_{0}=\delta+2 \pi i\left(\alpha-\frac{b}{q}\right)=r e^{i \theta}$ with $\delta>0, r<1$ and $|\theta|<\frac{1}{2}$. Further let $\tilde{D}=\frac{\pi}{2}-|\theta|$ and observe

$$
\begin{equation*}
\delta r^{-1}=\cos \theta=\sin \left(\frac{\pi}{2}-|\theta|\right)=\sin \tilde{D} \leq \tilde{D} \tag{4.25}
\end{equation*}
$$

First we consider non-trivial zeros with $|\gamma|>3$ :
Lemma 4.2.9 Let $q \geq 3$ be an integer. Then

$$
\begin{aligned}
& \sum_{\substack{\chi(\bmod q) \\
\chi \neq \chi_{0}, \chi_{D}^{*}}} \sum_{\substack{\rho \in \mathcal{F}\left(\chi^{*}\right) \\
|\gamma|>3}}\left|\Gamma(\rho) z_{0}^{-\rho}\right| \ll \\
& \ll \delta^{-1}\left\{r^{\frac{1}{2}} q+r^{\frac{3}{14}} \delta^{\frac{1}{14}} q^{\frac{5}{7}}+r^{-\frac{1}{2}} \delta^{\frac{1}{2}}\right\}\left(\log \left(|D| r \delta^{-1} q\right)\right)^{15},
\end{aligned}
$$

where $r=\left|z_{0}\right|<1, \delta=\operatorname{Re} z_{0}$ and $\delta>0$ is sufficiently small.

## Proof

In view of $(4.10)$, i.e. $\zeta_{K}\left(s ; \chi^{*}\right)=L\left(s ; \chi^{*}\right) L\left(s ; \chi^{*} \chi_{D}\right)$, the nontrivial zeros $\rho=\beta+i \gamma, \beta>0$ of $\zeta_{K}\left(s ; \chi^{*}\right)$ are exactly the nontrivial zeros of $L\left(s ; \chi^{*}\right)$ and $L\left(s ;\left(\chi^{*} \chi_{D}\right)^{*}\right)$. If $\rho=\beta+i \gamma,|\gamma|>3$ and $z_{0}=r e^{i \theta}$, then by (4.15),

$$
\Gamma(\beta+i \gamma) \ll|\gamma|^{\beta-\frac{1}{2}} e^{-\frac{\pi}{2}|\gamma|}
$$

we obtain

$$
\Gamma(\rho) z_{0}^{-\rho} \ll e^{-\tilde{D}|\gamma|}|\gamma|^{\beta-\frac{1}{2}} r^{-\beta}
$$

If $\psi$ is a primitive Dirichlet character and $L(\rho ; \psi)=0$, the functional equation (1.18) implies $L(1-\rho ; \bar{\psi})=0$. Therefore

$$
\sum_{\substack{\left.\chi(\bmod q) \\ \chi \neq \chi_{0}, \chi_{D}^{*}\right)}} \sum_{\substack{\rho \in \mathcal{F}\left(\chi^{*}\right) \\|\gamma|>3}}\left|\Gamma(\rho) z_{0}^{-\rho}\right| \ll \sum_{\substack{\chi(\bmod q) \\ \chi \neq \chi_{0}, \chi_{D}^{*}}} \sum_{\substack{\rho \in \mathcal{F}\left(\chi^{*}\right) \\|\gamma|>3, \beta \geq \frac{1}{2}}} e^{-\tilde{D}|\gamma|}|\gamma|^{\beta-\frac{1}{2}} r^{-\beta}
$$

We use partial integration to obtain

$$
\log |\gamma| \int_{\frac{1}{2}}^{\beta}|\gamma|^{\sigma} r^{-\sigma} d \sigma=r^{-\beta}|\gamma|^{\beta}-r^{-\frac{1}{2}}|\gamma|^{\frac{1}{2}}+\log r \int_{\frac{1}{2}}^{\beta}|\gamma|^{\sigma} r^{-\sigma} d \sigma
$$

resp.

$$
r^{-\frac{1}{2}}+\int_{\frac{1}{2}}^{\beta}|\gamma|^{\sigma-\frac{1}{2}} r^{-\sigma} \log \left(\frac{|\gamma|}{r}\right) d \sigma=|\gamma|^{\beta-\frac{1}{2}} r^{-\beta}
$$

This yields for $\beta \geq \frac{1}{2}$ and $|\gamma|>3$

$$
\begin{aligned}
& e^{-\tilde{D}|\gamma|}|\gamma|^{\beta-\frac{1}{2}} r^{-\beta}=e^{-\tilde{D}|\gamma|} r^{-\frac{1}{2}}+\int_{\frac{1}{2}}^{\beta} e^{-\tilde{D}|\gamma|}|\gamma|^{\sigma-\frac{1}{2}} r^{-\sigma} \log \left(\frac{|\gamma|}{r}\right) d \sigma \\
& \quad=\int_{|\gamma|}^{\infty} \tilde{D} e^{-\tilde{D} t} r^{-\frac{1}{2}} d t+\int_{\frac{1}{2}}^{\beta} \int_{|\gamma|}^{\infty}-\frac{\partial}{\partial t}\left\{e^{-\tilde{D} t} t^{\sigma-\frac{1}{2}} r^{-\sigma} \log \left(\frac{t}{r}\right)\right\} d t d \sigma \\
& \quad \leq \int_{|\gamma|}^{\infty} \tilde{D} e^{-\tilde{D} t} r^{-\frac{1}{2}} d t+\int_{\frac{1}{2}}^{\beta} \int_{|\gamma|}^{\infty} \tilde{D} e^{-\tilde{D} t} t^{\sigma-\frac{1}{2}} r^{-\sigma} \log \left(\frac{t}{r}\right) d t d \sigma,
\end{aligned}
$$

since

$$
\begin{aligned}
-\frac{\partial}{\partial t} & \left\{e^{-\tilde{D} t} t^{\sigma-\frac{1}{2}} r^{-\sigma} \log \left(\frac{t}{r}\right)\right\}= \\
= & \tilde{D} e^{-\tilde{D} t} t^{\sigma-\frac{1}{2}} r^{-\sigma} \log \left(\frac{t}{r}\right)-e^{-\tilde{D} t}\left(\sigma-\frac{1}{2}\right) t^{\sigma-\frac{3}{2}} r^{-\sigma} \log \left(\frac{t}{r}\right) \\
& -e^{-\tilde{D} t} t^{\sigma-\frac{3}{2}} r^{-\sigma} .
\end{aligned}
$$

Let $N_{K}\left(\sigma, T, \chi^{*}\right)$ denote the number of zeros $\rho \in \mathcal{F}\left(\chi^{*}\right)$ such that $\sigma \leq \beta$ and $|\gamma| \leq T$ (counting multiplicity). Then

$$
\begin{aligned}
& \sum_{\substack{\chi(\bmod q) \\
\chi \neq \chi_{0}, \chi_{D}^{*}}} \sum_{\substack{\rho \in \mathcal{F}\left(\chi^{*}\right)}}\left|\Gamma(\rho) z_{0}^{-\rho}\right| \ll \int_{3}^{\infty} \tilde{D} e^{-\tilde{D} t} r^{-\frac{1}{2}}\left\{\sum_{\substack{\chi(\bmod q) \\
\chi \neq \chi_{0}, \chi_{D}^{*}}} N_{K}\left(\frac{1}{2}, t, \chi^{*}\right)\right\} d t+ \\
& \quad+\int_{\frac{1}{2}}^{1} \int_{3}^{\infty} \tilde{D} e^{-\tilde{D} t} t^{\sigma-\frac{1}{2}} r^{-\sigma} \log \left(\frac{t}{r}\right)\left\{\sum_{\substack{\left.\chi(\bmod q) \\
\chi \neq \chi_{0}, \chi_{D}\right)}} N_{K}\left(\sigma, t, \chi^{*}\right)\right\} d t d \sigma .
\end{aligned}
$$

We remark that in view of $N_{K}\left(\frac{1}{2}, t, \chi^{*}\right) \asymp N_{K}\left(t, \chi^{*}\right)$, a Riemann-von Mangoldt type formula can be applied to estimate the first term on the right side. However, since this will only affect the occuring logarithmic term, which will be comparably small to the occuring linear term, we use a zero-density estimate to treat both terms on the right side similarly.

In view of (4.10) resp. our observation that the nontrivial zeros $\rho=$ $\beta+i \gamma, \beta>0$ of $\zeta_{K}\left(s ; \chi^{*}\right)$ are exactly the nontrivial zeros of $L\left(s ; \chi^{*}\right)$ and $L\left(s ;\left(\chi^{*} \chi_{D}\right)^{*}\right)$, we get

$$
\begin{equation*}
\sum_{\chi(\bmod q)} N_{K}\left(\sigma, t, \chi^{*}\right) \leq \sum_{\chi(\bmod q)} N_{1}\left(\sigma, t, \chi^{*}\right)+\sum_{\chi(\bmod q)} N_{2}\left(\sigma, t,\left(\chi^{*} \chi_{D}\right)^{*}\right), \tag{4.26}
\end{equation*}
$$

where $N_{1}\left(\sigma, T, \chi^{*}\right)$ resp. $N_{2}\left(\sigma, T,\left(\chi^{*} \chi_{D}\right)^{*}\right)$ denotes the number of zeros $\rho \in$ $\mathcal{F}\left(\chi^{*}\right)$ arising from $L\left(s ; \chi^{*}\right)$ resp. $L\left(s ;\left(\chi^{*} \chi_{D}\right)^{*}\right)$ satisfying $\sigma \leq \beta$ and $|\gamma| \leq T$
(counting multiplicity). For the first sum on the right we use from [48, p. 143] that for $\chi \bmod q$ induced by $\chi^{*} \bmod q^{*}$ and $t \geq 2$ the estimate

$$
\sum_{\chi(\bmod q)} N_{1}\left(\sigma, t, \chi^{*}\right) \ll(q t)^{\frac{5-4 \sigma}{3}}(\log (q t))^{14}
$$

holds for $\frac{1}{2} \leq \sigma \leq \frac{5}{7}$, and

$$
\sum_{\chi(\bmod q)} N_{1}\left(\sigma, t, \chi^{*}\right) \ll(q t)^{\frac{5}{2}(1-\sigma)}(\log (q t))^{14}
$$

holds for $\frac{5}{7} \leq \sigma \leq 1$. For the second sum on the right in (4.26) we observe that

$$
\frac{\#\{\chi \bmod q\}}{\#\left\{\chi^{*} \chi_{D} \bmod q|D|\right\}}=\frac{\varphi(q)}{\varphi(q|D|)} \leq 1 .
$$

If $q$ and $|D|$ are coprime, the estimate is a consequence of the multiplicativity of $\varphi$; in case of $(q,|D|) \neq 1$, it follows from $\varphi(n)=n \prod_{p \mid n}\left(1-\frac{1}{p}\right)$.

This implies

$$
\sum_{\chi(\bmod q)} N_{2}\left(\sigma, t,\left(\chi^{*} \chi_{D}\right)^{*}\right) \leq \sum_{\chi^{*} \chi_{D}(\bmod q|D|)} N_{2}\left(\sigma, t,\left(\chi^{*} \chi_{D}\right)^{*}\right) .
$$

To estimate the last sum we use again [48, p. 143] and by (4.26) we get for $t \geq 2$ and $\frac{1}{2} \leq \sigma \leq \frac{5}{7}$

$$
\begin{equation*}
\sum_{\chi(\bmod q)} N_{K}\left(\sigma, t, \chi^{*}\right) \ll(q t)^{\frac{5-4 \sigma}{3}}(\log (|D| q t))^{14} \tag{4.27}
\end{equation*}
$$

whereas for $t \geq 2$ and $\frac{5}{7} \leq \sigma \leq 1$

$$
\begin{equation*}
\sum_{\chi(\bmod q)} N_{K}\left(\sigma, t, \chi^{*}\right) \ll(q t)^{\frac{5}{2}(1-\sigma)}(\log (|D| q t))^{14} \tag{4.28}
\end{equation*}
$$

Using (4.27), we estimate the first of the previous integrals by

$$
\begin{aligned}
\int_{3}^{\infty} \tilde{D} e^{-\tilde{D} t} r^{-\frac{1}{2}}\{ & \left.\sum_{\substack{\chi(\bmod q) \\
\chi \neq \chi 0, \chi_{D}^{+}}} N_{K}\left(\frac{1}{2}, t, \chi^{*}\right)\right\} d t \ll \\
& \ll \tilde{D} r^{-\frac{1}{2}} q \int_{3}^{\infty} e^{-\tilde{D} t} t(\log (|D| q t))^{14} d t
\end{aligned}
$$

The substitution $\tau=\tilde{D} t$ yields

$$
\begin{aligned}
& r^{-\frac{1}{2}} q \tilde{D} \int_{3}^{\infty} e^{-\tilde{D} t} t(\log (|D| q t))^{14} d t \ll \\
& \ll r^{-\frac{1}{2}} q \tilde{D}^{-1}\left\{\int_{3 \tilde{D}}^{1}+\int_{1}^{\infty}\right\} e^{-\tau} \tau\left(\log \left(\frac{|D| q}{\tilde{D}} \tau\right)\right)^{14} d \tau \\
& \ll r^{-\frac{1}{2}} q \tilde{D}^{-1}\left\{\left(\log \left(\frac{|D| q}{\tilde{D}} \tau\right)\right)^{14}+\int_{1}^{\infty} e^{-\tau} \tau\left(\log \left(\frac{|D| q}{\tilde{D}} \tau\right)\right)^{14} d \tau\right\}
\end{aligned}
$$

where we estimated the first integral trivially. By repeated partial integration we notice that for a function satisfying $f(\tau) \ll \tau^{2+\varepsilon}$ with $\varepsilon>0$, we have

$$
\begin{equation*}
\int_{1}^{\infty} e^{-\tau} f(\tau) d \tau \ll f(1) \tag{4.29}
\end{equation*}
$$

Using this for the second integral yields

$$
\begin{aligned}
\int_{3}^{\infty} \tilde{D} e^{-\tilde{D} t} r^{-\frac{1}{2}}\left\{\sum_{\substack{\chi(\bmod q) \\
\chi \neq \chi_{0}, \chi_{D}^{*}}} N_{K}\left(\frac{1}{2}, t, \chi^{*}\right)\right\} d t & \ll r^{-\frac{1}{2}} q \tilde{D}^{-1}\left(\log \left(\frac{|D| q}{\tilde{D}}\right)\right)^{14} \\
& \ll r^{\frac{1}{2}} \delta^{-1} q\left(\log \left(|D| r \delta^{-1} q\right)\right)^{14}
\end{aligned}
$$

where we used in the last step that (4.25) implies $\tilde{D}^{-1} \leq \delta^{-1} r$. The remaining double integral can be treated similar: By Fubini's theorem, (4.27) and (4.28),

$$
\begin{aligned}
\int_{\frac{1}{2}}^{1} & \int_{3}^{\infty} \tilde{D} e^{-\tilde{D} t} t^{\sigma-\frac{1}{2}} r^{-\sigma} \log \left(\frac{t}{r}\right)\left\{\sum_{\substack{\chi(\bmod q) \\
\chi \neq \chi_{0}, \chi_{D}^{*}}} N_{K}\left(\sigma, t, \chi^{*}\right)\right\} d t d \sigma \ll \\
& \ll \int_{3}^{\infty} \tilde{D} e^{-\tilde{D} t} \log \left(\frac{t}{r}\right) t^{-\frac{1}{2}}(\log (|D| q t))^{14} \times \\
& \times\left\{\int_{\frac{1}{2}}^{\frac{5}{7}}\left(\frac{t}{r}\right)^{\sigma}(q t)^{\frac{5-4 \sigma}{3}} d \sigma+\int_{\frac{5}{7}}^{1}\left(\frac{t}{r}\right)^{\sigma}(q t)^{\frac{5}{2}(1-\sigma)} d \sigma\right\} d t
\end{aligned}
$$

By partial integration,

$$
\begin{aligned}
& \int_{3}^{\infty} \quad \tilde{D} e^{-\tilde{D} t} \log \left(\frac{t}{r}\right) t^{-\frac{1}{2}}(\log (|D| q t))^{14} \times \\
& \times\left\{\int_{\frac{1}{2}}^{\frac{5}{7}}\left(\frac{t}{r}\right)^{\sigma}(q t)^{\frac{5-4 \sigma}{3}} d \sigma+\int_{\frac{5}{7}}^{1}\left(\frac{t}{r}\right)^{\sigma}(q t)^{\frac{5}{2}(1-\sigma)} d \sigma\right\} d t \\
& \ll \int_{3}^{\infty} \tilde{D} e^{-\tilde{D} t} t^{-\frac{1}{2}}(\log (|D| q t))^{14} \times \\
& \times\left\{\left.\left(\frac{t}{r}\right)^{\sigma}(q t)^{\frac{5-4 \sigma}{3}}\right|_{\sigma=\frac{1}{2}} ^{\frac{5}{7}}+\frac{4}{3} \log (q t) \int_{\frac{1}{2}}^{\frac{5}{7}}\left(\frac{t}{r}\right)^{\sigma}(q t)^{\frac{5-4 \sigma}{3}} d \sigma\right. \\
&\left.+\left.\left(\frac{t}{r}\right)^{\sigma}(q t)^{\frac{5}{2}(1-\sigma)}\right|_{\sigma=\frac{5}{7}} ^{1}+\frac{5}{2} \log (q t) \int_{\frac{5}{7}}^{1}\left(\frac{t}{r}\right)^{\sigma}(q t)^{\frac{5}{2}(1-\sigma)} d \sigma\right\} d t \\
& \ll \int_{3}^{\infty} \tilde{D} e^{-\tilde{D} t} t^{-\frac{1}{2}}(\log (|D| q t))^{14} \log (q t)\left(r^{-\frac{1}{2}} q t^{\frac{3}{2}}+r^{-\frac{5}{7}} q^{\frac{5}{7}} t^{\frac{10}{7}}+r^{-1} t\right) d t \\
& \ll \int_{3}^{\infty} \tilde{D} e^{-\tilde{D} t}(\log (|D| q t))^{15}\left(r^{-\frac{1}{2}} q t+r^{-\frac{5}{7}} q^{\frac{5}{7}} t^{\frac{13}{14}}+r^{-1} t^{\frac{1}{2}}\right) d t .
\end{aligned}
$$

As before we substitute $\tau=\tilde{D} t$, estimate the occurring first integral trivial and use for the occurring second integral (4.29), to obtain

$$
\begin{aligned}
\int_{3}^{\infty} & \tilde{D} e^{-\tilde{D} t}(\log (|D| q t))^{15}\left(r^{-\frac{1}{2}} q t+r^{-\frac{5}{7}} q^{\frac{5}{7}} t^{\frac{13}{14}}+r^{-1} t^{\frac{1}{2}}\right) d t \ll \\
& \ll\left(r^{-\frac{1}{2}} q \tilde{D}^{-1}+r^{-\frac{5}{7}} q^{\frac{5}{7}} \tilde{D}^{-\frac{13}{14}}+r^{-1} \tilde{D}^{-\frac{1}{2}}\right)\left(\log \left(|D| q \tilde{D}^{-1}\right)\right)^{15} \\
& \ll\left(r^{\frac{1}{2}} \delta^{-1} q+r^{\frac{3}{14}} \delta^{-\frac{13}{14}} q^{\frac{5}{7}}+r^{-\frac{1}{2}} \delta^{-\frac{1}{2}}\right)\left(\log \left(|D| r \delta^{-1} q\right)\right)^{15}
\end{aligned}
$$

where we used again in the last step that (4.25) implies $\tilde{D}^{-1} \leq \delta^{-1} r$. Therefore,

$$
\begin{aligned}
& \int_{\frac{1}{2}}^{1} \int_{3}^{\infty} \tilde{D} e^{-\tilde{D} t} t^{\sigma-\frac{1}{2}} r^{-\sigma} \log \left(\frac{t}{r}\right)\left\{\sum_{\substack{\chi(\bmod q) \\
\chi \neq \chi_{0}, \chi_{D}^{*}}} N_{K}\left(\sigma, t, \chi^{*}\right)\right\} d t d \sigma \ll \\
& \quad \ll\left(r^{\frac{1}{2}} \delta^{-1} q+r^{\frac{3}{14}} \delta^{-\frac{13}{14}} q^{\frac{5}{7}}+r^{-\frac{1}{2}} \delta^{-\frac{1}{2}}\right)\left(\log \left(|D| r \delta^{-1} q\right)\right)^{15}
\end{aligned}
$$

and

$$
\begin{aligned}
& \sum_{\substack{\chi(\bmod q) \\
\chi \neq \chi_{0}, \chi_{D}^{*}}} \sum_{\rho \in \mathcal{F}\left(\chi^{*}\right)}^{|\gamma|>3} \mid \\
& \\
& \quad \ll \delta^{-1}\left\{r^{\frac{1}{2}} q+r^{\frac{3}{14}} \delta^{\frac{1}{14}} q^{\frac{5}{7}}+r^{-\frac{1}{2}} \delta^{\frac{1}{2}}\right\}\left(\log \left(|D| r \delta^{-1} q\right)\right)^{15}
\end{aligned}
$$

Now we consider the remaining case of non-trivial zeros with $|\gamma| \leq 3$ :

Lemma 4.2.10 Let $q \geq 3$ be an integer. Then

$$
\begin{aligned}
\sum_{\substack{\chi\left(\bmod q \\
\chi \neq \chi_{0}, \chi_{D}^{*}\right.}} & \sum_{\substack{\rho \in \mathcal{F}\left(\chi^{*}\right) \\
|\gamma| \leq 3}}\left|\Gamma(\rho) z_{0}^{-\rho}\right| \ll \\
& \ll \delta^{-1}\left\{r^{\frac{1}{2}} q+r^{\frac{3}{14}} \delta^{\frac{1}{14}} q^{\frac{5}{7}}+r^{-\frac{1}{2}} \delta^{\frac{1}{2}}\right\}(\log (|D| q))^{15},
\end{aligned}
$$

where $r=\left|z_{0}\right|<1, \delta=\operatorname{Re} z_{0}$ and $\delta>0$ is sufficiently small.

## Proof

For $\rho=\beta+i \gamma$, we split the proof in the two cases $\beta \geq \frac{1}{2}$ and $\beta<\frac{1}{2}$. If $|\gamma| \leq 3$ and $\beta \geq \frac{1}{2}$, then $\Gamma(\rho) z_{0}^{-\rho} \ll r^{-\beta}$. Moreover, we use

$$
r^{-\beta}=r^{-\frac{1}{2}}+\int_{\frac{1}{2}}^{\beta} \frac{\log \left(r^{-1}\right)}{r^{\sigma}} d \sigma
$$

to get

$$
\begin{aligned}
& \sum_{\substack{\chi(\bmod q) \\
\chi \neq \chi_{0}, \chi_{D}^{*}}} \sum_{\substack{\rho \in \mathcal{F}\left(\chi^{*}\right) \\
|\gamma| \leq 3, \frac{1}{2} \leq \beta}}\left|\Gamma(\rho) z_{0}^{-\rho}\right| \ll \\
& \ll \sum_{\substack{\chi(\bmod q) \\
\chi \neq \chi_{0}, \chi_{D}^{*}}} \sum_{\substack{\rho \in \mathcal{F}\left(\chi^{*}\right) \\
|\gamma| \leq 3, \frac{1}{2} \leq \beta}}\left(r^{-\frac{1}{2}}+\int_{\frac{1}{2}}^{\beta} r^{-\sigma} \log \left(r^{-1}\right) d \sigma\right) \\
& \ll r^{-\frac{1}{2}} \sum_{\substack{\chi(\bmod q) \\
\chi \neq \chi_{0}, \chi_{D}^{*}}} N_{K}\left(\frac{1}{2}, 3, \chi^{*}\right)+ \\
& \quad+\int_{\frac{1}{2}}^{\beta} r^{-\sigma} \log \left(r^{-1}\right)\left\{\sum_{\substack{\operatorname{limod} q) \\
\chi \neq \chi_{0}, \chi_{D}^{*}}} N_{K}\left(\sigma, 3, \chi^{*}\right)\right\} d \sigma .
\end{aligned}
$$

As in the proof of the previous lemma, we use the zero-density estimates (4.27) and (4.28) to obtain

$$
\begin{aligned}
& \sum_{\substack{\chi(\bmod q) \\
\chi \neq \chi_{0}, \chi_{D}^{*}}} \sum_{\substack{\rho \in \mathcal{F}\left(\chi^{*}\right) \\
|\gamma| \leq 3, \frac{1}{2} \leq \beta}}\left|\Gamma(\rho) z_{0}^{-\rho}\right| \ll \\
& \ll r^{-\frac{1}{2}} q \log ^{14}(|D| q)+\log \left(r^{-1}\right)(\log (|D| q))^{14} \int_{\frac{1}{2}}^{\frac{5}{7}} r^{-\sigma} q^{\frac{5-4 \sigma}{3}} d \sigma+ \\
& \quad+\log \left(r^{-1}\right)(\log (|D| q))^{14} \int_{\frac{5}{7}}^{1} r^{-\sigma} q^{\frac{5}{2}(1-\sigma)} d \sigma
\end{aligned}
$$

By partial integration,

$$
\begin{aligned}
& \log \left(r^{-1}\right)(\log (|D| q))^{14} \int_{\frac{1}{2}}^{\frac{5}{7}} r^{-\sigma} q^{\frac{5-4 \sigma}{3}} d \sigma+ \\
& \quad+\log \left(r^{-1}\right)(\log (|D| q))^{14} \int_{\frac{5}{7}}^{1} r^{-\sigma} q^{\frac{5}{2}(1-\sigma)} d \sigma= \\
&=(\log (|D| q))^{14}\left\{\left.r^{-\sigma} q^{\frac{5-4 \sigma}{3}}\right|_{\sigma=\frac{5}{7}} ^{\frac{5}{7}}+\frac{4}{3} \log (q) \int_{\frac{1}{2}}^{\frac{5}{7}} r^{-\sigma} q^{\frac{5-4 \sigma}{3}} d \sigma\right\}+ \\
& \quad+(\log (|D| q))^{14}\left\{\left.r^{-\sigma} q^{\frac{5}{2}(1-\sigma)}\right|_{\sigma=\frac{5}{7}} ^{1}+\frac{5}{2} \log (q) \int_{\frac{5}{7}}^{1} r^{-\sigma} q^{\frac{5}{2}(1-\sigma)} d \sigma\right\} \\
& \ll(\log (|D| q))^{14} \log (q)\left(r^{-\frac{1}{2}} q+r^{-\frac{5}{7}} q^{\frac{5}{7}}+r^{-1}\right) \\
& \ll(\log (|D| q))^{15}\left(r^{-\frac{1}{2}} q+r^{-\frac{5}{7}} q^{\frac{5}{7}}+r^{-1}\right)
\end{aligned}
$$

and therefore,

$$
\sum_{\substack{\chi(\bmod q) \\ \chi \neq \chi_{0}, \chi_{D}^{*}}} \sum_{\substack{\rho \in \mathcal{F}(\gamma) \leq 3, \frac{1}{2} \leq \beta}}\left|\Gamma(\rho) z_{0}^{-\rho}\right| \ll \delta^{-1}\left(\delta r^{-\frac{1}{2}} q+\delta r^{-\frac{5}{7}} q^{\frac{5}{7}}+\delta r^{-1}\right)(\log (|D| q))^{15} .
$$

We observe that $\delta=\operatorname{Re} z_{0} \leq\left|z_{0}\right|=r$ implies $\delta r^{-\frac{5}{7}} \leq r^{\frac{3}{14}} \delta^{\frac{1}{14}}$ and $\delta r^{-1} \leq$ $r^{-\frac{1}{2}} \delta^{\frac{1}{2}}$, such that

$$
\sum_{\substack{\left.\chi(\bmod q) \\ \chi \neq \chi_{0}, \chi_{D}^{*}\right)}} \sum_{\substack{\rho \in \mathcal{F}\left(\chi^{*}\right) \\|\gamma| \leq 3, \frac{1}{2} \leq \beta}}\left|\Gamma(\rho) z_{0}^{-\rho}\right| \ll \delta^{-1}\left(r^{\frac{1}{2}} q+r^{\frac{3}{14}} \delta^{\frac{1}{14}} q^{\frac{5}{7}}+r^{-\frac{1}{2}} \delta^{\frac{1}{2}}\right)(\log (|D| q))^{15} .
$$

This proves the lemma for $\frac{1}{2} \leq \beta$.
In the second case, where $|\gamma| \leq 3$ and $\beta<\frac{1}{2}$, we use that $\Gamma(s)-s^{-1}$ is bounded on the rectangular area $0 \leq \sigma \leq \frac{1}{2},|t| \leq 3$. Therefore,

$$
\sum_{\substack{\chi(\bmod q) \\ \chi \neq \chi_{0}, \chi_{D}^{*}}} \sum_{\substack{\rho \in \mathcal{F}\left(\chi^{*}\right) \\|\gamma| \leq 3, \beta<\frac{1}{2}}}\left|\Gamma(\rho) z_{0}^{-\rho}\right| \ll \sum_{\substack{\chi(\bmod q) \\ \chi \neq \chi_{0}, \chi_{D}^{*}}} \sum_{\substack{\rho \in \mathcal{F}\left(\chi^{*}\right) \\|\gamma| \leq 3, \beta<\frac{1}{2}}}|\rho|^{-1} r^{-\frac{1}{2}} .
$$

Using

$$
|\rho|^{-1} \ll \log q \ll \log (|D| q)
$$

from $[8$, p. 122] and the zero-density estimate (4.27),

$$
\begin{aligned}
\sum_{\substack{\chi(\bmod q) \\
\chi \neq \chi_{0}, \chi_{D}^{*}}} \sum_{\substack{\rho \in \mathcal{F}\left(\chi^{*}\right) \\
|\gamma| \leq 3, \beta<\frac{1}{2}}}|\rho|^{-1} r^{-\frac{1}{2}} & \ll \log (|D| q) r^{-\frac{1}{2}} \sum_{\substack{\chi(\bmod q) \\
\chi \neq \chi_{0}, \chi_{D}^{*}}} N_{K}\left(\frac{1}{2}, 3, \chi^{*}\right) \\
& \ll \delta^{-1}\left(\delta r^{-\frac{1}{2}}\right) q(\log (|D| q))^{15} .
\end{aligned}
$$

Since $\delta r^{-1} \leq 1$ implies $\delta r^{-\frac{1}{2}} \leq r^{\frac{1}{2}}$,

$$
\sum_{\substack{\chi\left(\bmod \\ \chi \neq \chi_{0}, \chi_{D}^{*}\right)}} \sum_{\substack{\rho \in \mathcal{F}\left(\chi^{*}\right) \\|\gamma| \leq 3, \beta<\frac{1}{2}}}|\rho|^{-1} r^{-\frac{1}{2}} \ll \delta^{-1} r^{\frac{1}{2}} q(\log (|D| q))^{15},
$$

which is already contained in the bound in case of $\frac{1}{2} \leq \beta$. Combination of both cases for $\beta$ proves the lemma.

Taking into account Lemma 4.2.9 and Lemma 4.2.10 in Corollary 4.2.8, we get

Corollary 4.2.11 Let $\alpha$ be a real number and $\delta>0$ sufficiently small. Further, let $b$ be an integer, $q$ a positive integer, satisfying $(b, q)=1$, and let $z_{0}=\delta+2 \pi i\left(\alpha-\frac{b}{q}\right)$. Then for $r=\left|z_{0}\right|<1$,

$$
\begin{aligned}
f(\delta)^{-1}|f(\delta+2 \pi i \alpha)| \ll & \delta \log \left(\delta^{-1}\right) q^{\frac{1}{2}}(\log (e+|D| q))^{2}+q^{-\frac{1}{2}}(\log (e+q))^{16}+ \\
& +\left(r^{\frac{1}{2}} q^{\frac{1}{2}}+r^{\frac{3}{14}} \delta^{\frac{1}{14}} q^{\frac{3}{14}}\right)\left(\log \left(e+|D| r \delta^{-1} q\right)\right)^{16} .
\end{aligned}
$$

## Proof

Lemma 4.2.9 and Lemma 4.2.10 give an upper bound for

$$
\sum_{\substack{\chi(\bmod q) \\ \chi \neq \chi_{0}, \chi_{D}^{*}}} \sum_{\rho \in \mathcal{F}\left(\chi^{*}\right)}\left|\Gamma(\rho) z_{0}^{-\rho}\right|
$$

in Corollary 4.2 .8 if $q \geq 3$. For $q \leq 2$, the sum in empty. We use that $\varphi(q)^{-1} \ll \frac{\log (e+q)}{q}$ and $1 \leq r \delta^{-1}$, to get

$$
\begin{aligned}
& f(\delta)^{-1}|f(\delta+2 \pi i \alpha)| \ll \\
& \ll \\
& \quad \frac{\sqrt{q}}{\varphi(q)}+\delta \log \left(\delta^{-1}\right) \sqrt{q}(\log (e+|D| q))^{2}+ \\
& \quad+\frac{\sqrt{q}}{\varphi(q)}\left(r^{\frac{1}{2}} q+r^{\frac{3}{14}} \delta^{\frac{1}{14}} q^{\frac{5}{7}}+r^{-\frac{1}{2}} \delta^{\frac{1}{2}}\right)\left(\log \left(|D| r \delta^{-1} q\right)\right)^{15} \\
& \ll \\
& \quad q^{-\frac{1}{2}} \log (e+q)+\delta \log \left(\delta^{-1}\right) q^{\frac{1}{2}}(\log (e+|D| q))^{2}+ \\
& \quad+\left(r^{\frac{1}{2}} q^{\frac{1}{2}}+r^{\frac{3}{14}} \delta^{\frac{1}{14}} q^{\frac{3}{14}}\right)\left(\log \left(e+|D| r \delta^{-1} q\right)\right)^{16}+ \\
& \quad+\left(r \delta^{-1} q\right)^{-\frac{1}{2}}\left(\log \left(e+|D| r \delta^{-1} q\right)\right)^{16} .
\end{aligned}
$$

Recall that $|D|$ is fixed. To estimate the last term, observe that

$$
u^{-\frac{1}{2}}(\log (e+|D| u))^{16}
$$

is bounded and strictly decreasing for sufficiently large $u \geq 1$. Since $1 \leq|D|$ and $1 \leq r \delta^{-1}$ we have $q \leq|D| r \delta^{-1} q$, and therefore

$$
\left(r \delta^{-1} q\right)^{-\frac{1}{2}}\left(\log \left(e+|D| r \delta^{-1} q\right)\right)^{16} \ll q^{-\frac{1}{2}}(\log (e+q))^{16}
$$

Moreover,

$$
q^{-\frac{1}{2}} \log (e+q) \leq q^{-\frac{1}{2}}(\log (e+q))^{16}
$$

which proves the estimate of the corollary.
For rational approximation of $\alpha$ we use the well-known approximation theorem of Dirichlet, see for example Landau [41, Satz 159] or Hardy \& Wright [25, Theorem 36]:

Let $\alpha$ and $Q \geq 1$ be real. Then there exist integers $b$ and $q$ such that $(b, q)=1,1 \leq q \leq Q$ and $\left|\alpha-\frac{b}{q}\right|<q^{-1} Q^{-1}$.
Theorem 4.2.12 Let $\alpha$ be a real number and $\delta>0$ sufficiently small (but at least $\delta<\frac{1}{50}$ ). Let $Q=\delta^{-\frac{2}{3}}$ and let $b$ and $q$ be integers such that $(b, q)=$ $1,1 \leq q \leq Q$ and $\left|\alpha-\frac{b}{q}\right|<q^{-1} Q^{-1}$. Then

$$
f(\delta)^{-1}|f(\delta+2 \pi i \alpha)| \ll \delta^{\frac{1}{7}}\left(\log \left(e+|D| \delta^{-1}\right)\right)^{16}+q^{-\frac{1}{2}}(\log (e+q))^{16}
$$

## Proof

Let $Q=\delta^{-\lambda}$, where $\frac{1}{2}<\lambda<1$. Suppose that $b$ and $q$ are choosen such that $(b, q)=1,1 \leq q \leq Q$ and $\left|\alpha-\frac{b}{q}\right|<q^{-1} Q^{-1}$. We look at two seperate cases: If $\delta^{\lambda-1} \leq q \leq \delta^{-\lambda}$, then

$$
\begin{aligned}
\delta & \leq r=\left|z_{0}\right|=\left(\delta^{2}+4 \pi^{2}\left|\alpha-\frac{b}{q}\right|^{2}\right)^{\frac{1}{2}} \\
& \leq\left(\delta^{2}+4 \pi^{2} q^{-2} \delta^{2 \lambda}\right)^{\frac{1}{2}} \leq\left(\delta^{2}+4 \pi^{2} \delta^{2-2 \lambda} \delta^{2 \lambda}\right)^{\frac{1}{2}}=\delta\left(1+4 \pi^{2}\right)^{\frac{1}{2}} \ll \delta
\end{aligned}
$$

resp. $\delta \leq r \ll \delta$. This implies for the last term in Corollary 4.2.11

$$
\begin{aligned}
\left(r^{\frac{1}{2}} q^{\frac{1}{2}}+\right. & \left.r^{\frac{3}{14}} \delta^{\frac{1}{14}} q^{\frac{3}{14}}\right)\left(\log \left(e+|D| r \delta^{-1} q\right)\right)^{16} \ll \\
& \ll\left(\delta^{\frac{1-\lambda}{2}}+\delta^{\frac{4-3 \lambda}{14}}\right)\left(\log \left(e+|D| \delta^{-1}\right)\right)^{16}
\end{aligned}
$$

If $1 \leq q \leq \delta^{\lambda-1}$ then

$$
\begin{aligned}
\delta & \leq r=\left|z_{0}\right|=\left(\delta^{2}+4 \pi^{2}\left|\alpha-\frac{b}{q}\right|^{2}\right)^{\frac{1}{2}} \\
& \leq\left(\delta^{2}+4 \pi^{2} q^{-2} \delta^{2 \lambda}\right)^{\frac{1}{2}} \leq\left(\delta^{2}+4 \pi^{2} \delta^{2 \lambda}\right)^{\frac{1}{2}}=\delta^{\lambda}\left(\delta^{2-2 \lambda}+4 \pi^{2}\right)^{\frac{1}{2}} \\
& \leq \delta^{\lambda}\left(1+4 \pi^{2}\right)^{\frac{1}{2}} \ll \delta^{\lambda}
\end{aligned}
$$

resp. $\delta \leq r \ll \delta^{\lambda}$. In this case, we get for the last term in Corollary 4.2.11

$$
\begin{aligned}
\left(r^{\frac{1}{2}} q^{\frac{1}{2}}+\right. & \left.r^{\frac{3}{14}} \delta^{\frac{1}{14}} q^{\frac{3}{14}}\right)\left(\log \left(e+|D| r \delta^{-1} q\right)\right)^{16} \ll \\
& \ll\left(\delta^{\lambda-\frac{1}{2}}+\delta^{\frac{3 \lambda-1}{7}}\right)\left(\log \left(e+|D| \delta^{-1}\right)\right)^{16} .
\end{aligned}
$$

So either in the first or the second case,

$$
\begin{aligned}
&\left(r^{\frac{1}{2}} q^{\frac{1}{2}}+r^{\frac{3}{14}} \delta^{\frac{1}{14}} q^{\frac{3}{14}}\right)\left(\log \left(e+|D| r \delta^{-1} q\right)\right)^{16} \ll \\
& \ll\left(\delta^{\frac{1-\lambda}{2}}+\delta^{\frac{4-3 \lambda}{14}}+\delta^{\lambda-\frac{1}{2}}+\delta^{\frac{3 \lambda-1}{7}}\right)\left(\log \left(e+|D| \delta^{-1}\right)\right)^{16} .
\end{aligned}
$$

For the exponents,

$$
\sup _{\frac{1}{2}<\lambda<1}\left\{\min \left(\frac{1-\lambda}{2}, \frac{4-3 \lambda}{14}, \lambda-\frac{1}{2}, \frac{3 \lambda-1}{7}\right)\right\}=\frac{1}{7}
$$

occures at $\lambda=\frac{2}{3}$, and yields

$$
\begin{equation*}
\left(r^{\frac{1}{2}} q^{\frac{1}{2}}+r^{\frac{3}{14}} \delta^{\frac{1}{14}} q^{\frac{3}{14}}\right)\left(\log \left(e+|D| r \delta^{-1} q\right)\right)^{16} \ll \delta^{\frac{1}{7}}\left(\log \left(e+|D| \delta^{-1}\right)\right)^{16} . \tag{4.30}
\end{equation*}
$$

Moreover, $\lambda=\frac{2}{3}$ implies $Q=\delta^{-\frac{2}{3}}$, and if $\delta$ is at least $0<\delta<\frac{1}{50}$, we have $Q>1$ and $r=\left|z_{0}\right|<1$. Therefore, Corollary 4.2.11 can be applied and in combination with (4.30)

$$
\begin{aligned}
f(\delta)^{-1}|f(\delta+2 \pi i \alpha)| \ll & \delta \log \left(\delta^{-1}\right) q^{\frac{1}{2}}(\log (e+|D| q))^{2}+q^{-\frac{1}{2}}(\log (e+q))^{16}+ \\
& +\delta^{\frac{1}{7}}\left(\log \left(e+|D| \delta^{-1}\right)\right)^{16} .
\end{aligned}
$$

We observe that $q \leq Q=\delta^{-\frac{2}{3}}$ implies

$$
\delta \log \left(\delta^{-1}\right) q^{\frac{1}{2}}(\log (e+|D| q))^{2} \ll \delta^{\frac{1}{7}}\left(\log \left(e+|D| \delta^{-1}\right)\right)^{16}
$$

which completes the proof of the theorem.
As an immediate consequence of Theorem 4.2.12 we obtain
Corollary 4.2.13 Let $\alpha$ be a irrational. Then

$$
\lim _{\delta \rightarrow 0+} f(\delta)^{-1}|f(\delta+2 \pi i \alpha)|=0 .
$$

## Proof

We adopt the notation of Theorem 4.2.12, where $\left|\alpha-\frac{b}{q}\right|<q^{-1} Q^{-1}=q^{-1} \delta^{\frac{2}{3}}$. If $\delta \rightarrow 0+$ we must have $q \rightarrow \infty$. Thus

$$
\delta^{\frac{1}{7}}\left(\log \left(e+|D| \delta^{-1}\right)\right)^{16}+q^{-\frac{1}{2}}(\log (e+q))^{16}
$$

tends to zero as $\delta \rightarrow 0+$.

We investigate the related function

$$
g(z)=\sum_{p}\left(1+\chi_{D}(p)\right)(\log p) e^{-p z}
$$

where $z=\delta+i \xi, \delta>0$. For this function we prove
Theorem 4.2.14 Let $\alpha$ be a real number and $\delta>0$ sufficiently small (but at least $\delta<\frac{1}{50}$ ). Further, let $Q=\delta^{-\frac{2}{3}}$ and let $b$ and $q$ be such that $(b, q)=$ $1,1 \leq q \leq Q$, and $\left|\alpha-\frac{b}{q}\right|<q^{-1} Q^{-1}$. Then

$$
g(\delta)^{-1}|g(\delta+2 \pi i \alpha)| \ll \delta^{\frac{1}{7}}\left(\log \left(e+|D| \delta^{-1}\right)\right)^{16}+q^{-\frac{1}{2}}(\log (e+q))^{16}
$$

## Proof

First we verify for the generalised Chebyshev $\vartheta$-function

$$
\begin{equation*}
\vartheta_{K}(x):=\sum_{p \leq x}\left(1+\chi_{D}(p)\right) \log p \tag{4.31}
\end{equation*}
$$

the asymptotic

$$
\begin{equation*}
\vartheta_{K}(x)=x+o(x) \quad(x \rightarrow \infty) \tag{4.32}
\end{equation*}
$$

Recalling (4.2) and (4.3),

$$
\begin{aligned}
\psi_{K}(x) & =\sum_{n \leq x} \Lambda_{K}(n)=\sum_{p^{m} \leq x}\left(1+\chi_{D}\left(p^{m}\right)\right) \log p \\
& =\sum_{m=1}^{\infty} \sum_{p \leq x^{\frac{1}{m}}}\left(1+\chi_{D}(p)\right) \log p=\sum_{m=1}^{\infty} \vartheta_{K}\left(x^{\frac{1}{m}}\right) .
\end{aligned}
$$

This is a finite sum and in fact empty if $x^{\frac{1}{m}}<2$, implying $m>\frac{\log x}{\log 2}=\log _{2} x$. Therefore,

$$
\psi_{K}(x)=\sum_{m \leq \log _{2} x} \sum_{p \leq x \frac{1}{m}}\left(1+\chi_{D}(p)\right) \log p=\sum_{m \leq \log _{2} x} \vartheta_{K}\left(x^{\frac{1}{m}}\right)
$$

Since $1+\chi_{D}(n) \ll 1$, we get $\vartheta_{K}(x) \ll \sum_{p \leq x} \log p \ll x \log x$ and for the difference

$$
\begin{aligned}
0 & \leq \psi_{K}(x)-\vartheta_{K}(x)=\sum_{2 \leq m \leq \log _{2} x} \vartheta_{K}\left(x^{\frac{1}{m}}\right) \\
& \ll \sum_{2 \leq m \leq \log _{2} x} x^{\frac{1}{m}} \log \left(x^{\frac{1}{m}}\right) \ll\left(\log _{2} x\right) x^{\frac{1}{2}} \log \left(x^{\frac{1}{2}}\right) \ll x^{\frac{1}{2}}(\log x)^{2} .
\end{aligned}
$$

So

$$
0 \leq \frac{\psi_{K}(x)}{x}-\frac{\vartheta_{K}(x)}{x} \ll x^{-\frac{1}{2}}(\log x)^{2},
$$

where the right side tends to zero as $x \rightarrow \infty$, implying

$$
\begin{equation*}
\lim _{x \rightarrow \infty}\left(\frac{\psi_{K}(x)}{x}-\frac{\vartheta_{K}(x)}{x}\right)=0 . \tag{4.33}
\end{equation*}
$$

Therefore, if one of the limits $\lim _{x \rightarrow \infty} \frac{\psi_{K}(x)}{x}$ or $\lim _{x \rightarrow \infty} \frac{\vartheta_{K}(x)}{x}$ exitsts, so does the other and both limits are equal. We know from (4.3) that $\lim _{x \rightarrow \infty} \frac{\psi_{K}(x)}{x}=$ 1 , implying $\lim _{x \rightarrow \infty} \frac{\vartheta_{K}(x)}{x}=1$ resp. (4.32) by (4.33).

Using (4.32) and that $\vartheta_{K}(x)$ vanishes for $0 \leq x \leq 1$, one can prove as in Theorem 4.2.1 that

$$
\begin{equation*}
g(\delta) \sim \delta^{-1} \quad(\delta \rightarrow 0+) \tag{4.34}
\end{equation*}
$$

We rewrite

$$
\begin{aligned}
f(z) & =\sum_{n \geq 1} \Lambda_{K}(n) e^{-n z} \\
& =\sum_{p}\left(1+\chi_{D}(p)\right)(\log p) e^{-p z}+\sum_{p} \sum_{m=2}^{\infty}\left(1+\chi_{D}\left(p^{m}\right)\right)(\log p) e^{-p^{m} z} \\
& =g(z)+E(z),
\end{aligned}
$$

say. In view of (4.34) it remains to estimate $E(\delta)$. We use the representation as a Stieltjes integral,

$$
E(\delta)=\int_{1}^{\infty} e^{-\delta y} \mathrm{~d} U(y)
$$

where

$$
\begin{aligned}
U(y) & =\sum_{\substack{p^{m} \leq y \\
2 \leq m}}\left(1+\chi_{D}\left(p^{m}\right)\right) \log p=\sum_{m=2}^{\infty} \sum_{p \leq y^{\frac{1}{m}}}\left(1+\chi_{D}(p)\right) \log p \\
& =\sum_{m=2}^{\infty} \vartheta_{K}\left(y^{\frac{1}{m}}\right) .
\end{aligned}
$$

The inner sum $\vartheta_{K}\left(y^{\frac{1}{m}}\right)=\sum_{p \leq y^{\frac{1}{m}}}\left(1+\chi_{D}(p)\right) \log p$ is finite and if we assume that it is non-empty, there are primes satisfying $2 \leq p \leq y^{\frac{1}{m}}$, i.e. $\frac{\log y}{\log 2} \geq m$, or $m \ll \log y$. We also note that for all $m \geq 3, \vartheta_{K}\left(y^{\frac{1}{m}}\right) \ll$ $\vartheta_{K}\left(y^{\frac{1}{3}}\right)$. Since $\vartheta_{K}\left(y^{\frac{1}{m}}\right)=0$ for $\left[\frac{\log y}{\log 2}\right]<m$, we get with (4.32)

$$
\begin{aligned}
U(y) & =\vartheta_{K}\left(y^{\frac{1}{2}}\right)+\sum_{m=3}^{\infty} \vartheta_{K}\left(y^{\frac{1}{m}}\right)=\vartheta_{K}\left(y^{\frac{1}{2}}\right)+O\left((\log y) \vartheta_{K}\left(y^{\frac{1}{3}}\right)\right) \\
& \ll y^{\frac{1}{2}}+(\log y) y^{\frac{1}{3}} \ll y^{\frac{1}{2}}
\end{aligned}
$$

Applying partial integration

$$
\begin{aligned}
E(\delta) & =\int_{1}^{\infty} e^{-\delta y} \mathrm{~d} U(y)=\left.e^{-\delta y} U(y)\right|_{y=1} ^{\infty}+\delta \int_{1}^{\infty} U(y) e^{-\delta y} d y \\
& =\delta \int_{1}^{\infty} U(y) e^{-\delta y} d y
\end{aligned}
$$

where the first term vanishs in view of $\vartheta_{K}(1)=0$ and $U(y) \ll y^{\frac{1}{2}}$. Using $\int_{1}^{\infty} y^{\frac{1}{2}} e^{-\delta y} d y \ll \delta^{-\frac{3}{2}}$ (which can be verified by substituting $x=\delta y$ ) we obtain

$$
\begin{equation*}
E(\delta) \ll \delta \int_{1}^{\infty} y^{\frac{1}{2}} e^{-\delta y} d y \ll \delta^{-\frac{1}{2}} \tag{4.35}
\end{equation*}
$$

Since $g(\delta)^{-1} \sim \delta \sim f(\delta)^{-1}$ for $\delta \rightarrow 0+$ and $f(z)=g(z)+E(z)$, we get by (4.35) and Theorem 4.2.12

$$
\begin{aligned}
g(\delta)^{-1}|g(\delta+2 \pi i \alpha)| & \ll f(\delta)^{-1}|f(\delta+2 \pi i \alpha)|+f(\delta)^{-1} E(\delta) \\
& \ll \delta^{\frac{1}{7}}\left(\log \left(e+|D| \delta^{-1}\right)\right)^{16}+q^{-\frac{1}{2}}(\log (e+q))^{16}+\delta^{\frac{1}{2}} \\
& \ll \delta^{\frac{1}{7}}\left(\log \left(e+|D| \delta^{-1}\right)\right)^{16}+q^{-\frac{1}{2}}(\log (e+q))^{16} .
\end{aligned}
$$

Now we can prove our main theorem in the context of weights related to the Dedekind zeta-function of a quadratic number field:

## Proof of Theorem 1.3.7:

Let $\alpha>0$ be irrational. Analogue to the proof of Corollary 4.2.13, we obtain from Theorem 4.2.14

$$
\lim _{\delta \rightarrow 0+} g(\delta)^{-1}|g(\delta+2 \pi i \alpha)|=0
$$

This implies that for every nonzero integer $h$

$$
\lim _{\delta \rightarrow 0+} \frac{g(\delta+2 \pi i \alpha h)}{g(\delta)}=0
$$

which was to prove by (1.50). We also know $g(\delta) \sim \delta^{-1}$ for $\delta \rightarrow 0+$ from (4.34). Therefore, Vaaler's theorem (cf. p. 32) implies that $\left(\alpha p_{n}\right)_{n \geq 1}$ is $\left(1+\chi_{D}\left(p_{n}\right)\right) \log p_{n}-$ u.d. $\bmod 1$, where $p_{1}, p_{2}, \ldots$ is the sequence of primes for which $1+\chi_{D}\left(p_{n}\right)$ is positive. As remarked in the introductory part on uniform distribution of sequences modulo one, $\alpha$ can be replaced by $-\alpha$, which yields Theorem 1.3.7 for irrational $\alpha$.

To prove that Theorem 1.3.7 implies Corollary 1.3.8, we need Vaaler's result on the replacement of weights (p. 34). For the sake of completeness we state his result as an lemma and recall its proof from [72].

Lemma 4.2.15 Let $a(n)$ be a sequence of weights and let $\gamma(n)$ be a monotone sequence (either increasing or decreasing) of positive real numbers. Suppose that
(i) $\sum_{n=1}^{N} a(n) \gamma(n)$ diverges for $N \rightarrow \infty$,
(ii) $\gamma(N) \sum_{n=1}^{N} a(n) \ll \sum_{n=1}^{N} a(n) \gamma(n)$ for all $N \geq 1$.

Then $a(n) \gamma(n)$ is stronger than $a(n)$.

## Proof

Assume $\left(x_{n}\right)_{n \geq 1}$ is $a(n)$-u.d. mod 1. For each integer $h \neq 1$, let

$$
A_{h}(N)=\sum_{n=1}^{N} a(n) e^{2 \pi i h x_{n}}
$$

Note that by (1.6) the quotient $A(N) A_{h}(N) \rightarrow 0$ as $N \rightarrow \infty$, where $A(N)$ is the sum of weights (1.4). We prove that

$$
\begin{equation*}
\left(\sum_{n=1}^{N} a(n) \gamma(n)\right)^{-1}\left(\sum_{n=1}^{N} a(n) \gamma(n) e^{2 \pi i h x_{n}}\right) \tag{4.36}
\end{equation*}
$$

tends to zero as $N \rightarrow \infty$. Partial summation yields that (4.36) is equal to

$$
\begin{aligned}
& \left(\sum_{n=1}^{N} a(n) \gamma(n)\right)^{-1}\left(A_{h}(N) \gamma(N)-\sum_{n=1}^{N} A_{h}(n)(\gamma(n+1)-\gamma(n))\right)= \\
& \quad=\left(\sum_{n=1}^{N} a(n) \gamma(n)\right)^{-1} A_{h}(N) \gamma(N) \\
& \quad-\left(\sum_{n=1}^{N} a(n) \gamma(n)\right)^{-1} \sum_{n=1}^{N-1} \frac{A_{h}(n)}{A(n)}(A(n)(\gamma(n+1)-\gamma(n)))
\end{aligned}
$$

By assumption (ii) we get for the first term

$$
\begin{aligned}
\left(\sum_{n=1}^{N} a(n) \gamma(n)\right)^{-1} A_{h}(N) \gamma(N) & \ll\left(\gamma(N) \sum_{n=1}^{N} a(n)\right)^{-1} A_{h}(N) \gamma(N) \\
& \ll \frac{A_{h}(N)}{A(N)}
\end{aligned}
$$

where the right side tends to zero as $N \rightarrow \infty$. For the other term we note that $\gamma(n+1)-\gamma(n)$ is of one sign for all $n \geq 1$, and that $\left|A(n)^{-1} A_{h}(n)\right| \rightarrow 0$ as $n \rightarrow \infty$. Therefore, since by (i) the sum $\sum_{n=1}^{N} a(n) \gamma(n)$ diverges as $N \rightarrow \infty$, it suffices to show that

$$
\left(\sum_{n=1}^{N} a(n) \gamma(n)\right)^{-1} \sum_{n=1}^{N-1} A(n)|\gamma(n+1)-\gamma(n)| \ll 1
$$

Again by summation by parts,

$$
\sum_{n=1}^{N} a(n) \gamma(n)=A(N) \gamma(N)-\sum_{n=1}^{N-1} A(n)(\gamma(n+1)-\gamma(n)),
$$

implying

$$
\sum_{n=1}^{N-1} A(n)|\gamma(n+1)-\gamma(n)| \leq A(N) \gamma(N)+\sum_{n=1}^{N} a(n) \gamma(n)
$$

Thus

$$
\begin{aligned}
& \left(\sum_{n=1}^{N} a(n) \gamma(n)\right)^{-1} \sum_{n=1}^{N-1} A(n)|\gamma(n+1)-\gamma(n)| \leq \\
& \quad \leq 1+\left(\sum_{n=1}^{N} a(n) \gamma(n)\right)^{-1} A(N) \gamma(N) \\
& \quad=1+\left(\sum_{n=1}^{N} a(n) \gamma(n)\right)^{-1} \gamma(N) \sum_{n=1}^{N} a(n) \ll 1
\end{aligned}
$$

by (ii), which completes the proof.

Now we can prove Corollary 1.3.8:

## Proof of Corollary 1.3.8:

By partial sumation and (4.32), we observe that

$$
\sum_{2 \leq p \leq x}\left(1+\chi_{D}(p)\right)=\frac{\vartheta_{K}(x)}{\log x}+\int_{2}^{x} \frac{\vartheta_{K}(t)}{t(\log t)^{2}} d t \sim \frac{x}{\log x}
$$

as $x \rightarrow \infty$. Let $a(n)=\left(1+\chi_{D}\left(p_{n}\right)\right) \log p_{n}$ and $\gamma(n)=\left(\log p_{n}\right)^{-1}$. Then

$$
\sum_{n=1}^{N} a(n) \gamma(n)=\sum_{n=1}^{N}\left(1+\chi_{D}\left(p_{n}\right)\right)
$$

diverges as $N \rightarrow \infty$, while for all $N \geq 1$

$$
\begin{aligned}
\gamma(N) \sum_{n=1}^{N} a(n) & =\frac{1}{\log p_{N}} \sum_{n=1}^{N}\left(1+\chi_{D}\left(p_{n}\right)\right) \log p_{n} \\
& \leq \sum_{n=1}^{N}\left(1+\chi_{D}\left(p_{n}\right)\right)=\sum_{n=1}^{N} a(n) \gamma(n)
\end{aligned}
$$

Therfore, $a(n) \gamma(n)=1+\chi_{D}\left(p_{n}\right)$ is stronger than $a(n)=\left(1+\chi_{D}\left(p_{n}\right)\right) \log p_{n}$ and the corollary follows from Lemma 4.2.15 and Theorem 1.3.7.

### 4.3 Weights from the class $\mathcal{A}$

For $F \in \mathcal{A}$ and a Dirichlet character $\chi \bmod q$, let

$$
\begin{equation*}
f(z)=\sum_{n \geq 1} \Lambda_{F}(n) e^{-n z} \tag{4.37}
\end{equation*}
$$

resp.

$$
\begin{equation*}
f(z ; \chi)=\sum_{n \geq 1} \Lambda_{F}(n) \chi(n) e^{-n z}, \tag{4.38}
\end{equation*}
$$

where $z=\delta+i \xi, \delta>0$. Here $\Lambda_{F}$ denotes the generalised von Mangoldt function from (1.35), which is supported on prime powers (see also (1.36)).

As already remarked, some parts in the proofs in the case of weights from the class $\mathcal{A}$ are similar to the case of weights from the Dedekind zetafunction. Therefore, we focus in the following proofs on the parts that need to be adapted.

We notice that, for $\chi$ beeing the principal character $\chi_{0} \bmod 1$, assumption $\left(\mathcal{A}_{3}\right)$ implies

$$
\begin{equation*}
\psi_{F}(x)=m_{F} x+o(x) \tag{4.39}
\end{equation*}
$$

as $x \rightarrow \infty$. Thus $\left(\mathcal{A}_{3}\right)$ implies the prime number theorem for the class $\mathcal{A}$ with positive $m_{F}$.

Using (4.39), we get as an generalisation of Theorem 4.2.1
Theorem 4.3.1 The series $f(\delta)=\sum_{n \geq 1} \Lambda_{F}(n) e^{-\delta n}$ converges if and only if $\delta>0$. For $\delta \rightarrow 0+$ we have $f(\delta) \sim m_{F} \delta^{-1}$.

Proof
By (1.36), and since by definition $\left|\alpha_{j}(p)\right| \leq 1$ for all $j$ and $p$, we obtain

$$
\begin{equation*}
\Lambda_{F}\left(p^{k}\right) \ll \nu_{F} \log p<_{F} \log p, \tag{4.40}
\end{equation*}
$$

where the implied constant may depend on the integer $\nu_{F}>0$.
Note that from now on we allow the implied constant to depend on some constant which may depends on $F$, even if this is not explicitely stated.

Using estimate (4.40) and the prime number theorem (4.39), the proof is analogous to the proof of Theorem 4.2.1.

The next theorem establishs an upper bound for $f(\delta)^{-1}|f(\delta+2 \pi i \alpha)|$, similar to the one in Theorem 4.2.2. In contrast to the Dedekind zeta-function of a quadratic number fields, it is a priori not clear which character has to be excluded such that the twist of $F \in \mathcal{A}$ is regular at $s=1$, or if such a character exists.

Theorem 4.3.2 Let $\alpha$ be a real number and $\delta>0$ sufficiently small. Further, let $b$ be an integer, $q$ a positive integer, satisfying $(b, q)=1$, and let $z_{0}=\delta+2 \pi i\left(\alpha-\frac{b}{q}\right)$. Denote by $\chi^{*} \bmod q^{*}$ the primitive character inducing $\chi \bmod q$. Then

$$
\begin{aligned}
f(\delta)^{-1}|f(\delta+2 \pi i \alpha)| \ll \varphi(q)^{-1} & +\delta \log \left(\delta^{-1}\right) \sqrt{q} \log q+ \\
& +\delta \frac{\sqrt{q}}{\varphi(q)} \sum_{\substack{\chi(\bmod q) \\
\chi \neq \chi_{0}}}\left|f\left(z_{0} ; \chi^{*}\right)\right|
\end{aligned}
$$

## Proof

Assumption $\left(\mathcal{A}_{1}\right)$ and Theorem 4.3.1 imply $f(\delta)^{-1}|f(\delta+2 \pi i \alpha)| \ll \varphi(q)^{-1}$ for $q=1$ and $q=2$, as in the proof of Theorem 4.2.2.

In case of $q \geq 3$, we use $\left(\mathcal{A}_{1}\right)$ and (4.40) to obtain

$$
\begin{aligned}
& f(\delta)^{-1}|f(\delta+2 \pi i \alpha)| \ll \\
& \quad \ll \delta\left|\sum_{\substack{h=1 \\
(h, q)=1}}^{q-1} e^{-2 \pi i\left(\frac{b h}{q}\right)} \sum_{\substack{n=1 \\
n \equiv h(\bmod q)}}^{\infty} \Lambda_{F}(n) e^{-n\left(\delta+2 \pi i\left(\alpha-\frac{b}{q}\right)\right)}\right|+ \\
& \quad+\delta \sum_{p \mid q} \log p \sum_{m=1}^{\infty} e^{-\delta p^{m}}
\end{aligned}
$$

We proceed as in the proof of Theorem 4.2.2, where instead of (4.8) we get

$$
\begin{aligned}
& \sum_{\chi(\bmod q)} \tau(\bar{\chi}) \chi(-b) f\left(z_{0} ; \chi\right)= \\
& \quad=\tau\left(\overline{\chi_{0}}\right) \chi_{0}(-b) \sum_{n \geq 1} \Lambda_{F}(n) \chi_{0}(n) e^{-n z_{0}}+\sum_{\substack{\chi(\bmod q) \\
\chi \neq \chi_{0}}} \tau(\bar{\chi}) \chi(-b) f\left(z_{0} ; \chi\right) \\
& \quad \ll \sum_{n \geq 1} \Lambda_{F}(n) e^{-n \delta}+\sqrt{q} \sum_{\substack{(\bmod q) \\
\chi \neq \chi_{0}}}\left|f\left(z_{0} ; \chi\right)\right|
\end{aligned}
$$

and remark that this estimate leads to the different estimate in the theorem to prove, in comparison with Theorem 4.2.2.

To continue we need some bounds related to the logarithmic derivative. Note that the trivial zeros of the multiplicative twist of $F$ are by assumption $\left(\mathcal{A}_{2}\right)$ at $\rho=-\frac{k+\mu_{j}}{\lambda_{j}}$ and the inequality $-1 \leq \operatorname{Re} \rho \leq 0$ implies

$$
-\operatorname{Re} \mu_{j} \leq k \leq \lambda_{j}-\operatorname{Re} \mu_{j}
$$

where $j=1, \ldots, r$ and $r \in \mathbb{N}$ is fixed. Since only finitely many integers $k \geq 0$ can satisfy this inequality,

$$
\mathcal{M}:=\max \{|\operatorname{Im} \rho|: \rho \text { is a trivial zero of } F(\cdot, \chi), \operatorname{Re} \rho \geq-1\}
$$

exists.
We remark that, unlike Dirichlet L-functions, the zeros of $F \in \mathcal{S}^{\text {poly }}$ may not be symmetric to the real line. Therefore we consider in the analogon of Theorem 4.2.3 two cases, corresponding to the upper half-plane and the lower half-plane.

Theorem 4.3.3 Let $\chi^{*} \bmod q^{*}$ be a primitive Dirichlet character and $m \geq$ $\max \{2, \mathcal{M}\}$ an integer. Then there exists a sequence of real numbers $T_{m}=$ $T_{m}\left(\chi^{*}\right)$ with $m<T_{m}<m+1$, such that for $-1 \leq \sigma \leq 2$

$$
\frac{F^{\prime}}{F}\left(\sigma+i T_{m} ; \chi\right) \ll\left(\log \left(q^{*} T_{m}\right)\right)^{2}
$$

## Proof

Consider the ordinates of the non-trivial zeros of $F\left(s, \chi^{*}\right)$ with $m<t<m+1$ in the upper half-plane. Assumption $\left(\mathcal{A}_{2}\right)$ implies that (1.40) can be applied, to obtain

$$
N_{F}^{+}(T+1)-N_{F}^{+}(T) \ll \log T,
$$

which is the analogon of (4.12) in the upper half-plane. We continue as in the proof of Theorem 4.2.3, where we use that $\left(\mathcal{A}_{2}\right)$ implies that the partialfraction decomposition (1.41) holds in the class $\mathcal{A}$, i.e.

$$
\frac{F^{\prime}}{F}\left(s ; \chi^{*}\right)=\sum_{|\gamma-t| \leq 1} \frac{1}{s-\rho}+O(\log |t|) ;
$$

the sum is taken over all non-trivial zeros $\rho=\beta+i \gamma$ of $F\left(\cdot, \chi^{*}\right)$ such that $|\gamma-t| \leq 1$ and the implied constant may depend on the data of $F\left(\cdot, \chi^{*}\right)$.

In view of (1.40) we get by a similar reasoning a sequence $T_{m}=T_{m}\left(\chi^{*}\right)$ such that in the lower half-plane

$$
\begin{equation*}
\frac{F^{\prime}}{F}\left(\sigma-i T_{m} ; \chi^{*}\right) \ll\left(\log \left(q^{*} T_{m}\right)\right)^{2}, \tag{4.41}
\end{equation*}
$$

where $-1 \leq \sigma \leq 2$.
Moreover, we also need an estimate for the logarithmic derivative to the left of the vertical line $\sigma=-1$.

Theorem 4.3.4 Let $\chi^{*} \bmod q^{*}$ be a primitive Dirichlet character and denote by $\rho$ the trivial zeros of $F\left(\cdot, \chi^{*}\right)$. Exclude from the half-plane $\sigma \leq-1$ the points lying inside the disc $|s+\rho| \leq \frac{1}{2}$. Then in the remaining area we have for $s=\sigma+i T$

$$
\frac{F^{\prime}}{F}\left(s ; \chi^{*}\right) \ll \log |s|,
$$

if $|T|$ is sufficiently large.

## Proof

Since by assumption $\left(\mathcal{A}_{2}\right)$ the multiplicative twist with a primitive character is in $\mathcal{S}^{\text {poly }}$, the functional equation $\left(\mathcal{S}_{3}\right)$ implies

$$
F\left(s ; \chi^{*}\right)=\omega Q^{1-2 s} \prod_{j=1}^{r} \frac{\Gamma\left(\lambda_{j}(1-s)+\overline{\mu_{j}}\right)}{\Gamma\left(\lambda_{j} s+\mu_{j}\right)} \cdot \overline{F\left(1-\bar{s} ; \chi^{*}\right)}
$$

with $Q>0, \lambda_{j}>0, \operatorname{Re} \mu_{j} \geq 0$ and $|\omega|=1$. For $\sigma<0$ we have $1-\sigma>1$, implying for $s=\sigma+i T$ that $1-\bar{s}=(1-\sigma)+i T$ is in the right half-plane with real part greater than one. In this half-plane $F\left(1-\bar{s}, \chi^{*}\right)$ has an absolutely convergent Dirichlet-series expansion by $\left(\mathcal{S}_{1}\right)$ (of the form (1.33)), and

$$
\overline{F\left(1-\bar{s} ; \chi^{*}\right)}=\sum_{n \geq 1} \overline{a(n) \chi^{*}(n)} n^{-(1-s)}
$$

So differentiation of this series with respect to $s$ is possible. Logarithmic differentiation and $\left(\mathcal{A}_{1}\right)$ yield

$$
\begin{aligned}
\frac{F^{\prime}}{F}\left(s ; \chi^{*}\right)= & -2 \log Q-\sum_{j=1}^{r} \lambda_{j} \frac{\Gamma^{\prime}}{\Gamma}\left(\lambda_{j}(1-s)+\overline{\mu_{j}}\right) \\
& -\sum_{j=1}^{r} \lambda_{j} \frac{\Gamma^{\prime}}{\Gamma}\left(\lambda_{j} s+\mu_{j}\right)-\frac{F^{\prime}}{F}\left(1-s ; \overline{\chi^{*}}\right) .
\end{aligned}
$$

The logarithmic derivative $\frac{F^{\prime}}{F}\left(1-s ; \overline{\chi^{*}}\right)$ is absolutely convergent for $\sigma<0$, and since $Q>0$ is fixed, we have

$$
-2 \log Q-\frac{F^{\prime}}{F}\left(1-s ; \overline{\chi^{*}}\right) \ll 1
$$

By (4.21),

$$
\begin{aligned}
\sum_{j=1}^{r} \lambda_{j} & \frac{\Gamma^{\prime}}{\Gamma}\left(\lambda_{j}(1-s)+\overline{\mu_{j}}\right) \ll \\
& \ll \sum_{j=1}^{r} \log \left|\lambda_{j}(1-s)+\overline{\mu_{j}}\right|+O\left(\left|\lambda_{j}(1-s)+\overline{\mu_{j}}\right|^{-1}\right) .
\end{aligned}
$$

For suffiently large $|T|$, we get $\log \left|\lambda_{j}(1-s)+\overline{\mu_{j}}\right| \ll \log |s|$ and $\mid \lambda_{j}(1-s)+$ $\left.\overline{\mu_{j}}\right|^{-1}=O(1)$. Thus

$$
\sum_{j=1}^{r} \log \left|\lambda_{j}(1-s)+\overline{\mu_{j}}\right|+O\left(\left|\lambda_{j}(1-s)+\overline{\mu_{j}}\right|^{-1}\right) \ll \log |s|
$$

The seconds sum over the logarithmic derivative of the Gamma-function can be estimated in the same way.

We adopt the notation of Definition 4.2.5 in the context of the class $\mathcal{A}$ and continue with the analogon of Theorem 4.2.6.

Definition 4.3.5 Let $\chi^{*} \bmod q^{*}$ be a primitive Dirichlet character. Define $\mathcal{F}\left(\chi^{*}\right)$ to be the set of all non-trivial zeros $\rho=\beta+i \gamma, \beta>0$ of the multiplicative twist of $F \in \mathcal{A}$, i.e. (1.33). If we write a sum over $\rho \in \mathcal{F}\left(\chi^{*}\right)$, we write this with the meaning that a zero of multiplicity $N$ appears $N$-times in the sum.

Theorem 4.3.6 Let $\chi^{*} \bmod q^{*}$ be a primitive Dirichlet character with $q^{*} \geq$ 3. There exists entire functions

$$
h^{(1)}\left(z ; \chi^{*}\right)=\sum_{n=0}^{\infty} \kappa_{n}\left(\chi^{*}\right) z^{n}
$$

and

$$
h^{(2)}\left(z ; \chi^{*}\right)=\sum_{n \geq 0} \sum_{j=1}^{r} \kappa_{n, j}\left(\chi^{*}\right) z^{\frac{n+\mu_{j}}{\lambda_{j}}}
$$

such that for $z=\delta+i \xi, \delta>0$, we have

$$
f\left(z ; \chi^{*}\right)=-\sum_{\rho \in \mathcal{F}\left(\chi^{*}\right)} \Gamma(\rho) z^{-\rho}+h^{(1)}\left(z ; \chi^{*}\right)+h^{(2)}\left(z ; \chi^{*}\right) .
$$

If $\sum^{\prime}$ denotes the sum over all $j=1, \ldots, r$ with $-\lambda_{j} n+\mu_{j} \notin \mathbb{Z}$ and $\sum^{\prime \prime}$ the sum over all $j=1, \ldots, r$ with $-\lambda_{j} n+\mu_{j} \in \mathbb{Z}$, the coefficients are given by

$$
\begin{aligned}
\kappa_{n}\left(\chi^{*}\right)=\frac{(-1)^{n}}{n!} & \left\{2 \log Q+\frac{F^{\prime}}{F}\left(1+n ; \overline{\chi^{*}}\right)+\sum_{j=1}^{r} \lambda_{j} \frac{\Gamma^{\prime}}{\Gamma}\left(\lambda_{j}(1+n)+\overline{\mu_{j}}\right)+\right. \\
+ & \left.\sum_{j=1}^{\prime} \lambda_{j} \frac{\Gamma^{\prime}}{\Gamma}\left(-\lambda_{j} n+\mu_{j}\right)+\sum_{j=1}^{r} \lambda_{j}^{\prime \prime} \frac{\Gamma^{\prime}}{\Gamma}\left(1+\lambda_{j} n-\mu_{j}\right)\right\}
\end{aligned}
$$

resp.

$$
\kappa_{n, j}\left(\chi^{*}\right)=\frac{\pi \lambda_{j}}{\sin \left(\pi \cdot \frac{n+\mu_{j}}{\lambda_{j}}\right) \Gamma\left(1+\frac{n+\mu_{j}}{\lambda_{j}}\right)}
$$

They satisfy

$$
\kappa_{n}\left(\chi^{*}\right) \ll \frac{1+\log (1+n)}{n!}
$$

and

$$
\kappa_{n, j}\left(\chi^{*}\right) \ll \frac{1}{n^{\frac{1}{2}+n} e^{n}}
$$

## Proof

For the first part of the proof we proceed as in the proof of Theorem 4.2.6. Note that in case of the class $\mathcal{A}$, the logarithmic derivative $\frac{F^{\prime}}{F}\left(s ; \chi^{*}\right)$ has
simple poles at $s_{j}=-\frac{n+\mu_{j}}{\lambda_{j}}$ in the left half-plane, i.e. $\operatorname{Re} s_{j}<0$, with $n=0,1, \ldots$ and $j=1, \ldots, r$, since $F\left(s ; \chi^{*}\right) \in \mathcal{S}^{\text {poly }}$ has trivial zeros of order
$m(\rho)$ at $\rho=-\frac{n+\mu_{j}}{\lambda_{j}}$. Observe that the assumption of trivial zeros on the imaginary axis implies by the function equation $\left(\mathcal{S}_{3}\right)$ zeros on the vertical line $\sigma=1$, contradicting the prime number theorem (4.39) by (1.39);
simple poles at the non-trivial zeros inside the strip $0<\sigma<1$ with residue equal to the order of the zero. Note that again by (1.39), there are no zeros on the vertical line $\sigma=1$ and therefore the functional equation $\left(\mathcal{S}_{3}\right)$ implies that there are no zeros on the vertical line $\sigma=0$.

By assumption $\left(\mathcal{A}_{2}\right)$, no pole arises at $s=1$. Therefore, the integrand in

$$
f\left(z ; \chi^{*}\right)=\lim _{T \rightarrow \infty} \frac{1}{2 \pi i} \int_{2-i T}^{2+i T} \Gamma(s) z^{-s}\left(-\frac{F^{\prime}}{F}\left(s ; \chi^{*}\right)\right) d s
$$

has singularities at $\mathcal{F}\left(\chi^{*}\right) \dot{\cup} \mathcal{V}$, where

$$
\mathcal{V}=\left\{-n: n \in \mathbb{N}_{0}\right\} \cup\left\{s_{j}=-\frac{n+\mu_{j}}{\lambda_{j}}: \begin{array}{c}
n=0,1, \ldots \text { and } j=1, \ldots, r \\
\lambda_{j}>0 \text { real, } \mu_{j} \in \mathbb{C}, \operatorname{Re}_{j} \geq 0
\end{array}\right\} .
$$

Consider the rectangular area $\mathcal{R}$ from the proof of Theorem 4.2.6, with vertices $2 \pm i T,-N-\hat{\delta} \pm i T$ and $N \in \mathbb{N}, T>1$. Since the number of points (poles) in $\mathcal{V} \cap \mathcal{R}$ is finite (by a similar reasoning as the one stated before Theorem 4.3.3), we can choose $\hat{\delta}>0$ such that there is no trivial zero on the vertical line joining $-N-\hat{\delta}-i T$ and $-N-\hat{\delta}+i T$. W.l.o.g. $0<\hat{\delta}<1$. Choose $T>1$ in a way to fulfill Theorem 4.3.3, equation (4.41) and Theorem 4.3.4. By the same reasoning as in the proof of Theorem 4.2 .6 we obtain the analogon of (4.17), i.e.

$$
\begin{equation*}
f\left(z ; \chi^{*}\right)=\sum_{s_{0} \in \mathcal{V} \cup \mathcal{F}\left(\chi^{*}\right)} \operatorname{res}_{s=s_{0}} \Gamma(s) z^{-s}\left(-\frac{F^{\prime}}{F}\left(s ; \chi^{*}\right)\right), \tag{4.42}
\end{equation*}
$$

resp.

$$
f\left(z ; \chi^{*}\right)=-\sum_{\rho \in \mathcal{F}\left(\chi^{*}\right)} \Gamma(\rho) z^{-\rho}+\sum_{s \in \mathcal{V}} \kappa_{s}\left(\chi^{*}\right) z^{-s},
$$

where $\kappa_{s}\left(\chi^{*}\right)$ denotes the residue arising from $\Gamma(s)$ and $-\frac{F^{\prime}}{F}\left(s ; \chi^{*}\right)$ at $s \in \mathcal{V}$. Logarithmic differentiation of the functional equation $\left(\mathcal{S}_{3}\right)$ implies, as in the proof of Theorem 4.3.4,

$$
\begin{aligned}
\kappa_{s}\left(\chi^{*}\right)=\operatorname{res}_{s \in \mathcal{V}} \Gamma(s)(2 \log Q & +\sum_{j=1}^{r} \lambda_{j} \frac{\Gamma^{\prime}}{\Gamma}\left(\lambda_{j}(1-s)+\overline{\mu_{j}}\right)+ \\
& +\sum_{j=1}^{r} \lambda_{j} \frac{\Gamma^{\prime}}{\Gamma}\left(\lambda_{j} s+\mu_{j}\right)+\frac{F^{\prime}}{F}\left(1-s ; \overline{\left.\left.\chi^{*}\right)\right)} .\right.
\end{aligned}
$$

First we determine the residues at $s=-n$ for $n \in \mathbb{N}_{0}$ :

$$
\operatorname{res}_{s=-n} 2 \Gamma(s) \log Q=\frac{(-1)^{n}}{n!} \cdot 2 \log Q
$$

and by $\left(\mathcal{A}_{2}\right)$

$$
\operatorname{res}_{s=-n} \Gamma(s) \frac{F^{\prime}}{F}\left(1-s ; \overline{\chi^{*}}\right)=\frac{(-1)^{n}}{n!} \cdot \frac{F^{\prime}}{F}\left(1+n ; \overline{\chi^{*}}\right) .
$$

Since $\lambda_{j}>0$ is real and $\operatorname{Re}\left(\overline{\mu_{j}}\right) \geq 0$, the number $\lambda_{j}(1+n)+\overline{\mu_{j}}$ cannot be a negative integer or zero. Therefore,

$$
\operatorname{res}_{s=-n} \Gamma(s) \sum_{j=1}^{r} \lambda_{j} \frac{\Gamma^{\prime}}{\Gamma}\left(\lambda_{j}(1-s)+\overline{\mu_{j}}\right)=\frac{(-1)^{n}}{n!} \sum_{j=1}^{r} \lambda_{j} \frac{\Gamma^{\prime}}{\Gamma}\left(\lambda_{j}(1+n)+\overline{\mu_{j}}\right) .
$$

Now we consider two cases: If $-\lambda_{j} n+\mu_{j}$ is not a negative integer or zero, there are only the simple poles from the Gamma-function and

$$
\operatorname{res}_{s=-n} \Gamma(s) \sum_{j=1}^{r} \lambda_{j} \frac{\Gamma^{\prime}}{\Gamma}\left(\lambda_{j} s+\mu_{j}\right)=\frac{(-1)^{n}}{n!} \sum_{j=1}^{r} \lambda_{j} \frac{\Gamma^{\prime}}{\Gamma}\left(-\lambda_{j} n+\mu_{j}\right) .
$$

On the other hand, if $-\lambda_{j} n+\mu_{j}$ is a negative integer or zero, there are double poles. We use (4.18), i.e.

$$
\Gamma(s)=\frac{\pi}{\Gamma(1-s) \sin (\pi s)},
$$

which yields by logarithmic differentiation

$$
\frac{\Gamma^{\prime}}{\Gamma}(s)=\frac{\Gamma^{\prime}}{\Gamma}(1-s)-\pi \frac{\cos (\pi s)}{\sin (\pi s)} .
$$

Multiplying these equations implies, by (4.19) and $1+\lambda_{j} n-\mu_{j} \geq 1$,

$$
\begin{aligned}
\operatorname{res}_{s=-n} & \Gamma(s) \frac{\Gamma^{\prime}}{\Gamma}\left(\lambda_{j} s+\mu_{j}\right)= \\
& =\frac{(-1)^{n}}{n!} \cdot \frac{\Gamma^{\prime}}{\Gamma}\left(1+\lambda_{j} n-\mu_{j}\right)-\frac{\pi^{2}}{n!} \operatorname{res}_{s=-n} \frac{\cos \left(\pi\left(\lambda_{j} s+\mu_{j}\right)\right)}{\sin (\pi s) \sin \left(\pi\left(\lambda_{j} s+\mu_{j}\right)\right)}
\end{aligned}
$$

We observe that for $s=-n$ and $-\lambda_{j} n+\mu_{j}$ beeing negative integers or zero, $\sin (\pi s)$ and $\sin \left(\pi\left(\lambda_{j} s+\mu_{j}\right)\right)$ are both odd functions and $\cos \left(\pi\left(\lambda_{j} s+\mu_{j}\right)\right)$ is an even funtion. Since the product of two odd functions is even, and the quotient of two even functions is even again, only even powers appear in the Laurent series expansion, implying

$$
\operatorname{res}_{s=-n} \frac{\cos \left(\pi\left(\lambda_{j} s+\mu_{j}\right)\right)}{\sin (\pi s) \sin \left(\pi\left(\lambda_{j} s+\mu_{j}\right)\right)}=0 .
$$

This yields

$$
\begin{aligned}
& \operatorname{res}_{s=-n} \Gamma(s) \sum_{j=1}^{r} \lambda_{j} \frac{\Gamma^{\prime}}{\Gamma}\left(\lambda_{j} s+\mu_{j}\right)= \\
&=\frac{(-1)^{n}}{n!} \sum_{j=1}^{r} \lambda_{j} \frac{\Gamma^{\prime}}{\Gamma}\left(-\lambda_{j} n+\mu_{j}\right)+\frac{(-1)^{n}}{n!} \sum_{j=1}^{r} \lambda_{j}^{\prime \prime} \frac{\Gamma^{\prime}}{\Gamma}\left(1+\lambda_{j} n-\mu_{j}\right) .
\end{aligned}
$$

In case of $s \in \mathcal{G}:=\mathcal{V} \backslash\left\{-n: n \in \mathbb{N}_{0}\right\}$, we use (4.18) to obtain

$$
\begin{gathered}
\kappa_{s}\left(\chi^{*}\right)=\operatorname{res}_{s \in \mathcal{G}} \frac{\pi}{\sin (\pi s) \Gamma(1-s)}\left(2 \log Q+\sum_{j=1}^{r} \lambda_{j} \frac{\Gamma^{\prime}}{\Gamma}\left(\lambda_{j}(1-s)+\overline{\mu_{j}}\right)+\right. \\
\left.+\sum_{j=1}^{r} \lambda_{j} \frac{\Gamma^{\prime}}{\Gamma}\left(\lambda_{j} s+\mu_{j}\right)+\frac{F^{\prime}}{F}\left(1-s ; \overline{\chi^{*}}\right)\right) .
\end{gathered}
$$

By definition, $s \in \mathcal{G}$ is not an integer, so $\sin \pi s \neq 0$ and $1-s=1+\frac{n+\mu_{j}}{\lambda_{j}}$ is not an integer. Therefore

$$
\operatorname{res}_{s \in \mathcal{G}} \frac{2 \pi \log Q}{\sin (\pi s) \Gamma(1-s)}=0
$$

and by $\left(\mathcal{A}_{2}\right)$

$$
\operatorname{res}_{s \in \mathcal{G}} \frac{\pi}{\sin (\pi s) \Gamma(1-s)} \cdot \frac{F^{\prime}}{F}\left(1-s ; \overline{\chi^{*}}\right)=0 .
$$

Since $\lambda_{j}(1-s)+\overline{\mu_{j}}=\lambda_{j}+n+2 \operatorname{Re} \mu_{j}>0$,

$$
\operatorname{res}_{s \in \mathcal{G}} \frac{\pi}{\sin (\pi s) \Gamma(1-s)} \sum_{j=1}^{r} \lambda_{j} \frac{\Gamma^{\prime}}{\Gamma}\left(\lambda_{j}(1-s)+\overline{\mu_{j}}\right)=0
$$

For the last residue to calculate, we obtain for $s_{j}=-\frac{n+\mu_{j}}{\lambda_{j}}$

$$
\begin{aligned}
\operatorname{res}_{s \in \mathcal{G}} & \frac{\pi}{\sin (\pi s) \Gamma(1-s)} \sum_{j=1}^{r} \lambda_{j} \frac{\Gamma^{\prime}}{\Gamma}\left(\lambda_{j} s+\mu_{j}\right)= \\
& =\frac{\pi \lambda_{j}}{\sin \left(\pi s_{j}\right) \Gamma\left(1-s_{j}\right)} \operatorname{res}_{s=s_{j}} \frac{\Gamma^{\prime}}{\Gamma}\left(\lambda_{j} s+\mu_{j}\right)=\frac{-\pi \lambda_{j}}{\sin \left(\pi s_{j}\right) \Gamma\left(1-s_{j}\right)} \\
& =\frac{\pi \lambda_{j}}{\sin \left(\pi \cdot \frac{n+\mu_{j}}{\lambda_{j}}\right) \Gamma\left(1+\frac{n+\mu_{j}}{\lambda_{j}}\right)} .
\end{aligned}
$$

Therefore,

$$
\begin{aligned}
\sum_{s \in \mathcal{S}} \kappa_{s}\left(\chi^{*}\right) z^{-s} & =\sum_{n=0}^{\infty} \kappa_{n}\left(\chi^{*}\right) z^{n}+\sum_{s \in \mathcal{G}} \kappa_{s}\left(\chi^{*}\right) z^{-s} \\
& =\sum_{n=0}^{\infty} \kappa_{n}\left(\chi^{*}\right) z^{n}+\sum_{n \geq 0} \sum_{j=1}^{r} \kappa_{n, j}\left(\chi^{*}\right) z^{\frac{n+\mu_{j}}{\lambda_{j}}},
\end{aligned}
$$

with $\kappa_{n}\left(\chi^{*}\right)$ and $\kappa_{n, j}\left(\chi^{*}\right)$ as stated in the theorem.
To estimate the coefficients, we use the absolute convergence of the logarithmic derivative of the twisted function (1.35), $\left(\mathcal{A}_{2}\right)$ and (4.21), to get for
sufficiently large $n$

$$
\begin{aligned}
& \kappa_{n}\left(\chi^{*}\right) \ll \\
& \frac{1}{n!}\left\{1+\sum_{j=1}^{r} \lambda_{j} \log \left|\lambda_{j}(1+n)+\overline{\mu_{j}}\right|+\sum_{j=1}^{r} \lambda_{j} \log \left|\lambda_{j} n-\mu_{j}\right|+\right. \\
&\left.+\sum_{j=1}^{r \prime} \lambda_{j} \log \left|1+\lambda_{j} n-\mu_{j}\right|\right\} \\
& \ll \frac{1}{n!}\left\{1+\sum_{j=1}^{r} \lambda_{j} \log (1+n)\right\} \\
& \lll \frac{1}{n!}\{1+\log (1+n)\},
\end{aligned}
$$

where the implied constant may depend on the data of $F\left(\cdot, \chi^{*}\right)$. The formula of Cauchy-Hadamard in combination with the estimate of the coefficients implies that $\sum_{n=0}^{\infty} \kappa_{n}\left(\chi^{*}\right) z^{n}$ is an entire function.

To estimate the coefficients $\kappa_{n, j}\left(\chi^{*}\right)$ let

$$
\iota=\min _{j=1, \ldots, r}\left\{\left|\sin \left(\pi \cdot \frac{n+\mu_{j}}{\lambda_{j}}\right)\right|\right\}
$$

and notice that by definition of $\mathcal{G}$ the number $\frac{n+\mu_{j}}{\lambda_{j}}$ is not an integer. Therefore $\iota$ is nonzero and by (4.14) we get for sufficiently large $n$

$$
\kappa_{n, j}\left(\chi^{*}\right) \ll \frac{1}{\left|\Gamma\left(1+\frac{n+\mu_{j}}{\lambda_{j}}\right)\right|} \ll \frac{1}{n^{\frac{1}{2}+n} e^{n}}
$$

In view of

$$
\sum_{n \geq 0} \sum_{j=1}^{r} \kappa_{n, j}\left(\chi^{*}\right) z^{\frac{n+\mu_{j}}{\lambda_{j}}}=\sum_{j=1}^{r} z^{\frac{\mu_{j}}{\lambda_{j}}} \sum_{n \geq 0} \kappa_{n, j}\left(\chi^{*}\right)\left(z^{\frac{1}{\lambda_{j}}}\right)^{n}
$$

again the formula of Cauchy-Hadamard and the estimate of the coefficients imply that $h^{(2)}\left(z ; \chi^{*}\right)$ is an entire function.

Using the notation of the previous Theorem 4.3.6, we estimate the sum over characters containing the functions $h^{(1)}$ and $h^{(2)}$.

Lemma 4.3.7 Let $\chi^{*} \bmod q^{*}$ be the primitive character inducing $\chi \bmod q$. Then for $|z|<1$ and $j=1,2$

$$
\frac{1}{\varphi(q)} \sum_{\substack{\chi(\bmod q) \\ \chi \neq \chi_{0}}}\left|h^{(j)}\left(z ; \chi^{*}\right)\right| \ll(\log q)^{2}
$$

## Proof

In case of $q=1$ or $q=2$, the estimate is trivial. If $q \geq 3$, the proof is similar to the proof of Lemma 4.2.7:

In view of $\left(\mathcal{A}_{2}\right)$ it is reasonable that the modulus $q^{*}$ appears in the functional equation $\left(\mathcal{S}_{3}\right)$, i.e. $Q=q^{*} c$ for a fixed constant $c=c\left(F^{*}\right)$. This is known to holds for Dirichlet L-functions and for classical automorphic Lfunctions whose twists are again in the Selberg class [30, p. 147]. Therefore,

$$
\sum_{n=1}^{\infty}\left|\kappa_{n}\left(\chi^{*}\right)\right| \ll \log q
$$

and

$$
\left|\kappa_{0}\left(\chi^{*}\right)\right| \ll \log q+\left|\frac{F^{\prime}}{F}\left(1 ; \overline{\chi^{*}}\right)\right|
$$

implying

$$
\frac{1}{\varphi(q)} \sum_{\substack{\chi(\bmod q) \\ \chi \neq \chi_{0}}}\left|h^{(1)}\left(z ; \chi^{*}\right)\right| \ll \log q+\frac{1}{\varphi(q)} \sum_{\substack{(\bmod q) \\ \chi \neq \chi_{0}}}\left|\frac{F^{\prime}}{F}\left(1 ; \overline{\chi^{*}}\right)\right|
$$

Let $\psi\left(y, \chi^{*}\right)=\sum_{n \leq y} \chi^{*}(n) \Lambda_{F}(n)$. By $\left(\mathcal{A}_{1}\right)$,

$$
\left|\frac{F^{\prime}}{F}\left(1 ; \overline{\chi^{*}}\right)\right| \leq \int_{1}^{\infty} y^{-2}\left|\psi\left(y, \overline{\chi^{*}}\right)\right| d y
$$

Using assumption $\left(\mathcal{A}_{3}\right)$, the integral can be estimated as in the proof of Lemma 4.2.7, which yields

$$
\frac{1}{\varphi(q)} \sum_{\substack{\chi(\bmod q) \\ \chi \neq \chi_{0}}}\left|h^{(1)}\left(z ; \chi^{*}\right)\right| \ll(\log q)^{2}+\frac{1}{\varphi(q)} \cdot \frac{1}{\beta_{1}\left(1-\beta_{1}\right)}
$$

Since $\beta_{1}$ is fixed, if it exists, and $0<\beta_{1}<1,0<1-\beta_{1}<1$, we get with $\varphi(q)^{-1} \ll \frac{\log q}{q}$ the estimate

$$
\frac{1}{\varphi(q)} \cdot \frac{1}{\beta_{1}\left(1-\beta_{1}\right)} \ll(\log q)^{2}
$$

This implies

$$
\frac{1}{\varphi(q)} \sum_{\substack{(\bmod q) \\ \chi \neq \chi_{0}}}\left|h^{(1)}\left(z ; \chi^{*}\right)\right| \ll(\log q)^{2}
$$

and proves the lemma for $j=1$.

In case of $j=2$ Theorem 4.3.6 implies for $|z|<1$

$$
\begin{aligned}
\left|h^{(2)}\left(z ; \chi^{*}\right)\right| & =\left|\sum_{j=1}^{r} z^{\frac{\mu_{j}}{\lambda_{j}}} \sum_{n \geq 0} \kappa_{n, j}\left(\chi^{*}\right)\left(z^{\frac{1}{\lambda_{j}}}\right)^{n}\right| \\
& \ll \sum_{j=1}^{r}\left|z^{\frac{\mu_{j}}{\lambda_{j}}}\right| \sum_{n \geq 0}\left|\kappa_{n, j}\left(\chi^{*}\right)\right| \cdot\left|\left(z^{\frac{1}{\lambda_{j}}}\right)\right|^{n} \\
& \ll \sum_{j=1}^{r} \sum_{n \geq 0}\left|\kappa_{n, j}\left(\chi^{*}\right)\right| \ll 1
\end{aligned}
$$

and yields

$$
\frac{1}{\varphi(q)} \sum_{\substack{\chi(\bmod q) \\ \chi \neq \chi_{0}}}\left|h^{(2)}\left(z ; \chi^{*}\right)\right| \ll 1
$$

From Theorem 4.3.2, 4.3.6 and Lemma 4.3.7 we get
Corollary 4.3.8 Let $\alpha$ be a real number and $\delta>0$ sufficiently small. Further, let $b$ be an integer, $q$ a positive integer, satisfying $(b, q)=1$, and let $z_{0}=\delta+2 \pi i\left(\alpha-\frac{b}{q}\right)$. Denote by $\chi^{*} \bmod q^{*}$ the primitive character inducing $\chi \bmod q$. Then

$$
\begin{aligned}
f(\delta)^{-1}|f(\delta+2 \pi i \alpha)| \ll \varphi(q)^{-1} & +\delta \log \left(\delta^{-1}\right) \sqrt{q}(\log (e+q))^{2}+ \\
& +\delta \frac{\sqrt{q}}{\varphi(q)} \sum_{\substack{\chi(\bmod q) \\
\chi \neq \chi_{0}}} \sum_{\rho \in \mathcal{F}\left(\chi^{*}\right)}\left|\Gamma(\rho) z_{0}^{-\rho}\right| .
\end{aligned}
$$

We consider in the next step the non-trivial zeros with $|\gamma|>3$. Write $z_{0}=\delta+2 \pi i\left(\alpha-\frac{b}{q}\right)=r e^{i \theta}$ with $\delta>0, r<1$ and $|\theta|<\frac{1}{2}$ and let $\tilde{D}=\frac{\pi}{2}-|\theta|$. Recall the estimate (4.25).

Lemma 4.3.9 Let $q \geq 3$ be an integer. Then

$$
\begin{aligned}
& \sum_{\substack{\chi\left(\bmod \\
\chi \neq \chi_{0} \\
q\right)}} \sum_{\substack{\rho \in \mathcal{F}\left(\chi^{*}\right) \\
|\gamma|>3}}\left|\Gamma(\rho) z_{0}^{-\rho}\right| \ll \\
& \quad \ll \delta^{-1}\left\{r^{-\frac{1}{2}+\varepsilon} \delta^{\frac{1}{2}-\varepsilon} q^{\varepsilon}+r^{\frac{1}{2}(c-1)+\varepsilon} \delta^{1-\left(\frac{c}{2}+\varepsilon\right)} q^{\frac{c}{2}+\varepsilon}\right\}\left(\log \left(r \delta^{-1} q\right)\right)^{\check{c}+1},
\end{aligned}
$$

where $r=\left|z_{0}\right|<1, \delta=\operatorname{Re} z_{0}$ and $\delta>0$ is sufficiently small.

## Proof

We proceed as in the proof of Lemma 4.2 .9 to obtain, using the notation introduced in $\left(\mathcal{A}_{4}\right)$,

$$
\begin{aligned}
& \sum_{\chi(\bmod q)} \sum_{\substack{\rho \in \mathcal{F}\left(\chi^{*}\right) \\
|\gamma|>3}}\left|\Gamma(\rho) z_{0}^{-\rho}\right| \ll \int_{3}^{\infty} \tilde{D} e^{-\tilde{D} t} r^{-\frac{1}{2}}\left\{\sum_{\substack{\chi(\bmod q) \\
\chi \neq \chi_{0}}} N_{F}\left(\frac{1}{2}, t, \chi^{*}\right)\right\} d t+ \\
& +\int_{\frac{1}{2}}^{1} \int_{3}^{\infty} \tilde{D} e^{-\tilde{D} t} t^{\sigma-\frac{1}{2}} r^{-\sigma} \log \left(\frac{t}{r}\right)\left\{\sum_{\substack{\chi(\bmod q) \\
\chi \neq \chi_{0}}} N_{F}\left(\sigma, t, \chi^{*}\right)\right\} d t d \sigma
\end{aligned}
$$

To estimate the first integral on the right hand side, we use $\left(\mathcal{A}_{4}\right)$, substitute $\tau=\tilde{D} t$ and apply (4.29), to obtain

$$
\begin{aligned}
& \int_{3}^{\infty} \tilde{D} e^{-\tilde{D} t} r^{-\frac{1}{2}}\left\{\sum_{\substack{(\bmod q) \\
\chi \neq \chi_{0}}} N_{F}\left(\frac{1}{2}, t, \chi^{*}\right)\right\} d t \ll \\
& \quad \ll\left(q \tilde{D}^{-1}\right)^{\frac{c}{2}+\varepsilon} r^{-\frac{1}{2}}\left(\log \left(q \tilde{D}^{-1}\right)\right)^{\check{c}} \ll\left(r \delta^{-1} q\right)^{\frac{c}{2}+\varepsilon} r^{-\frac{1}{2}}\left(\log \left(r \delta^{-1} q\right)\right)^{\check{c}} \\
& \quad \ll\left(r^{\frac{1}{2}(c-1)+\varepsilon} \delta^{-\left(\frac{c}{2}+\varepsilon\right)} q^{\frac{c}{2}+\varepsilon}\right)\left(\log \left(r \delta^{-1} q\right)\right)^{\check{c}}
\end{aligned}
$$

where we used that (4.25) implies $\tilde{D}^{-1} \leq r \delta^{-1}$. Analogously to the proof of Lemma 4.2 .9 we get for the second integral

$$
\begin{aligned}
& \int_{\frac{1}{2}}^{1} \int_{3}^{\infty} \tilde{D} e^{-\tilde{D} t} t^{\sigma-\frac{1}{2}} r^{-\sigma} \log \left(\frac{t}{r}\right)\left\{\sum_{\substack{(\bmod q) \\
\chi \neq \chi 0}} N_{F}\left(\sigma, t, \chi^{*}\right)\right\} d t d \sigma \ll \\
& \ll \int_{3}^{\infty} \tilde{D} e^{-\tilde{D} t}(\log (q t))^{\check{c}+1}\left(r^{-1} q^{\varepsilon} t^{\frac{1}{2}+\varepsilon}+r^{-\frac{1}{2}} q^{\frac{c}{2}+\varepsilon} t^{\frac{c}{2}+\varepsilon}\right) d t \\
& \ll\left(r^{-1} q^{\varepsilon} \tilde{D}^{-\left(\frac{1}{2}+\varepsilon\right)}+r^{-\frac{1}{2}} q^{\frac{c}{2}+\varepsilon} \tilde{D}^{-\left(\frac{c}{2}+\varepsilon\right)}\right)\left(\log \left(q \tilde{D}^{-1}\right)\right)^{\check{c}+1} \\
& \ll\left(r^{-\frac{1}{2}+\varepsilon} \delta^{-\left(\frac{1}{2}+\varepsilon\right)} q^{\varepsilon}+r^{\frac{1}{2}(c-1)+\varepsilon} \delta^{-\left(\frac{c}{2}+\varepsilon\right)} q^{\frac{c}{2}+\varepsilon}\right)\left(\log \left(r \delta^{-1} q\right)\right)^{\check{c}+1}
\end{aligned}
$$

where we used again $\tilde{D}^{-1} \leq r \delta^{-1}$. Combining both estimates yields

$$
\begin{aligned}
& \sum_{\substack{\chi(\bmod q) \\
\chi \neq \chi}} \sum_{\substack{ \\
\neq \mathcal{F}\left(\chi^{*}\right) \\
|\gamma|>3}}\left|\Gamma(\rho) z_{0}^{-\rho}\right| \ll \\
& \quad \ll\left(r^{-\frac{1}{2}+\varepsilon} \delta^{-\left(\frac{1}{2}+\varepsilon\right)} q^{\varepsilon}+r^{\frac{1}{2}(c-1)+\varepsilon} \delta^{-\left(\frac{c}{2}+\varepsilon\right)} q^{\frac{c}{2}+\varepsilon}\right)\left(\log \left(r \delta^{-1} q\right)\right)^{\check{c}+1} \\
& \quad \ll \delta^{-1}\left(r^{-\frac{1}{2}+\varepsilon} \delta^{\frac{1}{2}-\varepsilon} q^{\varepsilon}+r^{\frac{1}{2}(c-1)+\varepsilon} \delta^{1-\left(\frac{c}{2}+\varepsilon\right)} q^{\frac{c}{2}+\varepsilon}\right)\left(\log \left(r \delta^{-1} q\right)\right)^{\check{c}+1}
\end{aligned}
$$

and completes the proof.
In case of non-trivial zeros with $|\gamma| \leq 3$ we get

Lemma 4.3.10 Let $q \geq 3$ be an integer. Then

$$
\begin{aligned}
& \sum_{\substack{\chi\left(\bmod \\
\chi \neq \chi_{0}\right.}} \sum_{\substack{\rho \in \mathcal{F}\left(\chi^{*}\right) \\
|\gamma| \leq 3}}\left|\Gamma(\rho) z_{0}^{-\rho}\right| \ll \\
& \quad \ll \delta^{-1}\left\{r^{\frac{1}{2}} q^{\frac{c}{2}+\varepsilon}+r^{-\frac{1}{2}+\varepsilon} \delta^{\frac{1}{2}-\varepsilon} q^{\varepsilon}\right\}\left(\log \left(r \delta^{-1} q\right)\right)^{\check{c}+1},
\end{aligned}
$$

where $r=\left|z_{0}\right|<1, \delta=\operatorname{Re} z_{0}$ and $\delta>0$ is sufficiently small.

## Proof

We adopt the reasoning from the proof of Lemma 4.2 .10 and split the proof in the two cases $\beta \geq \frac{1}{2}$ and $\beta<\frac{1}{2}$. By the zero-density estimate $\left(\mathcal{A}_{4}\right)$ we get in the first case

$$
\begin{aligned}
& \sum_{\substack{\chi(\bmod q) \\
\chi \neq \chi_{0}}} \sum_{\substack{\rho \in \mathcal{F}\left(\chi^{*}\right) \\
|\gamma| \leq 3, \beta \geq \frac{1}{2}}}\left|\Gamma(\rho) z_{0}^{-\rho}\right| \ll \sum_{\substack{\chi(\bmod q) \\
\chi \neq \chi_{0}}} \sum_{\substack{\rho \in \mathcal{F}\left(\chi^{*}\right) \\
|\gamma| \leq 3, \beta \geq \frac{1}{2}}}\left(r^{-\frac{1}{2}}+\int_{\frac{1}{2}}^{\beta} \frac{\log \left(r^{-1}\right)}{r^{\sigma}} d \sigma\right) \\
& \ll r^{-\frac{1}{2}}\left\{\sum_{\substack{(\bmod q) \\
\chi \neq \chi_{0}}} N_{F}\left(\frac{1}{2}, 3, \chi^{*}\right)\right\}+ \\
& +\int_{\frac{1}{2}}^{1} r^{-\sigma} \log \left(r^{-1}\right)\left\{\sum_{\substack{(\bmod q) \\
\chi \neq \chi_{0}}} N_{F}\left(\sigma, 3, \chi^{*}\right)\right\} d \sigma \\
& \ll r^{-\frac{1}{2}} q^{\frac{c}{2}+\varepsilon}(\log q)^{\check{c}}+\log \left(r^{-1}\right)(\log q)^{\check{c}} \int_{\frac{1}{2}}^{1} r^{-\sigma} q^{c(1-\sigma)+\varepsilon} d \sigma \\
& \ll\left(\delta^{-1} r^{\frac{1}{2}}\right) q^{\frac{c}{2}+\varepsilon}(\log q)^{\check{c}}+(\log q)^{\check{c}+1}\left(r^{-1} q^{\varepsilon}+r^{-\frac{1}{2}} q^{\frac{c}{2}+\varepsilon}\right),
\end{aligned}
$$

where we used $r^{-1} \leq \delta^{-1}$ to obtain the last estimate. Using $\delta \leq r$ we estimate the third summand in brackets

$$
\begin{aligned}
& \delta^{-1} r^{\frac{1}{2}} q^{\frac{c}{2}+\varepsilon}(\log q)^{\check{c}}+(\log q)^{\check{c}+1}\left(r^{-1} q^{\varepsilon}+r^{-\frac{1}{2}} q^{\frac{c}{2}+\varepsilon}\right) \ll \\
& \ll \delta^{-1}\left(r^{\frac{1}{2}} q^{\frac{c}{2}+\varepsilon}+r^{-1} \delta q^{\varepsilon}+r^{-\frac{1}{2}} \delta q^{\frac{c}{2}+\varepsilon}\right)(\log q)^{\check{c}+1} \\
& \ll \delta^{-1}\left(r^{\frac{1}{2}} q^{\frac{c}{2}+\varepsilon}+r^{-1} \delta q^{\varepsilon}\right)(\log q)^{\check{c}+1} \\
& \ll \delta^{-1}\left(r^{\frac{1}{2}} q^{\frac{c}{2}+\varepsilon}+r^{-\frac{1}{2}+\varepsilon} \delta^{\frac{1}{2}-\varepsilon} q^{\varepsilon}\right)(\log q)^{\check{c}+1}
\end{aligned}
$$

where we used in the last estimate that $\delta r^{-1} \leq 1$ exponentiated with $\frac{1}{2}+\varepsilon$ implies $\delta r^{-1} \leq \delta^{\frac{1}{2}-\varepsilon} r^{-\frac{1}{2}+\varepsilon}$.

Now let $|\gamma| \leq 3$ and $\beta<\frac{1}{2}$. Since there is no non-trivial zero on the vertical line $\sigma=0$ and the number of non-trivial zeros in the considered
rectangular area is finite, $|\rho|^{-1} \ll \log q$. By $\left(\mathcal{A}_{4}\right)$ and $\delta \leq r$,

$$
\begin{aligned}
& \sum_{\substack{\left.\chi(\bmod q) \\
\chi \neq \chi_{0}\right)}} \sum_{\substack{\rho \in \mathcal{F}\left(\chi^{*}\right) \\
|\gamma| \leq 3, \beta<\frac{1}{2}}}\left|\Gamma(\rho) z_{0}^{-\rho}\right| \ll \sum_{\substack{\left.\chi(\bmod q) \\
\chi \neq \chi_{0}\right)}} \sum_{\substack{\rho \in \mathcal{F}\left(\chi^{*}\right) \\
|\gamma| \leq 3, \beta<\frac{1}{2}}}|\rho|^{-1} r^{-\frac{1}{2}} \\
& \ll(\log q)^{-\frac{1}{2}} \sum_{\substack{\chi(\bmod q) \\
\chi \neq \chi_{0}}} N_{F}\left(\frac{1}{2}, 3, \chi^{*}\right) \\
& \ll r^{-\frac{1}{2}} q^{\frac{c}{2}+\varepsilon}(\log q)^{c+1} \\
& \ll \delta^{-1} r^{\frac{1}{2}} q^{\frac{c}{2}+\varepsilon}(\log q)^{c+1} .
\end{aligned}
$$

This term is already contained in the previous estimate. We note that $1 \leq r \delta^{-1}$ implies $(\log q)^{\check{c}+1} \leq\left(\log \left(r \delta^{-1} q\right)\right)^{\check{c}+1}$ and therefore the estimate which was to prove.

Analogously to the proof of Corollary 4.2.11 we get
Corollary 4.3.11 Let $\alpha$ be a real number and $\delta>0$ sufficiently small. Further, let $b$ be an integer, $q$ a positive integer, satisfying $(b, q)=1$, and let $z_{0}=\delta+2 \pi i\left(\alpha-\frac{b}{q}\right)$. Then for $r=\left|z_{0}\right|<1$

$$
\begin{aligned}
& f(\delta)^{-1}|f(\delta+2 \pi i \alpha)| \ll \delta \log \left(\delta^{-1}\right) q^{\frac{1}{2}}(\log (e+q))^{2}+q^{-\frac{1}{2}+\varepsilon}(\log (e+q))^{\check{c}+2}+ \\
& \quad+\left\{r^{\frac{1}{2}(c-1)+\varepsilon} \delta^{1-\left(\frac{c}{2}+\varepsilon\right)} q^{\frac{1}{2}(c-1)+\varepsilon}+r^{\frac{1}{2}} q^{\frac{1}{2}(c-1)+\varepsilon}\right\}\left(\log \left(e+r \delta^{-1} q\right)\right)^{c}+2
\end{aligned}
$$

For rational approximation of $\alpha$ we use again the approximation theorem of Dirichlet.

Theorem 4.3.12 Let $\alpha$ be a real number and $\delta>0$ sufficiently small (but at least $\delta<\frac{1}{50}$ ). Further, let

$$
Q= \begin{cases}\delta^{-\frac{2}{3}} & \text { if } 2-2 \varepsilon \leq c<\frac{5}{2}-2 \varepsilon \\ \delta^{-\frac{c+2 \varepsilon}{2 c-1+4 \varepsilon}} & \text { if } 1<c \leq 2-2 \varepsilon \\ \delta^{-\frac{1+2 \varepsilon}{1+4 \varepsilon}} & \text { if } c=1 \\ \delta^{-\frac{c+2 \varepsilon}{c+4 \varepsilon}} & \text { if } 0 \leq c<1\end{cases}
$$

and let $b$ and $q$ be such that $(b, q)=1,1 \leq q \leq Q$, and $\left|\alpha-\frac{b}{q}\right|<q^{-1} Q^{-1}$. Then for a fixed $\kappa$ satisfying $0<\kappa \leq \frac{1}{6}$ we have

$$
f(\delta)^{-1}|f(\delta+2 \pi i \alpha)| \ll \delta^{\kappa}\left(\log \left(e+\delta^{-1}\right)\right)^{\check{c}+3}+q^{-\frac{1}{2}}(\log (e+q))^{\check{c}+2} .
$$

## Proof

As in the proof of Theorem 4.2 .12 , let $Q=\delta^{-\lambda}$, where $\frac{1}{2}<\lambda<1$. Suppose that $b$ and $q$ are choosen such that $(b, q)=1,1 \leq q \leq Q$ and $\left|\alpha-\frac{b}{q}\right|<$ $q^{-1} Q^{-1}$. We consider two cases:

Case ( $i$ ): If $\delta^{\lambda-1} \leq q \leq \delta^{-\lambda}$ then $\delta \leq r \ll \delta$. Using these estimates we obtain for the sum in brackets in Corollary 4.3.11 for $c>1$

$$
\begin{aligned}
& \left\{r^{\frac{1}{2}(c-1)} r^{\varepsilon} q^{\frac{1}{2}(c-1)} q^{\varepsilon} \delta^{1-\left(\frac{c}{2}+\varepsilon\right)}+r^{\frac{1}{2}} q^{\frac{1}{2}(c-1)} q^{\varepsilon}\right\}\left(\log \left(e+q r \delta^{-1}\right)\right)^{\check{c}+2} \ll \\
& \quad \ll \delta^{\frac{1}{2}-\lambda\left(\frac{c-1}{2}+\varepsilon\right)}\left(\log \left(e+\delta^{-1}\right)\right)^{\check{c}+2}
\end{aligned}
$$

Analogously we get for $c=1$

$$
\begin{aligned}
& \left\{r^{\frac{1}{2}(c-1)} r^{\varepsilon} q^{\frac{1}{2}(c-1)} q^{\varepsilon} \delta^{1-\left(\frac{c}{2}+\varepsilon\right)}+r^{\frac{1}{2}} q^{\frac{1}{2}(c-1)} q^{\varepsilon}\right\}\left(\log \left(e+q r \delta^{-1}\right)\right)^{\check{c}+2} \ll \\
& \quad \ll \delta^{\frac{1}{2}-\lambda \varepsilon}\left(\log \left(e+\delta^{-1}\right)\right)^{\check{c}+2}
\end{aligned}
$$

while for $0 \leq c<1$ we get

$$
\begin{aligned}
& \left\{r^{\frac{1}{2}(c-1)} r^{\varepsilon} q^{\frac{1}{2}(c-1)} q^{\varepsilon} \delta^{1-\left(\frac{c}{2}+\varepsilon\right)}+r^{\frac{1}{2}} q^{\frac{1}{2}(c-1)} q^{\varepsilon}\right\}\left(\log \left(e+q r \delta^{-1}\right)\right)^{\check{c}+2} \ll \\
& \quad \ll \delta^{\frac{1}{2}+(1-\lambda)\left(\frac{c-1}{2}\right)-\lambda \varepsilon}\left(\log \left(e+\delta^{-1}\right)\right)^{\check{c}+2}
\end{aligned}
$$

Case (ii): If $1 \leq q \leq \delta^{\lambda-1}$ then $\delta \leq r \ll \delta^{\lambda}$. Now we obtain for the sum in brackets in Corollary 4.3.11 for $c>1$ the estimate

$$
\begin{aligned}
& \left\{r^{\frac{1}{2}(c-1)} r^{\varepsilon} q^{\frac{1}{2}(c-1)} q^{\varepsilon} \delta^{1-\left(\frac{c}{2}+\varepsilon\right)}+r^{\frac{1}{2}} q^{\frac{1}{2}(c-1)} q^{\varepsilon}\right\}\left(\log \left(e+q r \delta^{-1}\right)\right)^{\check{c}+2} \ll \\
& \quad \ll\left\{\delta^{(2 \lambda-1)\left(\frac{c-1}{2}+\varepsilon\right)+\frac{2-c}{2}-\varepsilon}+\delta^{(\lambda-1)\left(\frac{c-1}{2}+\varepsilon\right)+\frac{\lambda}{2}}\right\}\left(\log \left(e+\delta^{-1}\right)\right)^{\check{c}+2}
\end{aligned}
$$

For $c=1$ we get

$$
\begin{aligned}
& \left\{r^{\frac{1}{2}(c-1)} r^{\varepsilon} q^{\frac{1}{2}(c-1)} q^{\varepsilon} \delta^{1-\left(\frac{c}{2}+\varepsilon\right)}+r^{\frac{1}{2}} q^{\frac{1}{2}(c-1)} q^{\varepsilon}\right\}\left(\log \left(e+q r \delta^{-1}\right)\right)^{\check{c}+2} \ll \\
& \quad \ll\left\{\delta^{\frac{1}{2}+2(\lambda-1) \varepsilon}+\delta^{\frac{\lambda}{2}+(\lambda-1) \varepsilon}\right\}\left(\log \left(e+\delta^{-1}\right)\right)^{\check{c}+2}
\end{aligned}
$$

and for $0 \leq c<1$

$$
\begin{aligned}
& \left\{r^{\frac{1}{2}(c-1)} r^{\varepsilon} q^{\frac{1}{2}(c-1)} q^{\varepsilon} \delta^{1-\left(\frac{c}{2}+\varepsilon\right)}+r^{\frac{1}{2}} q^{\frac{1}{2}(c-1)} q^{\varepsilon}\right\}\left(\log \left(e+q r \delta^{-1}\right)\right)^{\check{c}+2} \ll \\
& \quad \ll\left\{\delta^{\frac{1}{2}+2(\lambda-1) \varepsilon}+\delta^{\frac{\lambda}{2}+(\lambda-1) \varepsilon}\right\}\left(\log \left(e+\delta^{-1}\right)\right)^{\check{c}+2}
\end{aligned}
$$

Combining the estimates from case (i) and case (ii) yields for $c>1$

$$
\begin{aligned}
& \left\{r^{\frac{1}{2}(c-1)} r^{\varepsilon} q^{\frac{1}{2}(c-1)} q^{\varepsilon} \delta^{1-\left(\frac{c}{2}+\varepsilon\right)}+r^{\frac{1}{2}} q^{\frac{1}{2}(c-1)} q^{\varepsilon}\right\}\left(\log \left(e+q r \delta^{-1}\right)\right)^{\check{c}+2} \ll \\
& \ll\left\{\delta^{\frac{1}{2}-\lambda\left(\frac{c-1}{2}+\varepsilon\right)}+\delta^{(2 \lambda-1)\left(\frac{c-1}{2}+\varepsilon\right)+\frac{2-c}{2}-\varepsilon}+\delta^{(\lambda-1)\left(\frac{c-1}{2}+\varepsilon\right)+\frac{\lambda}{2}}\right\} \times \\
& \quad \times\left(\log \left(e+\delta^{-1}\right)\right)^{\check{c}+2}
\end{aligned}
$$

For $f_{1}(\lambda)=\frac{1}{2}-\lambda\left(\frac{c-1}{2}+\varepsilon\right), f_{2}(\lambda)=(2 \lambda-1)\left(\frac{c-1}{2}+\varepsilon\right)+\frac{2-c}{2}-\varepsilon$ and $f_{3}(\lambda)=(\lambda-1)\left(\frac{c-1}{2}+\varepsilon\right)+\frac{\lambda}{2}$,

$$
\sup _{\substack{\frac{1}{2}<\lambda<1 \\ 2-2 \varepsilon \leq c<\frac{5}{2}-2 \varepsilon}}\left\{\min \left(f_{1}, f_{2}, f_{3}\right)\right\}=\frac{1}{2}-\frac{c-1+2 \varepsilon}{3}
$$

and occures at $\lambda=\frac{2}{3}$, while

$$
\sup _{\substack{\frac{1}{2}<\lambda<1 \\ 1<c \leq 2-2 \varepsilon}}\left\{\min \left(f_{1}, f_{2}, f_{3}\right)\right\}=\frac{1}{2}-\frac{(c+2 \varepsilon)(c-1+2 \varepsilon)}{2(2 c-1+4 \varepsilon)}
$$

occures at $\lambda=\frac{c+2 \varepsilon}{2 c-1+4 \varepsilon}$.
For $2-2 \varepsilon \leq c<\frac{5}{2}-2 \varepsilon$ we choose $Q=\delta^{-\frac{2}{3}}$ and restict $\delta$ to $0<\delta<\frac{1}{50}$. Then $r=\left|z_{0}\right|<1$ and from Corollary 4.3.11

$$
\begin{aligned}
f(\delta)^{-1}|f(\delta+2 \pi i \alpha)| \ll & q^{-\frac{1}{2}+\varepsilon}(\log (e+q))^{\check{c}+2}+\delta \log \left(\delta^{-1}\right) q^{\frac{1}{2}}(\log (e+q))^{2}+ \\
& +\delta^{\frac{1}{2}-\frac{c-1+2 \varepsilon}{3}}\left(\log \left(e+\delta^{-1}\right)\right)^{\check{c}+2} \\
\ll & q^{-\frac{1}{2}}(\log (e+q))^{\check{c}+2}+\delta \log \left(\delta^{-1}\right) q^{\frac{1}{2}}(\log (e+q))^{2}+ \\
& +\delta^{\kappa}\left(\log \left(e+\delta^{-1}\right)\right)^{\check{c}+2}
\end{aligned}
$$

for $0<\kappa \leq \frac{1}{6}$. Since $q \leq Q=\delta^{-\frac{2}{3}}$ we have

$$
\delta \log \left(\delta^{-1}\right) q^{\frac{1}{2}}(\log (e+q))^{2} \ll \delta^{\frac{2}{3}}\left(\log \left(e+\delta^{-1}\right)\right)^{\check{c}+3} \ll \delta^{\kappa}\left(\log \left(e+\delta^{-1}\right)\right)^{\check{c}+3}
$$

and therefore

$$
f(\delta)^{-1}|f(\delta+2 \pi i \alpha)| \ll \delta^{\kappa}\left(\log \left(e+\delta^{-1}\right)\right)^{\check{c}+3}+q^{-\frac{1}{2}}(\log (e+q))^{\check{c}+2}
$$

for $2-2 \varepsilon \leq c<\frac{5}{2}-2 \varepsilon$ and $0<\kappa \leq \frac{1}{6}$.
For $1<c \leq 2-2 \varepsilon$ let $Q=\delta^{-\frac{c+2 \varepsilon}{2 c-1+4 \varepsilon}}$ and again restict $\delta$ to $0<\delta<\frac{1}{50}$. Then $r=\left|z_{0}\right|<1$ and from Corollary 4.3 .11 we get

$$
\begin{aligned}
f(\delta)^{-1}|f(\delta+2 \pi i \alpha)| \ll & q^{-\frac{1}{2}+\varepsilon}(\log (e+q))^{\check{c}+2}+\delta \log \left(\delta^{-1}\right) q^{\frac{1}{2}}(\log (e+q))^{2} \\
& +\delta^{\frac{1}{2}-\frac{(c+2 \varepsilon)(c-1+2 \varepsilon)}{2(2 c-1+4 \varepsilon)}}\left(\log \left(e+\delta^{-1}\right)\right)^{\check{c}+2} \\
\ll & q^{-\frac{1}{2}}(\log (e+q))^{\check{c}+2}+\delta \log \left(\delta^{-1}\right) q^{\frac{1}{2}}(\log (e+q))^{2} \\
& +\delta^{\frac{1}{6}}\left(\log \left(e+\delta^{-1}\right)\right)^{\check{c}+2} .
\end{aligned}
$$

Since $q \leq Q=\delta^{-\frac{c+2 \varepsilon}{2 c-1+4 \varepsilon}}$ we have

$$
\begin{aligned}
\delta \log \left(\delta^{-1}\right) q^{\frac{1}{2}}(\log (e+q))^{2} & \ll \delta^{1-\frac{1}{2}\left(\frac{c+2 \varepsilon}{2 c-1+4 \varepsilon}\right)} \log \left(\delta^{-1}\right)\left(\log \left(e+\delta^{-\frac{c+2 \varepsilon}{2 c-1+4 \varepsilon}}\right)\right)^{2} \\
& \ll \delta^{\frac{1}{2}}\left(\log \left(e+\delta^{-1}\right)\right)^{3} .
\end{aligned}
$$

This implies

$$
\begin{aligned}
f(\delta)^{-1}|f(\delta+2 \pi i \alpha)| & \ll \delta^{\frac{1}{6}}\left(\log \left(e+\delta^{-1}\right)\right)^{\check{c}+3}+q^{-\frac{1}{2}}(\log (e+q))^{\check{c}+2} \\
& \ll \delta^{\kappa}\left(\log \left(e+\delta^{-1}\right)\right)^{\check{c}+3}+q^{-\frac{1}{2}}(\log (e+q))^{\check{c}+2}
\end{aligned}
$$

for $1<c \leq 2-2 \varepsilon$ and $0<\kappa \leq \frac{1}{6}$ and completes the proof in case of $c>1$.
Now we consider the case $c=1$. Using our previous estimates from case (i) and case (ii), we get

$$
\begin{gathered}
\left\{r^{\frac{1}{2}(c-1)} r^{\varepsilon} q^{\frac{1}{2}(c-1)} q^{\varepsilon} \delta^{1-\left(\frac{c}{2}+\varepsilon\right)}+r^{\frac{1}{2}} q^{\frac{1}{2}(c-1)} q^{\varepsilon}\right\}\left(\log \left(e+q r \delta^{-1}\right)\right)^{\check{c}+2} \ll \\
\ll\left\{\delta^{\frac{1}{2}-\lambda \varepsilon}+\delta^{\frac{1}{2}+2(\lambda-1) \varepsilon}+\delta^{\frac{\lambda}{2}+(\lambda-1) \varepsilon}\right\}\left(\log \left(e+\delta^{-1}\right)\right)^{\check{c}+2} .
\end{gathered}
$$

Note that for $g_{1}(\lambda)=\frac{1}{2}-\lambda \varepsilon, g_{2}(\lambda)=\frac{1}{2}+2(\lambda-1) \varepsilon$ and $g_{3}(\lambda)=\frac{\lambda}{2}+(\lambda-1) \varepsilon$,

$$
\sup _{\substack{\frac{1}{2}<\lambda<1 \\ c=1}}\left\{\min \left(g_{1}, g_{2}, g_{3}\right)\right\}=\frac{1}{2}-\frac{\varepsilon(1+2 \varepsilon)}{1+4 \varepsilon}
$$

and occures at $\lambda=\frac{1+2 \varepsilon}{1+4 \varepsilon}$. We choose $Q=\delta^{-\frac{1+2 \varepsilon}{1+4 \varepsilon}}$ and again restict $\delta$ to $0<\delta<\frac{1}{50}$. Then $r=\left|z_{0}\right|<1$ and from Corollary 4.3.11 we get

$$
\begin{aligned}
f(\delta)^{-1}|f(\delta+2 \pi i \alpha)| \ll & q^{-\frac{1}{2}+\varepsilon}(\log (e+q))^{\check{c}+2}+\delta \log \left(\delta^{-1}\right) q^{\frac{1}{2}}(\log (e+q))^{2}+ \\
& +\delta^{\frac{1}{2}-\frac{\varepsilon(1+2)}{1+4 \varepsilon}}\left(\log \left(e+\delta^{-1}\right)\right)^{\check{c}+2} \\
\ll & q^{-\frac{1}{2}}(\log (e+q))^{\check{c}+2}+\delta \log \left(\delta^{-1}\right) q^{\frac{1}{2}}(\log (e+q))^{2}+ \\
& +\delta^{\frac{1}{2}}\left(\log \left(e+\delta^{-1}\right)\right)^{\check{c}+2} .
\end{aligned}
$$

Since $q \leq Q=\delta^{-\frac{1+2 \varepsilon}{1+4 \varepsilon}}$ we have

$$
\begin{aligned}
\delta \log \left(\delta^{-1}\right) q^{\frac{1}{2}}(\log (e+q))^{2} & \ll \delta^{1-\frac{1}{2}\left(\frac{1+2 \varepsilon}{1+4 \varepsilon}\right)} \log \left(\delta^{-1}\right)\left(\log \left(e+\delta^{-\frac{1+2 \varepsilon}{1+4 \varepsilon}}\right)\right)^{2} \\
& \ll \delta^{\frac{1}{2}}\left(\log \left(e+\delta^{-1}\right)\right)^{3} .
\end{aligned}
$$

This implies for $0<\kappa \leq \frac{1}{6}$

$$
\begin{aligned}
f(\delta)^{-1}|f(\delta+2 \pi i \alpha)| & \ll \delta^{\frac{1}{2}}\left(\log \left(e+\delta^{-1}\right)\right)^{\check{c}+3}+q^{-\frac{1}{2}}(\log (e+q))^{\check{c}+2} \\
& \ll \delta^{\kappa}\left(\log \left(e+\delta^{-1}\right)\right)^{\check{c}+3}+q^{-\frac{1}{2}}(\log (e+q))^{\check{c}+2}
\end{aligned}
$$

and completes the proof for $c=1$.
Our last case to treat is $0 \leq c<1$. Again by our previous estimates from case ( $i$ ) and case ( $i i$ ), we get

$$
\begin{aligned}
& \left\{r^{\frac{1}{2}(c-1)} r^{\varepsilon} q^{\frac{1}{2}(c-1)} q^{\varepsilon} \delta^{1-\left(\frac{c}{2}+\varepsilon\right)}+r^{\frac{1}{2}} q^{\frac{1}{2}(c-1)} q^{\varepsilon}\right\}\left(\log \left(e+q r \delta^{-1}\right)\right)^{\check{c}+2} \ll \\
& \quad \ll\left\{\delta^{\frac{1}{2}+(1-\lambda)\left(\frac{c-1}{2}\right)-\lambda \varepsilon}+\delta^{\frac{1}{2}+2 \varepsilon(\lambda-1)}+\delta^{\frac{\lambda}{2}+(\lambda-1) \varepsilon}\right\}\left(\log \left(e+\delta^{-1}\right)\right)^{\check{c}+2} .
\end{aligned}
$$

For $h_{1}(\lambda)=\frac{1}{2}+(1-\lambda)\left(\frac{c-1}{2}\right)-\lambda \varepsilon, h_{2}(\lambda)=\frac{1}{2}+2 \varepsilon(\lambda-1)$ and $h_{3}(\lambda)=$ $\frac{\lambda}{2}+(\lambda-1) \varepsilon$,

$$
\sup _{\substack{\frac{1}{2}<\lambda<1 \\ 0 \leq c<1}}\left\{\min \left(h_{1}, h_{2}, h_{3}\right)\right\}=\frac{1}{2}-\varepsilon\left(\frac{1+2 \varepsilon}{c+4 \varepsilon}\right)
$$

and occures at $\lambda=\frac{c+2 \varepsilon}{c+4 \varepsilon}$. We choose $Q=\delta^{-\frac{c+2 \varepsilon}{c+4 \varepsilon}}$ and restict $\delta$ to $0<\delta<\frac{1}{50}$. Then $r=\left|z_{0}\right|<1$ and from Corollary 4.3 .11 we get

$$
\begin{aligned}
f(\delta)^{-1}|f(\delta+2 \pi i \alpha)| \ll & q^{-\frac{1}{2}+\varepsilon}(\log (e+q))^{\check{c}+2}+\delta \log \left(\delta^{-1}\right) q^{\frac{1}{2}}(\log (e+q))^{2} \\
& +\delta^{\frac{1}{2}-\varepsilon\left(\frac{1+2 \varepsilon}{c+4 \varepsilon}\right)}\left(\log \left(e+\delta^{-1}\right)\right)^{\check{c}+2} \\
\ll & q^{-\frac{1}{2}}(\log (e+q))^{\check{c}+2}+\delta \log \left(\delta^{-1}\right) q^{\frac{1}{2}}(\log (e+q))^{2} \\
& +\delta^{\frac{1}{6}}\left(\log \left(e+\delta^{-1}\right)\right)^{\check{c}+2} .
\end{aligned}
$$

Since $q \leq Q=\delta^{-\frac{c+2 \varepsilon}{c+4 \varepsilon}}$ we have

$$
\begin{aligned}
\delta \log \left(\delta^{-1}\right) q^{\frac{1}{2}}(\log (e+q))^{2} & \ll \delta^{1-\frac{1}{2}\left(\frac{c+2 \varepsilon}{c+4 \varepsilon}\right)} \log \left(\delta^{-1}\right)\left(\log \left(e+\delta^{-\frac{c+2 \varepsilon}{c+4 \varepsilon}}\right)\right)^{2} \\
& \ll \delta^{\frac{1}{6}}\left(\log \left(e+\delta^{-1}\right)\right)^{3}
\end{aligned}
$$

This implies

$$
\begin{aligned}
f(\delta)^{-1}|f(\delta+2 \pi i \alpha)| & \ll \delta^{\frac{1}{6}}\left(\log \left(e+\delta^{-1}\right)\right)^{\check{c}+3}+q^{-\frac{1}{2}}(\log (e+q))^{\check{c}+2} \\
& \ll \delta^{\kappa}\left(\log \left(e+\delta^{-1}\right)\right)^{\check{c}+3}+q^{-\frac{1}{2}}(\log (e+q))^{\check{c}+2}
\end{aligned}
$$

for $0 \leq c<1$ and $0<\kappa \leq \frac{1}{6}$.
The last theorem implies
Corollary 4.3.13 Let $\alpha$ be irrational. Then

$$
\lim _{\delta \rightarrow 0+} f(\delta)^{-1}|f(\delta+2 \pi i \alpha)|=0
$$

We continue with the study of the related function

$$
g(z)=\sum_{p} A(p)(\log p) e^{-p z}
$$

where $A(p)=\sum_{j=1}^{\nu_{F}} \alpha_{j}(p)$ is the sum of the coefficients from the local factors (1.32) of the Euler product. For this function we obtain

Theorem 4.3.14 Let $\alpha$ be a real number and $\delta>0$ sufficiently small (but at least $\delta<\frac{1}{50}$ ). Further, let $Q$ be as in Theorem 4.3.12 and let $b$ and $q$ be such that $(b, q)=1,1 \leq q \leq Q$, and $\left|\alpha-\frac{b}{q}\right|<q^{-1} Q^{-1}$. Then for a fixed $\kappa$ satisfying $0<\kappa \leq \frac{1}{6}$ we have

$$
g(\delta)^{-1}|g(\delta+2 \pi i \alpha)| \ll \delta^{\kappa}\left(\log \left(e+\delta^{-1}\right)\right)^{\check{c}+3}+q^{-\frac{1}{2}}(\log (e+q))^{\check{c}+2}
$$

## Proof

We proceed as in the proof of Theorem 4.2.14. The Chebyshev $\vartheta$-function for $\mathcal{S}^{\text {poly }}$ is defined by

$$
\vartheta_{F}(x)=\sum_{p \leq x} A(p) \log p .
$$

In view of $\left|\alpha_{j}(p)\right| \leq 1$ for all $j$ and $p, A(p) \ll 1$. The analogons of (4.32), (4.34) and (4.35), i.e. $\vartheta_{F}(x)=m_{F} x+o(x)$ as $x \rightarrow \infty, g(\delta) \sim \delta^{-1}$ as $\delta \rightarrow 0+$, and

$$
E(\delta)=\sum_{p} \sum_{m=2}^{\infty} A\left(p^{m}\right)(\log p) e^{-p^{m} \delta} \ll \delta^{-\frac{1}{2}}
$$

imply the theorem.
Using Theorem 4.3.14, the proof of Theorem 1.3.9 is similar to the proof of Theorem 1.3.7.

Vaaler's result on weights, i.e. Lemma 4.2.15 with $a(n)=A\left(p_{n}\right) \log p_{n}$ and $\gamma(n)=\left(\log p_{n}\right)^{-1}$, implies Corollary 1.3.10. Again the proof is similar to the proof of Corollary 1.3.8.
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