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Danksagung
Ich möchte mich an dieser Stelle bei Professor Mutzbauer für die intensive Betreu-
ung herzlich bedanken. Vieles habe ich aus dem hervorragenden Buch [Mad00]
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Abstract

In this thesis we investigate near–isomorphism classes and isomorphism classes of almost
completely decomposable groups.

In Chapter 2 we introduce the concept of almost completely decomposable groups and
sum up their most important facts. A local group is an almost completely decomposable
group with a primary regulator quotient. A uniform group is a rigid local group with
a homocyclic regulator quotient.

In Chapter 3 a weakening of isomorphism, called type–isomorphism, appears. It is
shown that type–isomorphism agrees with Lady’s near–isomorphism. By the Main
Decomposition Theorem and the Primary Reduction Theorem we are allowed to restrict
ourselves on clipped local groups, namely groups without a direct rank–one summand.

In Chapter 4 we collect facts of matrices over commutative rings with an identity
element. Matrices over the local ring Z/peZ play an important role.

In Chapter 5 we introduce representing matrices of finite essential extensions. Here a
normal form for local groups is found by the Gauß algorithm. Uniform groups have
representing matrices in Hermite normal form.

The classification problems for almost completely decomposable groups up to isomor-
phism and up to near–isomorphism can be rephrased as equivalence problems for the
representing matrices. In Chapter 6 we derive a criterion for the representing matrices
of local groups in Gauß normal form.

In Chapter 7 we formulate the matrix criterion for uniform groups. Two representing
matrices in Hermite normal form describe isomorphic groups if and only if the rest
blocks of the representing matrices are T–diagonally equivalent.

Starting from a fixed near–isomorphism class in Chapter 8 we investigate isomorphism
classes of uniform groups. We count groups and isomorphism classes.

In Chapter 9 we specialize on uniform groups of rank 2r with a regulator quotient of
rank r such that the rest block of the representing matrix is invertible and normed.
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1. Notations

The notation in this thesis follows Fuchs [Fuc73] and Mader [Mad00]. All ap-
pearing groups are additive abelian groups. We investigate torsion–free groups of
finite rank and drop the adjective “torsion–free”. Finite groups will be explicitly
mentioned. We only use the inclusion symbols ⊆, ⊇ and (, ). Maps are written
on the left.
Let h be a natural number. The factor Z/hZ =: Zh denotes the ring of residue
classes of the rational integers mod h just as the additive cyclic group of order h.

2. Almost Completely Decomposable Groups

Definition 2.1. Suppose that X is a group. With rank we mean the dimension
of the Q–vector space QX := 〈qx | q ∈ Q, x ∈ X〉 = {

∑n
i=1 qixi |n ∈ N, qi ∈

Q, xi ∈ X}. Short rkX = dimQX. We call QX the divisible hull of X.

Remark 2.2. We consider a torsion–free group X as a pair X ⊆ QX. Rank–one
groups are groups isomorphic to rational groups, i. e. subgroups of Q.

Definition 2.3. Let X be an arbitrary abelian group and n be a natural number.
The subgroup

X[n] = {x ∈ X | nx = 0}
is called the n–socle of X.

The subgroup S(X) =
⊕

p∈PX[p] consists of all x ∈ X such that ord(x) is a
square–free integer and is said to be the socle of X.

Remark 2.4. The socle is 0 if and only if X is torsion–free. For a p–group X
we have S(X) = X[p].

One of the most important tools for characterizing groups is the knowledge of
divisibilities of elements by primes p. Let us start with basic concepts.

Definition 2.5. Let X be a group, x ∈ X and p be a prime.

The largest integer k for which p−kx is still in X is called the p–height hgtp(x)

of x; if no such maximal integer exists, i. e. p−kx ∈ X for all k ∈ N, we set
hgtp(x) =∞.

The sequence of p–heights

χ(x) =
(
hgtp1

(x), . . . , hgtpi(x), . . .
)

is said to be the characteristic of x, where pi is standing for the i–th prime.
We mean by χ1 ≤ χ2 that every component of χ1 is less or equal than the
corresponding one in χ2. Define the pointwise operations

(k1, . . . , ki, . . . ) ∧ (l1, . . . , li, . . . ) = (min(k1, l1), . . . ,min(ki, li), . . . )

and (k1, . . . , ki, . . . ) ∨ (l1, . . . , li, . . . ) = (max(k1, l1), . . . ,max(ki, li), . . . )

for any two characteristics.
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The type tp(x) of x is the equivalence class of all characteristics χ which have
exactly the same ∞–components as χ(x) and which differ for at most finitely
many components with finite entries from χ(x). For two types τ1, τ2 we set
τ1 ≤ τ2 if there are characteristics χ1 in τ1 and χ2 in τ2 with χ1 ≤ χ2. We define
τ1 ∧ τ2 [or τ1 ∨ τ2] to be the equivalence class of the characteristic χ1 ∧ χ2 [or
χ1 ∨ χ2], where χ1 is a characteristic in τ1 and χ2 is a characteristic in τ2.

A group Y in which all elements 6= 0 are of the same type τ is called homogeneous.
For example there is only one type occurring in a rank–one group. So it makes
sense to speak of the type tp(Y ) of a rank–one group Y .

Definition 2.6. Let X be a group. A subgroup U of X is called pure if pX∩U =
pU for every prime p. The group

UX
∗ := {x ∈ X | ∃n∈N nx ∈ U} = X ∩QU

is the purification of U in X.

Remark 2.7. The subgroup UX
∗ is the intersection of all pure subgroups of X

that contain U . Thus UX
∗ is the minimal pure subgroup including U .

Lemma 2.8. [Mad00, Lemma 2.1.7] Let X be a group and U a subgroup of X.
Then the following are equivalent:

(1) U is pure in X,
(2) X/U is torsion–free,
(3) ∀n∈N nX ∩ U = nU ,
(4) UX

∗ = U .

Lemma 2.9. [Mad00, Lemma 2.1.1] Let X be a group of finite rank and h a
positive integer. Then X/hX is a finite group. Moreover, for every prime p,
dim(X/hX)[p] ≤ rkX.

Definition 2.10. Let A be a torsion–free group of finite rank and h a positive
integer. Let

FEE(A, h) = {X ≤ QA | A ≤ X ≤ h−1A} .

Remark 2.11. For X ∈ FEE(A, h) the index [X : A] is finite by Lemma 2.9,
and X is a “f inite essential extension” of A.

For X, Y ∈ FEE(A, h),

X = Y if and only if X/A = Y/A.

Definition 2.12. Let X be an arbitrary group. A subgroup U of X that is
carried into itself by every endomorphism [automorphism] of X is said to be a
fully invariant [characteristic] subgroup of X.
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Notation 2.13. Let T(X) denote the set of all types of non–zero elements in
the group X.

With every type τ we can associate fully invariant “type–subgroups” of a given
group which are useful tools in the theory.

Definition 2.14. Let X be a group and τ a type in X. Define

X(τ) := {x ∈ X | tp(x) ≥ τ}, X∗(τ) := 〈x ∈ X | tp(x) > τ〉, X](τ) := X∗(τ)X∗ .

Remark 2.15. Since tp(φx) ≥ tp(x) for any endomorphism φ, all type–
subgroups are fully invariant. For m ∈ N, x ∈ X and y ∈ X(τ) with mx =
y ∈ X(τ) one calculates tp(x) = tp(mx) = tp(y) ≥ τ . Hence x ∈ X(τ) and X(τ)
is pure in X. Of course X](τ) is pure, too. One sees X∗(τ) ⊆ X](τ) ⊆ X(τ) ⊆ X.

Definition 2.16. Let X be a group. The type τ is a critical type of X if

X(τ)

X](τ)
6= 0 .

Let Tcr(X) denote the set of all critical types of X. If Tcr(X) is an antichain,
i. e. if the critical types of X are pairwise incomparable, then X is called block–
rigid. If rkX(τ)/X](τ) = 1 for all critical types, then X is called slim. If X is
block–rigid and slim, then X is a rigid group.

Definition 2.17. The group A is called completely decomposable if it is the direct
sum of rank–one groups.

Let A =
⊕

ρ∈Tcr(A) Aρ be a direct decomposition into τ–homogeneous completely
decomposable summands Aτ . We call the Aτ the τ–homogeneous components of
A and A =

⊕
ρ∈Tcr(X) Aρ a homogeneous decomposition of A.

We now define formally a class of torsion–free groups which are the center of
attention throughout this thesis and are natural generalizations of completely
decomposable groups.

Definition 2.18. An almost completely decomposable group is a torsion–free
group of finite rank which contains a completely decomposable subgroup of finite
index.

Lemma 2.19. (Butler Decomposition) [Mad00, Lemma 4.1.2] Let X be an
almost completely decomposable group and τ a critical type of X. Then

X(τ) = Aτ ⊕X](τ),

and the Butler complement Aτ is τ–homogeneous completely decomposable and
pure in X.
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Definition 2.20. Let X be an almost completely decomposable group, Tcr(X)
its critical typeset, and let X(τ) = Aτ ⊕ X](τ) be a Butler decomposition for
each τ ∈ Tcr(X). The subgroup A =

∑
ρ∈Tcr(X) Aρ is called a regulating subgroup

of X. The symbol Regg(X) denotes the family of all regulating subgroups of X.

The intersection of all regulating subgroups of X is the regulator R(X) of X. If
there is only one regulating subgroup, the regulator is called regulating regulator.

Remark 2.21. Any two regulating subgroups of X are isomorphic. The number
of regulating subgroups for X is finite.
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Theorem 2.22. (Lady) [Mad00, Theorem 4.2.13] Let X be an almost com-
pletely decomposable group and A a regulating subgroup of X. Then

[X : A] =: rgi(X)

is an invariant of X, the regulating index. If B is a completely decomposable
subgroup of finite index of X, then rgi(X) divides [X : B], and [X : B] = rgi(X)
if and only if B is regulating in X. The regulating subgroups are exactly the
completely decomposable subgroups of X of minimal index rgi(X).

Definition 2.23. Let X be an almost completely decomposable group and τ any
type. The Burkhardt invariants βXτ of X are defined by

βXτ = exp
X](τ)

R(X](τ))
.

Remark 2.24. It is βXτ = exp X(τ)
R(X(τ))

for all types τ . If τ is maximal in Tcr(X),

then βXτ = 1.
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We now formulate the important description of the regulator due to Burkhardt
[Mad00, Theorem 4.4.4].

Theorem 2.25. (Burkhardt Regulator Theorem) Let X be any almost com-
pletely decomposable group and A =

⊕
ρ∈Tcr(X)Aρ any regulating subgroup of X.

Then
R(X) =

⊕
ρ∈Tcr(X)

βXρ Aρ .

Corollary 2.26. [Mad00, Corollary 4.4.5] Let X be an almost completely decom-
posable group. Then

R(X) =
∑

ρ∈Tcr(X)

βXρ X(ρ) .

Remark 2.27. Let X be an almost completely decomposable group with reg-
ulator R. Then R is a fully invariant and completely decomposable subgroup
of finite index in X. If h is the exponent of the regulator quotient X/R, then
R ⊆ X ⊆ h−1R.

Another important result of Burkhardt [Mad00, Theorem 4.4.6] characterizes the
regulator among the completely decomposable subgroups of finite index.

Theorem 2.28. (Burkhardt Regulator Criterion) Let U be a completely
decomposable subgroup of finite index in the almost completely decomposable

group X and let βτ = exp X](τ)
U](τ)

for τ ∈ Tcr(X). Then U = R(X) if and only if

there is a homogeneous decomposition

U =
⊕

ρ∈Tcr(X)

Uρ

such that for each critical type τ ,

Uτ ⊆ βτX(τ) ⊆ U(τ) .

The following application of Schlez [Sch98, Lemma 5.2] is a useful tool.

Lemma 2.29. Let X be an almost completely decomposable group. Let R =⊕n
j=1 Rτj be a rigid completely decomposable subgroup of finite index and X/R of

exponent m ∈ N. The following are equivalent:

(1) R(X) = R.
(2) (Rτj)

X
∗ = Rτj for all j = 1, . . . , n.

(3) X
R
∩ m−1Rτj+R

R
= 0 for all j = 1, . . . , n.

Proof. “(1)⇔(2)” One has τj = tp(Rτj) for j = 1, . . . , n. By Burkhardt Regu-

lator Criterion, the regulator of X is R if and only if Rτj ⊆ βτjX(τj) ⊆ R(τj)

for all j, where βτj = exp[X](τj)/R
](τj)]. Since R is rigid, one obtains βτj = 1 and
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R(τj) = Rτj for all j. Hence Rτj ⊆ X(τj) ⊆ R(τj) = Rτj with equality. Therefore
(Rτj)

X
∗ = [R(τj)]

X
∗ = X(τj) and so (Rτj)

X
∗ = Rτj . Thus R is the regulator of X if

and only if all Rτj are pure subgroups of X.
“(2)⇔(3)” By definition (Rτj)

X
∗ = Rτj if and only if Rτj∩kX = kRτj for all k ∈ N

and j = 1, . . . , n. Here Rτj ∩mX = mRτj implies the purity:

X/Rτj
∼= mX/mRτj = mX/(Rτj ∩mX) ∼= (mX +Rτj)/Rτj ⊆ R/Rτj ,

i. e. X/Rτj is torsion–free, since R/Rj is torsion-free, and therefore Rτj is pure
in X. Hence the purity of Rτj is equivalent to Rτj ∩mX = mRτj . Since all groups
are torsion–free, this is equivalent to m−1Rτj∩X = Rτj , so (m−1Rτj+R)∩X = R.
Consideration modulo R implies the claim.

Definition 2.30. An almost completely decomposable group X is called p–local
for a prime p if X/R(X) is a (finite) p–group, where R(X) is the regulator of X.
Groups with an arbitrary regulator quotient are called global.

Remark 2.31. A group X is p–local if and only if X has a regulating subgroup U
such that X/U is a p–group, equivalently the regulating index rgi(X) is a power
of p. Therefore X is called a p–primary regulating quotient group, too.

Definition 2.32. Let p be a prime and e, n, r natural numbers. Let T =
(τ1, . . . , τn) be an ordered n–tuple of pairwise incomparable types with p–height
0 = τj(p). Then C(T, p, e, r) denotes the class of almost completely decomposable
groups X such that

(1) T = Tcr(X) is the critical typeset of X,
(2) X is rigid, i. e. X(τ) has rank 1 for all τ ∈ T ,
(3) rkX = n,
(4) the regulator quotient is homocyclic of exponent pe, i. e. X/R(X) ∼=

(Zpe)
r = Zpe ⊕ Zpe ⊕ · · · ⊕ Zpe︸ ︷︷ ︸

r

is a direct sum of r copies of Zpe .

We call such groups X uniform.

Remark 2.33. Since such a uniform group X is rigid, one has R(X) =⊕n
j=1 X(τj).

Definition 2.34. Let p be a prime. A group D is said to be p–divisible if pD =
D. If the group X has no non–trivial p–divisible subgroup, then X is called
p–reduced.

Remark 2.35. Each uniform group X ∈ C(T, p, e, r) is p–local and p–reduced.
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3. Near–Isomorphism

Definition 3.1. (Lady) Let X and Y be groups of finite rank. Then X and Y
are called nearly isomorphic, in symbols X ∼=nr Y , if for every positive inte-
ger n, there is a monomorphism φn : X → Y such that [Y : φnX] is finite and
gcd (n, [Y : φnX]) = 1.

Remark 3.2. Near–isomorphism is a weakening of isomorphism. Isomorphic
groups are nearly isomorphic, too. Use the isomorphism for all monomor-
phisms φn of the definition.

Remark 3.3. Let R be a completely decomposable group and h a positive inte-
ger. The map

: R→ R = h−1R/R, x 7→ x = h−1x+R

denotes the natural epimorphism. Furthermore, will denote as well the induced
homomorphism

: AutR→ AutR, α 7→ α via α(x) := α(x).

This definition is well–defined, since x = x′, i. e. h−1x + R = h−1x′ + R, implies
x = x′ + hr for a suitable r ∈ R. Then we get α(x) = α(x) = h−1α(x) + R =

h−1α(x′+ hr) +R = h−1α(x′) + h−1α(hr)︸ ︷︷ ︸
∈R

+R = α(x′) = α(x′) and the definition

does not depend on the representative of x = x′. Let

AutR = {α | α ∈ AutR}
denote the set of induced automorphisms of R.

Definition 3.4. Let R be a completely decomposable group and h a positive
integer. Let

RFEE(R, h) = {X ≤ QR | R = R(X) and X ⊆ h−1R}.
The groups of RFEE(R, h) will be called regulated extensions of R with h–bounded
regulator quotient.

Theorem 3.5. (Isomorphism Criterion) [Mad00, Theorem 8.1.13]
Let X,Y ∈ RFEE(R, h). Then X ∼= Y if and only if there is α ∈ AutR such
that αhX = hY .

Remark 3.6. In this case we have hX = {hx | x ∈ X} = {x + R |x ∈ X} =

X/R, since hx = x+R, and α(x+R) = α(hx) = α(hx).

Definition 3.7. Let R be a completely decomposable group and h positive inte-
ger. A type automorphism ξ is an automorphism of R such that ξ R(τ) = R(τ) for
every critical type τ ∈ Tcr(R). The set of type automorphisms is a multiplicative
group denoted by

TypAutR := {ξ ∈ AutR | ∀τ∈Tcr(R) ξ R(τ) = R(τ)}.
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Definition 3.8. Let X, Y ∈ RFEE(R, h). The groups X and Y are called type–
isomorphic in R = h−1R/R if there is ξ ∈ TypAutR such that ξ(hX) = hY , and
we write X ∼=tp Y in this case.

Remark 3.9. This equivalence relation on RFEE(R, h) is a weakening of isomor-

phism. Each induced automorphism α ∈ AutR satisfies α R(τ) = αR(τ) = R(τ).
Hence AutR ⊆ TypAutR and the Isomorphism Criterion 3.5 shows that isomor-
phic groups X, Y ∈ RFEE(R, h) are type–isomorphic, too.

The equivalence of type–isomorphism and near–isomorphism is shown in [Mad00,
Theorem 9.2.4]. The next theorem includes this fact and other characterizations
of near–isomorphism.

Theorem 3.10. Let X and Y be almost completely decomposable groups. Then
the following are equivalent.

(1) X ∼=nr Y .
(2) There exists a monomorphism φ : X → Y such that [Y : φX] is finite and

relatively prime to rgi(X) rgi(Y ).
(3) X ⊕ R(X) ∼= Y ⊕ R(X).
(4) X ⊕ A ∼= Y ⊕ A for some completely decomposable group A.
(5) X/R(X) ∼= Y/R(Y ) and there exists a monomorphism φ : X → Y such

that [Y : φX] is finite and relatively prime to [X : R(X)].
(6) X ∼=tp Y .
(7) There exists an integer n such that Xn ∼= Y n.

The well known classification [Mut99] of almost completely decomposable groups
up to near–isomorphism will be improved to a classification up to isomorphism
within a near–isomorphism class. We reduce this problem up to clipped groups
in Theorem 3.12 and p–primary constituents in Theorem 3.15.

Definition 3.11. An almost completely decomposable group X is called clipped
if it does not have any rational direct summands.

Theorem 3.12. (Main Decomposition Theorem) [Mad00, Theorem 9.2.7]
Let X and Y be almost completely decomposable groups. Let X = Xcd ⊕ Xcl be
a decomposition of X with completely decomposable summand Xcd and clipped
summand Xcl. Then the following hold.

(1) Xcd is unique up to isomorphism and Xcl is unique up to near–isomorphism.
(2) If Y = Ycd ⊕ Ycl is such that Ycd is completely decomposable and Ycl is

clipped, then X ∼=nr Y if and only if Xcd
∼= Ycd and Xcl

∼=nr Ycl.

Remark 3.13. Hence we only have to investigate clipped groups for near–
isomorphism.
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Definition 3.14. Let X be an almost completely decomposable group, A a com-
pletely decomposable subgroup, p a prime and h a positive integer such that
hX ⊆ A. Recall that Z[p−1] = {m

pk
|m ∈ Z, k ∈ N}. The subgroup

Xop := {x ∈ X | pnx ∈ A for some n} = X ∩ Z[p−1]A

is called p–primary constituent of X with respect to A.

Theorem 3.15. (Primary Reduction Theorem) [Mad00, Theorem 9.2.8]

(1) Let X be an almost completely decomposable group, A a completely de-
composable subgroup. Then A = R(X) if and only if A = R(Xop) for all
primes p.

(2) If X and Y are almost completely decomposable groups, then X ∼=nr Y if
and only if Xop ∼=nr Yop for all primes p.

Remark 3.16. The finite group X/A has a direct decomposition into primary
components and we get

Xop
A

= p–component of
X

A
.

Set A = R(X). By Theorem 3.15, we only have to look at almost completely
decomposable groups with a p–group being the regulator quotient to investigate
the near–isomorphism class.

For easy reference we summarize the known properties shared by nearly isomor-
phic almost completely decomposable groups.

Theorem 3.17. [Mad00, Theorem 9.2.6] Let X and Y be nearly isomorphic al-
most completely decomposable groups. Then the following hold.

(1) rk(X) = rk(Y ) and Tcr(X) = Tcr(Y ).
(2) rgi(X) = rgi(Y ).
(3) X ⊕ R(Y ) ∼= Y ⊕ R(Y ).
(4) For all τ ∈ Tcr(X) = Tcr(Y ), βXτ = βYτ , R(X) ∼= R(Y ), and X/R(X) ∼=

Y/R(Y ).
(5) The isomorphism classes of regulating quotients of X and Y coincide.
(6) For all types τ whatsoever, X(τ) ∼=nr Y (τ), X](τ) ∼=nr Y

](τ).

Remark 3.18. Since nearly isomorphic groups have isomorphic regulators we
restrict ourselves for simplification to groups with a common regulator.
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4. Matrix Theory

Definition 4.1. Let S be a commutative ring with 1, let r, n be natural numbers.
Let S∗ denote the set of units in S. Let the set of (r × n)–matrices over S
be denoted by Mr×n(S). A matrix which is obtained by striking out rows and
columns of a matrix A is called a submatrix of A. The maximal natural number k
such that there is an invertible k–rowed submatrix of A is called determinantal
rank of A. Write rkdet(A) = k. Note that a square matrix over S is invertible if
and only if its determinant is a unit in S. Such matrices are also called regular
or nonsingular. Let GL(n, S) denote the set of all invertible (n × n)–matrices
with coefficients in S, the general linear group of degree n over S. Abbreviate
a diagonal matrix by

diag(d1, . . . , dn) :=

 d1

. . .
dn

 ∈Mn×n(S).

If r < n and D = diag(d1, . . . , dr, dr+1, . . . , dn), then define the submatrices
D6r := diag(d1, . . . , dr) and D>r := diag(dr+1, . . . , dn).

Definition 4.2. Let S be a commutative ring with 1, let n be a natural number.
Let U , U1, . . . , Un be subgroups of (S∗, · ). Write

DIAG(n;U) := {diag(d1, . . . , dn) | ∀j=1,... ,n dj ∈ U}
for the set of all (n× n)–diagonal matrices over U . This definition can be gener-
alized by

DIAG(U1, . . . , Un) := {diag(f1, . . . , fn) | ∀j=1,... ,n fj ∈ Uj}.

Lemma 4.3. Let p be a prime and e, m, n, r ∈ N natural numbers. For M ∈
M

m×n(Zpe) the following are equivalent.

(1) The maximal number of p–independent rows is r.
(2) The maximal number of p–independent columns is r.
(3) The determinantal rank is r.

Proof. Since rkdet(M) = rkdet(M
tr) we only have to show that p–independence of

the rows of an (r× n)–submatrix A is equivalent to the fact that A has determi-
nantal rank r. Note that a square matrix over Zpe has p–independent rows if and
only if it describes an automorphism of a homocyclic group, i. e. if and only if it
is invertible.
If the (r×n)–matrix A has determinantal rank r, then it has an invertible square
r–rowed submatrix, whose rows are p–independent. But then the rows of A are
p–independent.
Conversely, if A has p–independent rows, then A is a submatrix of some square
n–rowed matrix B whose n rows are p–independent, since a p–independent set is
contained in a maximal p–independent set. Thus B is invertible and A contains
an invertible r–rowed submatrix by Laplace’s expansion of determinants.
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Definition 4.4. Let S be a commutative ring with 1, let r, n be natural numbers.
The matrices M, N ∈ Mr×n(S) are said to be equivalent if there are invertible
matrices U ∈ GL(r, S) and V ∈ GL(n, S) such that

N = U M V .

Let U ⊆ GL(r, S) and V ⊆ GL(n, S) be not empty subsets. If U ∈ U and V ∈ V
this is called U|V–equivalence. If V is specialized to be a diagonal matrix this is
called g|d–equivalence (g = general, d = diagonal). If U is the identity matrix
and V is a permutation matrix this is called column permutation equivalence.
If U and V both are specialized to be diagonal matrices this is called diagonal
equivalence.

Two square matrices M and N over S are called similar if there is an invertible
matrix V with N = V −1M V .

Lemma 4.5. Let S be a commutative ring with 1, let r, n be natural numbers. If
M, N ∈Mr×n(S) are g|d–equivalent, then for all k = 1, . . . , n the matrices M (k),
N (k) obtained from M , N by deleting the k–th column are g|d–equivalent, too.

Proof. Assume that N = U · M · diag(d1, . . . , dn). Then N (k) = U · M (k) ·
diag(d1, . . . , dk−1, dk+1, . . . , dn), since it does not matter whether you delete
firstly a column and multiply secondly the others by units dj or you turn this
around.

Remark 4.6. Let M ∈ Mr×n(S). Striking out the k–th column is represented
by multiplying by the following [n× (n− 1)]–matrix from the right side:

Sk =



1

0
. . .
. . . 1

0 · · · 0 0 · · · 0

1
. . .
. . . 0

1


← k

Hence N (k) = N · Sk = U ·M · diag(d1, . . . , dn) · Sk
= U ·M · Sk︸ ︷︷ ︸

=M(k)

· diag(d1, . . . , dk−1, dk+1, . . . , dn).

Lemma 4.7. Let p be a prime and e, n, r ∈ N natural numbers with r ≤ n. Let
M, N ∈Mr×n(Zpe) be g|d–equivalent.

Any submatrix obtained from M by striking out one column has p–independent
rows if and only if this is true for N .
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Proof. Let M (k) denote the [r×(n−1)]–matrix over Zpe obtained from M by delet-
ing the k–th column. By Lemma 4.5 the matrices M (k), N (k) are g|d–equivalent,
too. Hence rkdet(M

(k)) = rkdet(N
(k)) and both submatrices M (k), N (k) have an

identical number of p–independent rows.

Example 4.8. Let

M :=

(
1 0 1
0 1 1

)
and V :=

 1 0 −1
0 1 0
0 0 1

 .

Let M (1) =

(
0 1
1 1

)
denote the matrix obtained from M by deleting the first

column. We calculate

MV =

(
1 0 0
0 1 1

)
and (MV )(1) =

(
0 0
1 1

)
.

Although M and MV are equivalent, the submatrices M (1) and (MV )(1) have
distinct determinantal rank. Hence equivalence in general does not preserve the
striking out–property of Lemma 4.7. 4

Definition 4.9. Let p be a prime and e, n, r ∈ N natural numbers. Let A = (αij)
be an (r×n)–matrix over Zpe = Z/peZ. Note that Zpe is a local ring and all ideals
are principal. Let pδZpe be the ideal of Zpe generated by the set of all entries αij
of A. The exponent δ is called the stripping exponent of A. The matrix Ast with
entries in Zpe is called stripped form of A if pδAst = A. The determinantal rank
of Ast is called lower determinantal rank of A. Note that the entries of Ast are
uniquely determined up to pe−δZpe

[∼= (Zpδ ,+)
]
.

Let A 6= 0. The tuple (i1, . . . , if ) determines a block structure on the matrix A if
1 ≤ i1 < . . . < if = min(r, n) as follows: Let i0 = 0. The square (il − il−1)–rowed
submatrices Al = (αij)il−1<i,j≤il of A, 1 ≤ l ≤ f , are the diagonal blocks of A.
Let A′l = (αij)il−1<i,j denote the rest block of the diagonal block Al. Let δl be
the stripping exponent of A′l and let C ′l = (γi,j) be the stripped form of A′l. The
matrix A is called straight with block structure (i1, . . . , if ) and stripping sequence
(δ1, . . . , δf ), if

(1) il − il−1 is the lower determinantal rank of the rest block A′l, 1 ≤ l ≤ f .

(2) All main submatrices (γij)il−1<i,j≤il−1+m of all stripped diagonal blocks 6= 0
of A, separately, are invertible.



Isomorphism Classes, Michael Nahler 14

A1

A2

A′3

i2

i1

i0 = 0 i1 i2

-

?

m

m

Remark 4.10. Note that 0 ≤ δ1 ≤ δ2 ≤ . . . ≤ δf ≤ e and that δl = e is
equivalent to A′l = 0, i. e. in particular, Al = 0. Moreover, the properties of
straight only relate to the maximal main square submatrix of a matrix.

Proposition 4.11. Every (r × n)–matrix with determinantal rank r is column
permutation equivalent to a straight matrix.

More precise, let r, n ∈ N be natural numbers with r ≤ n and let M ∈Mr×n(Zpe)
be a matrix with rkdet(M) = r. Then a permutation matrix P exists such that
MP is straight.

Proof. Since M has determinantal rank r, there is an invertible (r × r)–
submatrix A which can moved to the left edge by a rearrangement of the
columns. We restrict ourselves to A. We use an induction on the number r
of rows. An invertible (1× 1)–matrix is straight. Suppose that for every invert-
ible [(r − 1)× (r − 1)]–matrix B there is a permutation matrix Q such that BQ is
straight. Now let A = (αij)i=1,... ,r

j=1,... ,r
be invertible over Zpe . Let A(r,k) = (αij)i6=r

j 6=k
de-

note the [(r − 1)× (r − 1)]–submatrix obtained from A by deleting the r–th row
and the k–th column. There exists k ∈ {1, . . . , r} such that A(r,k) is invertible.
Otherwise detA(r,k) is a non–unit for all k = 1, . . . , r. Note that the set of non–
units is an ideal in the local ring Zpe . By Laplace’s expansion of determinants,
detA =

∑r
k=1(−1)r+kαrk detA(r,k) is also a non–unit, contradiction. Hence A(r,k)

is invertible. This invertible [(r − 1)× (r − 1)]–submatrix can be moved to the
left upper corner of A by a permutation of columns. Thus there is a permutation
matrix P such that

AP =


∗

A(r,k) ...
∗

∗ · · · ∗ ∗

 .
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By the induction hypothesis there is a permutation matrix Q such that A(r,k)Q
is straight. Then

AP


0

Q
...
0

0 · · · 0 1

 =


∗

A(r,k)Q
...
∗

∗ · · · ∗ ∗


is straight, since it is invertible and A(r,k)Q is straight.

Definition 4.12. Let p be a prime and e, n, r ∈ N natural numbers. Let M be
an (r× n)–matrix over Zpe with determinantal rank r. Then there are invertible
submatrices of size r× r. The set of indices of the columns for such an invertible
submatrix is called a pivot set of the matrix M .

Remark 4.13. A pivot set is not uniquely determined in general.

Definition 4.14. A straight matrix C is said to be normed if all the main sub-
matrices of the stripped diagonal blocks Cl 6= 0 have determinant 1.

Two diagonally equivalent normed matrices with the same block structure
(i1, . . . , if ) and the same stripping sequence (δ1, . . . , δf ) are called modified diag-
onally similar if the stripped forms of the diagonal blocks Al 6= 0, 1 ≤ l ≤ f , are
diagonally similar modulo pδlZpe , respectively.

Remark 4.15. Note that modified diagonal similarity is defined for non–square
matrices, too, and that for square matrices with determinant 1, modified diagonal
similarity is exactly diagonal similarity.

Definition 4.16. Let p be a prime, r ≤ n natural numbers and e = e1 ≥ · · · ≥
er ≥ 1 integers. A matrix M ∈Mr×n(Zpe) is said to be in Gauß normal form if

M = Λ (E | A) , where Λ = diag(pe−e1 , . . . , pe−er) , and

E =


1 m12 · · · m1r

0 1 · · · m2r
...

...
. . .

...
0 0 · · · 1

 ,

mij ∈ {k + peZ ∈ Z/peZ | 0 ≤ k < pei−ej} for all 1 ≤ i < j ≤ r.

Definition 4.17. Let r, n be positive integers with r ≤ n. Let M = (αij)i,j be
an (r × n)–matrix over Zpe . Then M is said to be in Hermite normal form if

αij = δij =

{
1 for i = j,
0 for i 6= j,

for all 1 ≤ i, j ≤ r. In this way M decomposes into
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the (r × r)–identity matrix Ir and A = (αij) i=1,... ,r
j=r+1,... ,n

. We get

M = (Ir | A) =

 1 α1,r+1 · · · α1,n

. . .
...

...
1 αr,r+1 · · · αr,n

 .

Lemma 4.18. If a square (r × r)–matrix C = (γi,j)1≤i,j≤r over a local ring is
invertible, then there exists a permutation σ ∈ Sr such that γi,σ(i) is a unit for
all i = 1, . . . , r. In particular each row and each column has an entry which is a
unit.

Proof. Let S be a local ring, i. e. a commutative ring with 1 which has a unique
maximal ideal I. Then I = S \ S∗ is the set of non–units. Let C be an (r × r)–
matrix over S.
Suppose that there is no permutation σ ∈ Sr such that γi,σ(i) is a unit for all i =
1, . . . , r. Since the set of non–units I is an ideal, for all permutations σ ∈ Sr the
product γ1,σ(1)γ2,σ(2) · · · γr,σ(r) is a non–unit, too. Hence

detC =
∑
σ∈Sr

sign(σ)γ1,σ(1)γ2,σ(2) · · · γr,σ(r)

is in the ideal I and is a non–unit. Then C is not invertible.

Example 4.19. The condition of this Lemma is only necessary but not sufficient,
e.g. ( 1 1

1 1 ) is not invertible.

An invertible matrix over a general commutative ring with 1 need not to have a
unit in each row or column. For example(

3 4
2 3

)
∈ M2×2(Z)

has determinant 1 and is invertible. But no entry is a unit {±1} in Z.

Definition 4.20. Let m, r ∈ N be natural numbers. The matrix A ∈Mr×m(Zpe)
is called primitive if each row of A has an entry which is a unit in Zpe , i. e.
∀i ∃j αij ∈ Z∗pe .

Lemma 4.21. Let M = (Ir | A) ∈ Mr×n(Zpe) be a matrix in Hermite normal
form. Then any submatrix obtained from M by striking out one column has p–
independent rows if and only if the rest block A is primitive.

Proof. Let M (k) denote the [r × (n − 1)]–matrix over Zpe obtained from M by
deleting the k–th column.
“⇒” Assume for contradiction that there is no unit in the k–th row of A. Then
the k–th row of M (k) = (I

(k)
r | A) contains no unit, too, and therefore the k–th

row of M (k) is not p–independent by definition.
“⇐” Assume that each row of A = (αij) i=1,... ,r

j=r+1,... ,n
has an entry which is a unit
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in Zpe . For k > r the matrix M (k) = (Ir | A(k)) has determinantal rank r
and therefore p–independent rows. Let k ∈ {1, . . . , r} be fixed and let αkj be

a unit in the k–th row of A by assumption. The matrix M (k) = (I
(k)
r | A) has

p–independent rows, since it has the following invertible (r × r)–submatrix

1 α1j

0
. . .

...
. . . 1

...
0 0 αkj

1
. . .

...
. . . 0

...
1 αnj


← k

with determinant (−1)k+j · αkj, which is a unit in Zpe .

Definition 4.22. Let p be a prime and e = e1 ≥ · · · ≥ er ≥ 1 natural numbers.
Abbreviate ε = (e1, . . . , er) . Let P(p; ε) ⊆ GL(r,Zpe) denote the set of invertible
(r × r)–matrices P = (γij)1≤i,j≤r with γij ∈ pej−eiZpe if j ≤ i.

Let Q(p; ε) ⊆ GL(r,Zpe) denote the set of invertible (r × r)–matrices Q =
(ρij)1≤i,j≤r with ρij ∈ pei−ejZpe if i ≤ j.

Proposition 4.23. If P ∈ P(p; ε), then there exists Q ∈ Q(p; ε) such that

P · diag(pe−e1 , . . . , pe−er) = diag(pe−e1 , . . . , pe−er) ·Q .(4.24)

If Q ∈ Q(p; ε), then there exists P ∈ P(p; ε) such that (4.24) holds.

Proof. Assume that P = (γij)1≤i,j≤r is invertible with γij ∈ pej−eiZpe for all j ≤ i.
For γ ∈ paZpe , a ∈ N0, there is a ρ ∈ Zpe such that paρ = γ and ρ is well–
defined modulo pe−aZpe . We denote briefly ρ = p−aγ. In this sense the matrix
Q = (ρij)1≤i,j≤r is well–defined by ρij := pei−ej γij. If i ≤ j, then ρij ∈ pei−ejZpe ,
since γij ∈ Zpe in that case. We have the identity diag(pe−e1 , . . . , pe−er) · Q =
(pe−ei ρij)i,j = (pe−ei pei−ej γij)i,j = (γij p

e−ej)i,j = P · diag(pe−e1 , . . . , pe−er) and
equation (4.24) holds. We have to show that Q is invertible. We use Leib-
niz’s determinantal formula to determine detQ. For all permutations σ ∈ Sr
we calculate

∑r
i=1[ei − eσ(i)] =

∑r
i=1 ei −

∑
k∈{1,... ,r} ek = 0 and therefore∏r

i=1 p
ei−eσ(i) = p

∑
i ei−eσ(i) = p0 = 1. We get

detQ = det(ρij)i,j = det(pei−ejγij)i,j =

=
∑
σ∈Sr

(
sign(σ)

r∏
i=1

pei−eσ(i)γi,σ(i)

)
=

=
∑
σ∈Sr

(
sign(σ)

r∏
i=1

γi,σ(i)

)
= det(γij)i,j = detP ,

and detQ is a unit in Zpe . Hence the inverse Q−1 exists.
The other way round is similar.
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Remark 4.25. Let S be a commutative ring with an identity element and
let r, n be natural numbers with r < n. Note that DIAG(n;S∗) =
{diag(d1, . . . , dn) | dj ∈ S∗} ∼= (S∗)n is an abelian subgroup of GL(n, S). The
group DIAG(n;S∗) acts on Mr×(n−r)(S) via diagonal equivalence:

DIAG(n;S∗)×Mr×(n−r)(S) −→M
r×(n−r)(S), (D,M) 7−→ D−1

6rM D>r.

This is a group action, since (In,M) 7→M and (D·D′,M) 7→ D′−1
6r ·
(
D−1
6rM D>r

)
·

D′>r. Let A ∈Mr×(n−r)(S). The stabilizer of A in DIAG(n;S∗) is defined as

StabDIAG(n;S∗)(A) =
{
D ∈ DIAG(n;S∗) | D−1

6r AD>r = A
}
.(4.26)

The DIAG(n;S∗)–orbits are known as diagonal equivalence classes in
M

r×(n−r)(S). The orbit of A is

Orb(A) =
{
D−1
6r AD>r | D6r = diag(d1, . . . , dr),

D>r = diag(dr+1, . . . , dn), where dj ∈ S∗
}
.

Lemma 4.27. Let S be a finite commutative ring with 1, let r, n be natural
numbers with r < n. Let A ∈Mr×(n−r)(S).

The number of matrices which are diagonally equivalent to A is[
DIAG(n;S∗) : StabDIAG(n;S∗)(A)

]
=

|S∗|n

| StabDIAG(n;S∗)(A)|
.

The diagonal equivalence class of A has at most |S∗|n−1 matrices.

Proof. The stabilizer StabDIAG(n;S∗)(A) of A relating to the diagonal equivalence
of matrices is a subgroup of DIAG(n;S∗). The cardinality of the orbit of A is
the index of the stabilizer of A in the group of all invertible diagonal matrices:
|Orb(A)| =

[
DIAG(n;S∗) : StabDIAG(n;S∗)(A)

]
. In order to establish this consider

the map

Orb(A) −→ DIAG(n;S∗)

StabDIAG(A)
, D−1

6r AD>r 7−→
(
D6r

D>r

)
· StabDIAG(A) .

From D−1
6r AD>r = F−1

6r AF>r ⇔
(
D6r F

−1
6r

)−1
A (D>r F

−1
>r ) = A ⇔ DF−1 ∈

StabDIAG(n;S∗)(A) ⇔ D · StabDIAG(n;S∗)(A) = F · StabDIAG(n;S∗)(A) we conclude
that this is a well–defined and bijective map from the orbit Orb(A) to the set of
left cosets of StabDIAG(n;S∗)(A) in DIAG(n;S∗).

Since D := diag(d, . . . , d) = d · In, d ∈ S∗, has the property D−1
6r AD>r = A,

i. e. D ∈ StabDIAG(n;S∗)(A), we conclude |S∗| ≤ | StabDIAG(n;S∗)(A)|. Hence

|Orb(A)| = |S∗|n

| StabDIAG(n;S∗)(A)|
≤ |S

∗|n

|S∗|
= |S∗|n−1.
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Example 4.28. Let A = (1 1) ∈M1×2(Z3) be a (1× 2)–matrix with coefficients
in the field Z3 = Z/3Z with three elements. Here we have n = 3 and r = 1.
By Lemma 4.27, there are at most |Z∗3|2 = 22 = 4 matrices which are diagonally
equivalent to A. Indeed there are exactly four diagonally equivalent matrices:

(1 1), (2 2) = (2) · (1 1), (1 2) = (1 1) ·
(

1
2

)
, (2 1) = (1 1) ·

(
2

1

)
.

Hence the upper bound of Lemma 4.27 is sharp. 4

Remark 4.29. Let S be a commutative ring with 1 and let r, n be natural
numbers with r < n. Assume that U1, . . . , Un are subgroups of (S∗, · ). Note
that DIAG(U1, . . . , Un) = {diag(f1, . . . , fn) | ∀j=1,... ,n fj ∈ Uj} ∼=

∏n
j=1 Uj is an

abelian subgroup of GL(n, S). The group DIAG(U1, . . . , Un) acts on Mr×(n−r)(S)
via diagonal equivalence:

DIAG(U1, . . . , Un)×Mr×(n−r)(S) −→M
r×(n−r)(S), (F,M) 7−→ F−1

6r M F>r .

(4.30)

This is a group action, since (In,M) 7→ M and (F · F ′,M) 7→
F ′−1
6r

(
F−1
6r M F>r

)
F ′>r. Let A ∈ M

r×(n−r)(S). The stabilizer of A in
DIAG(U1, . . . , Un) is defined as

StabDIAG(U1,... ,Un)(A) =
{
F ∈ DIAG(U1, . . . , Un) | F−1

6r AF>r = A
}
.

The DIAG(U1, . . . , Un)–orbits are known as diagonal equivalence classes in
M

r×(n−r)(S). The orbit of A is

Orb(A) =
{
F−1
6r AF>r | F6r = diag(f1, . . . , fr),

F>r = diag(fr+1, . . . , fn), where fj ∈ Uj
}
.

Lemma 4.31. Let S be a finite commutative ring with 1, let r, n be natural
numbers with r < n. Assume that U1, . . . , Un are subgroups of (S∗, · ). Let
A ∈Mr×(n−r)(S).

The number of matrices which are DIAG(U1, . . . , Un)–diagonally equivalent to A
is [

DIAG(U1, . . . , Un) : StabDIAG(U1,... ,Un)(A)
]

=

∏n
j=1 |Uj|

| StabDIAG(U1,... ,Un)(A)|
.

Proof. The stabilizer StabDIAG(U1,... ,Un)(A) of A relating to the
DIAG(U1, . . . , Un)–diagonal equivalence of matrices is a subgroup of
DIAG(U1, . . . , Un). The cardinality of the orbit of A is the index
of the stabilizer of A in the group of all DIAG(U1, . . . , Un) matrices:
|Orb(A)| =

[
DIAG(U1, . . . , Un) : StabDIAG(U1,... ,Un)(A)

]
. In order to estab-

lish this consider the map

Orb(A) −→ DIAG(U1, . . . , Un)

Stab(A)
, F−1

6r AF>r 7−→
(
F6r

F>r

)
· Stab(A) .
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From D−1
6r AD>r = F−1

6r AF>r ⇔
(
D6r F

−1
6r

)−1
A (D>r F

−1
>r ) = A ⇔ DF−1 ∈

StabDIAG(U1,... ,Un)(A) ⇔ D · StabDIAG(U1,... ,Un)(A) = F · StabDIAG(U1,... ,Un)(A) we
conclude that this is a well–defined and bijective map from the orbit Orb(A) to
the set of left cosets of StabDIAG(U1,... ,Un)(A) in DIAG(U1, . . . , Un).

Example 4.32. Let p be a prime and e a natural number. By [Mut99, p. 126–
127] the number of normed invertible (2 × 2)–matrices over Zpe = Z/peZ is
pe+1+pe−2

p−1
.

We want to determine the cardinality of an arbitrary diagonal equivalence class.
A 2–rowed matrix A is invertible and normed if and only if

A =

(
1 α
β 1 + αβ

)
,

where α = λpm, β = µpl and λ, µ are units, 0 ≤ m, l ≤ e.

By Lemma 4.27 we have to calculate the cardinality of StabDIAG(4;Z∗pe )(A). By

Definition 4.26 we have D = diag(d1, d2, d3, d4) ∈ StabDIAG(4;Z∗pe )(A) if and only if(
d−1

1

d−1
2

) (
1 α
β 1 + αβ

) (
d3

d4

)
=

(
d−1

1 d3 d−1
1 d4 α

d−1
2 d3 β d−1

2 d4 (1 + αβ)

)
=

(
1 α
β 1 + αβ

)
.

Comparison of the coefficients yields d3 = d1 ∧ d2β = d3β = d1β ∧ d4α = d1α ∧
d4(1 + αβ) = d2(1 + αβ). The last equation shows

d4 + d4αβ︸ ︷︷ ︸
=d1αβ

= d2 + d2αβ︸ ︷︷ ︸
=d1αβ

.

Thus d4 = d2 and the matrix equivalence is a similarity, in fact. The matrix equa-
tion is equivalent to the following linear equation system for the indeterminates
d1, . . . , d4:

d3 = d1 ∧ d4 = d2 ∧ (d2 − d1) · α = 0 ∧ (d2 − d1) · β = 0.(4.33)

We have to count the possibilities of the solutions to determine
| StabDIAG(4;Z∗pe )(A)|.

1. case: A =

(
1 0
0 1

)
. Then | StabDIAG(4;Z∗pe )(A)| = ϕ(pe)2 and

|Orb(A)| = ϕ(pe)2 =
(
pe−1(p− 1)

)2
.

2. case: A 6=
(

1 0
0 1

)
. Then | StabDIAG(4;Z∗pe )(A)| = ϕ(pe) · pmin(l,m) and

|Orb(A)| = ϕ(pe)3 · p−min(l,m) = p3e−3−min(l,m) (p− 1)3 .
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Here |Orb(A)| is the number of (2 × 2)–matrices over Zpe which are diagonally
equivalent to A. Recall that ϕ denotes the Euler ϕ–function.

For case 1 let A = ( 1 0
0 1 ), so α = β = 0. Then StabDIAG(4;Z∗pe )(A) ={

diag(d1, d2, d1, d2) | d1, d2 ∈ Z∗pe
} ∼= (Z∗pe)2

. Hence there are

|Z∗pe|4

|Z∗pe|2
= |Z∗pe|2 = ϕ(pe)2 =

(
pe−1(p− 1)

)2

matrices which are diagonally equivalent to I2.
For case 2 let A 6= ( 1 0

0 1 ). The linear equation system (4.33) holds. Without loss
of generality suppose that α = pm and β = pl, where 0 ≤ m, l ≤ e, since we
are able to divide the last two equations by units. By the assumption we have
k := min(l,m) < e. The ideal–structure of Zpe is

0 ( pe−1
Zpe ( pe−2

Zpe ( . . . ( pZpe ( Zpe .

The last two equations of (4.33) are equivalent to

(d2 − d1) pk = 0 ∈ pe (Z/peZ) ⇐⇒ (d2 − d1) ∈ pe−k (Z/peZ) ∼= Z/pkZ .

Hence d1 is an arbitrary unit in Zpe and d2 ∈ d1 + pe−kZpe is a unit, too.
There are |Z/pkZ| = pk possibilities for d2. Hence we get StabDIAG(4;Z∗pe )(A) =

{diag(d1, d2, d1, d2) | d1, d2 ∈ Z
∗
pe such that d2 − d1 ∈ pe−kZpe} =

{diag(d1, d2, d1, d2) | d1 ∈ Z∗pe , d2 ∈ d1 + pe−kZpe} and | StabDIAG(4;Z∗pe )(A)| =

|Z∗pe| · pk. Therefore

|Orb(A)| =
|Z∗pe|4

|Z∗pe| pk
= ϕ(pe)3 · p−k = p3e−3−k(p− 1)3. 4
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5. Representing Matrices

Definition 5.1. Let R be a completely decomposable group of rank n and h an
integer. Suppose that T = (τ1, . . . , τn) is an indexing of the critical typeset of R.

Then the tuple x = (x1, . . . , xn) of elements in R is called an ordered decomposi-
tion basis of R if

R =
n⊕
j=1

〈xj〉R∗ .

If in addition τj = tpR(xj) for all j = 1, . . . , n, then x is called a decomposition
basis ordered by T .

The ordered decomposition basis is an ordered h–decomposition basis of R if it
meets the condition hgtRp (xj) ∈ {0,∞} for all j = 1, . . . , n and all primes p | h.

If R is p–reduced, then hgtRp (xj) = 0 for all j.

Definition 5.2. Let R be a completely decomposable group and h a natural
number. Let x = (x1, . . . , xn) be an ordered h–decomposition basis of R. The
map

: R→ R = h−1R/R, x 7→ x = h−1x+R

denotes the natural epimorphism. The quotient group h−1R/R is a Zh–module
and h−1R/R = R =

⊕n
j=1 Zhxj, where xj = h−1xj + R. Then x := (x1, . . . , xn)

is called an ordered induced decomposition basis of h−1R/R. The basis x is called
induced by x.

Remark 5.3. Let p be a prime. Then R is p–reduced if and only if no critical
type τj is p–divisible: τj(p) 6=∞, i. e. hgtRp (xj) 6=∞.

The Zh–module R need not be free. If R is p–reduced for every prime divisor p
of h, then R is a free Zh–module and

h−1R/R = R =
n⊕
j=1

Zhxj ∼= (Zh)
n ,

i. e. x is a free basis with ordxj = h for all j.

Definition 5.4. Assume that h, n, r ∈ N are natural numbers. Let X be an
almost completely decomposable group of rank n with completely decomposable
subgroup R such that R ⊆ X ⊆ h−1R. Suppose that x = (x1, . . . , xn) is an
ordered induced decomposition basis of h−1R/R. Let a = (a1, . . . , ar) be an
ordered basis of X/R ⊆ h−1R/R. Then the basis elements ai may be written as
linear combinations of the induced decomposition basis

ai =
n∑
j=1

αijxj , for i = 1, . . . , r,(5.5)

where αij ∈ Zh. The (r × n)–matrix

M = (αij) i=1,... ,r
j=1,... ,n

∈Mr×n(Zh)
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is called representing matrix of X over R relative to a and x.

Remark 5.6. (1) In general h−1R/R need not be a free Zh–module and x is
not necessarily a free basis. Hence for given a and x the matrix M is not
uniquely determined over Zh. Since a is a minimal generating system, we in-
fer from 〈a1, . . . , ar〉 = X/R ⊆ h−1R/R = 〈x1, . . . , xn〉 that r ≤ n.

(2) Let h−1R/R ∼= (Zh)
n be a free Zh–module. Then x is a free basis. The

basis elements ai can be written uniquely as linear combinations of the induced
decomposition basis. Note that

∑n
j=1 αijxj = ai =

∑n
j=1 βijxj is equivalent to∑n

j=1(αij − βij)xj = 0. Then we get αij = βij in Zh, since {x1, . . . , xn} is a free

Zh–basis. Hence there is exactly one representation (5.5). For given a and x the
representing matrix M is therefore uniquely determined over Zh.

(3) We wish to investigate almost completely decomposable groups up to near–
isomorphism and subsequently up to isomorphism. The Primary Reduction Theo-
rem is a local–global relationship for almost completely decomposable groups. By
this Theorem 3.15 we restrict ourselves to (rigid) p–local almost completely de-
composable groups X, meaning that the regulator quotient X/R(X) is a p–group.
Therefore choose the integer h as a p–power, say h = pe. In this case a p–divisible
critical type τj creates a p–divisible direct rank–one summand τjxj of X. By the
Main Decomposition Theorem 3.12 we only have to investigate clipped groups,
i. e. groups without rational direct summands. The ranks rk(Xcd,τj) taken for all
critical types τj ∈ Tcr(X) form a complete independent system of invariants for
the maximal completely decomposable direct summand Xcd.
We therefore assume that the groups under consideration are p–reduced, mean-
ing that there are no non–trivial p–divisible subgroups. In this situation a pe–basis
x = (x1, . . . , xn) is the same as a p–basis and it means that hgtRp (xj) = 0, or
equivalently τj(p) = 0.

(4) Let R be a p–reduced completely decomposable group of rank n. Then
p−eR/R is a homocyclic group of rank n and of exponent pe. Hence p−eR/R ∼=
(Zpe)

n can be regarded as a free Zpe–module. An ordered induced decomposition
basis x = (x1, . . . , xn) is a free basis. Let X be a p–local group with subgroup
R ⊆ X ⊆ p−eR. Let a be a basis of X/R. By 5.6(2) the representing matrix M
of X/R relative to a and x is uniquely determined over Zpe .

For fixed bases the representing matrices of reduced p–local groups are uniquely
determined.

(5) If X is a uniform group with regulator R ⊆ X ⊆ p−eR, then X/R ∼= (Zpe)
r

and therefore a and x are both free Zpe–bases.

Representing Matrices of p–local Groups

The next result is a generalization of [Mut99, Lemma 4.1].

Lemma 5.7. Let p be a prime and n, r ∈ N natural numbers with r ≤ n.
Let R be completely decomposable p–reduced group of rank n with p–decomposition
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basis (x1, . . . , xn). Let e = e1 ≥ · · · ≥ er ≥ 1 be natural numbers. Let M =
(αi,j) i=1,... ,r

j=1,... ,n
∈Mr×n(Z/peZ) be a matrix such that

M = diag(pe−e1 , . . . , pe−er) ·B

for some B ∈ Mr×n(Z/peZ). Let ai =
∑n

j=1 α
′
i,jxj, 1 ≤ i ≤ r, where α′i,j ∈ Z

such that α′i,j + peZ = αi,j for all i, j. Let

X = R +
r∑
i=1

Zp−eai ⊆ QR .

Then

X/R ∼=
r⊕
i=1

(Z/peiZ)

if and only if the matrix B over Z/peZ has determinantal rank r.

Proof. Let : R→ R = p−eR/R, x 7→ x = p−ex+R denote the natural epimor-
phism. Then x = (x1, . . . , xn) is an induced decomposition basis of p−eR/R ∼=
(Z/peZ)n. We have p−eai + R = ai =

∑n
j=1 αi,j xj and {ai | 1 ≤ i ≤ r} is

a generating system of X/R. Hence X/R ∼=
⊕r

i=1 (Z/peiZ) if and only if the
set {ai | 1 ≤ i ≤ r} is a p–basis of X/R or equivalently a maximal p–independent
system of X/R with ord ai = pei , cf. [Fuc73, 32.2]. Write B = (βi,j) i=1,... ,r

j=1,... ,n
and

define yi :=
∑n

j=1 βi,j xj for 1 ≤ i ≤ r. Hence 〈yi | 1 ≤ i ≤ r〉 ∼=
⊕r

i=1 (Z/peZ)

if and only if {yi | 1 ≤ i ≤ r} is a p–independent system with ord yi = pe or
equivalently B has p–independent rows. Since (αi,j) = (pe−eiβi,j)i,j , we compute
ai =

∑n
j=1 αi,j xj = pe−ei

∑n
j=1 βi,j xj = pe−ei yi.

“⇐” Suppose that rkdet B = r. Then the rows of B = (βi,j) are p–independent
and B is primitive by Lemma 4.18. Hence ord yi = pe for all i and {yi | 1 ≤ i ≤ r}
is a p–independent system. Therefore

〈ai | 1 ≤ i ≤ r〉 ⊆ 〈yi | 1 ≤ i ≤ r〉 =
r⊕
i=1

〈yi〉 ∼=
r⊕
i=1

(Z/peZ) .

From ai = pe−ei yi we conclude ord ai = pei and ai ∈ 〈yi〉. Hence

X/R = 〈ai | 1 ≤ i ≤ r〉 =
r⊕
i=1

〈ai〉 ∼=
r⊕
i=1

(Z/peiZ) .

“⇒” Suppose that X/R = 〈ai | 1 ≤ i ≤ r〉 =
⊕r

i=1〈ai〉 ∼=
⊕r

i=1 (Z/peiZ). We
use p–elementary row operations of the Gauß–algorithm to transform B into an
upper triangular matrix. Any permutation of columns means a renumbering of
the basis (x1, . . . , xn). Adding a multiple of the j–th row to the i–th row means
to replace ai by ai + haj. For i > j we have ord(ai + haj) = pei if and only if
h ∈ pej−ei · Zpe . These row operations preserve the p–rank of the rows and also
the determinantal rank. This algorithm creates a new basis a′ = (a′1, . . . , a

′
r)

with the same property 〈a′i〉 ∼= Z/peiZ.
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(1) An entry of the first row of B is a unit in Zpe . Otherwise all entries β1,j for
1 ≤ j ≤ n are in pZpe and then

pe1−1 · a1 = pe1−1

(
pe−e1

n∑
j=1

β1,j xj

)
=

n∑
j=1

pe−1β1,j︸ ︷︷ ︸
=0

xj = 0

contradicts ord a1 = pe1 . We rearrange the columns of B such that β1,1 is this

unit. For all i > 1 we do the following procedure: We subtract the
(
pe1−ei · βi,1

β1,1

)
–

multiple of the first row from the i–th row. Then the new coefficient at the

place (i, 1) in the matrix M is pe−ei βi,1−
(
pe1−ei · βi,1

β1,1

)
· pe−e1 β1,1 = 0. Hence we

get the new form

B(1) =


β1,1 ∗ · · · ∗ ∗ · · · ∗
0 β2,2 · · · β2,r

...
...

...
...

. . .
...

...
...

0 βr,2 · · · βr,r ∗ · · · ∗

 .

(2) An entry of the second row of B(1) is a unit in Zpe . We rearrange the columns
2, . . . , n of B(1) such that β2,2 is this unit. The Gauß–algorithm eliminates the
coefficients β3,2, . . . , βr,2.

(i) We rerun this procedure in step (i) for the i–th column.

Then we get recursively

B(r−1) =


β1,1 ∗ · · · ∗ ∗ · · · ∗
0 β2,2

. . .
...

...
...

...
. . . . . .

...
...

...
0 · · · 0 βr,r ∗ · · · ∗

 .

The diagonal elements β1,1, β2,2, . . . , βr,r are units in Zpe . Therefore B has de-
terminantal rank r.

Lemma 5.8. Let p be a prime and e, n, r ∈ N natural numbers with r ≤ n. Let
R be completely decomposable p–reduced group of rank n with p–decomposition
basis x = (x1, . . . , xn). Let x = (x1, . . . , xn) be the ordered induced decomposition
basis of p−eR/R. Let e = e1 ≥ · · · ≥ er ≥ 1 be natural numbers. Let B ∈
M

r×n(Zpe) be a matrix of maximal determinantal rank rkdet(B) = r. Let

M = diag(pe−e1 , . . . , pe−er) ·B

be an (r × n)–matrix over Zpe.

Then there exists exactly one almost completely decomposable group X with R ⊆
X ⊆ p−eR and an ordered basis a of X/R ∼=

⊕r
i=1 (Z/peiZ) such that M is the

representing matrix of X/R relative to a and x.

Proof. Write M = (αij) i=1,... ,r
j=1,... ,n

∈Mr×n(Zpe).
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For existence let (α∗ij)i,j ∈ Mr×n(Z) with α∗ij + peZ = αij for all i, j. Set ai =∑n
j=1 α

∗
ijxj and ai =

∑n
j=1 αijxj for i = 1, . . . , r. Define

X := 〈R, p−ea1, . . . , p
−ear〉.

Then X/R = 〈ai | i = 1, . . . , r〉. Now rkdet(B) = r implies X/R =
⊕r

i=1〈ai〉 ∼=⊕r
i=1 (Z/peiZ) by Lemma 5.7. In particular a := (a1, . . . , ar) is a basis of X/R

and M is the representing matrix of X/R relative to a and x.

To show the uniqueness let X ′ be another group with R ⊆ X ′ ⊆ p−eR and basis
a′ = (a′1, . . . , a

′
r) of X ′/R such that M is the representing matrix of X ′/R relative

to a′ and x. By definition we have a′i =
∑n

j=1 αijxj for i = 1, . . . , r. There are

α∗∗ij ∈ Z with α∗∗ij + peZ = αij for all i, j which yield a′i =
∑n

j=1 α
∗∗
ij xj such that a′

is induced by a′ = (a′1, . . . , a
′
r). Then

X ′ = 〈R, p−ea′1, . . . , p−ea′r〉.
For all i = 1, . . . , r we have p−ea′i − p−eai =

∑r
j=1 p

−e(α∗∗ij − α∗ij)xj ∈ R, since

α∗∗ij ≡ α∗ij mod pe. So X ′ = 〈R, p−ea1, . . . , p
−ear〉 = X.

The next theorem is an improvement of [MMN01, Theorem 3.7].

Theorem 5.9. Let p be a prime and e, n, r natural numbers. Let X be a p–
reduced almost completely decomposable group of rank n with completely decom-
posable subgroup R such that

X/R ∼= (Z/pe1Z)⊕ · · · ⊕ (Z/perZ), with e = e1 ≥ · · · ≥ er ≥ 1.

Then there is an ordered induced decomposition basis x = (x1, . . . , xn) of p−eR/R
and an ordered basis a = (a1, . . . , ar) of X/R with 〈ai〉 ∼= Z/peiZ such that the
representing matrix of X/R relative to x and a is in Gauß normal form

M = Λ (E | A) , where Λ = diag(pe−e1 , . . . , pe−er) , and

E =


1 m1,2 . . . m1,r−1 m1,r

0 1 . . . m2,r−1 m2,r
...

...
. . .

...
...

0 0 . . . 1 mr−1,r

0 0 . . . 0 1

 ,(5.10)

mi,j ∈ {k + peZ ∈ Z/peZ | 0 ≤ k < pei−ej} for all 1 ≤ i < j ≤ r. If especially
ei = ej, then mi,j = 0. In particular, when e = e1 = · · · = er, there are bases x
and a such that X/R has a representing matrix in Hermite normal form M =
(Ir | A), where Ir is the (r × r)–identity matrix.

Proof. Let a = (a1, . . . , ar) be a basis of X/R such that 〈ai〉 ∼= Z/peiZ. Let M =
(αi,j) i=1,... ,r

j=1,... ,n
∈Mr×n(Zpe) be the representing matrix of X/R relative to a and x.

We use p–elementary row operations of the Gauß–algorithm to transform M into
the Gauß normal form (5.10). Any permutation of columns means a renumbering
of the basis (x1, . . . , xn). Multiplying the i–th row by a unit λ means to exchange
ai by λ ai. Adding a multiple of the j–th row to the i–th row means to replace
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ai by ai + haj. If i < j, then ord(ai + haj) = pei in general. For i > j we have
ord(ai + haj) = pei if and only if h ∈ pej−ei · Zpe . Clearly 〈a1, . . . , ai, . . . , ar〉 =
〈a1, . . . , ai+haj, . . . , ar〉. The row operations create a new basis a′ = (a′1, . . . , a

′
r)

with the same property 〈a′i〉 ∼= Z/peiZ. The group X/R does not change.

Since ord(ai) = pei , we conclude 0 = pei ai = pei
∑n

j=1 αi,jxj =
∑n

j=1(peiαi,j)xj
by definition. Therefore peiαi,j = 0 in Zpe , so αi,j ∈ pe−ei · Zpe for all j. By
extracting the highest p–power divisors from the rows, we can write

M = Λ B, where Λ = diag(pe−e1 , . . . , pe−er) .

Since a is a basis of X/R, the matrix B has determinantal rank r by Lemma 5.7.
Hence B has an invertible (r × r)–submatrix E. By renumbering of the ba-
sis (x1, . . . , xn) we move E to the left side such that B = (E | A). Since E is
invertible, we can permute the columns to a straight matrix, cf. Proposition 4.11.
By [Mut99, Proposition 2.1] we can multiply the rows by units such that we may
assume that E = (mi,j)i=1,... ,r

j=1,... ,r
is normed. Now we transform (ΛE) into an upper

triangular matrix.

(1) It is m1,1 = 1. For all i > 1 we perform the following procedure: We subtract
the (pe1−ei ·mi,1)–multiple of the first row from the i–th row. Then the new coeffi-
cient at the place (i, 1) in the matrix (ΛE) is pe−eimi,1− (pe1−eimi,1) ·pe−e1 m1,1︸︷︷︸

=1

=

pe−ei(mi,1 − mi,1) = 0. Since these p–elementary row operations do not change
the determinant, the new matrix E is normed again.

(2) Now m2,2 = 1, since E is normed and m2,1 = 0. The Gauß–algorithm elimi-
nates the coefficients m3,2, . . . ,mr,2.

(i) We rerun this procedure in step (i) for the i–th column.

Then E =

 1 mi,j

. . .
0 1

 is an upper triangular matrix.

Each element m ∈ Zpe from the ring of residue classes of the rational integers
mod pe has a unique integral representative m∗ ∈ {0, 1, . . . , pe − 1} such that
m = m∗ + peZ. Let 0 ≤ l < e be an integer. We can use division by pl to obtain
integers m′ ∈ {0, 1, . . . , pl − 1} and m′′ ∈ {0, 1, . . . , pe−l − 1} such that

m∗ = m′ +m′′ · pl.

Now we shorten the p–adic expansion of the coefficients mi,j in E. For all i < j we
do the following procedure: Let l = ei − ej ≥ 0. We subtract the (m′′i,j)–multiple
of the j–th row from the i–th row. Then the representative of the new coefficient
at the place (i, j) in the matrix (DE) is

pe−eim∗i,j −m′′i,j · pe−ej m∗j,j︸︷︷︸
=1

= pe−ei(m′i,j +m′′i,j · pei−ej)− pe−ejm′′i,j = pe−eim′i,j ,
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where 0 ≤ m′i,j ≤ pei−ej − 1. This is the cut off expansion of the new represen-
tative. Let this procedure run through the columns 2 to r. In that way an entry
changes only once a time.

Remark 5.11. Each element of the representing matrix M =
diag(pe−e1 , . . . , pe−er) ·B has the form

pe−eimi,j ∈ Zpe ,
where mi,j is unique modulo pei Zpe .

Example 5.12. Let p be a prime and τ1, τ2, τ3 pairwise incomparable types with
p–height 0 = τj(p). Then R := τ1x1⊕ τ2x2⊕ τ3x3 is a p–reduced rigid completely
decomposable group. Let

X = R + Z
1

p2
(x1 + x2 ) + Z

1

p2
( px2 + px3)

be an almost completely decomposable group. One calculates X/R ∼= (Z/p2
Z)⊕

(Z/pZ) and therefore exp X
R

= p2. We use Lemma 2.29 to identify the regulator
with R = R(X). By the Modular Law we get

X ∩ (p−2τjxj +R) = (X ∩p−2τjxj)+R = τjxj +R = R ⇒ X

R
∩ p
−2τjxj +R

R
= 0

for all j ∈ {1, 2, 3}. Abbreviate a1 := x1 + x2 and a2 := px2 + px3. Let :
R → R = p−2R/R, x 7→ x = p−2x + R denote the natural epimorphism. Then
a = (a1, a2) is a basis of X/R and x = (x1, x2, x3) is a basis of R = p−2R/R ∼=
(Z/p2

Z)
3
. The representing matrix of X/R relative to a and x is in Gauß normal

form (5.10):

M =

(
1 1 0
0 p p

)
=

(
1 0
0 p

) (
1 1 0
0 1 1

)
︸ ︷︷ ︸

=B

.

Each submatrix obtained from the right factor B by deleting one column has
p–independent rows. Note that the rest block ( 0

1 ) is not primitive. Hence the
statement R = R(X) is not equivalent to a primitive rest block. This equivalence
holds for uniform groups, cf. Lemma 5.13. 4

Lemma 5.13. Let p be a prime and e, n, r ∈ N natural numbers with r < n.
Let X be a p–reduced rigid almost completely decomposable group of rank n with
a completely decomposable subgroup R such that X/R ∼=

⊕r
i=1 (Z/peiZ), where

e = e1 ≥ · · · ≥ er ≥ 1. Let x be an ordered basis of p−eR/R and a = (a1, . . . , ar)
an ordered basis of X/R with 〈ai〉 ∼= Z/peiZ. Let B ∈Mr×n(Zpe) be some matrix
such that

M = diag(pe−e1 , . . . , pe−er) ·B
is the representing matrix of X/R relative to a and x.

Then R = R(X) is the regulator of X if and only if any submatrix obtained
from B by deleting one column has determinantal rank r.
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If in addition e = e1 = · · · = er and M = (Ir | A) is in Hermite normal form,
then R is the regulator of X if and only if A is primitive.

Proof. Write R =
⊕n

j=1 Rτj =
⊕n

j=1〈xj〉R∗ , where x = (x1, . . . , xn) is an or-

dered p–decomposition basis with tp(xj) = τj ∈ Tcr(R). Let : R → R =
p−eR/R, x 7→ x = p−ex + R denote the natural epimorphism. Recall that X

R
=⊕r

i=1 Zpeai and
⊕n

j=1

p−eRτj+R

R
= p−eR

R
= R =

⊕n
j=1 Rτj =

⊕n
j=1 Zpexj. Write

B = (βij) i=1,... ,r
j=1,... ,n

and (αij)i,j = M = diag(pe−e1 , . . . , pe−er) ·B = (pe−eiβij)i,j. Let

B(k) denote the [r×(n−1)]–matrix over Zpe obtained from B by deleting the k–th
column. This matrix B(k) has p–independent rows if and only if rkdet B

(k) = r.
By the regulator criterion 2.29, we have to show:

X

R
∩ p

−eRτk +R

R
= 0 for all k = 1, . . . , n

[ 2.29⇐⇒ R = R(X)
]

⇐⇒ B(k) has p–independent rows for all k = 1, . . . , n .

“⇐” Assume that k ∈ {1, . . . , n} and B(k) has p–independent rows. Let∑r
i=1 miai ∈ X

R
∩ p−eRτk+R

R
⊆ p−eRτk+R

R
= Zpexk be an arbitrary element of the

intersection. Then

r∑
i=1

miai =
r∑
i=1

mi

( n∑
j=1

αijxj

)
=

n∑
j=1

( r∑
i=1

miαij

)
xj ∈ Zpexk .

Since the sum R =
⊕n

j=1 Zpexj is direct, we conclude
∑r

i=1 miαij =∑r
i=1 (mip

e−ei) βij = 0 in Zpe for all j 6= k. Hence

(m1p
e−e1 , . . . ,mrp

e−er) ·B(k) = (0, . . . , 0︸ ︷︷ ︸
n−1 times

) .

So (m1p
e−e1 , . . . ,mrp

e−er) = (0, . . . , 0) as the rows of B(k) are p–independent.
Thus

∑r
i=1 miai =

∑r
i=1 mi

(∑n
j=1 αijxj

)
=
∑n

j=1

∑r
i=1 mip

e−ei︸ ︷︷ ︸
=0

βijxj = 0 and

therefore X
R
∩ p−eRτk+R

R
= 0. Since this is true for all k = 1, . . . , n, R(X) = R

follows.

“⇒” Assume that k ∈ {1, . . . , n} and X
R
∩ p−eRτk+R

R
= 0. Then X

R
[p]∩ p−1Rτk+R

R
=

0. Notice that X
R

[p] = p−1R∩X
R

= 〈pei−1ai | 1 ≤ i ≤ r〉 is the p–socle of X
R

and
p−1Rτk+R

R
= 〈pe−1xk〉 is the p–socle of Rτk =

p−eRτk+R

R
. Let m1, . . . ,mr ∈ Zpe such
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that (m1, . . . ,mr) ·B(k) ∈ p (Zpe)
n−1. Then

X

R
[p] 3

r∑
i=1

mip
ei−1ai =

r∑
i=1

mip
ei−1
( n∑
j=1

αij︸︷︷︸
=pe−eiβij

xj
)

=
n∑
j=1

pe−1
( r∑

i=1

miβij︸ ︷︷ ︸
∈pZpe for j 6=k

)
xj

= pe−1
( r∑
i=1

miβik
)
xk ∈ 〈pe−1xk〉 =

p−eRτk +R

R
[p] .

Therefore pe−1
(∑r

i=1 miβik
)
xk ∈ X

R
[p] ∩ p−eRτk+R

R
[p] = 0, so (m1, . . . ,mr) ·

(β1k, . . . , βrk)
tr =

∑r
i=1 miβik ∈ pZpe , since ordxk = pe. Hence

(m1, . . . ,mr) ·B ∈ p (Zpe)
n ,

and therefore (m1, . . . ,mr) ∈ (pZpe)
n, since B has p–independent rows

by Lemma 5.7. We have shown

(m1, . . . ,mr) ·B(k) ∈ p (Zpe)
n−1 =⇒ (m1, . . . ,mr) ∈ (pZpe)

r .

For 1 ≤ l ≤ e we get recursively the implication

(n1, . . . , nr) ·B(k) ∈ pl (Zpe)n−1 =⇒ (n1, . . . , nr) ∈
(
plZpe

)r
.

This shows, by definition [Fuc73, 32.], the p–independence of the rows of B(k)

in
[
(Zpe)

n−1 , +
]

for all k = 1, . . . , n.

For the second statement use Lemma 4.21.

Lemma 5.14. Let p be a prime and e, n, r natural numbers. Let X be a rigid
p–reduced almost completely decomposable group of rank n with regulator R such
that

X/R ∼= (Z/pe1Z)⊕ · · · ⊕ (Z/perZ), where e = e1 ≥ · · · ≥ er ≥ 1.

Let x be an ordered induced basis of p−eR/R and a = (a1, . . . , ar) an ordered
basis of X/R with 〈ai〉 ∼= Z/peiZ. Let B ∈Mr×n(Zpe) be some matrix such that

M = diag(pe−e1 , . . . , pe−er) ·B
is the representing matrix of X/R relative to a and x.

Then a pivot set of B does not depend on the bases a and x. In particular, pivot
sets are invariants of X.

Proof. From a basis a = (a1, . . . , ar) one gets another basis a′ by a sequence of
p–elementary row operations of the Gauß–algorithm to M . Clearly, p–elementary
row operations do not change the p–independence of the r pivot columns. Thus
pivot sets do not depend on a basis a of X/R.
Write M = (αij)i,j and B = (βij)i,j. Then αij = pe−eiβij for all i, j. Let

: R → R = p−eR/R, x 7→ x = p−ex + R denote the natural epimorphism and
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let x = (x1, . . . , xn) be a p–basis of R such that x = (x1, . . . , xn) is induced by x.
Since R is p–reduced and rigid, one obtains every other ordered p–decomposition
basis y = (y1, . . . , yn) of R by multiplying x = (x1, . . . , xn) by rational numbers
qj ∈ Qp \ pQp whose numerators and denominators are relatively prime to p, i. e.
yj = qjxj. Let ˜ : Qp → Zpe ,

a

b
7→ (b+ peZ)−1(a+ peZ),

where a, b ∈ Z with p - b, be a ring homomorphism which supplies yj =
qjxj = q̃jxj. Here qj ∈ Qp \ pQp yields q̃j ∈ Zpe \ pZpe = Z

∗
pe . Then

y = (y1, . . . , yn) = (q̃1x1, . . . , q̃nxn) is the new ordered induced decomposition
basis of p−eR/R. Therefore ai =

∑n
j=1 αijxj =

∑n
j=1 αij q̃

−1
j yj for i = 1, . . . , r and

M ′ = (αij q̃
−1
j )i,j = (pe−eiβij q̃

−1
j )i,j = diag(pe−e1 , . . . , pe−er) ·B ·diag(q̃−1

1 , . . . , q̃−1
n )

is the new representing matrix of X/R relative to a and y. Since q̃−1
j ∈ Z∗pe is a

unit, the r pivot columns of B · diag(q̃−1
1 , . . . , q̃−1

n ) are again p–independent.

Definition 5.15. Let p be a prime and e, n, r ∈ N natural numbers with r < n.
Let X be a p–reduced almost completely decomposable group of rank n with
regulator R such that X/R ∼=

⊕r
i=1 (Z/peiZ), where e = e1 ≥ · · · ≥ er ≥ 1. Let

x = (x1, . . . , xn) be a decomposition basis of R ordered by the critical typeset T =
(τ1, . . . , τn), i. e. tpR(xj) = τj. Let x be the induced basis of R = p−eR/R and a =
(a1, . . . , ar) an ordered basis of X/R with 〈ai〉 ∼= Z/peiZ. Let B = (βij) i=1,... ,r

j=1,... ,n

be some matrix over Zpe such that

M = diag(pe−e1 , . . . , pe−er) ·B
is the representing matrix of X/R relative to a and x.

Then the subset {τj1 , . . . , τjr} of T corresponding to some pivot set {j1, . . . , jr} ⊆
{1, . . . , n} of the columns of B is called a pivot set of X.

The n–tuple T = (τ1, . . . , τr, τr+1, . . . , τn) is said to be an admissible indexing of
the critical typeset of X if there is a basis a′ of X/R such that B = (E | A) is
the Gauß normal form (5.10), where

E =


1 m12 · · · m1r

0 1 · · · m2r
...

...
. . .

...
0 0 · · · 1

 ∈Mr×r(Zpe) .
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6. Matrix [Near–]Isomorphism Criterion for p–local Groups

Remark 6.1. Let p be a prime. In this chapter we want to describe the concept
of near–isomorphism of p–local groups in a new way. We develop a method to
investigate two given p–local groups up to near–isomorphism and isomorphism.

Let X and Y be p–local groups with a common regulator R(X) = R(Y ) =
R. Thus X, Y ⊆ p−eR. Let : R → R = p−eR/R, x 7→ x = p−ex + R
denote the natural epimorphism. Furthermore, will denote as well the induced
homomorphism : AutR→ AutR, α 7→ α via α(x) := α(x). Recall that

TypAutR = {ξ ∈ AutR | ∀τ∈Tcr(R) ξR(τ) = R(τ)}

is the set of type automorphisms of R and

AutR = {α | α ∈ AutR}

is the set of induced automorphisms of R.

(1) The groups X and Y are nearly isomorphic if and only if there exists
ξ ∈ TypAutR such that ξX

R
= Y

R
.

(2) The groups X and Y are isomorphic if and only if there exists ζ ∈ AutR
such that ζ X

R
= Y

R
.

Definition 6.2. Let m be a natural number and τ any type. Define

Z
∗
m(τ) := 〈−1 +mZ, q +mZ ∈ Z∗m | q prime number, τ(q) =∞〉mult..

Denote its order by ϕ(τ ;m) := |Z∗m(τ)|.

Remark 6.3. (a) The group Z
∗
m(τ) is a subgroup of the multiplicative

group Z∗m = {n + mZ ∈ Zm | gcd(n,m) = 1} of units in Zm. Hence ϕ(τ ;m)
divides ϕ(m) := |Z∗m| = |{n ∈ Z | 1 ≤ n < m, gcd(n,m) = 1}|, by Lagrange. Re-
call that the Euler ϕ–function ϕ : N→ N is multiplicative.

(b) Let p be a prime and e a natural number. Observe that Z∗pe(τ) ⊆ Z∗pe and

Z
∗
pe is cyclic of order ϕ(pe) = pe−1(p− 1). Therefore, each subgroup Z∗pe(τ) is also

cyclic and its order divides pe−1(p− 1).

(c) Let p be a prime, e a natural number and τ a type with τ(p) 6=∞. If A is a τ–
homogeneous group, then Z∗pe(τ) = 〈−1 + peZ, q + peZ | q prime, qA = A〉mult..
By assumption all primes q with τ(q) =∞ are relatively prime to pe. Since A is
a homogeneous group of type τ , we have τ(q) = ∞ for a prime q if and only if
qA = A.

(d) In the particular case that τ ∈ T is a critical type of the p–reduced completely
decomposable group R =

⊕
ρ∈T Rρ we obtain

Z
∗
pe(τ) = 〈−1 + peZ, q + peZ | q prime number, qRτ = Rτ 〉mult.

.
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Lemma 6.4. Let R be a rigid and p–reduced completely decomposable group with
decomposition basis x = (x1, . . . , xn), which is ordered by the critical typeset
T = (τ1, . . . , τn). Then x = (x1, . . . , xn) is an ordered induced decomposition
basis of R = p−eR/R. Let ξ, ζ ∈ AutR.

(1) Then ξ ∈ TypAutR is a type automorphism of R if and only if there exist
dj ∈ Z∗pe such that

ξxj = djxj
for j = 1, . . . , n.

(2) Then ζ ∈ AutR is an induced automorphism of R if and only if there exist
fj ∈ Z∗pe(τj) such that

ζxj = fjxj
for j = 1, . . . , n.

Proof. (1) The arrangement of the basis x by T means τj = tpR(xj). Since R
is rigid, R(τ) = Rτ has rank 1 for all τ ∈ T . We have R =

⊕n
j=1〈xj〉R∗ =⊕n

j=1 R(τj) and p−eR/R = R =
⊕n

j=1 R(τ) =
⊕n

j=1 Zpexj. A type automorphism
ξ is completely determined by the images of the basis x. It follows that ξxj ∈
ξR(τj) = R(τj) = Zpexj, since R is rigid. Thus ξxj = djxj, where dj ∈ Zpe . Since
ξ ∈ AutR is an automorphism, we have ξ−1 ∈ AutR such that xj = ξ−1ξxj =
ξ−1djxj = djξ

−1xj = djd
′
jxj. Therefore, there are dj ∈ Z∗pe such that ξxj = djxj

for j = 1, . . . , n.
On the other hand ξxj := djxj — where dj ∈ Z∗pe for j = 1, . . . , n — defines a

type automorphism ξ of R.

(2) This is a special case of [KM84, Theorem 1.3]. We provide evidence in another
way. Since AutR ⊆ TypAutR we can use part (1) of this Lemma. If ζ ∈ AutR
is induced by an automorphism ζ∗ of R, then ζ = ζ∗ and there are fj ∈ Z∗pe such
that ζxj = fjxj. There is a f ∗j ∈ Z such that ζ∗Rτj = f ∗jRτj = Rτj , since R is
rigid. Then fj = f ∗j + peZ ∈ 〈−1 + peZ, q + peZ | q prime number, qRτj = Rτj〉.
Therefore there are fj ∈ Z∗pe(τj) such that ζxj = fjxj for j = 1, . . . , n.
On the other hand ζxj := fjxj — where fj ∈ Z∗pe(τj) for j = 1, . . . , n — defines

an induced automorphism ζ of R.

Definition 6.5. Let p be a prime and e, n natural numbers. Let R be a
rigid and p–reduced completely decomposable group of rank n. Suppose that
T = (τ1, . . . , τn) is an indexing of the critical typeset. Let : R →
R = p−eR/R, x 7→ x = p−ex + R denote the canonical epimorphism. Let
x = (x1, . . . , xn) be a decomposition basis of R ordered by T and x = (x1, . . . , xn)
the ordered induced decomposition basis of R.

(1) Let ξ ∈ TypAutR such that ξxj = djxj with dj ∈ Z∗pe for j = 1, . . . , n.
The invertible diagonal matrix

D := diag(d1, . . . , dn) ∈Mn×n(Zpe)

is called representing matrix of the type automorphism ξ relative to x.
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(2) Let ζ ∈ AutR such that ζxj = fjxj with fj ∈ Z∗pe(τj) for j = 1, . . . , n.
The invertible diagonal matrix

F := diag(f1, . . . , fn) ∈Mn×n(Zpe)

is called representing matrix of the induced automorphism ζ relative to x.

Remark 6.6. Let p be a prime and e = e1 ≥ · · · ≥ er ≥ 1 natural numbers. Let
M =

⊕r
i=1〈ai〉 be a finite (Z/peZ)–module, where 〈ai〉 ∼= pe−ei(Z/peZ) ∼= Z/peiZ.

Let Γ : M → M be a module endomorphism and γij ∈ Zpe , 1 ≤ i, j ≤ r, such
that Γ(ai) =

∑r
j=1 γijaj for all i.

Then γij ∈ pej−eiZpe for all j ≤ i and Γ is an automorphism of M if and only if
P = (γij)1≤i,j≤r is invertible.

Proof. From Ann ai = pei Zpe we conclude 0 = Γ(0) = Γ(pei ai) = pei Γ(ai) =∑r
j=1 p

eiγijaj. This implies peiγij ∈ Ann aj = pejZpe for the j–th summand, since

the sum is direct. Therefore γij ∈ pej−eiZpe if ej ≥ ei or equivalently j ≤ i.
The equivalence is clear.

Definition 6.7. Let p be a prime and e = e1 ≥ · · · ≥ er ≥ 1 natural numbers.
Let M =

⊕r
i=1〈ai〉 be a (Z/peZ)–module, where 〈ai〉 ∼= pe−ei(Z/peZ). Let Γ :

M → M be an automorphism and γij ∈ Zpe , 1 ≤ i, j ≤ r, such that Γ(ai) =∑r
j=1 γijaj for all i. The regular matrix

P = (γij)1≤i,j≤r

is called representing matrix of the automorphism Γ relative to a := {a1, . . . , ar}.



Isomorphism Classes, Michael Nahler 35

Remark 6.8. The representing matrix P of the automorphism Γ :
⊕r

i=1 Zp
ei →⊕r

i=1 Zp
ei has the following form:

r

l + 1

k

1

1 k l + 1 r

pel+1

pek

pe1

Zpe1⊕ · · · ⊕Zpek⊕ · · · ⊕Zpel+1⊕ · · · ⊕Zper

invertible

invertible

invertible

∗ · pe1−ek

∗ · pe1−el+1 ∗ · pek−el+1

∗

P =

This matrix P = (γij)1≤i,j≤r is invertible with γij ∈ pej−eiZpe if j ≤ i. If ek−1 >
ek = . . . = el > el+1, then the diagonal block (γij)k≤i,j≤l is invertible. Notice
that the coefficient γij is only unique modulo pejZpe : Since Ann aj = pejZpe , we
recognize that Γ(ai) =

∑
k 6=j γikak + γijaj =

∑
k 6=j γikak + (γij + m · pej)aj for

all m ∈ Zpe .
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Definition 6.9. Let p be a prime and r, n natural numbers. Let e = e1 ≥ · · · ≥
er ≥ 1 be integers and ε = (e1, . . . , er). The matrices A, B ∈ Mr×n(Zpe) are
called ε–congruent if

diag(pe−e1 , . . . , pe−er) · A = diag(pe−e1 , . . . , pe−er) ·B,
and we write A ≡ε B in that case.

Remark 6.10. This ε–congruence “≡ε” is an equivalence relation onMr×n(Zpe).

Theorem 6.11. Let p be a prime and r < n natural numbers. Let e = e1 ≥ · · · ≥
er ≥ 1 be integers and ε = (e1, . . . , er). Let X and Y be p–reduced rigid groups
of rank n with a common regulator R such that X/R ∼=

⊕r
i=1(Z/peiZ) ∼= Y/R.

Let x = (x1, . . . , xn) be an induced decomposition basis of R = p−eR/R ordered
by the indexing T = (τ1, . . . , τn) of the critical typeset. Let a = (a1, . . . , ar) be a
basis of X/R and b = (b1, . . . , br) be a basis of Y/R with 〈ai〉 ∼= Z/peiZ ∼= 〈bi〉.
Set Λ = diag(pe−e1 , . . . , pe−er). Let A and B be some (r × n)–matrices over Zpe
such that M = ΛA is the representing matrix of X/R relative to x and a, and
N = ΛB is the representing matrix of Y/R relative to x and b.

(1) The groups X and Y are nearly isomorphic, X ∼=nr Y , if and only if there
exist an invertible matrix P = (γij)1≤i,j≤r with γij ∈ pej−eiZpe for all j ≤ i
and an invertible diagonal matrix D such that

P M D = N .

Equivalently there is an invertible matrix Q = (ρij)1≤i,j≤r with
ρij ∈ pei−ejZpe for all i ≤ j such that QAD ≡ε B.

(2) The groups X and Y are isomorphic, X ∼= Y , if and only if there exist an
invertible matrix P = (γij)1≤i,j≤r with γij ∈ pej−eiZpe for all j ≤ i and a
matrix F = diag(f1, . . . , fn) with fj ∈ Z∗pe(τj) such that

P M F = N .

Equivalently there is an invertible matrix Q = (ρij)1≤i,j≤r with ρij ∈
pei−ejZpe for all i ≤ j such that QAF ≡ε B.

Proof. Write M = (µij) i=1,... ,r
j=1,... ,n

. Recall the abbreviations P ∈ P(p; ε) and Q ∈

Q(p; ε) of Definition 4.22.

(1) “⇐” Assume firstly that X ∼=nr Y . Then there exists ξ ∈ TypAutR
with ξX

R
= Y

R
and there are units d1, . . . , dn ∈ Z

∗
pe such that ξxj = djxj

for j = 1, . . . , n. Let D = diag(d1, . . . , dn) be the representing matrix
of the type automorphism ξ relative to x. We infer from 〈ξa1, . . . , ξar〉 =
ξ(〈a1, . . . , ar〉) = ξX

R
= Y

R
∼=
⊕r

i=1(Z/peiZ) and 〈ξai〉 = ξ 〈ai〉 ∼= Z/peiZ that

(ξa1, . . . , ξar) =: b
′

defines a new ordered basis of Y/R. There is an automor-

phism Γ : Y
R
→ Y

R
which maps the new basis elements ξai =: b

′
i to the old ones bi.

Let P = (γij)1≤i,j≤r be the representing matrix of the automorphism Γ rela-

tive to b
′
. Then P ∈ P(p; ε), by Remark 6.6, and bi = Γ(b

′
i) =

∑r
j=1 γijb

′
j.
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One computes b
′
i = ξai = ξ

∑n
j=1 µijxj =

∑n
j=1 µijξxj =

∑n
j=1 µijdjxj and

N ′ := (µijdj) i=1,... ,r
j=1,... ,n

= MD = ΛAD is the representing matrix of Y/R rela-

tive to b
′

and x. By Proposition 4.23 there is a matrix Q ∈ Q(p; ε) such that

PΛ = ΛQ. Since Γ maps b
′
i to bi, we conclude for the representing matrix N

of Y/R relative to b that

ΛB = N = PN ′ = PMD = PΛAD = ΛQAD ,

so B ≡ε QAD.

“⇒” Conversely let ΛQAD = ΛB, where Q ∈ Q(p; ε) and D = diag(d1, . . . , dn),
dj ∈ Z∗pe . Then ξxj := djxj for j = 1, . . . , n defines a type automorphism ξ of R,
by Lemma 6.4(1). There is a matrix P ∈ P(p; ε) with the property ΛQ = PΛ.
With the definition N ′ := MD we get N = ΛB = ΛQAD = PΛAD = PMD =

PN ′. Set b
′
i :=

∑n
j=1 µijdjxj =

∑n
j=1 µijξxj = ξ

∑n
j=1 µijxj = ξai for all i. Note

that P is the representing matrix of an automorphism Γ : Y
R
→ Y

R
with Γ(b

′
i) = bi.

Therefore b
′
:= (b

′
1, . . . , b

′
r) is an ordered basis of Y/R with ord b

′
i = ord ai = pei .

Now N ′ is the representing matrix of Y/R relative to b
′

and x. We have Y
R

=

〈b′1, . . . , b
′
r〉 = 〈ξa1, . . . , ξar〉 = ξ(〈a1, . . . , ar〉) = ξX

R
. Therefore X ∼=nr Y .

(2) By the Isomorphism Criterion 3.5, we have X ∼= Y if and only if there is an in-
duced automorphism ζ ∈ AutR ⊆ AutR such that ζ X

R
= Y

R
. An automorphism ζ

is induced exactly if there is a matrix F = diag(f1, . . . , fn) with fj ∈ Z∗pe(τj) and
ζxj = fjxj, cf. Lemma 6.4(2). Use F instead of D in part (1) of this proof. All
conclusions are the same.

The following result is a generalization of [DO93, Theorem 2.10].

Theorem 6.12. Pivot sets are near–isomorphism invariants for reduced p–local
rigid groups. Moreover, admissible indexings of the critical typeset are near–
isomorphism invariants.

Proof. Let the group X be given by a representing matrix Λ (E | A), where Λ
is a diagonal matrix with p–power entries. Let the critical typeset have a fixed
admissible ordering such that

E =


1 m12 · · · m1r

0 1 · · · m2r
...

...
. . .

...
0 0 · · · 1


is of the form (5.10). Let Y be nearly isomorphic to X. Let Λ (E ′ | B) be
the representing matrix of Y relative to the same ordering of the critical type-
set. Near–isomorphism means P| diag–equivalence of the representing matrices.
By comparison of the left (r × r)–blocks, there is a representing matrix P of
an automorphism of Y/R(Y ) and an invertible diagonal matrix D6r such that
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P E ′ = ED6r. Then

D−1
6r P E

′ = D−1
6r ED6r =

 1 d−1
i mijdj

. . .
0 1


is the upper triangular form (5.10), too. Thus the indexing of the columns is also
admissible for Y .

We investigate p–local groups with a simultaneous admissible indexing of the
critical typeset:

Theorem 6.13. (Matrix [Near–]Isomorphism Criterion for p–local
Groups)
Let r < n be natural numbers and e = e1 ≥ · · · ≥ er ≥ 1 integers. Let X and Y
be p–reduced rigid groups of rank n with a common regulator R such that

X/R ∼=
r⊕
i=1

(Z/peiZ) ∼= Y/R .

Let x = (x1, . . . , xn) be an induced decomposition basis of R = p−eR/R ordered by
a simultaneous admissible indexing T = (τ1, . . . , τn) of the critical typeset for X
and Y . Let a = (a1, . . . , ar) be a basis of X/R and b = (b1, . . . , br) a basis of Y/R
with 〈ai〉 ∼= Z/peiZ ∼= 〈bi〉. Set Λ = diag(pe−e1 , . . . , pe−er). Let the representing
matrix M = Λ (A6r | A>r) of X/R and the representing matrix N = Λ (B6r |
B>r) of Y/R be in the Gauß normal form, where

A6r =


1 m12 · · · m1r

0 1 · · · m2r
...

...
. . .

...
0 0 · · · 1

 and B6r =


1 n12 · · · n1r

0 1 · · · n2r
...

...
. . .

...
0 0 · · · 1

 .

(1) The groups X and Y are nearly isomorphic, X ∼=nr Y , if and only if there
is a matrix D = diag(d1, . . . , dn) with dj ∈ Z∗pe and an upper triangular
matrix

P =

 d−1
1 ∗

. . .
0 d−1

r


such that

N = P M D .

(2) The groups X and Y are isomorphic, X ∼= Y , if and only if there there is
a matrix F = diag(f1, . . . , fn) with fj ∈ Z∗pe(τj) and an upper triangular
matrix

P =

 f−1
1 ∗

. . .
0 f−1

r


such that

N = P M F .
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Proof. (1) “⇐” Invertible matrices D and P with N = PMD show X ∼=nr Y , by
Theorem 6.11(1).

“⇒” Assume that X ∼=nr Y . By Theorem 6.11(1), there exists an invert-
ible matrix D = diag(d1, . . . , dn) and a representing matrix P of an automor-
phism Γ ∈ Aut X

R
such that PMD = N . We compare the left (r × r)–blocks of

this matrix equation:

P Λ

 1 mij

. . .
0 1


︸ ︷︷ ︸

=A6r

D6r = Λ

 1 nij
. . .

0 1


︸ ︷︷ ︸

=B6r

.(6.14)

All appearing matrices are invertible except Λ. Then P Λ = ΛB6rD
−1
6r A

−1
6r is an

upper triangular matrix. Hence we can choose P = (γij)1≤i,j≤r to be an upper
triangular matrix, too. Note that the entry γij is unique modulo pejZpe . The
coefficient (i, i) of the matrix equation (6.14) is γii · pe−ei · 1 · di = pe−ei · 1. Hence
we can assume γii = d−1

i for P = (γij)i,j.

(2) Use a representing matrix F = diag(f1, . . . , dn), fj ∈ Z∗pe(τj), of an induced

automorphism ζ ∈ AutR instead ofD in part (1) of this proof. All conclusions are
the same. Then the representing matrix P = (γij)1≤i,j≤r of the relevant automor-
phism of X/R is also an upper triangular matrix with diagonal elements γii = f−1

i .
If i < j, then γij ∈ Zpe is arbitrary, by Remark 6.6.

Remark 6.15. If X and Y are uniform groups with representing matrices in
Hermite normal form, then X ∼=nr Y if and only if the representing matrices are
diagonally equivalent, cf. Theorem 7.5(1).

In general diagonal equivalence of the representing matrices in Gauß normal form
is not necessary for the near–isomorphism of p–local groups:

Example 6.16. Let p 6= 2 be a prime and τ1, τ2, τ3 pairwise incomparable types
with p–height 0 = τj(p). Then R := τ1x1 ⊕ τ2x2 ⊕ τ3x3 is a p–reduced rigid
completely decomposable group. Let

X = R + Z
1

p2
(x1 + x2 − x3) + Z

1

p2
( px2 + px3) ∈ p−2R ,

Y = R + Z
1

p2
(x1 + x2 − (1 + 2p)x3) + Z

1

p2
( px2 + px3) and

Z = R + Z
1

p2
(x1 + (p− 1)x2 − (p+ 1)x3) + Z

1

p2
( px2 + px3)

be almost completely decomposable groups. One calculates (Z/p2
Z)⊕ (Z/pZ) ∼=

X/R ∼= Y/R ∼= Z/R ⊆ p−2R/R ∼= (Z/p2
Z)

3
. The representing matrices are in



Isomorphism Classes, Michael Nahler 40

Gauß normal form:

X ↔ A =

(
1 0
0 p

) (
1 1 −1
0 1 1

)
∈M2×3(Z/p2

Z) ,

Y ↔ B =

(
1 0
0 p

) (
1 1 (−1− 2p)
0 1 1

)
and

Z ↔ C =

(
1 0
0 p

) (
1 (p− 1) (p+ 1)
0 1 1

)
.

By Lemma 5.13, the regulator of X, Y and Z is R. Here

P1 =

(
(1 + p) −1

0 1

)
and P2 =

(
−1 1
0 1

)
are the representing matrices of automorphisms of X/R. Clearly, D =
diag(1− p, 1, 1) is the representing matrix of a type–automorphism of p−2R/R,
and F = diag(−1, 1, 1) is the representing matrix of an induced automorphism
of p−2R/R. Then we have the identities:

P1 AD = B and P2 AF = C .

Hence X ∼=nr Y , but we cannot choose P1 to be a diagonal matrix. These groups
X and Y are mentioned in [DO93, p. 148], too. Here the near–isomorphism
is proved in a more group theoretic sense. The second matrix equation shows
X ∼= Z although the left (2× 2)–blocks of the relevant matrices are not equal. 4
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7. Matrix [Near–]Isomorphism Criterion for Uniform Groups

Lemma 7.1. Let p be a prime and e, n, r ∈ N natural numbers with r ≤ n. Let
R =

⊕n
j=1 Rτj be a p–reduced rigid completely decomposable group of rank n with

an indexing T = (τ1, . . . , τn) of the critical typeset. Suppose that x = (x1, . . . , xn)
is a p–decomposition basis of R ordered by T and x = (x1, . . . , xn) is the induced
decomposition basis of R = p−eR/R. Let M , N ∈ Mr×n(Zpe) be diagonally
equivalent matrices of determinantal rank r. Let X, Y be almost completely
decomposable groups with the common subgroup R such that X/R ∼= (Zpe)

r ∼=
Y/R. Let a, b be ordered bases of X/R, Y/R such that M , N are the representing
matrices of X/R, Y/R relative to x and a, b.

Then R = R(X) is the regulator of X if and only if R = R(Y ) is the regulator
of Y .

Proof. Let M (k) denote the [r × (n − 1)]–matrix over Zpe obtained from M by
canceling the k–th column. By Lemma 5.13, the regulator of X is R if and

only if M (k) has determinantal rank r for all k = 1, . . . , n. Since rkdet(M
(k))

4.7
=

rkdet(N
(k)), this is equivalent to R = R(Y ).

Isomorphism of Uniform Groups

Example 7.2. Let τ1 = Z[2−1] = { n
2k
| n ∈ Z, k ∈ N0} and τ2 = Z[13−1]. Then

R := τ1x1 ⊕ τ2x2 is 17–reduced. Consider the almost completely decomposable
groups

X = R + Z
1

17
(x1 + x2), Y = R + Z

1

17
(x1 + 3x2).

Then X and Y are indecomposable with common regulator R(X) = R(Y ) = R
and regulator quotient X/R ∼= Y/R ∼= Z/17Z. Here X, Y ∈ C((τ1, τ2), 17, 1, 1)
and the map : R → 17−1R/R, x 7→ 17−1x + R denotes the natural epimor-
phism. Then x = (x1, x2) is an ordered induced–decomposition basis of 17−1R/R.
Here M = (1 | 1), N = (1 | 3) are the corresponding representing matrices in Her-
mite normal form of X, Y , respectively. The rest blocks are diagonally equivalent:
1 · (1) · 3 = (3). Hence X ∼=nr Y by [Mad00, Lemma 12.5.6].

Look at 17X = X/R =
{
k
17

(x1 + x2) +R | k ∈ {0, 1, . . . , 16}
}

and 17Y = Y/R ={
l

17
(x1 + 3x2) +R | l ∈ {0, 1, . . . , 16}

}
. We use the Isomorphism Criterion 3.5 to

show that X 6∼= Y .

AutR =

{(
a 0
0 b

) ∣∣∣∣ a unit in Z[2−1], b unit in Z[13−1]

}
=

{(
a 0
0 b

) ∣∣∣∣ ∃s,t∈Z a = ±2s, b = ±13t
}
.
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Hence, for all α ∈ AutR exist e1, e2 ∈ {1,−1} and s, t ∈ Z such that α(x1 +x2) =
e12sx1 + e213tx2 or equivalently

α

(
X

R

)
=

{
α(k(x1 + x2))

17
+R

∣∣∣∣ k ∈ {0, 1, . . . , 16}
}

=

{
k(e12sx1 + e213tx2)

17
+R

∣∣∣∣ k ∈ {0, 1, . . . , 16}
}
.

Because of the linear independence of {x1, x2} ⊆ QR there are no k ∈
{0, 1, . . . , 16}, e1, e2 ∈ {1,−1}, s, t ∈ Z such that

x1 + 3x2 = k(e12sx1 + e213tx2).

Then for all admissible k, e1, e2, s, t we have

α

(
X

R

)
3 k(e12sx1 + e213tx2)

17
+R 6= x1 + 3x2

17
+R ∈ Y

R
.

That’s why X 6∼= Y . 4

Definition 7.3. Let p be a prime and e, n, r ∈ N natural numbers with r < n.
Let T = (τ1, . . . , τn) be an ordered n–tuple of types. We call

DIAG(T ;Z∗pe) := DIAG(Z∗pe(τ1), . . . ,Z∗pe(τn))

= {diag(f1, . . . , fn) | ∀j=1,... ,n fj ∈ Z∗pe(τj)}
the set of T–diagonal matrices over Zpe .

Let A and B be [r × (n− r)]–matrices over Zpe . Then A and B are called T–
diagonally equivalent if there is a T–diagonal matrix F ∈ DIAG(T ;Z∗pe) such
that

B = F−1
6r A F>r .

Remark 7.4. This matrix equation is equivalent to

B =

 f−1
1

. . .
f−1
r

 · A ·
 fr+1

. . .
fn

, where fj ∈ Z∗pe(τj);

⇐⇒ if A = (αij) i=1,... ,r
j=r+1,... ,n

and B = (βij) i=1,... ,r
j=r+1,... ,n

, then there are fj ∈ Z∗pe(τj),
1 ≤ j ≤ n, such that

βij = f−1
i αijfj

in Zpe for i = 1, . . . , r and j = r + 1, . . . , n;

⇐⇒ A and B are DIAG(Z∗pe(τ1), . . . ,Z∗pe(τn))–diagonally equivalent;

⇐⇒ B ∈ Orb(A) = {F−1
6rAF>r | F = diag(f1, . . . , fn), fj ∈ Z∗pe(τj)} relative to

the group action 4.30.
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Theorem 7.5. (Matrix [Near–]Isomorphism Criterion for Uniform
Groups)
Let X, Y ∈ C(T, p, e, r) be uniform groups with a common regulator R. Let
x = (x1, . . . , xn) be an induced decomposition basis of R = p−eR/R ordered by
a simultaneous admissible indexing T = (τ1, . . . , τn) of the critical typeset for X
and Y . Let M = (Ir |A) and N = (Ir |B) be the representing matrices of X/R
and Y/R relative to x in Hermite normal form, where A and B are [r× (n− r)]–
matrices over Zpe.

(1) The groups X and Y are nearly isomorphic, X ∼=nr Y , if and only if A
and B are diagonally equivalent.

(2) The groups X and Y are isomorphic, X ∼= Y , if and only if A and B are
T–diagonally equivalent.

Proof. Write A = (αij) i=1,... ,r
j=r+1,... ,n

and B = (βij) i=1,... ,r
j=r+1,... ,n

.

(2) “⇐” Assume that the second statement holds: There are fk ∈ Z∗pe(τk), 1 ≤
k ≤ n, such that

βij = f−1
i αijfj

in Zpe for i = 1, . . . , r and j = r + 1, . . . , n. The units f1, . . . , fn determine an
induced automorphism ζ of R relative to x via ζxj := fjxj. The representing ma-
trix F = diag(f1, . . . , fn) of this induced automorphism decomposes into F6r :=
diag(f1, . . . , fr) and F>r := diag(fr+1, . . . , fn). Then (βij) = (f−1

i αijfj) i=1,... ,r
j=r+1,... ,n

means B = F−1
6rAF>r, since F−1

6r = diag(f−1
1 , . . . , f−1

r ). Hence we get

N = (Ir | B) = (F−1
6r F6r | F−1

6rAF>r) = F−1
6r (Ir | A)

(
F6r

F>r

)
= F−1

6r M F.

Application of Lemma 6.11(2) yields X ∼= Y .

“⇒” Now let X and Y be isomorphic. Lemma 6.11(2) yields a regular matrix
P ∈ Mr×r(Zpe) and a regular diagonal matrix F = diag(f1, . . . , fn), where fj ∈

Z
∗
pe(τj), such that N = PMF . Again F decomposes into F =

(
F6r

F>r

)
.

Thus we calculate

(Ir |B) = N = P M F = P (Ir | A)

(
F6r

F>r

)
= (PF6r | PAF>r) .

By comparison of the first [r × r]–block we conclude P = F−1
6r . The second

[r × (n− r)]–block shows that

B = F−1
6r AF>r .

(1) This result is written down in [Mad00, Lemma 12.5.6.1]. As R is rigid, a type–
automorphism ξ is represented by an invertible diagonal matrix D ∈Mn×n(Zpe),
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cf. Lemma 6.4(1). Use D =

(
D6r

D>r

)
instead of F in the part above. All

conclusions are the same.

Example 7.6. Look at Example 7.2 again. M = (1 | 1) and N =
(1 | 3) are the representing matrices of X and Y . Here τ1 = Z[2−1], τ2 =
Z[13−1] and we compute Z∗17(τ1) = 〈−1 + 17Z, 2 + 17Z〉mult. = {±1 + 17Z, ±2 +
17Z, ±4 + 17Z, ±8 + 17Z} ∼= Z8, since 24 = 16 ≡ −1 (mod 17), and
Z
∗
17(τ2) = 〈−1 + 17Z, 13 + 17Z〉mult. = {±1 + 17Z, ±13 + 17Z} ∼= Z4, since

132 = 169 ≡ −1 (mod 17). We get Z∗17(τ2) ( Z
∗
17(τ1) ( Z

∗
17, where Z∗17 is

cyclic of order 16 = 24.

From Theorem 7.5 we obtain X ∼= Y ⇔ ∃f1∈Z∗17(τ1), f2∈Z∗17(τ2)1 = f 1 3 f 2 in Z17 ⇔
∃fk∈Z∗17(τk)f 1 f 2 = 3−1 in Z17. But Z∗17 = 〈3 + 17Z〉mult., hence 3 + 17Z 6∈ Z∗17(τ1).

There are no f 1 ∈ Z∗17(τ1), f 2 ∈ Z∗17(τ2) such that f 1 f 2 = 3−1 in Z17. Hence
X 6∼= Y again. 4
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8. Isomorphism Classes of Uniform Groups

Remark 8.1. Starting from a fixed near–isomorphism class in C(T, p, e, r) we are
looking for a criterion to decide if any groups X, Y with a common regulator R
within this class are isomorphic. Let x = (x1, . . . , xn) be a decomposition basis
of R ordered by the critical typeset T = (τ1, . . . , τn), i. e. tpR(xj) = τj. The map

: R → p−eR/R, x 7→ p−ex + R denotes the canonical epimorphism. Then
x = (x1, . . . , xn) is the ordered induced decomposition basis of R = p−eR/R.
Suppose that T is an admissible ordering, with corresponding block structure and
stripping sequence, of the critical typeset for all groups in this near–isomorphism
class. This assumption is no loss of generality as admissible orderings are near–
isomorphism invariants. There is a modified diagonal similarity class of normed
[r× (n− r)]–matrices over Zpe belonging to this near–isomorphism class [Mut99,
Theorem 4.3]. Let C = (γij) i=1,... ,r

j=r+1,... ,n
∈ Mr×(n−r)(Zpe) be out of this class. By

Lemma 5.13, the rest block C is primitive. Using Lemma 5.8, we see that there
exists exactly one uniform group Z with regulator R ⊆ Z ⊆ p−eR and an ordered
basis c of Z/R such that Q = (Ir | C) is the representing matrix of Z/R relative
to c and x.

Lemma 8.2. Let R be a rigid and p–reduced completely decomposable group of
rank n. Let C ∈ Mr×(n−r)(Zpe) be a normed and primitive matrix. Let X ∈
C(T, p, e, r) be a uniform group with regulator R. Let x = (x1, . . . , xn) be an
induced decomposition basis of R = p−eR/R with fixed admissible ordering of T .

The group X is from the near–isomorphism class relative to C if and only if
there is a basis a = (a1, . . . , ar) of X/R such that the representing matrix M
of X over R relative to a and x is in the form

M = (Ir | A) = (Ir | D−1
6rCD>r)

where D6r := diag(d1, . . . , dr) and D>r := diag(dr+1, . . . , dn), dj ∈ Z∗pe.

Proof. Let Z be the unique group with regulator R ⊆ Z ⊆ p−eR and ordered
basis c of Z/R such that Q = (Ir | C) is the representing matrix of Z/R relative
to c and x, where C = (γij) i=1,... ,r

j=r+1,... ,n
. Using Theorem 7.5, X ∼=nr Z if and only

if the matrix rest blocks are diagonally equivalent. Write A = D−1
6rCD>r, where

D6r := diag(d1, . . . , dr) and D>r := diag(dr+1, . . . , dn), dj ∈ Z∗pe .

Remark 8.3. (1) In particular there is a one–to–one correspondence between
groups within the near–isomorphism class and sets of diagonal matrices over Zpe :
For each group X in the near–isomorphism class there is an invertible diagonal
matrix D. On the other hand it is true that each matrix D = diag(d1, . . . , dn),
dj ∈ Z∗pe , leads to a unique group of the near–isomorphism class. But several

distinct matrices D 6= D′ can form the same matrix D−1
6rCD>r = D′−1

6rCD
′
>r

corresponding to exactly one group. For example let C = (1). Each matrix D =
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(
d 0
0 d

)
, d ∈ Z∗pe , leads to the same matrix D−1

61CD>1 = (d−1) (1) (d) = (1) =

C and the unique group Z of Remark 8.1.

(2) For each diagonal matrix D over Z∗pe the representing matrix (Ir | A) = (Ir |

D−1
6r C D>r) = D−1

6r (Ir | C)

(
D6r

D>r

)
is diagonally equivalent to (Ir | C).

Since (Ir | C) is in Hermite straight form, A is straight and has the same block
structure and the same stripping sequence as C, by [Mut99, Corollary 3.2].

Lemma 8.4. Let R be a rigid and p–reduced completely decomposable group of
rank n. Let C = (γij) i=1,... ,r

j=r+1,... ,n
be a normed and primitive matrix over Zpe. Let

D = diag(d1, . . . , dn) and D′ = diag(d′1, . . . , d
′
n) be invertible diagonal matrices.

Let X, Y ∈ C(T, p, e, r) be groups of the near–isomorphism class relative to C
with representing matrices M = (Ir | A) = (Ir | D−1

6rCD>r), N = (Ir | B) =

(Ir | D′−1
6rCD

′
>r) relative to a given induced decomposition basis x of R = p−eR/R

ordered by T = (τ1, . . . , τn).

Then X ∼= Y if and only if there are fj ∈ Z∗pe(τj), 1 ≤ j ≤ n, such that γij =

d′i f
−1
i d−1

i γij dj fj d
′−1
j in Zpe for all i = 1, . . . , r, j = r + 1, . . . , n.

Proof. The assumption A = D−1
6rCD>r means (αij) = (d−1

i γijdj) i=1,... ,r
j=r+1,... ,n

and

B = D′−1
6rCD

′
>r means (βij) = (d′−1

i γijd
′
j) i=1,... ,r
j=r+1,... ,n

. By Theorem 7.5, X ∼= Y

if and only if there are fj ∈ Z∗pe(τj), 1 ≤ j ≤ n, such that d′−1
i γijd

′
j = βij

7.5
=

f−1
i αijfj = f−1

i d−1
i γijdjfj in Zpe for i = 1, . . . , r and j = r + 1, . . . , n. This is

equivalent to the claim.

Remark 8.5. The following diagram illustrates the situation of Lemma 8.2
and 8.4:

near–isomorphism
class

X Y

�
�
�
�
��

A
A
A
A
AU

� -
∼=

∼=nr
∼=nr

⇐⇒

C

A B

�
�
�
�
�
��

A
A
A
A
A
AU

� -F

D D′

X ∼= Y ⇔ D′
−1
6r C D

′
>r = B = F−1

6r AF>r = F−1
6r D

−1
6r C D>r F>r

⇔ C = D′6r F
−1
6r D

−1
6r C D>r F>rD

′−1
>r

⇔ γij = d′i f
−1
i d−1

i γij dj fj d
′−1
j in Zpe for all i = 1, . . . , r,

j = r + 1, . . . , n,where dk, d
′
k ∈ Z∗pe and fk ∈ Z∗pe(τk).
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Theorem 8.6. Let p be a prime and e, n, r ∈ N natural numbers with r < n.
Let R be a rigid and p–reduced completely decomposable group of rank n. Sup-
pose that C = (γij) ∈ Mr×(n−r)(Zpe) is a normed and primitive matrix. Let
StabDIAG(n;Z∗pe )(C) =

{
D = diag(d1, . . . , dn) | dj ∈ Z∗pe , D−1

6r C D>r = C
}

.

The number of groups X contained in the near–isomorphism class relative to C
and with regulator R ⊆ X ⊆ p−eR is

(pe−1(p− 1))
n

| StabDIAG(n;Z∗pe )(C)|
.

There are at most ϕ(pe)n−1 = (pe−1(p− 1))
n−1

groups within the near–
isomorphism class relative to C.

Proof. By Lemma 8.2 the group X is of the near–isomorphism class relative
to C if and only if there is a basis a of X/R such that M = (Ir | D−1

6rCD>r)
is the representing matrix of X/R, where D6r = diag(d1, . . . , dr) and D>r =
diag(dr+1, . . . , dn), dj ∈ Z

∗
pe . We have |Z∗pe| = ϕ(pe) = pe−1(p − 1). By

Lemma 4.27 there are
(pe−1(p−1))

n

| StabDIAG(n;Z∗
pe

)(C)| matrices which are diagonally equiva-

lent to C. Every of these diagonal equivalent matrices belongs to a group X of
the near–isomorphism class as Lemma 5.8 shows. By Lemma 7.1 the regulator
of X is R. The upper bound for the number of near–isomorphic groups is shown
in Lemma 4.27, too.

Theorem 8.7. Let p be a prime and e, n, r ∈ N natural numbers with r < n. Let
R =

⊕n
j=1 Rτj be a rigid and p–reduced completely decomposable group of rank n.

Let B ∈ Mr×(n−r)(Zpe) be a normed and primitive matrix and let Stab∼=(B) ={
F = diag(f1, . . . , fn) | fj ∈ Z∗pe(τj), F−1

6r B F>r = B
}

.

The number of groups X contained in the isomorphism class relative to B and
with regulator R ⊆ X ⊆ p−eR is∏n

j=1 |Z∗pe(τj)|
| Stab∼=(B)|

.

Proof. Let T = (τ1, . . . , τn) be an indexing of the critical typeset. By Lemma 7.5
the group X belongs to the isomorphism class relative to B if and only if there
is a basis a of X/R such that M = (Ir | F−1

6rBF>r) is the representing matrix
of X/R, where F6r = diag(f1, . . . , fr) and F>r = diag(fr+1, . . . , fn), fj ∈ Z∗pe(τj).
Then we have F ∈ DIAG(Z∗pe(τ1), . . . ,Z∗pe(τn)) = DIAG(T ;Z∗pe). By Lemma 4.31
there are

|DIAG(T ;Z∗pe)|
| Stab∼=(B)|

matrices which are T–diagonally equivalent to B. Each of these diagonally equiv-
alent matrices belongs to a group X of the isomorphism class as Lemma 5.8 shows.
By Lemma 7.1 the regulator of X is R.
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Theorem 8.8. Let p be a prime and e, n, r ∈ N natural numbers with
r < n. Let R = ⊕nj=1Rτj be a rigid and p–reduced completely decom-
posable group of rank n with an indexing T = (τ1, . . . , τn) of its crit-
ical typeset. Let C ∈ M

r×(n−r)(Zpe) be a normed and primitive ma-
trix. Let Stab∼=nr(C) =

{
D = diag(d1, . . . , dn) | dj ∈ Z∗pe , D−1

6r C D>r = C
}

and

Stab∼=(C) =
{
F = diag(f1, . . . , fn) | fj ∈ Z∗pe(τj), F−1

6r C F>r = C
}

.

Each near–isomorphism class is the union of isomorphism classes all of equal
length. The number of distinct isomorphism classes contained in the near–
isomorphism class of C and with regulator R is

(pe−1(p− 1))
n∏n

j=1 |Z∗pe(τj)| · [Stab∼=nr(C) : Stab∼=(C)]
=

(pe−1(p− 1))
n

|DIAG(T ;Z∗pe) · Stab∼=nr(C)|
.

Proof. Here DIAG(n;Z∗pe) acts on Mr×(n−r) via diagonal equivalence. The sta-
bilizer of A under this action is Stab∼=nr(A) and the orbit of A is Orb∼=nr(A) =
{D−1
6rAD>r | D ∈ DIAG(n;Z∗pe)}.

In addition DIAG(T ;Z∗pe) = DIAG(Z∗pe(τ1), . . . ,Z∗pe(τn)) acts on Mr×(n−r) via di-
agonal equivalence, too. The stabilizer of A under this action is Stab∼=(A) and
the orbit of A is Orb∼=(A) = {F−1

6rAF>r | F ∈ DIAG(T ;Z∗pe)}.
Firstly, we show that the isomorphism classes of near–isomorphic groups have
equal length. For that let C ′ be diagonally equivalent to C, i. e. C ′ = D−1

6r C D>r,
where D ∈ DIAG(n;Z∗pe). Then

F ∈ Stab∼=(C)⇐⇒ F−1
6r C F>r = C ⇐⇒ D−1

6r (F−1
6r CF>r)D>r = D−1

6r C D>r

⇐⇒ F−1
6r (D−1

6rCD>r︸ ︷︷ ︸
C′

)F>r = D−1
6r C D>r︸ ︷︷ ︸

C′

⇐⇒ F ∈ Stab∼=(C ′).

Hence Stab∼=(C) = Stab∼=(C ′) and therefore |Orb∼=(C)| = |Orb∼=(C ′)|.
Now we use Theorem 8.6 and Theorem 8.7 to compute

|{Orb∼=(A) | A ∈ Orb∼=nr(C)}| =
|Orb∼=nr(C)|
|Orb∼=(C)|

=

[
DIAG(n;Z∗pe) : Stab∼=nr(C)

][
DIAG(T ;Z∗pe) : Stab∼=(C)

]
=

|DIAG(n;Z∗pe)|
|DIAG(T ;Z∗pe)| · [Stab∼=nr(C) : Stab∼=(C)]

=
(pe−1(p− 1))

n∏n
j=1 |Z∗pe(τj)| · [Stab∼=nr(C) : Stab∼=(C)]

.
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DIAG(T ;Z∗pe)

Stab∼=(C)

Stab∼=nr(C)

DIAG(n;Z∗pe)

We have DIAG(T ;Z∗pe) ∩ Stab∼=nr(C) = Stab∼=(C). Therefore the denominator
simplifies:

|DIAG(T ;Z∗pe)| · [Stab∼=nr(C) : Stab∼=(C)] =
|DIAG(T ;Z∗pe)| · | Stab∼=nr(C)|

| Stab∼=(C)|
= |DIAG(T ;Z∗pe) · Stab∼=nr(C)|

and the claim follows.

Remark 8.9. According to Theorem 8.8 each near–isomorphism class decom-
poses into isomorphism classes all of the same cardinality:

NrIsoCl(Z)

IsoCl(X) IsoCl(Z)

r rX ZrY

This is a general result in [Mad00, Theorem 8.2.5].

Corollary 8.10. There are at most
n∏
j=1

[
Z
∗
pe : Z∗pe(τj)

]
=

(pe−1(p− 1))
n∏n

j=1

∣∣Z∗pe(τj)∣∣
pairwise non–isomorphic groups within the near–isomorphism class of the normed
and primitive matrix C ∈Mr×(n−r)(Zpe).

Proof. Since [Stab∼=nr(C) : Stab∼=(C)] ≥ 1, Theorem 8.8 shows the claim.
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9. Uniform Groups of Even Rank with Normed Representing

Matrices

Remark 9.1. Let us investigate uniform groups of even rank n = 2r. A fixed
near–isomorphism class of groups is represented by a modified diagonal similarity
class of normed (r × r)–matrices. These are the rest blocks of the representing
matrices. Let C = (γij) i=1,... ,r

j=r+1,... ,2r
∈ Mr×r(Zpe) be a representative. Additionally

suppose for simplification that the normed matrix C is invertible. Then C is
primitive by Lemma 4.18. All main submatrices Cm = (γij) i=1,... ,m

j=r+1,... ,r+m
for 1 ≤

m ≤ r have determinant 1 by Definition 4.14.

Cm

?

-

m

m

If X ∼= Y , then we can prove the following necessary condition.

Lemma 9.2. Let R be a rigid and p–reduced completely decomposable group
of rank 2r. Let C be a normed and invertible (r × r)–matrix over Zpe. Let
D = diag(d1, . . . , d2r) and D′ = diag(d′1, . . . , d

′
2r) be invertible matrices. Let

X, Y ∈ C(T, p, e, r) be groups of the near–isomorphism class relative to C with
representing matrices M = (Ir | D−1

6rCD>r), N = (Ir | D′−1
6rCD

′
>r) relative to

a given induced decomposition basis x of R = p−eR/R which is ordered by the
admissible critical typeset T = (τ1, . . . , τ2r).

If X ∼= Y , then there are fj ∈ Z
∗
pe(τj), 1 ≤ j ≤ 2r, such that

d′m f
−1
m d−1

m dr+m fr+m d
′−1
r+m = 1 in Zpe for all m = 1, . . . , r.

Proof. Since C = (γij) 1≤i≤r
r+1≤j≤2r

is normed and invertible, all main submatrices

Cm = (γij) 1≤i≤m
r+1≤j≤r+m

for m = 1, . . . , r have determinant 1. We proceed by

induction on m. The assumptions of Lemma 8.4 hold. Hence 1 = detC1
8.4
=

d′1 f
−1
1 d−1

1 dr+1 fr+1 d
′−1
r+1. Suppose that the claim has been established for all
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integers < m. Now Lemma 8.4 implies

1 = det(Cm) = det(γij) 1≤i≤m
r+1≤j≤r+m

8.4
= det(d′i f

−1
i d−1

i γij dj fj d
′−1
j ) 1≤i≤m

r+1≤j≤r+m

= det
(

diag(d′1, . . . , d
′
m) · diag(f−1

1 , . . . , f−1
m ) · diag(d−1

1 , . . . , d−1
m ) · Cm ·

· diag(dr+1, . . . , dr+m) · diag(fr+1, . . . , fr+m) · diag(d′
−1
r+1, . . . , d

′−1
r+m)

)
= d′1 · · · d′m · f−1

1 · · · f−1
m · d−1

1 · · · d−1
m · 1 ·

·dr+1 · · · dr+m · fr+1 · · · fr+m · d′−1
r+1 · · · d′

−1
r+m

=

m−1∏
k=1

d′k f
−1
k d−1

k dr+k fr+k d
′−1
r+k︸ ︷︷ ︸

=1

 · d′m f−1
m d−1

m dr+m fr+m d
′−1
r+m

= d′m f
−1
m d−1

m dr+m fr+m d
′−1
r+m ,

by the induction hypothesis.

Lemma 9.3. Let m be a natural number and τ1, τ2 any types, i. e. rational groups
including Z. Then Z∗m(τ1) · Z∗m(τ2) = Z∗m(τ1 ∨ τ2).

Proof. The lattice operation of types τ1∨ τ2 = τ means τ(q) = max {τ1(q), τ2(q)}
for all primes q. Hence Z∗m(τ1) · Z∗m(τ2) = 〈Z∗m(τ1), Z∗m(τ2)〉mult.

6.2
=

〈−1 +mZ, q +mZ | q prime, τ1(q) =∞ or τ2(q) =∞〉mult. =

〈−1 +mZ, q +mZ | q prime, (τ1 ∨ τ2)(q) =∞〉mult.

6.2
= Z

∗
m(τ1 ∨ τ2).

Remark 9.4. Let m be a natural number and τ1, τ2 any types i. e. rational
groups including Z. Then Z∗m(τ1 ∧ τ2) ⊆ Z∗m(τ1) ∩ Z∗m(τ2). This can be a proper
inclusion.

Proof. The lattice operation of types τ1 ∧ τ2 = τ means τ(q) = min {τ1(q), τ2(q)}
for all primes q. Hence each generator q + mZ of Z∗m(τ1 ∧ τ2) satisfies
min {τ1(q), τ2(q)} = ∞. Therefore we have τ1(q) = ∞ = τ2(q) and q + mZ ∈
Z
∗
m(τ1), q +mZ ∈ Z∗m(τ2). This shows the inclusion.

For the inequality choose m = 17, τ1 = Z[3−1] and τ2 = Z[5−1]. Then we calculate
τ1 ∧ τ2 = tp(Z), Z∗17(τ1 ∧ τ2) = 〈−1 + 17Z〉mult. = {±1 + 17Z} [∼= (Z2,+)] and
Z
∗
17(τ1) = Z

∗
17 = Z

∗
17(τ2) [∼= (Z16,+)], since ord(3 + 17Z) = 16 = ord(5 + 17Z).

Thus the inclusion is proper.

Remark 9.5. Let p be a prime and e, n natural numbers. Let R be a rigid
and p–reduced completely decomposable group of rank n. Suppose that T =
(τ1, . . . , τn) is an indexing of the critical typeset of R, such that R =

⊕n
j=1 Rτj

is a homogeneous decomposition of R.

If τi, τj ∈ T , then

Z
∗
pe(τi ∨ τj)

9.3
=

〈
Z
∗
pe(τi), Z

∗
pe(τj)

〉
mult.

6.3
=

〈
−1 + peZ, q + peZ | q prime, qRτi = Rτi or qRτj = Rτj

〉
mult.

.
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Lemma 9.6. Let R be a rigid and p–reduced completely decomposable group of
rank n = 2r. Let C be a normed and invertible (r×r)–matrix over Zpe. Let X, Y ∈
C(T, p, e, r) be groups of the near–isomorphism class relative to C with correspond-
ing (r × r)–diagonal matrices D6r = diag(d1, . . . , dr), D>r = diag(dr+1, . . . , d2r)
with respect to X and D′6r = diag(d′1, . . . , d

′
r), D′>r = diag(d′r+1, . . . , d

′
2r) with

respect to Y .

If X ∼= Y , then d′m
d′r+m

∈ dm
dr+m

· Z∗pe(τm ∨ τr+m) for all m = 1, . . . , r.

Proof. The assumptions of Lemma 9.2 hold. Thus there are fj ∈ Z∗pe(τj) such

that d′m f
−1
m d−1

m dr+m fr+m d
′−1
r+m = 1 in Zpe or equivalently d′m

d′r+m
= dm

dr+m
· fm
fr+m

∈
dm
dr+m

· Z∗pe(τm ∨ τr+m) for all m = 1, . . . , r.

Remark 9.7. We give a counter–example for the way back in 9.12. The condi-
tion of Lemma 9.6 is a relation for the diagonal elements of the rest blocks. If C
is particularly the identity matrix, then the condition is also sufficient, cf. Corol-
lary 9.16.

Theorem 9.8. There are at least
r∏

m=1

[
Z
∗
pe : Z∗pe(τm ∨ τr+m)

]
=

(pe−1(p− 1))
r∏r

m=1 |Z∗pe(τm ∨ τr+m)|

pairwise non–isomorphic groups contained in the near–isomorphism class relative
to a normed and invertible (r × r)–matrix.

Proof. Assume that C = (γij) i=1,... ,r
j=r+1,... ,2r

∈ Mr×r(Zpe) is normed and invertible.

Let R be a rigid and p–reduced completely decomposable group of rank 2r. Sup-
pose that T = (τ1, . . . , τr, τr+1, . . . τ2r) is the admissible indexing of the critical
typeset for the fixed near–isomorphism class in C(T, p, e, r) relative to C. Let
x = (x1, . . . , xn) be an induced decomposition basis of R = p−eR/R which is
ordered by T . We are looking for pairwise non–isomorphic groups within this
near–isomorphism class.

Construction: For m = 1, . . . , r abbreviate k(m) :=
[
Z
∗
pe : Z∗pe(τm ∨ τr+m)

]
=∣∣∣ Z

∗
pe

Z
∗
pe (τm∨τr+m)

∣∣∣ = pe−1(p−1)

|Z∗pe (τm∨τr+m)| ≥ 1. Thus for all m = 1, . . . , r there are k(m) left

cosets of Z∗pe(τm ∨ τr+m):
s(m, 1) ·Z∗pe(τm∨ τr+m), s(m, 2) ·Z∗pe(τm∨ τr+m), . . . , s(m, k(m)) ·Z∗pe(τm∨ τr+m).

Define d1 = . . . = dr = 1 = 1 + peZ and choose d−1
r+m ∈ {s(m, 1), . . . , s(m, k(m))}

for m = 1, . . . , r. Hence there are
∏r

m=1 k(m) =
∏r

m=1

[
Z
∗
pe : Z∗pe(τm ∨ τr+m)

]
distinct diagonal matrices D = diag(d1, . . . , d2r) = diag(1, . . . , 1︸ ︷︷ ︸

r times

, dr+1, . . . , d2r)

over Z∗pe .

By Lemma 8.2 each diagonal matrix D of the construction leads to a uniform
group X ∈ C(T, p, e, r) of the near–isomorphism class relative to C with regulator
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R ⊆ X ⊆ p−eR and a basis a of X/R such that M = (Ir | CD>r) is the represent-
ing matrix of X/R relative to a and x. Now let D = diag(1, . . . , 1, dr+1, . . . , d2r)
and D′ = diag(1, . . . , 1, d′r+1, . . . , d

′
2r) different diagonal matrices, which have

been constructed as above, with corresponding groups X and Y of the near–
isomorphism class. Since D 6= D′ over Zpe , there is an integer m ∈ {1, . . . , r}
with the property dr+m 6= d′r+m in Zpe or equivalently d−1

r+m 6= d′−1
r+m. There-

fore d−1
r+m · Z∗pe(τm ∨ τr+m) and d′−1

r+m · Z∗pe(τm ∨ τr+m) are distinct, too, since the
diagonal elements are representatives of distinct cosets of Z∗pe(τm ∨ τr+m) by con-

struction. Hence d′−1
r+m 6∈ d−1

r+m · Z∗pe(τm ∨ τr+m), since distinct left cosets are
disjunct. Lemma 9.6 shows X 6∼= Y .

Remark 9.9. Now we have got a lower and an upper bound for the number of
isomorphism classes within a given near–isomorphism class from groups of even
rank n = 2r.

(pe−1(p− 1))
r∏r

m=1 |Z∗pe(τm ∨ τr+m)|
9.8
≤ | {IsoCl(X) | X ∈ NrIsoCl(Z)} |

8.10
≤ (pe−1(p− 1))

n∏n
j=1 |Z∗pe(τj)|

.

Example 9.10. Let τ1 = Z[3−1] = { n
3k
| n ∈ Z, k ∈ N0} and τ2 = Z[5−1]. Then

R := τ1x1 ⊕ τ2x2 is 17–reduced.
Consider the almost completely decomposable group

Z = R + Z
1

17
(x1 + x2)

with corresponding representing matrix M = (1 | 1).
We compute 38 ≡ −1 (mod 17) and 58 ≡ −1 (mod 17). Then we obtain
Z
∗
17(τ1) = Z

∗
17(τ2) = Z

∗
17
∼= Z16, since ord(3 + 17Z) = 16 = ord(5 + 17Z). Hence

Z
∗
17(τ1 ∨ τ2) = Z∗17 and therefore the formulas of 9.8 and 8.10 simplify:

161∏1
m=1 |Z∗17(τm ∨ τ1+m)|

= 1 and
162∏2

j=1 |Z∗17(τj)|
=

162

162
= 1.

This means that the lower and upper bounds of 9.8 and 8.10 are sharp. All groups
in the near–isomorphism class of Z are isomorphic.

Example 9.11. In Example 7.2 the representing matrix M = (1 | 1) of X =
R + Z

1
17

(x1 + x2) is in Hermite normed form. Here τ1 = Z[2−1] = { n
2k
| n ∈

Z, k ∈ N0}, τ2 = Z[13−1] and R := τ1x1 ⊕ τ2x2 is 17–reduced. From Z
∗
17(τ2) (

Z
∗
17(τ1) ( Z

∗
17 = Z17 \ {0 + 17Z}, by Example 7.6, we conclude Z∗17(τ1 ∨ τ2) =

Z
∗
17(τ1) = {±1 + 17Z, ±2 + 17Z, ±4 + 17Z, ±8 + 17Z}. Theorem 9.8 proves that

there are at least

[Z∗17 : Z∗17(τ1 ∨ τ2)] =
16

8
= 2

isomorphism classes within the near–isomorphism class of X. We use Lemma 8.2
to determine all groups X ′ near–isomorphic to X with regulator R ⊆ X ′ ⊆ 1

17
R:

X ′ ∼=nr X
8.2⇐⇒ X ′ = R + Z 1

17
(x1 + λx2), where λ ∈ {±1, ±2, ±3, . . . , ±8}.
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Recall that X 6∼= Y = R + Z
1
17

(x1 + 3x2). Theorem 7.5 shows that there are
exactly two isomorphism classes of groups:

X ′ ∼= X
7.5⇐⇒ X ′ = R + Z 1

17
(x1 + µx2), where µ = f−1

1 f2 ∈ {±1, ±2, ±4, ±8},
and
Y ′ ∼= Y

7.5⇐⇒ Y ′ = R + Z 1
17

(x1 + νx2), where ν = f−1
1 f2 ∈ {±3, ±6, ±5, ±7}.

Hence {X ′ | X ′ ∼= X, R(X ′) = R} and {Y ′ | Y ′ ∼= Y, R(Y ′) = R} are the only
two isomorphism classes. 4

Example 9.12. Let τ1 = Z[3−1], τ2 = Z[13−1], τ3 = Z[47−1], τ4 = Z[5−1] then
R := τ1x1 ⊕ τ2x2 ⊕ τ3x3 ⊕ τ4x4 is rigid and 17–reduced. Here x = (x1, x2, x3, x4)
is an induced 17–decomposition basis of R = 1

17
R/R, which is ordered by T =

(τ1, τ2, τ3, τ4). We compute 38 ≡ −1 (mod 17) and 58 ≡ −1 (mod 17). Similarly
as in Example 7.6 we obtain
Z
∗
17(τ1) = 〈−1 + 17Z, 3 + 17Z〉mult. = Z∗17, since ord(3 + 17Z) = 16,
Z
∗
17(τ2) = Z

∗
17(τ3) = {±1 + 17Z, ±4 + 17Z}mult.

∼= Z4, since 13 ≡ 47 ≡ −4
(mod 17) and 42 = 16 ≡ −1 (mod 17),
Z
∗
17(τ4) = 〈−1 + 17Z, 5 + 17Z〉mult. = Z∗17, since ord(5 + 17Z) = 16.

Hence Z∗17 = Z∗17(τ1) ⊆ Z∗17(τ1 ∨ τ3) ⊆ Z∗17 and Z∗17 = Z∗17(τ4) ⊆ Z∗17(τ2 ∨ τ4) ⊆ Z∗17

both with equality.

Consider the following uniform groups with corresponding representing matrices
relative to x:

Z = R + Z
1

17
(x1 + x3 + x4) + Z

1

17
( x2 + x3 + 2x4)

↔ Q =

(
1 0 1 1
0 1 1 2

)
= (I2 | C),

X = R + Z
1

17
(x1 + 2x3 + x4) + Z

1

17
( x2 + 2x3 + 2x4)

↔ M =

(
1 0 2 1
0 1 2 2

)
= (I2 | A),

Y = R + Z
1

17
(x1 + x3 + x4) + Z

1

17
( x2 + x3 + x4)

↔ N =

(
1 0 1 1
0 1 1 1

)
= (I2 | B).

r
rrr rZY X

R

17−1R

!!
!!

aa
aa
!!
!!

aa
aa

}
17−1R/R = R finite

Theorem 9.8 yields that there is at least
∏2

m=1 [Z∗17 : Z∗17(τm ∨ τ2+m)] = 1 · 1 = 1
isomorphism class of groups with regulator R near–isomorphic to Z.
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Clearly Y 6∼=nr Z, since rk17 B = 1 6= 2 = rk17 C and the matrices B, C are not
(diagonally) equivalent.

Since ( 1 0
0 1 )C ( 2 0

0 1 ) = A, Lemma 8.2 shows X ∼=nr Z. We apply Theorem 7.5 to
the coefficient (2, 3) of C and A to decide that X 6∼= Z: There are no f2, f3 ∈
{±1, ±4} = Z

∗
17(τ2) = Z

∗
17(τ3) such that 2 = α23 = f−1

2 γ23︸︷︷︸
=1

f3 = f−1
2 f3 ∈

{±1, ±4} in Z17. Hence there are more than one isomorphism class within the
near–isomorphism class relative to C.

This is a counter–example for the way back of Lemma 9.6, too. Here it is r = 2,
D = diag(1, 1, 2, 1) and D′ = I4. The group Z agrees with Y of Lemma 9.6.
We have d1

d3
· Z∗17(τ1 ∨ τ3) = Z

∗
17 and d2

d4
· Z∗17(τ2 ∨ τ4) = Z

∗
17. The statement

d′m
d′2+m

∈ dm
d2+m

· Z∗17(τm ∨ τ2+m) for m = 1, 2 is not sufficient for isomorphism, since

X 6∼= Z.

How many pairwise non–isomorphic groups are in the near–isomorphism class
of Z? By Example 4.32 there are Orb∼=nr(C) = 163 = 212 = 4096 matrices
diagonally equivalent to C such that each matrix belongs to precisely one group
which is near–isomorphic to Z. For fj ∈ Z∗17(τj), where j = 1, . . . , 4, we have to
solve (

f−1
1

f−1
2

) (
1 1
1 2

) (
f3

f4

)
=

(
f−1

1 f3 f−1
1 f4

f−1
2 f3 2f−1

2 f4

)
=

(
1 1
1 2

)
.

This is equivalent to the linear equation system f1 = f2 = f3 = f4 ∈
∩4
j=1Z

∗
17(τj) = Z

∗
17(τ2) ∼= Z4. Hence, by Theorem 8.7, the number of groups

within the isomorphism class of Z is∏4
j=1 |Z∗17(τj)|
|Z∗17(τ2)|

=
16 · 4 · 4 · 16

4
= 210 = 1024.

The number of distinct isomorphism classes contained in the near–isomorphism
class of Z is

4096

1024
= 4.

We determine the number of isomorphism classes of uniform groups G ∈
C(T, 17, 1, 2) with regulator R ⊆ G ⊆ 17−1R such that the representing ma-
trix of G/R ∼= Z17 ⊕ Z17 relative to x = (x1, x2, x3, x4) is in Hermite normed
form. Write

G = R + Z
1

17
(x1 + γ13x3 + γ14x4) + Z

1

17
( x2 + γ23x3 + γ24x4)

↔
(

1 0 γ13 γ14

0 1 γ23 γ24

)
= (I2 | C).

Again Orb∼=nr(C) = {diag(d1, d2)−1C diag(d3, d4) | dj ∈ Z
∗
17} agrees with

the class of uniform groups nearly isomorphic to G. Similarly Orb∼=(C) =
{diag(f1, f2)−1C diag(f3, f4) | fj ∈ Z∗17(τj)} agrees with the isomorphism class
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of G. Then |Orb∼=nr (C)|
|Orb∼=(C)| is the number of isomorphism classes of uniform groups

within the near–isomorphism class of G.

By [Mut99, p. 133] there are 17 + 4 = 21 normal forms of (2 × 2)–matrices
over Z17 and therefore precisely 21 near–isomorphism classes of those groups in
C(T, 17, 1, 2) of rank 4. Let η ∈ {0, 1, . . . , 16}.

NrIsoCl C ( 1 0
1 0 ) ( 1 0

0 1 ) ( 1 1
1 1 ) ( 1 1

0 1 )
(

1 η
1 1+η

)
| Stab∼=nr(C)| 28 28 24 24 24

|Orb∼=nr(C)| 28 28 212 212 212

| Stab∼=(C)| 26 24 22 22 22

|Orb∼=(C)| 26 28 210 210 210

lower bound 9.8 – 1 – 1 1
upper bound 8.10 24 24 24 24 24

|{IsoCl}| = |Orb∼=nr (C)|
|Orb∼=(C)| 22 1 22 22 22

4

Remark 9.13. Example 9.10 shows that the lower bound of Theorem 9.8 and
the upper bound of Corollary 8.10 cannot be improved with the same general
assumptions. Example 9.12 shows that the precise number of isomorphism classes
depends on C, namely the near–isomorphism class.

Applications to Groups of Small Rank

Remark 9.14. The situation simplifies if the normed and invertible matrix C is
particularly the identity matrix. Then all groups taken under consideration have
a finest direct decomposition into indecomposable rank two summands.

Corollary 9.15. Let e be a natural number and p a prime. Let δ, δ′ ∈ Z \ pZ be
integers. Then d := δ+peZ and d′ := δ′+peZ are units of Zpe. Let T = (τ1, τ2) be
a pair of incomparable types with τi(p) = 0. Then R = τ1x1 ⊕ τ2x2 is a rigid and
p–reduced rank two group. Let X = R+Z 1

pe
(x1 +δx2) and Y = R+Z 1

pe
(x1 +δ′x2)

be groups.

(1) Then X and Y are nearly isomorphic uniform groups of C(T, p, e, r) with
the common regulator R such that R ⊆ X, Y ⊆ p−eR.

(2) The groups X and Y are isomorphic, X ∼= Y , if and only if

d′ ∈ d · Z∗pe(τ1 ∨ τ2) .

(3) The total number of pairwise non–isomorphic groups contained in the near–
isomorphism class of X is

pe−1(p− 1)

|Z∗pe(τ1 ∨ τ2)|
=
ϕ(pe) · |Z∗pe(τ1) ∩ Z∗pe(τ2)|
|Z∗pe(τ1)| · |Z∗pe(τ2)|

.
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Proof. (1) The rest blocks (d) and (d′) of the representing matrices are di-
agonally equivalent. It follows that X and Y are nearly isomorphic. By
Burkhardt Regulator Criterion, the regulator of X and Y is R. We
compute X/R ∼= Zpe

∼= Y/R. Hence both groups are uniform.
(2) If X and Y are isomorphic, then d′ ∈ d · Z∗pe(τ1 ∨ τ2), by Lemma 9.6.
For the converse we assume that there exist f1 ·f2 ∈ Z∗pe(τ1) ·Z∗pe(τ2) = Z∗pe(τ1∨τ2)
such that d′ = d · f1 · f2. The representing matrix rest blocks (d) and (d′) are
T–diagonally equivalent. Hence X ∼= Y by Theorem 7.5.
(3) The groups X and Y are isomorphic if and only if the elements d and
d′ of the rest blocks are in the same coset of Z∗pe(τ1 ∨ τ2). Hence there are[
Z
∗
pe : Z∗pe(τ1 ∨ τ2)

]
= pe−1(p−1)
|Z∗pe (τ1∨τ2)| matrices D′ = (d′) which fail this condition.

The cardinality of the complex product Z∗pe(τ1 ∨ τ2) = Z∗pe(τ1) · Z∗pe(τ2) is

|Z∗pe(τ1) · Z∗pe(τ2)| =
|Z∗pe(τ1)| · |Z∗pe(τ2)|
|Z∗pe(τ1) ∩ Z∗pe(τ2)|

.

Corollary 9.16. Let R be a rigid and p–reduced completely decomposable group
of rank n = 2r with an indexing T = (τ1, . . . , τn) of its critical typeset. Suppose
that x = (x1, . . . , xn) is an induced decomposition basis of R = p−eR/R. Let X
and Y be groups with the common regulator R such that R ⊆ X, Y ⊆ p−eR. Let
a and b be bases of X/R and Y/R, respectively. Let

M =

 1 d1

. . . . . .
1 dr

 and N =

 1 d′1
. . . . . .

1 d′r

 ,

where dk, d
′
k ∈ Z∗pe, be the representing matrices of X and Y relative to a and b.

(1) Then X and Y are nearly isomorphic uniform groups of C(T, p, e, r).

(2) Both groups have a finest direct decomposition X =
⊕r

m=1 Xm

and Y =
⊕r

m=1 Ym into indecomposable rank two summands, i. e.
rkXm = 2 = rkYm.

(3) The groups X and Y are isomorphic, X ∼= Y , if and only if

d′m ∈ dm · Z∗pe(τm ∨ τr+m)

for all m = 1, . . . , r.

(4) The total number of pairwise non–isomorphic groups contained in the near–
isomorphism class of X is

r∏
m=1

[
Z
∗
pe : Z∗pe(τm ∨ τr+m)

]
=

(pe−1(p− 1))
r∏r

m=1 |Z∗pe(τm ∨ τr+m)|
.

Proof. The matrix rest blocks may be abbreviated by D = diag(d1, . . . , dr) and
D′ = diag(d′1, . . . , d

′
r). The r–rowed identity matrix Ir is a normed and invert-

ible matrix. Define ci = xi + xr+i and ci = xi + xr+i for i = 1, . . . , r. Then
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Z = 〈R, p−ec1, . . . , p
−ecr〉 is a uniform group with regulator R ⊆ Z ⊆ p−eR. The

ordered tuple c = (c1, . . . , cr) is a basis of X/R such that Q = (Ir | Ir) is the
representing matrix of Z/R relative to c and x.
(1) The rest blocks D and D′ of M and N are diagonally equivalent to Ir. It
follows that X and Y are nearly isomorphic to Z. Hence both groups are uniform,
too.
(2) Define Xm = 〈xm, xr+m〉R∗ + Zp−e(xm + xr+m) for m = 1, . . . , r. Then we
have rkXm = 2 and X =

⊕r
m=1 Xm.

(3) The groups X and Y are isomorphic if and only if the submatrices D
and D′ are T–diagonally equivalent. Thus there are fj ∈ Z

∗
pe(τj) such that

diag(d′1, . . . , d
′
r) = diag(f−1

1 , . . . , f−1
r ) · diag(d1, . . . , dr) · diag(fr+1, . . . , fn) =

diag(f−1
1 d1fr+1, . . . , f

−1
r drfn). This is equivalent to d′m = dmf

−1
m fm+r ∈ dm ·

Z
∗
pe(τm)Z∗pe(τm+r) for all m = 1, . . . , r.

(4) The groups X and Y are isomorphic if and only if the diagonal elements dm
and d′m of the rest blocks D and D′ are in the same coset of Z∗pe(τm∨τr+m). Hence

there are
∏r

m=1

[
Z
∗
pe : Z∗pe(τm ∨ τr+m)

]
matrices D′ = diag(d′1, . . . , d

′
r) which fail

this condition.

Corollary 9.17. Let p be a prime and e a natural number. Let R = τ1x1⊕ . . .⊕
τ4x4 be a rigid and p–reduced completely decomposable group with critical typeset
T = (τ1, . . . , τ4). Let X ∈ C(T, p, e, 2) be an almost completely decomposable
group with regulator R such that X/R = (Zpe)

2. Let x = (x1, . . . , xn) be the
induced decomposition basis of R = p−eR/R and a be an ordered basis of X/R.
Let the representing matrix M of X/R relative to x and a be in Hermite normed
form with invertible rest block

M = (I2 | A) =

(
1 1 α

1 β 1 + αβ

)
,

where α = λpm, β = µpl for some units λ, µ and some integers 0 ≤ m, l ≤ e.
Let Stab∼=(A) =

{
F = diag(f1, . . . , f4) | fj ∈ Z∗pe(τj), F−1

62 AF>2 = A
}

denote
the stabilizer of A relative to the T–diagonal equivalence.

Let A 6= ( 1 0
0 1 ). Then

Stab∼=(A) = {diag(f1, f2, f1, f2) | f1 ∈ Z∗pe(τ1) ∩ Z∗pe(τ3), f2 ∈ Z∗pe(τ2) ∩ Z∗pe(τ4),

such that f2 − f1 ∈ pe−min(m,l) · Zpe}.

The number of distinct isomorphism classes contained in the near–isomorphism
class of X is

N =
ϕ(pe)3 p−min(m,l) · |Stab∼=(A)|∏4

j=1

∣∣Z∗pe(τj)∣∣ .

If α or β is a unit in Zpe, then

N =
(pe−1(p− 1))

3 ·
∣∣∣⋂4

j=1 Z
∗
pe(τj)

∣∣∣∏4
j=1

∣∣Z∗pe(τj)∣∣ .
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Proof. Let Stab∼=nr(A) =
{
D = diag(d1, . . . , d4) | dj ∈ Z∗pe , D−1

62 AD>2 = A
}

de-
note the stabilizer of A relative to arbitrary diagonal equivalence. Let
Orb∼=nr(A) = {D−1

62AD>2 | D ∈ DIAG(4;Z∗pe)} denote the diagonal equivalence

class of A. Let Orb∼=(A) = {F−1
62AF>2 | F ∈ DIAG(T ;Z∗pe)} denote the T–

diagonal equivalence class of A. Recall from Example 4.32 that Stab∼=nr(A) =
{D = diag(d1, d2, d1, d2) | d1, d2 ∈ Z

∗
pe such that d2 − d1 ∈ pe−min(m,l)

Zpe}
and |Orb∼=nr(A)| = ϕ(pe)3 p−min(m,l) = p3e−3−min(l,m) (p − 1)3. We compute
Stab∼=(A) = DIAG(T ;Z∗pe) ∩ Stab∼=nr(A) = {diag(f1, f2, f3, f4) | fj ∈ Z∗pe , f1 =

f3, f2 = f4 such that f2 − f1 ∈ pe−min(m,l)
Zpe} and we get the claim. Clearly we

have |Orb∼=(A)| = [DIAG(T ;Z∗pe) : Stab∼=(A)] =
∏4
j=1 |Z∗pe (τj)|
Stab∼=(A)

. By Theorem 8.8

the number of isomorphism classes within the near–isomorphism class of X is

N =
|Orb∼=nr(A)|
|Orb∼=(A)|

=
ϕ(pe)3 p−min(m,l) · | Stab∼=(A)|∏4

j=1

∣∣Z∗pe(τj)∣∣ .

If α or β is a unit in Zpe , then min(m, l) = 0 and we compute Stab∼=(A) =

{diag(f, f, f, f) | f ∈
⋂4
j=1 Z

∗
pe(τj)}. Then the statement follows.

10. Resulting Problems

(1) The critical typeset of a local group can have several admissible orderings.
In general not all orderings are equally good. Is there a distinguished
ordering?

(2) There is a complete system of near–isomorphism invariants for uniform
groups, cf. [DO93] and [Mut99]. Does there exist a complete system
of near–isomorphism invariants for block–rigid groups with a primary
homocyclic regulator quotient and for rigid local groups?

(3) Is there a complete system of isomorphism invariants for rigid local groups?

(4) Does there exist a complete system of isomorphism invariants for groups
with isomorphic primary constituents?
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Conference, pages 129–150. Marcel Dekker, Inc., 1993.

[Fuc73] L. Fuchs. Infinite Abelian Groups, Vol. I, II. Academic Press, 1970 and 1973.
[KM84] K.-J. Krapf and O. Mutzbauer, Classification of almost completely decomposable

groups, in Abelian Groups and Modules, Proceedings of the Udine Conference 1984,
volume 287 of CISM Courses and Lecture Notes, pages 151–161. Springer Verlag,
1984.

[Mad00] A. Mader. Almost Completely Decomposable Groups, volume 13 of Algebra, Logic
and Applications Series. Gordon and Breach Science Publishers, 2000.

[MMN01] A. Mader, O. Mutzbauer, and L. Nongxa. Representing matrices of almost completely
decomposable groups. In J. Appl. Alg., 2001.

[Mut99] O. Mutzbauer. Normal forms of matrices with applications to almost completely
decomposable groups. In Abelian Groups, Trends in Mathematics and Modules, pages
121–134, 1999.

[Nah98] M. Nahler. Near–isomorphism invariants of almost completely decomposable groups.
Diplomarbeit (Würzburg 1998).

[Sch98] M. Schlez. Anzahl von Isomorphieklassen fast vollständig zerlegbarer Gruppen.
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pivot set, 15
primitive, 16
regular, 11
similarity, 12
straight, 13
submatrix, 11
T–diagonal, 42

modified diagonally similar, 15

n–socle X[n], 2
nearly isomorphic “∼=nr”, 8
nonsingular, 11
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ordered decomposition basis, 22
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p–divisible, 7
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p–local group, 7
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rank, 2
rank–one group, 2
regular, 11
regulating index rgi(X), 5
regulating regulator, 5
regulating subgroup, 5
regulator R(X), 5
representing matrix

of X/R, 23
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of an induced automorphism, 34
of an automorphism, 34

rest block, 13
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slim, 4
socle S(X), 2
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stripping sequence, 13
submatrix, 11

T–diagonal, 42
T–diagonally equivalent, 42

type tp(x) of x, 3
type automorphism, 8
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