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Efficient Communication in Networks of Small Low Earth Orbit Satellites and
Ground Stations

by Andreas FREIMANN

With the miniaturization of satellites a fundamental change took place in the space
industry. Instead of single big monolithic satellites nowadays more and more sys-
tems are envisaged consisting of a number of small satellites to form cooperating sys-
tems in space. The lower costs for development and launch as well as the spatial dis-
tribution of these systems enable the implementation of new scientific missions and
commercial services. With this paradigm shift new challenges constantly emerge for
satellite developers, particularly in the area of wireless communication systems and
network protocols. Satellites in low Earth orbits and ground stations form dynamic
space-terrestrial networks. The characteristics of these networks differ fundamen-
tally from those of other networks. The resulting challenges with regard to commu-
nication system design, system analysis, packet forwarding, routing and medium
access control as well as challenges concerning the reliability and efficiency of wire-
less communication links are addressed in this thesis. The physical modeling of
space-terrestrial networks is addressed by analyzing existing satellite systems and
communication devices, by evaluating measurements and by implementing a simu-
lator for space-terrestrial networks. The resulting system and channel models were
used as a basis for the prediction of the dynamic network topologies, link proper-
ties and channel interference. These predictions allowed for the implementation of
efficient routing and medium access control schemes for space-terrestrial networks.
Further, the implementation and utilization of software-defined ground stations is
addressed, and a data upload scheme for the operation of small satellite formations
is presented.
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Chapter 1

Introduction

The development of small satellites gained momentum in the past decade. Many
satellite systems have been launched and offer a variety of services, e.g. for Earth
observation and communication applications. Many further systems are in devel-
opment [1, 2]. Technological evolution and miniaturization paved the way for the
development of new mission concepts, such as cooperating multi-satellite systems
consisting of very small satellites [3, 4]. The small size of these satellites leads to re-
duced development and launch costs but also poses problems with regard to power
supply, reliability and performance. The implementation and operation of these
systems is a challenge for engineers. An important aspect of spatially distributed
satellite systems is the wireless communication that must be implemented to enable
a system of satellites to pursue common goals and perform shared tasks such as dis-
tributed measurements and data forwarding. Terrestrial nodes and satellites in Low
Earth Orbits (LEOs) form dynamic interconnected systems, called Space-Terrestrial
Networks (STNs). Adequate communication systems and network protocols are re-
quired to enable efficient data exchange within these challenging networks.

Although terrestrial mobile networks have been an active research topic in the
past decades the communication within and with distributed LEO satellite systems
is a relatively new research topic. Existing communication protocols and algorithms
developed for Earth-bound networks assume characteristics that differ from those of
STNs. Further, they lack algorithms that make use of the knowledge about the satel-
lites and their movement. This makes existing network communication approaches
either inefficient or even inapplicable. As an example, the participants of terrestrial
mobile networks usually show unpredictable movement, whereas the movement of
satellites in their orbits is highly predictable. Further, Internet routing protocols as-
sume continuous end-to-end connections that do not exist between ground stations
and LEO satellites. Moreover, existing medium access control schemes were devel-
oped based on the assumption that the distances between network participants are
relatively low, whereas the distances in LEO systems can be several hundreds or
thousands of kilometers. The communication with big communication satellites in
Geostationary Earth Orbits (GEOs) is also a research topic that was studied exten-
sively in the past decades. However, the communication in STNs is much more chal-
lenging and complex due to aspects such as the highly dynamic network topology,
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the network size and the limitations of small satellites. Miniaturized satellites have
severely limited energy supply, poor capabilities with regard to orbit and attitude
control and low on-board processing performance. Space available for radios, an-
tennas and other devices is strictly limited. Further, communication algorithms for
STNs need to deal with challenges such as intermittent connectivity, highly varying
latencies, high levels of interference, highly heterogeneous network participants and
asymmetrical wireless links. These aspects should to be taken into account when de-
veloping communication concepts for STNs.

Besides the challenges with regard to the communication within STNs there are
also characteristics that can be used to improve network algorithms and wireless
communication protocols. The trajectories of satellites can be calculated in advance
based on orbital dynamics. Also, the data generation by sensors and the energy
generation by solar panels are predictable to a certain degree.

The development of network algorithms for space applications is considered an
important research challenge [5]. Especially the integration of STNs and the devel-
opment of routing algorithms that exploit the predictability of the network topolo-
gies was identified as an important future research goal by Tomaso de Cola and
Alberto Ginesi in [6].

1.1 Contribution

The development of cooperating multi-satellite systems in LEOs poses many re-
search challenges. This work contributes to this topic on several levels and addresses
a variety of interdisciplinary challenges in the area of satellite communications. The
developed concepts, algorithms, software tools and evaluation results have been
documented in various publications. Not all topics are addressed in this thesis, so
the publications can be considered as source of further information.

One challenge with respect to the development of network communication con-
cepts and algorithms for STN are the limited possibilities for tests and evaluations
on ground as the spatial distribution and the environmental effects on the wireless
channels cannot be replicated on ground. Therefore, the development of models
and simulation tools is a key aspect. As part of this work the discrete-event simula-
tor ESTNeT was implemented (published in [7, 8]), mainly to analyze wireless com-
munication system concepts and evaluate the performance of communication algo-
rithms. The implemented modules do not only model the communication systems
but also include related subsystems of satellites and ground stations, e.g. power
supply and attitude control (published in [9]). ESTNeT enables simulations of LEO
satellite systems including wireless links, protocol stacks, satellite and ground sta-
tion movements, energy generation and consumption of satellite subsystems and
scenario-based traffic generation. It features flexible configuration, 3D visualization
and detailed result analysis. The event-driven simulation scheduling enables a high
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temporal resolution as well as fast simulation. The modular structure facilitates fu-
ture extension and interfaces are provided that enable the integration of ESTNeT
into multi-simulator environments and hardware-in-the-loop test beds (published
in [10]). ESTNeT was published as free open-source tool on GitHub and thereby
also supports other researchers in the development of new concepts and algorithms.
Analyses of different network and application scenarios were carried out using EST-
NeT. The results show the influence of algorithms and configurations, e.g. on trans-
mission efficiency, energy consumption and reliability. The main advantage of EST-
NeT is its combination of physical system models used by satellite system engineers
and data flow simulations used by network developers. Thereby ESTNeT combines
to worlds in a single tool and enables accurate evaluations and the development of
new concepts. It also laid the basis for many of the developments described in the
following.

Planning and routing algorithms have been implemented that allow for efficient
and reliable data forwarding in STNs (published in [11, 12]). A fundamental con-
cept for these algorithms is the use of the knowledge about the system, especially
the ability to calculate the relative movement of nodes based on orbital dynamics.
Based on models of the satellite movement and the wireless channels the dynamic
network topology is predicted to address the routing issue in STNs by creating con-
tact plans. Applying this approach has several advantages, e.g. the reduction of the
computational complexity of the on-board algorithms by performing intensive cal-
culations on ground, the elimination of continuous network topology discovery by
the use of contact plans as well as the optimization possibilities by transmission slot
assignments. A significant side effect with respect to the use of ground station net-
works is that the approach also enables the integration of receive-only stations into
the network through the elimination of active node discovery by message exchange.

Another specific challenge for wireless network algorithms is the coordination
of the access to a shared communication channel. Due to the relative movement, the
high level of interference, the high distances and the limited capabilities of transceiv-
ers the applicability of existing concepts is limited, so a fundamental rethinking is
required. The combination of routing and Medium Access Control (MAC) based
on the system knowledge of STNs has the potential to increase throughput and re-
liability of future distributed LEO systems [13]. The predictability of the dynamic
system parameters is again a key aspect in the developed concept. MAC algorithms
are introduced in this thesis which are based on the prediction of contacts and in-
terference with physical system models (published in [14, 13]). Advantages of this
approach are the seemless integration with contact plan based routing schemes, the
high utilization of the wireless channel by taking advantage of the known spatial
distribution of the nodes and the optimization possibilities with respect to fairness
and prioritization.

The communication with multiple satellites passing a ground station simultane-
ously is also a new challenge that arises from the operation of distributed satellite
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systems, especially in the context of satellite formations. An approach for efficient
uplink transmissions to multiple satellites simultaneously based on a novel antenna
tracking algorithm and rateless codes was developed and published in [15]. The
potential performance improvements by this approach were evaluated with respect
to the CloudCT [16] scenario. The developed antenna tracking algorithms can also
be used to improve uncoordinated downlink transmissions from satellite formations
(published in [17]).

The ground station that is used for the operation of the satellites UWE-3 [18],
UWE-4 [19] and the small satellite formation NetSat [20] has been extended to in-
clude a Software-Defined Radio (SDR). The implementation of a software-defined
ground station and its use to gather and analyze additional information about re-
ceived signals is addressed as well. How the additional information were used to
improve the operation of the NetSat formation was published in [17] and will be
shortly described in this thesis.

Besides the network communication aspects described above also the perfor-
mance and reliability of individual links between ground stations and LEO satel-
lites is addressed. The knowledge from measurements and calculations about the
dynamic properties of these links is also beneficial to improve the throughput on
each individual link. The development of related concepts and algorithms is an-
other contribution of this work. Long-term recordings of the signals received by
the local ground station were analyzed to create a model of the environmental noise.
The derived model is presented in this thesis and it will be shown that the model cor-
responds well to the actual packet loss on the UWE-3 downlink that was observed
within a period of several months.

The environmental noise and the changing distances during LEO satellite passes
lead to high variations of the link quality. Therefore, continuous transmission pa-
rameter adaptions can significantly improve the throughput on LEO satellite down-
links and the reliability of the links. The benefit of using link quality predictions
based on system and noise models for these adaptions was addressed in [21].

1.2 Outline

The remainder of this monograph is structured as follows. Chapter 2 provides an
overview of the background for this work, e.g. the history of spacecraft, existing
and planned satellite systems, the structure of ground stations, the capabilities of
nanosatellites and an overview of satellite communication topics. Chapter 3 ad-
dresses the wireless communication between satellites and ground stations. Design
considerations are discussed and the implementation of an SDR-based ground sta-
tion is described. Further, concepts for the operation of satellite formations are de-
scribed and analyses of downlinks and uplinks based on measurements are pre-
sented. In Chapter 4 the STN simulator ESTNeT is introduced. The models for
ground stations, orbital dynamics, satellite attitude dynamics, power generation and
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consumption, Radio Frequency (RF) channels and data generation models are de-
scribed. Example simulations and results are presented. Chapter 5 introduces a con-
cept and algorithms for the control of data flows in dynamic STNs based on contact
plans. Subsequently, an approach for efficient data uploads to multi-satellite sys-
tems is presented. In Chapter 6 medium access control schemes for dynamic STNs
are presented. Chapter 7 concludes this thesis with a summary and overall findings.
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Chapter 2

Background

In this chapter background information are given and the state-of-the-art in areas
relevant for the presented work is described.

In Section 2.1 a short summary of the application areas of satellite systems is
given. The history of satellite systems and an outlook on future systems is pre-
sented in Section 2.2. Additionally, multi-satellite systems and related topics are
discussed. Section 2.3 describes the hardware components and concepts used in
satellite ground stations. In Section 2.4 the state of the art of satellite communication
hardware and protocols is summarized.

2.1 Application Areas of Satellite Systems

The application areas of small satellites can be divided into seven categories accord-
ing to [22], as depicted in Table 2.1. Satellite communication services and Earth ob-
servation are the most prominent application areas. Satellites are already in use as
an important extension of Earth-bound communication networks in regions where
no terrestrial infrastructure is available. Especially remote areas, the arctic region
and the oceans benefit from satellite-based communication services. The most com-
mon applications of Earth science missions are weather prediction, climate change
analysis and disaster monitoring [1]. Distributed Satellite Systems (DSSs) are gain-
ing momentum due to their ability to simultaneously increase observation sampling
in temporal, spatial, angular and spectral dimensions. Basically data transfer is an
important aspect for all mission types regardless of whether sensor data or user data
need to be transferred. Examples and further details are given in the following sec-
tions.

One of the enabling technologies for such distributed architectures is intersatel-
lite communication. The wireless communication between the nodes enables a sys-
tem of several satellites to pursue common goals and fulfill a shared mission such as
distributed measurements or data forwarding. The implementation of these systems
is a new challenge for engineers, as well as their operation.
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Application Definition

Satcom
Satellite communication systems for broadband and
mobile-satellite services including internet

Earth Observation
Electro-optical and radar observations, as well as meteo-
rology

Information
Narrowband communication services; data collection from
ground, aerial and atmospheric sensors; radio frequency
monitoring

Technology Testing new technologies and payloads

Security
Space surveillance and tracking, space weather observa-
tion, missile warning, near-Earth object monitoring

Science, Exploration Astronomy, astrophysics and planetary science

Space Logistics
In-Orbit servicing, in-orbit manufactoring, debris removal
and last mile logistics

TABLE 2.1: Smallsat applications

2.2 Satellite Systems

Satellites are mainly categorized according to their mass. A common definition is
shown in Table 2.2 [23]. The term small satellite is often used for satellites with a
mass of up to 500 kg. In contrast, the term CubeSat refers to a design specification
[24]. CubeSats consist of cube-shaped 1U blocks with an edge length of 10 cm and
a mass of about 1 kg. They are scalable by adding 1U blocks. Typical form factors
are 1U, 3U and 6U. They belong either to the pico-, nano- or micro-satellite class.
CubeSats with up to six units (6U) have a mass below 10 kg and belong to the nano-
or pico-satellite class [22]. CubeSats with more than six units usually belong to the
micro-satellite class .

Class Mass (kg)

Minisatellite 100 to 500
Microsatellite 10 to 100
Nanosatellite 1 to 10

Picosatellite 0.1 to 1
Femtosatellite < 0.1

TABLE 2.2: Classification of satellites according to their mass [23]

Academic Research and education organizations (e.g. universities)
Commercial Private companies; satellite-based services

Civil government E.g. space agencies
Defense Military government organizations

TABLE 2.3: Satellite operator segmentation
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While smaller satellites are often build and operated by academic and research
organizations, larger satellites are mainly operated by space agencies and military
organizations. The operators of satellites can be divided into four categories accord-
ing to [22], as listed in Table 2.3.

LEO Low Earth Orbit; up to 2,000 km
SSO Sun-Synchronous Orbit, near polar

MEO Medium Earth Orbit; 2,000 km to 20,000 km
GEO Geostationary Earth Orbit; 35,786 km
HEO Highly Elliptical Orbit

TABLE 2.4: Types of orbits [22]

Earth orbits can be categorized in six types. The definition used in [22] is out-
lined in Table 2.4. Other definitions exist, especially regarding the minimum and
maximum altitude of LEOs. Sun-Synchronous Orbits (SSOs) are a subclass of LEOs
and Medium Earth Orbits (MEOs), in which the orbital parameters are chosen in a
way that leads to a rotation of the orbital plane of approximately one degree per day
to keep pace with the Earth’s movement around the Sun. Multi-satellite systems are
mainly placed in LEOs [22]. Not only for cost reasons but also because of lower la-
tencies and higher ground resolutions of sensor data compared to orbits with higher
altitude.

2.2.1 CubeSats

In the past 20 years more than a thousand CubeSats have been launched [25]. As
CubeSats represent a large fraction of launched satellites and as they offer an ap-
propriate platform for the implementation of DSSs they are considered as the main
platform for the developments in this thesis.

Due to the limited mass of these satellites and the standardized form factor [24],
it is possible to launch them as secondary payloads using standardized deployment
devices. This allows for relatively low launch costs and opens the possibility for
many universities and small companies to launch their own satellites. CubeSats
were initially mainly used by universities for education and low-cost access to space
for research missions. The first CubeSats launched in June 2003. The first German
CubeSat that was launched into a LEO (in 2005) was the satellite UWE-1, built by
the Team of Prof. Schilling at the University of Würzburg [26]. Over time, CubeSats
have expanded into commercial and government applications. The National Re-
connaissance Office (NRO) has invested in CubeSats through the Colony program,
which included 11 companies, 4 government labs and 11 universities in 2010 [27].

In the past years academic and commercial institutions developed communica-
tion services based on CubeSats. An example of such a service is the CubeSat con-
stellation of KEPLER communications [28]. The first of these satellites was launched
in 2018. The system provides world-wide Ku-band communication including the



10 Chapter 2. Background

pole regions with data rates up to 40 Mbps by using relatively small ground station
antennas with a diameter of 60 cm. Applications in the area of Internet of Things
(IoT) and Machine-to-Machine (M2M) connectivity as well as Store-and-forward
high-bandwidth data transfer are supported. In later stages a constellation with
about 140 satellites is supposed to support real-time coverage. The SDR-based com-
munication system is able to dynamically adjust channel bandwidths and data rates
and supports a variety of different protocols for different applications. The goal
of the Radix mission [29] by Analytical Space was to test an optical downlink for
the concept of a LEO satellite data relay system with RF intersatellite links. The
communication systems include parabolic and wideband antennas as well as an
SDR. The 6U CubeSat was deployed from the International Space Station (ISS).
The GOMX-3 satellite [30] was deployed from the ISS in 2015. The CubeSat per-
formed aircraft monitoring, spectrum analysis of L-band signals using a Software-
Defined Radio (SDR) and demonstrated its high-speed X-band downlink capabili-
ties. GOMX-4 [31] is a demonstration mission including two 6U CubeSats launched
in 2018. The main goal is to test constellation capabilities for orbital control and
intersatellite communications. GOMX-4a additionally monitors Greenland and the
arctic region by capturing AIS, ADS-B and images. Intersatellite communication
tests were performed in S-band. Inter Satellite Link (ISL) communication was suc-
cessfully demonstrated at a distance of 500 km with symbol rates above 250 kBd.
It was stated that the link distance could be increased to 4500 km with a data rate
of 2.4 kbit/s using Direct Sequence Spread Spectrum (DSSS). The assumption was
made based on link budget calculations that correspond to the measurements from
the ISL experiments.

Further a number of CubeSat mission have been launched dedicated to the un-
derstanding of the environment of the Earth with respect to weather prediction,
disaster monitoring and climate change. Spire operates the CubeSat constellation
Lemur-2 [32] carrying a payload for weather prediction and another for ship track-
ing. The first satellites of the constellation were launched in 2013. In 2018 the con-
stellation consisted of 57 3U CubeSats, spread over a variety of LEOs with altitudes
between 400 and 600 km. The Dynamic Ionosphere CubeSat Experiment (DICE) mis-
sion [33] was launched in 2011 and is funded by the NASA Educational Launch of
Nanosatellites (ELaNa) programs. Two identical 1.5U CubeSats carry two Langmuir
probes to measure in situ plasma densities in the Earth’s ionosphere. Therefore, an
eccentric LEO was selected.

CubeSats are also used in missions aiming to explore the universe and other
planets. Another exceptional CubeSat mission was Mars Cube One (MarCO) [34],
launched in 2018. This NASA mission consisted of two 6U CubeSats that were
launched together with the lander InSight to Mars. It was the first of this kind of
spacecraft flying to deep space. Both CubeSats succeeded relaying data from InSight
to Earth in a flyby. The CubeSats carried a SDR-based transceiver that provides both
UHF and X-band functions together with a deployable high-gain X-band antenna to
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transmit data to the Deep Space Network (DSN) on Earth. Ultra-long waves below
30 MHz cannot be captured on the Earth surface. A large-aperture radio telescope
must be deployed in space that is impossible to realize in a monolithic fashion. A so-
lution based on CubeSats was proposed in [35] that consists of 50 or more satellites
to form a large distributed system.

Another type of missions are technology demonstration missions. The university
of Würzburg built a number of CubeSats with the goal to develop and demonstrate
technologies for formation flying [36]. The goal of the UWE-1 mission in 2005 was
the evaluation of Internet Protocol (IP)-based protocols on a CubeSat [26, 37]. UWE-
2 demonstrated attitude determination capabilities [38]. The satellite UWE-3 , that is
displayed in Figure 2.1, was launched in 2013 and demonstrated attitude control ca-
pabilities [18, 39]. UWE-4, the latest satellite of the series, successfully demonstrated
orbit and collision avoidance maneuvers in 2020 [19]. Many other CubeSat technol-

FIGURE 2.1: The picosatellite UWE-3 (Source: Chair of Computer Sci-
ence VII, University of Würzburg)

ogy demonstration missions have been launched. Examples include the satellites
First-MOVE [40], MOVE-II [41] and SALSAT [42], which have been built by Ger-
man universities. In 2019 the satellite swarm S-Net [43] successfully demonstrated
intersatellite communication within a network of four nanosatellites.

2.2.2 Multi-Satellite Systems

The technological evolution in recent years has led to an increasing interest of com-
panies in the development of multi-satellite systems based on low-cost nanosatel-
lites. A few of those distributed systems have already been launched and offer ser-
vices for Earth observation and communication applications, many further systems
are planned [3].

There are a number of terms used to describe the topology of multi-satellite sys-
tems, most commonly constellation, formation and swarm/cluster [37].
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Constellations A constellation is a group of satellites with coordinated ground
coverage complementing each other to achieve a high global coverage. Satellites
in a constellation do not control their relative positions and are controlled sepa-
rately from ground stations. Well known constellations are Global Positioning Sys-
tem (GPS) [44] and Iridium [45].

Formation A group of satellites controlling their relative positions autonomously
is called a formation. Successful formation experiments were performed with the
PRISMA mission [46] and the CanX-4&5 mission [47]. Another formation mission is
planned with the primary goal being solar coronagraphy [48].

Swarm/Cluster A group of satellites without fixed absolute or relative positions,
working together to perform a common task is called a cluster or swarm. The QB50
[49] satellites can be described as a swarm. One of the goals of this mission is to
carry out atmospheric multi-point measurements in LEOs.

Distributed Satellite System In a DSS several satellites act together to achieve joint
mission objectives [4]. A distributed system is a collection of independent systems,
working together to perform a desired task.

Fractionated Spacecraft In a fractionated spacecraft configuration all physical en-
tities share subsystem functions. An example is the System F6 [50].

Heterogeneous Satellite Systems Heterogeneous satellite systems consist of space-
craft of different size or equipped with different devises. An example is the A-Train
constellation [51] that consists of six satellites. The satellites are located in the same
orbit with an altitude of 705 km and about 98° inclination. Together they create a
picture of the terrestrial weather. The sensor data complement each other since the
satellites pass the same area with a time difference of only few minutes and therefore
enable collective observations. As of 2020, the constellation consists of four satellites.
Two satellites are no longer part of the constellation.

Usage of Terms

The terms constellation, formation, swarm and cluster are not clearly distinguished.
In the literature the terms are used in different ways. As an example the term con-
stellation is often used to describe certain orbital configurations such as Walker con-
stellations. In [3] a constellation is described as a multi-satellite system, where each
satellite is individually controlled from ground. In contrast, a formation is controlled
autonomously by a closed-loop control on board the satellites to preserve a desired
geometrical formation and control relative distances. This definition will be used in
this thesis.
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Examples of Multi-Satellite Systems

One of the first missions which intended to send many spacecraft in a single mission
to a LEO orbit is the QB50 project [49]. The objective of QB50 is to send 50 satellites
from different research institutes to space to perform in situ measurements in lower
thermosphere. A popular application for distributed satellite systems are commu-
nication services, such as world-wide Internet connectivity. A number of systems
is planned from which a selection is described in the following. The most popular
project in this area is the Starlink [52] project by SpaceX. The goal of this system is
to deploy thousands of satellites to satisfy consumer demands for high-speed Inter-
net connections, especially in remote areas where no other services are available or
where it would be too expensive to build terrestrial infrastructure. The Starlink sys-
tem operates on X-band and Ku-band is planned to be fully operational by the end
of 2021. A direct competitor to SpaceX with similar plans was OneWeb [52]. The
original plan was to launch 650 satellites in a first step and 400 more in a second
step to increase the global coverage. The satellite system was supposed to operate
in Ku-band. However, OneWeb declared bankrupt in March 2020 during the Covid-
19 crisis. At that time it had launched 74 satellites. Further well-known projects in
this area include Telesat LEO [52] and the Kuiper system [53] by Amazon. Both are
partially operational and use the Ka-band.
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FIGURE 2.2: Multi-satellite systems consisting of nanosatellites
(Source: Erik Kulu, www.nanosats.eu)

The goal of the Netsat system is to demonstrate formation flying of nanosatel-
lites by use of propulsion systems [20]. Netsat is a distributed, cooperating system
composed of four nanosatellites. The satellites are supposed to form different for-
mations by dedicated control algorithms. An overview of multi-satellite systems
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consisting of nanosatellites that do not necessarily implement intersatellite commu-
nication from Erik Kulu is depicted in Figure 2.2.

Intersatellite Communication

Inter-satellite communication is the key feature required when cooperation between
satellites is desired. ISLs are required for formation control, payload data forward-
ing, clock synchronization and other purposes, depending on the mission. Inter-
satellite communication is not implemented in all DSS missions, as in the case of
the GPS, but most DSS benefit from intersatellite communication, such as Iridium.
For others, such as formations intersatellite communication is obviously necessary,
as communication over the ground segment implies too high latencies and is not
continuously available.

2.2.3 Satellite Subsystems and Capabilities

Satellites are composed of a number of subsystems that work together to enable the
satellite to perform its different tasks, such as power supply, data processing, sen-
sor data acquisition and communication with ground. The onboard computer is the
heart of a satellite. The corresponding subsystem is also called On-Board Data Han-
dling (OBDH). It controls the other subsystems. It is responsible for monitoring the
status of the satellite and sending telemetry to ground control stations. Due to its
importance it is often designed redundantly. The Power Processing Unit (PPU) is a
satellite module that is responsible for providing electrical power to all parts of the
spacecraft. It stores the generated power, converts it to supply the required volt-
age and provides it to the power consuming modules of the satellites. Efficiency is,
besides mass and size, an import factor for building or selecting a PPU. The pan-
els are located at the surface of CubeSats. They can be equipped with interfaces,
sensors, solar cells and antennas. Solar cells are the standard device for power gen-
eration in small satellites. Solar cells are usually placed on all parts of the surface
that is not used for sensors and other systems. To increase the area available for so-
lar panels deployables are used in many cases. In some spacecraft also radioisotope
thermoelectric generators are used for power generation. Communication systems
also belong to the group of subsystems that all satellites are equipped with. De-
pending on the requirements there might even be several transceivers present in a
satellite. Often a robust low-data rate communication system is used for Telemetry,
Tracking and Command (TT&C) and a high-speed communication system for pay-
load data transmission. An Attitude Determination and Control System (ADCS) is
able to determine the attitude of the satellite and control the rotation rate or even to
point the satellite in a desired direction. The latter is required for the usage of direc-
tional antennas, pointing solar panels to the sun or orientation of sensors. Thus, the
development of precise attitude control mechanisms is one of the main drivers that
made CubeSats a viable option for space missions. State-of-the-art systems reach
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± 0.002◦ for three-axis pointing and a slew rate of 10◦/s [54]. Different actuators can
be used as part of the Attitude and Orbit Control System (AOCS) such as propul-
sion systems, reaction wheels and magnetorquers. Many satellites, especially those
in geostationary orbits, need to actively maintain their orbit, hence they require an
Orbit Control System (OCS). Actuators for those systems include cold gas and elec-
trical propulsion systems. Besides station keeping thrusters are also used to actively
change the orbit or control relative distances in a satellite formation. Last but not
least most satellites are equipped with a payload such as sensors or transponders.
Depending on the mission type a large variety of payloads are integrated. Typical
payloads are sensors for Earth observation, transmitters for video broadcasting and
communication services as well as transmitters for global navigation services.

A rapid development of satellite subsystem technologies has taken place in the
CubeSat sector in the past decade. This technological progress enables the develop-
ment of DSSs based on CubeSats. Corresponding subsystems (e.g. for attitude and
position control) have been developed in demonstrated in orbit [55, 56, 19].

FIGURE 2.3: Graphical model of UWE-4 (Source: [19])

The individual subsystems of a CubeSat are illustrated in Figure 2.3. The de-
picted satellite UWE-4 includes standard subsystems as well as an electrical propul-
sion system.

2.2.4 Orbit Configurations

The orbits of satellites are chosen according to mission needs and available launch
opportunities. Orbit configurations for multi-satellite systems can be classified in
two categories: globally distributed and compact. While globally distributed con-
figurations are mainly used to increase the spatial coverage of the Earth surface, e.g.
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for Earth observation or communication applications, compact configurations allow
for simultaneous sensing of certain regions in space or on the surface of Earth.[57]

FIGURE 2.4: String-of-pearls formation (Created using ESTNeT [8])

Figure 2.4 shows a configuration in which all satellites are located in the same
orbital plane with equidistant spacing. As the satellites are lined up as pearls on
a string this configuration is called String-of-Pearls (SoP). Also the terms in-line
formation and along-track formation are used. An advantage of this configuration is
that the satellites can be launched with a single launch vehicle as they are located in
the same orbital plane. All orbital parameters are equal except for the true anomaly.
The orbital perturbations are similar as well. Therefore, keeping the configuration
is relatively easy. A SoP configuration is for example used in the QB50 mission [58]
and planned to be used in the CloudCT mission [16].

Figures 2.4 - 2.6 were generated with ESTNeT, the STN simulator that was devel-
oped as part of this thesis. ESTNeT will be described in Chapter 4.

A well known orbit configuration is the Walker constellation, an evenly dis-
tributed configuration, used for communication and Earth observation missions be-
cause of the high ground coverage. The configuration depicted in Figure 2.5 is a very
sparse system consisting of 18 satellites. This Walker Delta pattern is typically de-
noted as i = 45◦ : t = 18/p = 6/f = 3, where i denotes the inclination of the orbits,
t the total number of satellites in the system, p the number of orbit planes and f the
phasing between neighboring orbit planes. The inclination can be changed to mod-
ify the Earth coverage. High inclinations lead to global coverage, called a near-polar
Walker Star constellation. Lower values allow to increase the temporal coverage in
areas near the equator. Walker constellations have the advantage that all satellites
experience similar orbital perturbations, limiting the requirements for station keep-
ing. Popular examples of Walker constellations are the Galileo navigation system
and Iridium.
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Figure 2.6 shows four satellites in a Cartwheel-Helix configuration. The satel-
lites are placed in a near-polar orbit. The three outer satellites S1−3 have the same
eccentricity. The values of the arguments of perigee are equally distributed, lead-
ing to a difference between neighboring satellites of 120°. The orbit of the fourth
satellite has the same inclination but an offset in Right Ascension of the Ascending
Node (RAAN) and a slightly smaller eccentricity. The intersatellite distances can be
modified by adjusting the eccentricity of S1−3 and the RAAN offset between S1−3

and S4. This kind of orbit configuration is planned to be demonstrated in the Netsat
mission [20].

FIGURE 2.5: Walker constellation

2.2.5 Multi-Satellite Launch

For the design of an orbit configuration it is important to consider the capabilities
of launch providers since the launch costs are a significant part of the mission costs.
Even though nowadays every LEO can be reached by the available launch providers
the costs can vary considerably depending on the selected orbit type and the number
of required orbits, e.g. for Walker constellations. The two main factors for launch
costs of a multi-satellite system are the number of satellites and the mass of the
individual satellites.



18 Chapter 2. Background

FIGURE 2.6: Cartwheel-helix formation

Due to their low launch costs systems compromising hundreds of CubeSats can
be launched even by smaller companies nowadays. One example is the satellite sys-
tem of the company Planet [59] that operates a constellation of more than 200 satel-
lites. CubeSats are usually launched either from the ISS or as a secondary payload of
big satellite launches [60]. Therefore, the orbits that can be selected by CubeSat de-
velopers are restricted to the orbit of the ISS or the main payload of the launch. For
example, Planet does not have an evenly distributed satellite system but an asym-
metric configuration that resulted from the available launch possibilities.

Another important factor is the orbit insertion as the last part of a satellite launch.
There is a large variety of fairings and deployment mechanism available for satel-
lites [60]. The first launch adapter for the CubeSat standard was developed by the
California Polytechnic State University, called the Poly-Pod (P-POD). The P-Pod is
an aluminum container with a payload volume size of 100 x 100 x 340 mm. The
deployer is based on a pusher plate spring ejection system. When the release mech-
anism is releasing the door, the satellite is pushed out by the spring force. Later
improved PODs have been developed such as the ISIPOD from the company Inno-
vative Solution in Space (ISISpace). The ISIPOD has holes in the pusher plate to
make use of the volume within the compressed spring. This allows satellite devel-
opers to increase the size of their satellites. Additionally, Picosatellite Orbital De-
ployer (POD)s in different sizes have been developed to reduce mass and to make
various CubeSat sizes possible. In multi-satellite launches with high numbers of
CubeSats in 2018 the Quadpack from ISISpace was used.

Nevertheless, the spring mechanisms produce a certain error in deployment ve-
locity and angle. Therefore, satellites drift apart in different directions. If a certain
orbit configuration is required such as an SoP, then propulsion systems or other
measures need to be used to achieve the final orbit configuration and this takes some
time. In case of the big launch of 104 Planet satellites it took several months until
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the final orbit configuration was reached. In the case of the Planet constellation no
propulsion system was available so the required change was performed by chang-
ing the attitude of the satellites to achieve the desired drift due to drag [61]. Never-
theless, also orbital maneuvers with propulsion systems take a long time since the
achievable force by CubeSat propulsion systems is low.

So on one hand the orbit configuration of a multi-satellite system is restricted
by launch opportunities and on the other hand the orbit insertion can take several
months. While the satellites try to reach their final orbit the network topology and
the intersatellite distances differ from the parameters of the system design. Since
these deviations can have a high impact on the performance of the network commu-
nication this has to be taken into account during the design of the communication
system and the communication protocols.

2.2.6 Outlook

The technological evolution of nanosatellites in recent years led to an increasing
interest of universities and companies in the development of multi-satellite sys-
tems. With the development of nanosatellites a fundamental change took place in
the space industry. Especially research and development activities with regard to
CubeSats are increasing all over the world. Instead of single big monolithic satel-
lites nowadays more and more systems are envisaged consisting of a number of
nanosatellites to form a cooperating system in space. The lower costs for devel-
opment and launch as well as the spatial distribution of these systems enable the
implementation of new scientific missions and commercial services. A lot of novel
space mission concepts become feasible by using distributed approaches. Many re-
searchers consider DSS as the next evolutionary step of space missions with the main
advantage being the increase in temporal and spatial resolution. Also novel mission
concepts such as distributed virtual instruments or sensor networks in space are en-
visaged [62]. Especially for Earth observation applications DSS have a huge poten-
tial, e.g. for clouds height measurements [63]. Applications like weather monitoring
and Earth imaging clearly benefit from distributed approaches as well. A few of
those systems have already been launched and offer services for Earth observation
and communication applications. An increasing number of space missions based
on DSS is currently in various stages of development, most of them Earth science
related missions [1, 2, 3, 4]. Also the combination of traditional large monolithic
satellites with distributed nanosatellite satellite systems is promising.

One example of the systems that will benefit from DSS is the IoT. More and
more devices are connected to be remotely monitored and controlled. The IoT be-
comes larger every day. So far mainly terrestrial communication infrastructure is
used where connectivity comes from Earth-bound wired and wireless networks.
The need for global coverage, advancements in small satellite technologies, the in-
crease in launch opportunities and further factors have led satellite-based IoT to
become a major topic for science and entrepreneurial opportunities. Distributed
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nanosatellite systems in LEOs represent a cost-efficient way for the accomplishment
of M2M communication and to provide low data rate communication services. Even
high latitudes can be covered with polar orbits, as described in [64, 65]. Therefore,
nanosatellites fit perfectly in a specific niche of the IoT market [66, 67]. Satellite-
based ship tracking using Automatic Identification System (AIS) signals is already
in use, while satellite-based tracking of land-based and airborne transportation sys-
tems is in development [68]. Nanosatellite networks for Internet access in remote
and underdeveloped areas are proposed in [69].

Earth observation is a promising application for distributed nanosatellite sys-
tems as well, as demonstrated by the company Planet with its Dove satellites. The
goal of Planet is to capture the whole Earth daily by a large constellation of Earth-
imaging nanosatellites and download the imagery with support of a worldwide
ground station network. The technical capabilities of the Dove satellites are cur-
rently being extended. High downlink data rates were demonstrated by the Dove
satellites [70]. Multipoint-to-multipoint communication between multiple nanosatel-
lites has been demonstrated in the S-Net mission [71]. Earth observation systems are
also in development at Zentrum für Telematik (ZfT). Satellite formations will be
implemented that perform cooperative attitude control for simultaneous target ob-
servations to capture 3D information of clouds, such as TOM and CloudCT. The
goal of the TOM/TIM mission [72, 73, 74, 75] is to demonstrate visual servoing and
measure the spatial dimensions of objects such as ash clouds by capturing objects
from multiple angles simultaneously. In the CloudCT project [16, 76, 77] a forma-
tion of ten satellites is being developed. 3D information of clouds will be acquired
by the formation flying in a dense orbit configuration. The satellites are equipped
with multi-spectral sensors to generate 3D information of clouds by the use of com-
puter tomography algorithms. Another type of mission concept is the Orbiting Low
Frequency Antennas for Radioastronomy (OLFAR) project [78], which aims to send
more than 50 identical nanosatellites to space to build a radio telescope from an array
of antennas. An efficient communication topology is necessary to transfer radiomet-
ric observations to ground.

Cooperative tasks such as payload data forwarding, formation flying and simul-
taneous target observations can only be solved by satellite systems with intersatel-
lite communication capabilities. Both M2M and Earth Observation (EO) satellite
systems could take advantage of the development of efficient communication pro-
tocols by increased throughput, faster availability of data and more efficient use of
resources. Therefore, corresponding application scenarios will be used for the eval-
uations in this thesis.

The small satellite market grows rapidly [23], especially the number of nanosatel-
lite launches increased quickly in recent years and is expected to grow even faster in
the next years [25] (see Figure 2.7). According to [22] 971 small satellites have been
launched in the commercial sector in the decade from 2010 to 2019 and in the follow-
ing decade from 2020 to 2029 the number is expected to rise to 7,660 small satellites.
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FIGURE 2.7: Nanosatellite launches (Erik Kulu, www.nanosats.eu)

The ratio of satellites that belong to a multi-satellite mission is expected to rise from
48% to 84%. The proportion of small satellites for telecommunication services is ex-
pected to rise from 11% to 56% in the same period of time. Although the drastic
increase of small satellite launches is mainly driven by the mega-constellations for
broadband communication that are currently in development also information small
satellites for narrowband connectivity such as the emerging IoT and M2M commu-
nications sector is expected to grow significantly with 950 satellites.

These numbers clearly reveal that there is a strong trend towards multi-satellite
systems and communication applications. The research presented in this thesis deals
with the challenges and research opportunities that arise from the need for satellite
network technologies to support these applications. Due to their high relevance
the developments focus on multi-satellite systems in LEOs. From a technological
point of view the focus is on nanosatellite systems. The corresponding size and
mass limitations pose additional development and design challenges. However, the
developments can be applied to larger satellites that have lower limitations as well.

2.3 Satellite Ground Stations

The history of ground stations (also called Earth stations) is quite long [79]. The first
trans-Atlantic radio message was accomplished in 1901 . Cosmic noise was detected
at Bell Labs in 1922 for the first time. The first satellite communications took place in
the late 1950s, e.g. with the Russian Sputnik satellites. The first LEO ground station
was established in the early 1960s. The first handheld Iridium phones were available
in the late 1990s. The first satellite ground stations were different from the previous
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ground-based installations in that they were able to transmit signals as well. They
were used to track vehicles that were launched into orbit or deep space. Their main
purpose was Telemetry, Tracking and Control (TT&C). Later stations used orbiting
repeaters for high-distance communication to other stations on Earth. Hobbyists
(called radio amateurs or hams) helped develop radio communication technology
from the beginning. Today still many academic ground stations are equipped with
radio amateur equipment, that was developed to enable packet radio communica-
tion between radio amateurs. In 1980s satellite communication saw a big increase.
Many satellites were launched into the GEO. Satellite broadcasting was the founda-
tion of the cable and broadcast TV industry. Cable networks were delivered through
3 to 5 m C-band dishes at the head ends of local cable TV. Later Ku-band satellites
and ground segments appeared in the 1980s, taking advantage of the lower dish
sizes. In this time also Direct Broadcasting Satellite (DBS) became very popular. In
the late 1990s the first Iridium handheld satellite telephone and a pocket-sized Irid-
ium pager was introduced with impressive communication capabilities. Through
innovations in digital signal processing, RF electronic design, error correction and
compression systems, ground stations have been driven from major installations to
home electronic units costing less than 100 €. Latest developments aim to intercon-
nect the Earth-bound IoT by satellite links. Specific ground stations for CubeSat
missions are described in [80] and [81]. A broad overview of ground segments and
Earth stations is given in [79].

2.3.1 Hardware Setup

Figure 2.8 shows a generic block diagram including the various subsystems of a
ground station. The most essential part of a ground station is the RF terminal, which
provides the link to space. The RF terminal transmits and receives data in the as-
signed frequency band. The most visible part of a ground station is the antenna.
Many forms and sizes are available to satisfy the requirements regarding frequency,
gain, beamwidth and isolation. For communication with satellites in the GEO the
antenna is aligned initially to point at the satellite and remains fixed. Systems for
communication with non-GEO satellites are more complex since they have to move
and track the satellite to direct the antenna beam at the moving spacecraft during
passes. The connection to the baseband equipment is at a standard Intermediate
Frequency (IF). The frequency is established by the upconverter for transmission
and by the downconverter for reception. A high power amplifier increases the sig-
nal level for transmission to satisfy the link requirements. In the reception case a low
noise amplifier is placed as close as possible to the antenna to amplify the signal and
thereby compensate line losses between antenna and modem. Baseband equipment
is composed of elements performing the modulation/demodulation, multiplexing
and encoding/decoding. The actual data is then forwarded through a terrestrial
network to the users such as satellite operators and customers or archived in storage
systems.
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2.3.2 Ground Station Networks

Ground stations are a necessary extension of every satellite system. They are mainly
required to command the satellites and download telemetry. This kind of ground
station is often called ground control station. Another type of ground station is used
to download payload data from the satellites or uplink user data for forwarding to
other nodes on Earth. Especially for the latter ground station networks are used to
increase contact times with the satellites. A popular example is NASAs DSN, which
is composed of three massive ground stations, located in California, Madrid and
Canberra. As the name suggests, these are used for communication with spacecraft
in deep space. The DSN is part of a larger network that also includes the Space
Network, that uses geostationary relay-satellites to forward data to ground stations
around the world and the Near Earth Network (NEN), that provides smaller anten-
nas for communication with satellites in Earth orbits and with spacecraft during the
first phase while they are on their way to a deep space mission. Commercial satellite
systems do often include dedicated ground stations or rely on commercial ground
station network providers, such as KSAT and RBC Signals. In the past also many
initiatives forced the implementation of academic ground station networks, such as
GENSO [82] and GSN [83]. Another important ground station network for academic
satellite missions is SatNOGS [84]. The Satellite Network Operated Ground Stations
(SatNOGS) project is an open source project by Libre Space Foundation. It allows
amateur satellite tracking antennas and stations worldwide to participate in a large
network. The efficient operation of distributed small satellite systems by ground
station networks is addressed in [85].

2.4 Satellite Communication

Satellite communication has a long history, starting in the late 1950s. Typically, mis-
sions relied on proprietary developments but lately also increasing effort was in-
vested in standardization.

Figure 2.9 shows the basic architectures of satellite communication. A bent pipe
retransmission is the simplest version of satellite communication. The received sig-
nal is just amplified and shifted from uplink to downlink frequency. There is no
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Store and Forward
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FIGURE 2.9: Satellite communication architectures

decoding or processing performed on board. Therefore, the satellite communication
system can have a relatively simple design. If communication between satellites is
performed the information can be forwarded over greater distances. User data or
voice is forwarded from the receiving satellite, through the satellite network, to a
ground station, and finally to the desired user of the data. If there is no instanta-
neous path through the network to the desired ground station a store and forward
approach needs to be applied. The store and forward architecture is the most compli-
cated since data does not only need to be decoded to check the destination address
and perform routing based on future contacts but also since connections need to be
established autonomously as soon as satellites come into range of each other.

Communication links are established by transmitting and receiving electromag-
netic waves, just like cellular networks and Wifi networks nowadays. The major dif-
ference are the large distances that lead to higher requirements on transmit power
and receiver sensitivity. While the so-called multipath interference is a minor issue
for satellite links other issues such as atmospheric loss and cosmic radiation play a
significant role. Factors such as signal attenuation and background noise depend on
the used carrier frequency.

Figure 2.10 shows the frequency bands defined by the North Atlantic Treaty
Organization (NATO), the Institute of Electrical and Electronics Engineers (IEEE)
and the International Telecommunication Union (ITU). Some names have different
meanings in different designations such as C-band or UHF-band. The terms used in
this thesis always refer to the IEEE designation.

1Source: https://commons.wikimedia.org/wiki/File:Frq_Band_Comparison.png, Author:
Treinkvist, License: https://creativecommons.org/licenses/by-sa/4.0/

https://commons.wikimedia.org/wiki/File:Frq_Band_Comparison.png
https://creativecommons.org/licenses/by-sa/4.0/
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FIGURE 2.10: Comparison of the frequency bands defined by NATO,
IEEE and ITU 1

With the paradigm shift in the space industry towards small satellites and multi-
satellite systems new challenges constantly emerge for satellite developers, partic-
ularly in the area of communication systems and protocols. While the first satel-
lite links were very simple analog transmissions nowadays mainly digital data is
transferred. This paradigm shift changed satellite communication fundamentally.
Another important change is taking place nowadays in the satellite system context
that took place in terrestrial networks decades ago. The transition from the commu-
nication over point-to-point links to the communication in networks of distributed
nodes. The characteristics of STNs differ fundamentally from existing Earth-bound
communication networks as well as from classical links between nodes on Earth
and geostationary satellites. The resulting challenges with regard to the design of
communication systems, system analysis, routing, medium access control and the
reliability and efficiency of communication links are addressed in this thesis.

Communication systems consist of hardware and software components. Both are
shortly described with respect to satellite communication in the following sections.

2.4.1 Communication Systems of Satellites

Communication systems mainly consist of a transceiver and an antenna system. In-
stead of transceivers sometimes also separate transmitters and receivers are used,
e.g. if sending and receiving is supposed to take place in different frequency bands.
An overview of small satellite communication systems with a focus on nanosatellites
is given in the following, based on [54].

The communication systems that have been used in past small satellites mis-
sions can be divided in RF-based and optical-based systems, whereby the develop-
ment of optical systems is still at an early stage. RF-based systems mainly differ in
the frequency that is supported by the devices. In the early history of nanosatel-
lites mainly communication systems in the VHF- and UHF-bands were used due
to their availability in the amateur radio market and the lower free-space path loss
compared to higher frequencies. Later nanosatellites also used the S-band, L-band
and X-band, which provide more bandwidth and thereby enable higher data rates
[86]. The X-band is used by the Planet satellites to enable the download of high
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data volumes. An X-band transceiver was also used in the first deep-space CubeSat
mission on board the MarCO satellites, for compatibility with NASAs DSN. An ad-
vantage of the use of higher frequency bands such as the X-band is the possibility
to build smaller antennas with high gains, but there are also disadvantages such as
the lower efficiency of transceivers and the higher attenuation caused by Earth’s at-
mosphere. Ku-, K- and Ka-band communication systems are relatively new in the
CubeSat world. However, they are state-of-the-art for large spacecraft, especially for
ISL. Astro Digital launched several 16U microsatellites with Ka-band transmitters.
At the higher frequencies, rain fade becomes a significant problem if signals need
to penetrate Earth’s atmosphere. The transceiver used in the MarCO mission also
shows another trend with regard to CubeSat transceivers, the development of SDR-
based systems. A number of SDR-based transceivers was tested in-orbit lately or
is currently in development, such as the XLink Transceiver of IQ Spacecom. SDRs
allow the implementation of very flexible systems due to the ability of extending
the system capabilities by software extensions. Optical communication experiments
were already successfully completed by CubeSat missions such as Radix [29] and
AeroCube [87]. An advantage of these systems is that there is no license regulation
and very high data rates are achievable. Drawbacks are high pointing requirements
and high signal attenuation, e.g. by clouds.

Also antenna systems play a significant role with respect to communication sys-
tem design and performance. An overview is given in the following, based on [54,
88]. Antennas differ mainly in their radiation pattern. Generally a narrower antenna
beam leads to an increased gain in the main direction and less gain in others. The
antenna needs to be suitable for the desired frequency band. Typically, whip anten-
nas or patch antennas are used to transmit VHF and UHF signals. Whip antennas
are flexible and can be stored inside the satellite during launch and be deployed in
orbit. Patch antennas do not need to be deployed but are usually attached to the
surface of the satellite, thus reducing space on the surface available for solar arrays.
Other types include helical antennas that can be designed to have a higher gain. In
S-band typically patch antennas are used. A variety of patch antennas are available
from competitors such as NewSpace Systems, AntDevCo, IQ Wireless, Syrlinks and
Surrey Satellite Technology. Also helical antennas are offered for S-band communi-
cation. X-band antennas have recently been developed due to the rising interest of
industry and universities on X-band communication systems. As in S-band mainly
patch antennas are used. Due to the small form factor also arrays of X-band patch an-
tennas are available with significantly higher gain. Jet Propulsion Laboratory (JPL)
also developed a CubeSat compatible X-band communication system for deep space
applications including a deployable reflector antenna. Also antenna arrays that are
integrated with solar panels are in development, which is a novel idea that could
save a lot of space. Micro Aerospace Solutions develops a Ku/Ka-band transceiver
for CubeSats with a 60 cm deployable dish. Astro Digital offers a Ka-band horn
antenna.



2.4. Satellite Communication 27

Intersatellite links between large spracecraft are established with Ku- to Ka-band
communication systems, such as in the Starlink system of SpaceX [89]. Intersatellite
links were also established in the UHF- and S-band, such as in the Grace (S-band)
[90] and the Prisma (UHF-band) [46] missions.

2.4.2 Communication Protocols for Space-Terrestrial Networks

In nanosatellite missions often amateur radio protocols (e.g. AX25) or proprietary
protocols (e.g. CubeSat Space Protocol (CSP)) are used. These protocols support
basic networking features such as static routing but have not been designed for dy-
namic satellite networks specifically. Other missions use space communication pro-
tocols standardized by the Consultative Committee for Space Data Systems (CCSDS).
An overview of those is given in [91]. Most of them are point-to-point protocols or
adaptions to existing IP protocols. Both are not designed for the upcoming STNs. A
novel approach to space networking was defined under the term Delay / Disruption
Tolerant Network (DTN). A protocol implementing the DTN principles was devel-
oped by NASA, namely the Bundle Protocol [92], which was also integrated into
the CCSDS protocol suite. Some algorithms presented in this thesis are based on
the DTN principles and the contact plan based networking approach of the Bundle
Protocol, which will be described in more detail in the following chapters.
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Chapter 3

Satellite-Ground Links &
Intersatellite Links

The design of satellite communication systems is a challenging task, as launching
a test system would be cost-intensive and hardware changes are impossible once
the final system is in orbit. Therefore, usually link budgets are calculated based
on the expected parameters of the communication systems and the environment to
check if the selected components fulfill the requirements. The knowledge of these
parameters is also important to model the wireless communication in STNs, which
is a goal of this work.

The environmental noise is a parameter that significantly affects the link quality.
At the same time it is one of the parameters with the highest uncertainties as noise
levels depend on the environment of the respective receiver. Therefore, measure-
ments have been performed with the local ground station and three-dimensional
noise models have been derived. These measurements were one of the reasons for
the integration of a Software-Defined Radio (SDR) into the local ground station.
Software-defined ground stations also pave the way for advanced RF system con-
cepts. Therefore, the setup of the local ground station is presented and the potential
of SDR-based systems is discussed. Also, approaches and algorithms for the opera-
tion of satellite formations are presented that make use of SDR technology. Further,
measurements from the satellite UWE-3 were used to analyze the influence of the
noise in orbit on the link quality of uplinks and ISLs.

Background information on link budget parameters and results of in-orbit ex-
periments are given in Section 3.1. The system parameters that affect the resulting
link performances are given and discussed. After introducing the relevant system
parameters and physical models their influence on the wireless links in STNs is dis-
cussed. In Section 3.2 the main factors for the performance of satellite communi-
cation links are discussed and a link budget calculation is presented. Design con-
siderations and findings are summarized. In Section 3.3 the implementation of an
SDR-based UHF ground station is outlined with the example of the local ground
station. Section 3.4 addresses the operation of satellite formations in LEOs with the
example of the NetSat formation. Analyses of downlinks and uplinks are presented
in Section 3.5 and Section 3.6 respectively. The chapter concludes with a summary
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and discussion of the findings in Section 3.7.

3.1 Background Information

This section includes descriptions and discussions of the most important parameters
for the analysis of satellite RF systems. Further an overview of relevant in-orbit
experiments is given.

3.1.1 System Noise

There are generally three types of noise sources in a wireless communication sys-
tem, namely thermal noise, interfering signals and electromagnetic pollution. Inter-
ference is often distinguished from noise, for example in the Signal-to-Interference-
plus-Noise Ratio (SINR).

The system noise temperature Ts is determined by adding the receiver noise tem-
perature Tr and the antenna noise temperature Tant.

Ts = Tant + Tr (3.1)

The noise power at the receiver has usually a uniform noise spectral density

N0 = kBTs (3.2)

where kB is the Boltzmann constant (1.381 · 10−23 J/K) and Ts the system noise
temperature [K].

The noise power PN at the receiver depends on the noise spectral density in the
used frequency band and the bandwidth, which is determined by data rate, modu-
lation and coding. Accordingly, the received noise power is determined by

PN = kBTsB = N0B (3.3)

where B [Hz] the bandwidth over which that noise power is measured.
Figure 3.1 shows the relation of system noise temperature [K] and noise power

[dBm] for a bandwidth of 14.4 kHz. The noise power at the reference temperature of
290 K equals -132.39 dBm.

3.1.2 Receiver Noise Temperature

The noise of the receiver is usually defined by the receiver noise temperature Tr. It
incorporates the noise contributions of the various circuit elements of the receiving
system from the receiver to the antenna, such as amplifiers, filters, connectors and
feed lines and can be written as

Tr =
T0

Lr
(F − Lr) (3.4)
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FIGURE 3.1: Noise power values for given noise temperatures

where T0 denotes the reference temperature 290 K, Lr the line and connector
losses and F the receiver noise figure.

The noise factor F of a device is the ratio of the Signal-to-Noise Ratio (SNR) at the
input and the SNR at the output. Instead of the noise factor often the noise figure
NF of a device is given, which is the noise factor expressed in decibels (dB).

NF = 10 log10(F ) = 10 log10

(
SNRi

SNRo

)
(3.5)

The noise figure of a receiver is related to its noise temperature by

F = 1 +
Tr

T0
(3.6)

where T0 is a reference temperature, usually 290 K [93].

3.1.3 Antenna Noise Temperature

The noise contributions originating ahead of the antenna aperture are denoted as
antenna noise temperature Tant. These noise sources include cosmic radiation, so-
lar noise, the Earth, clouds and man-made noise from nearby objects. This means
that pointing an antenna with a narrow beam towards the sun should generally be
avoided. According to [93] in frequency bands below 1 GHz mainly man-made and
galactic noise are dominant. In higher frequencies solar noise, noise due to oxygen
and water vapor, cosmic noise and rain are the dominant noise contributions.

Electromagnetic Pollution

Electromagnetic pollution arises from electrical devices operating in the vicinity of
a receiver, such as electric motors, lights, switches and power line transients. The
intensity of electromagnetic noise decreases with increasing frequency. At VHF and
UHF frequencies this kind of noise can be a significant factor. Characterization of
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environmental noise is difficult due to its randomness. However, according to [94]
at frequencies higher than 450 MHz the receiver noise level becomes dominant. The
effect of city noise upon airborne antenna noise temperatures at UHF frequencies
was measured and evaluated in [95].

Channel Interference

Besides interference caused by electromagnetic pollution also other transceivers of
a multi-node system sharing a common wireless channel cause interference in case
of simultaneous transmissions. The presence of signal interference depends on the
multiple access method used in the system, which is discussed later. If multiple
transceivers use the same channel and the multiple access method used does not
guarantee collision-free channel access signals of multiple nodes might overlap to a
certain degree and thereby increase the noise power present at the receiver. Even if
multiple channels are used signals create noise on other channels in some cases.

Experiences from previous CubeSat missions, such as the UWE-3 mission, clearly
show that radio communication in space is highly affected by interference [96], re-
sulting in packet loss and link disruptions.

3.1.4 System Gains and Losses

A transmitted signal is attenuated and possibly also amplified before it reaches the
receiver. The received power can be roughly calculated by

C = PLlGtLsLaGr (3.7)

where P is the transmission power, Ll the line loss between transmitter and an-
tenna, Gt the gain of the transmitting antenna, Ls the free-space loss, La the trans-
mission path loss and Gr the gain of the receiving antenna. The parameters that
depend on the design of the satellite and the ground station system itself are the
transmission power, the transmitting antenna gain, the line loss and the receiving
antenna gain.

The antenna gain measures the power density radiated in the main radiation
direction of the antenna versus the power density radiated by an ideal isotropic ra-
diator if the overall radiated power is equal. In other words, the gain describes the
ratio of the power that an isotropic antenna would need to radiate and the power the
directive antenna needs to radiate to achieve the same power density in the main ra-
diation direction.

Additional attenuation is caused by the cables connecting the elements of the
receiver. While inside a satellite wires are very short the cables of a ground station
can measure up to several tens of meters, as in the case at the ground station of the
university of Würzburg. The widely used Ecoflex 10 cable has an attenuation of
8.9 dB / 100 m at 20°C. Additional values for further frequencies can be found in
Table 3.1.
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Freq. Attenuation

144 MHz 4.9 dB/100m
432 MHz 8.9 dB/100m

2400 MHz 23.6 dB/100m

TABLE 3.1: Attenuation of Ecoflex 10 cables at 20° C

To compensate for losses of long cables usually a Low Noise Amplifier (LNA) is
mounted as close as possible to the receiving antenna. If its amplification is higher
than the cable loss the effect of the cable loss can be completely prevented. However,
an amplifier decreases the SNR of a signal by adding noise.

Additional gain can be achieved by applying channel coding schemes on the data
to be transmitted. The drawback is that channel coding generally introduces redun-
dancy and thereby decreases the effective data rate. Channel coding is discussed in
more detail later. The coding gain is no gain in the original sense. It does not increase
the received signal power but lowers the required signal power to achieve a certain
bit error rate by correcting one or multiple bits in the received data.

3.1.5 Propagation Losses

According to [97] losses due to atmospheric gases such as Nitrogen, Oxygen, Carbon
Dioxide and Hydrogen are nearly independent of atmospheric temperature, density
and humidity at frequencies below 2 GHz. Atmospheric absorption depends mainly
on the number of molecules along the path between the two nodes. This means that
the attenuation increases at lower elevations since the distance the signal travels
through the atmosphere increases.

Table 3.2 shows the attenuation levels for frequencies up to 2 GHz at different
elevation angles according to [97].

Elevation Loss

0° 10.2 dB
5° 2.1 dB

10° 1.1 dB
30° 0.4 dB
45° 0.3 dB
90° 0 dB

TABLE 3.2: Loss due to atmospheric gasses at frequencies below
2 GHz (based on [97])

3.1.6 Modulation

Data transfer on satellite links is made possible through digital modulation, where
an analog carrier signal is modulated by a discrete signal. The changes in the car-
rier signal are represented by a finite number of M = 2N alternative symbols, the
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modulation alphabet. Thus a symbol represents a message consisting of N bits. The
data rate of a system is the product of the symbol rate fs [symbols/s] and the num-
ber of bits per symbol N . Digital modulations used for satellite communication are
based on three fundamental types of carrier signal changes, being Phase Shift Key-
ing (PSK), Frequency Shift Keying (FSK) and Amplitude Shift Keying (ASK).

The quality of a received signal can be measured by the SNR, the Bit Error
Rate (BER) and signal outage. The signal outage can be defined by the probabil-
ity with which the SNR falls below the reception threshold, also called the receiver
sensitivity. This threshold depends on the modulation scheme that is used. Gener-
ally the more symbols are used the higher is the reception threshold since it is more
difficult to distinguish the symbols in noisy signals.

FIGURE 3.2: Modulations used by CubeSats deployed in orbit until
2017 (based on [86])

Whereas for links in the UHF-band often FSK, Audio Frequency Shift Keying
(AFSK) and Gaussian Minimum Shift Keying (GMSK) are used, in higher frequency
bands M-PSK is a typical choice. Figure 3.2 shows the modulation schemes used by
the CubeSats deployed in orbit until 2018 according to [86].

3.1.7 In-Orbit Tests

Wireless communication experiments performed on satellites and ground stations
can be used to improve models and simulations of STNs. Therefore, some results
of experiments with relevance for this thesis and their results are described in the
following.

UWE-3 is the third CubeSat build by the team of Prof. Schilling at the Univer-
sity of Würzburg. It was launched on November 21st, 2013. Besides attitude de-
termination and control experiments it also performed noise measurements in orbit
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[96]. It employs two redundant UHF receivers operating in the 70 cm amateur ra-
dio frequency band (435-438 MHz). While the downlink performance was good
from the beginning the uplink channel to the satellite suffered from high packet loss
of 80-90 %. During some ground station passes the packet loss on the uplink was
even 100 %. Due to these unexpectedly poor uplink performance a number of Re-
ceived Signal Strength Indicator (RSSI) measurements have been performed during
a time period of several weeks. While the lowest noise levels measured are around
-115 dBm there have also been measurements with values ranging up to -70 dBm
over Central Europe at a frequency of 437.385 MHz. These tests show that there
is a high variation in the noise levels in the UHF-band. While some channels are
highly affected by interference others are not. This underlines the need for proper
frequency selection and the need for measures to cope with significant temporary
degradation of the used radio channel.

In-orbit measurements were also performed in the S-Net mission. The four satel-
lites have been deployed from a single launcher. The expected maximum commu-
nication range was 400 km. Since no active orbit control was available focus was
placed on low relative drift velocities after deployment by selecting appropriate
deployment mechanisms. Patch antennas have been place on each side of the cu-
bic satellites. Their is one S-band transceiver that can be connected to one of the
patch antennas by an antenna switch. There was no precise attitude determination
available (no star trackers). Attitude control was performed using three orthogo-
nally mounted reaction wheels. By detumbling the satellites and selecting the ap-
propriate antenna with a link initialization algorithm intersatellite links could be
established. Uplink and downlink frequencies are allocated in different ranges in
S-band. For this reason one separate uplink patch antenna was used in S-band and
placed on the Z+ panel of the satellite. Before data could be transferred between
two satellites a session had to be established. During the establishment phase both
transceivers had to select the antenna that is pointing to the other satellite, figure
out the correct RX gain and antenna settings. Subsequently, the SNR was measured
and exchanged. Based on the measured values an appropriate Adaptive Coding
and Modulation (ACM) setting was commanded by the caller and a channel change
occurred if necessary. Since the S-Net satellites only supposed to establish point-to-
point links with directional antennas it was assumed that no complex MAC scheme
was required and only a Time-Division Duplex (TDD) with fixed slot symbol length
was implemented. The data transfer was time-duplexed and organized in short ses-
sions with variable lengths. Each session was divided in a number of TDD frames.
Due to the necessary antenna switching multi-hop data transfer was performed in
a store-and-forward manner. The satellites were able to measure relative distances
by RF signal propagation delays. Additionally, the orbit parameters of all satellites
were uploaded and used by on-board orbit propagators. In this way the network
topology could be determined by the satellites. Based on the known network topol-
ogy the well known Dijkstra algorithm was proposed to determine an optimal path
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in the network between any pair of nodes. Whereas it was stated that the algorithm
was tested for up to two hops it is not clear if there was multi-hop communication
performed in orbit. However, point-to-point links were analyzed by measurements
in different situations considering relative distances and antenna alignment. SNR
measurements were performed for links between two satellites on a frequency of
2266 MHz. Further a link budget calculation was presented which corresponds well
with the presented measurements. The S-Net mission [71] provided a proof that
intersatellite network communication is feasible in a network of four nanosatellites
over distances of more than 150 km. However, the approach of mounting a patch
antenna on each side of the satellite and switching between the antennas for com-
munication might not be feasible on 1-3U CubeSats since too much of the satellite’s
surface might be occupied by the antennas, leaving little space for solar cells and
sensors.

Existing in-orbit experiments show that it is possible to model satellite links with
sufficient accuracy but special attention should be given to the modeling of the noise
affecting the receiving antenna. While results of the UWE-3 experiments can be used
to model the noise in the UHF-band affecting satellite antennas, further experiments
are required to model the environmental noise of ground stations.

3.2 Satellite Communication System Design and Link Anal-
ysis

Communication system and channel models allow system engineers to design satel-
lite communication systems according to given requirements. A link budget calcula-
tion for UHF Satellite Ground Links (SGLs) and ISLs is presented and the drawbacks
of this classical approach in comparison to simulation models are discussed.

Design and verification of communication system concepts for satellite systems
is usually performed based on link budget analyses. All gains and losses are ag-
gregated to estimate the expected link quality. The design of a communication sys-
tem must ensure sufficient signal quality and availability of communication links.
There are numerous factors that influence the performance of communication sys-
tems, such as transmit power, antenna gain, receiver noise and channel bandwidth.
The electromagnetic waves generated for wireless signal transmission are attenuated
by effects such as free space path loss and atmospheric absorption. While terrestrial
wireless links are significantly influenced by obstacle loss and multipath propaga-
tion these effects are often neglectable with respect to satellite links.

Link analysis and design mainly concerns the physical layer of STNs. In wireless
networks the physical layer defines how radio waves are generated and received and
how the conversion of physical signals to a stream of bits is performed. There are
several factors that influence a wireless connection, such as antenna gain, receiver
sensitivity, transmit power, noise and available bandwidth. The parameters that are
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relevant for the analysis and design of satellite links are outlined and discussed in
the following.

3.2.1 Link Budget Calculation

The link budgets of mission scenarios and communication systems can be evaluated
with respect to data rates, SNRs and bit error rates.

The link budget is typically represented by the SNR at the receiver and compared
to the SNR required for a desired link quality, e.g. a desired BER. If interference from
other transmitters using the same channel is considered separately to the noise in the
system the term SNR is sometimes extended to the SINR, given by

SINR =
PtGtLpGrLo

PN +
∑

∀i PiGiLpGrLo
(3.8)

where Pt is the transmitter power, Gt the antenna gain of the transmitter, Gr the
antenna gain of the receiver, Lp the path loss, Lo the obstacle loss, PN the background
noise experienced by all transmissions and i the set of interfering transmitters.

The energy-per-bit to noise-density can be calculated by

Eb

N0
=

PLlGtLsLaGr

kBTsR
(3.9)

where P is the transmission power, Ll the line loss between transmitter and an-
tenna, Gt the gain of the transmitting antenna, Ls the free-space loss, La the trans-
mission path loss, Gr the gain of the receiving antenna, kB the Boltzmann constant,
Ts the system noise temperature and R the data rate. The free-space path loss Ls

equals (λ/4πd), where λ is the wavelength of the radio frequency and d the distance
between sender and receiver.

The received power in decibels (dB) is given by

Pr = Pt +Gt +Gr + 20log10

(
λ

4πd

)
(3.10)

where gain is expressed in dBi and power in dBm or dBW.
The relation of SNR and EbN0 is given by

SNR =
Eb

N0
· R
B

(3.11)

where R is the data rate and B the noise bandwidth. Equation 3.11 also shows
that the required SNR is proportional to the used data rate.

Equation 3.11 can also be defined for the dB scale by

SNR [dB] =
Eb

N0
[dB] · 10 log10

(
R

B

)
(3.12)

The signal bandwidth depends on the data rate. Factors can be defined for spe-
cific modulation schemes. Example values from [98] are given in Table 3.3.



38 Chapter 3. Satellite-Ground Links & Intersatellite Links

Modulation scheme Typical Bandwidth

QPSK, DQPSK 1.0 bit rate
MSK 1.5 bit rate

BPSK, DBPSK, OFSK 2.0 bit rate

TABLE 3.3: Typical bandwidths of digital modulation schemes

In real scenarios additional losses and noise sources are present such as polariza-
tion loss, multipath effects due to reflections from buildings and from the ground,
implementation loss and obstacle loss.

Bit and Packet Error Rate

The signal quality of the transmission of digital signals can be described by bit error
rates and packet error rates. The bit error rate is the number of received bits that have
been altered during a transmission. The bit error probability pe is the expectation
value of the bit error ratio.

The complementary error function (Equation 3.13) is used to calculate bit errors.

erfc(x) =
2√
π

∫ ∞

x
e−τ2dτ (3.13)

The relationship between the SNR and the energy per bit to noise power spectral
density ratio (Eb/N0) is given by Equation 3.14.

Eb

N0
=

S

N
· BW

fb
(3.14)

According to [94] the bit error rate (Pe) when using a GMSK modulation is given
by Equation 3.15.

Pe = Q

(√
2α · Eb

N0

)
(3.15)

The constant α in Equation 3.15 depends on the Gaussian filter used. A typical
value is α = 0.68. The Q-function is the tail distribution function of the standard
normal distribution, given by Equation 3.16.

Q(x) =
1√
(2π)

∫ ∞

x
exp

(
−u2

2

)
du =

1

2
erfc

(
x√
2

)
(3.16)

While GMSK is typically used in the UHF frequency band, in higher bands PSK
and Quadrature Amplitude Modulation (QAM) are frequently used.

The BER for M-PSK can be calculated by Equation 3.17, which is an approxima-
tion that gets less accurate for low SNR values according to [99].

Pe,MPSK ≈
2

log2(M)
Q

(√
2Eb

N0
log2(M) sin

( π

M

))
(3.17)
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The BER of M-QAM can be calculated by Equation 3.18 according to [99].

Pe =
4

log2(M)
Q

√3 Eb
N0

log2(M)

M − 1

 (3.18)
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FIGURE 3.3: Bit error rates depending on modulation scheme and
Eb/N0

Figure 3.3 shows the error rates of GMSK, Quadruple Phase Shift Keying (QPSK)
and 8-PSK with respect to Eb/N0, the energy per bit to noise power spectral density
ratio, a normalized signal-to-noise ratio. Eb is the power per bit and is equal to the
signal power divided by the user bit rate. N0 is the noise spectral density, the noise
power in a 1 Hz bandwidth. The graph shows that QPSK has a higher efficiency
than GMSK as it produces lower bit error rates and is able to transmit two bits per
symbol whereas GMSK only transmits one bit per symbol. Further details and an
overview of the performance of different modulation schemes are given in [94].

For satellite communication accepted bit error rates are between 10−4 and 10−7.
In the analyses and evaluations in this thesis usually a target bit error rate of 10−5 is
assumed.

If modulation schemes with a higher order are used the data rate increases but
also the bit error rate generally increases. To calculate the achievable bit error rate of
a channel the Shannon Theorem can be used, that defines the limit for the capacity
of a (wireless) channel. Equation 3.19 gives an upper limit for the data rate that can
be achieved on a channel with bandwidth B in presence of a given SNR.
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Rb < B · log2(1 + SNR) (3.19)

The second important measure for the transmission quality, the packet error rate,
is the ratio of the number of incorrectly received data packets and the number of
received packets. A packet is considered incorrect if at least one bit is erroneous. The
expectation value of the packet error ratio is denoted packet error probability pp and
can be calculated by Equation 3.20 for a packet length N and a bit error probability
pe.

pp = 1− (1− pe)
N (3.20)

The Packet Error Rate (PER) increases with the packet size.

Receiver Sensitivity

The receiver sensitivity is a measure of the ability of a receiver to demodulate and
get information from a weak signal. The sensitivity can be quantified as the lowest
signal power level from which it is possible to get useful information. In digital
systems receive signal quality can be measured by the BER. The sensitivity is the
required signal strength to achieve a specified BER [100]. It depends on the internal
noise, the modulation technique, the error correction scheme, noise bandwidth, data
rate and the desired BER. As an example, if a modulation scheme requires EbN0 =

9.6 dB to achieve a target BER of 105 the sensitivity of the receiver is the internal
noise plus 9.6 dB.

Link Margin

The design of a satellite communication system is usually performed by calculating
link budgets. The goal of link budget calculations is to determine the link margin
based on expected system parameters. The link margin is the ratio of the calculated
SNR and the required SNR to achieve the desired BER. To ensure link robustness
usually the worst case scenario is considered for the link budget calculations, e.g.
the maximum distance to a ground station during passes of the satellite. The re-
quired SNR depends on the energy per bit to noise power spectral density ratio
(Eb/N0), the data rate and the noise bandwidth. The link margin for Earth-bound
applications should exceed 20 dB for the link to be able to compensate multi-path ef-
fects and attenuation by obstacles. For satellite communication applications usually
a link margin of 1-3 dB is desired. Bit error rates should generally not exceed val-
ues from 10−7 to 10−4 but should be adapted to expected packet sizes since for users
mainly the packet loss is important, which depends on BER as well as on packet size.
A crucial factor, especially for satellite communications, is the system noise temper-
ature. The SNR is reverse proportional to the system noise. The actual noise at the
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receiver depends on many variable influences and is hard to predict. In ground sys-
tems measurements can be taken prior to the mission to increase the confidence in
assumptions made in link budget calculations.

3.2.2 UHF Link Analysis

In this section it is discussed which values can be assumed for noise levels, transmit
power and antenna gains with respect to CubeSat missions. Then the link margins
of SGLs and ISLs in the UHF-band are calculated for a typical CubeSat mission.

Noise

According to [101] the satellite receiver noise temperature Tr in the UHF-band can
be assumed to be 1,228 K and the antenna noise temperature to be 150 K, resulting in
a system noise temperature of 1,378 K which is equal to 31.39 dBK while the ground
station receiver noise temperature equals to 1,160 K.

In [102] the system noise temperature of the ground station is assumed to be
34.1 dBK (2570.4 K) and the satellite’s system noise temperature 26.2 dBK (416.87 K).

In [93] typical system noise temperatures for satellite downlinks on a frequency
of 200 MHz for uncooled receivers in clear weather are given. The downlink noise
temperature given is 23.4 dBK and the uplink temperature 27.9 dBK, whereby the
antenna noise on the downlink is assumed to be 150 K and on the uplink 290 K. The
uplink antenna temperature is determined under the assumption that a directional
antenna with a narrow beam is pointed to the Earth, which has a temperature of
about 290 K. In the data sheets of the AX100 transceiver of Gomspace a noise tem-
perature of 1,800 K is assumed for the downlink and 3,150 K for the uplink. Tables
3.4 and 3.5 summarize the values given in the literature. The last column shows the
resulting noise power assuming a bandwidth of 14.4 kHz.

Noise Temp. [K] Noise Power [dBm]

Gomspace 1800 -124.46
Popescu [101] 1378 -125.62
Aragón et al. [102] 2570 -122.92
Ref. temp. 290 -132.39

TABLE 3.4: Ground station system noise

Noise Temp. [K] Noise Power [dBm]

Gomspace 3150 -122.03
Popescu [101] 1160 -126.37
Aragón et al. [102] 417 -130.81
Ref. temp. 290 -132.39

TABLE 3.5: Satellite system noise
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FIGURE 3.4: Communication range depending on the system noise
temperature

Figure 3.4 shows that the system noise temperature has a significant influence on
the communication range. Note that this plot shall not indicate ranges for a specific
link, thus underlying parameters are not given at this point. However, the relation
of noise and range shows that the system noise temperature is a very important
parameter for link budget calculations and that deviations from expected values
should be carefully considered.

Transceivers and Antennas

CubeSat transmitters achieve output power levels of up to several Watt [86]. Con-
servatively a transmit power of 27 dBm (≈ 0.5 W) can be assumed.

For communication in the UHF-band usually either single whip antennas or
turnstile antennas are used. An example of a turnstile antenna for 1-3U CubeSats
is the NanoCom ANT4301, which is a canted turnstile antenna for the amateur ra-
dio frequency band (435-438 MHz). The advantage of turnstile antennas is that they
have an almost omnidirectional radiation pattern and circular polarization, so no
pointing is required to establish links. Additionally, they don’t cover much of the
surface of the satellite. The downsides are that these antennas have to be mechani-
cally deployed in orbit, which is a potential source of failures and that they have a
very low gain of about -2 dBi to 2 dBi depending on the direction.

There is also a variety of deployable directive UHF antennas for CubeSats such
as helical antennas. Larger structures can reach gains of more than 10 dBi [103].

An extensive review of antenna developments for CubeSats is given in [88].
UHF ground stations are typically equipped with cross-Yagi antennas since these

antennas provide high gain and circular polarization [104, 105, 106].

1Source: https://gomspace.com/UserFiles/Subsystems/datasheet/gs-ds-nanocom-ant430.PDF
(Accessed April 11th 2020)

https://gomspace.com/UserFiles/Subsystems/datasheet/gs-ds-nanocom-ant430.PDF
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Another option for future applications are phased-array antennas. Instead of a
single high-gain antenna software-defined phased array antennas could be used that
allow electrical beamforming and multiple simultaneous beams with modest gain.
New beams can be instantiated and track targets without disturbing passes that are
already in progress. Experimental evaluations of this approach were presented in
[107].

Link Budget

In the following an example of a link budget calculation for a CubeSat system is
presented as a basis for later discussions. The example values were extracted from
the literature and data sheets of typical CubeSat mission hardware. Link budget
parameters can be grouped into several parts, as in tables 3.6 - 3.11. Tables 3.6 and 3.7
include the parameters of the ground segment and the satellite segment respectively,
such as Tx RF power, antenna gain, losses and noise levels.

With the parameters in table 3.6 a ground station Effective Isotropic Radiated
Power (EIRP) of 32.37 dB results while the satellite EIRP based on the parameters in
Table 3.7 amounts to -2 dB. This significant difference mainly results from the lower
transmitted RF power and the lower antenna gain of the satellite.

TABLE 3.6: Ground segment parameters

Parameter Value Unit

Tx RF power 25.00 W
Antenna gain 18.90 dBi
Antenna pointing Loss 0.50 dB
Cable loss PA to antenna 0.50 W
Cable loss before LNA 0.50 dB
Receiver noise temperature 290.00 K
Antenna temperature 150.00 K
Interference noise temperature 1500.00 K

System noise temperature 1940.00 K
Rx G/T -14.97 dB/K
Tx EIRP 32.37 dB

Table 3.8 contains the geometrical parameters of the mission, e.g. orbit height,
intersatellite distance and the worst case satellite elevation angle. According to these
geometrical worst case conditions the SGL distance equals to 1,815 km and the ISL
distance equals to 100 km.

According to the geometrical parameters in Table 3.8 the free-space path losses
of SGLs and ISLs are calculated. By adding polarization and atmospheric losses the
SGL and ISL propagation losses result in a value of 155.9 dB and 128.22 dB respec-
tively.

In order to calculate the resulting link margins, parameters of the respective RF
channel are taken into account as well, e.g. carrier frequency, transmission bit rate
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TABLE 3.7: Satellite segment parameters

Parameter Value Unit

Tx RF power 1.00 W
Antenna Gain 0.00 dBi
Antenna Pointing Loss 0.00 dB
Cable loss before LNA 0.50 dB
Receiver noise temperature 290.00 K
Antenna temperature 150.00 K
Interference noise temperature 1500.00 K

System noise temperature 1940.00 K
Rx G/T -33.38 dB/K
Tx EIRP -2.00 dB

TABLE 3.8: Geometrical parameters

Parameter Value Unit

Orbit height 550.00 km
Earth radius 6371.00 km
Satellite elevation 10.00 deg

SGL distance 1815.00 km
ISL distance 100.00 km

TABLE 3.9: Propagation losses

Parameter Value Unit

Polarization losses 3.00 dB
SGL free space loss 150.00 dB
ISL free space loss 125.00 dB
Atmospheric losses 2.00 dB

SGL propagation losses 155.90 dB
ISL propagation losses 128.22 dB
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and coding gain. Based on the parameters given in Table 3.10 the required signal-to-
noise power density C/N0 equals to 51.88 dBHz.

TABLE 3.10: Link parameters

Parameter Value Unit

Carrier frequency 435.60 MHz
Carrier wavelength 0.69 m
Receive channel bandwidth 14.40 kHz
Transmission bitrate 9.60 kBit
User bitrate 7.68 kBit
Coding gain 3.50 dB
Receiver implementation loss 1.50 dB

Required Eb/No uncoded 12.30 dB
Required Eb/No coded 8.80 dB
C/No required coded 51.88 dBHz

Finally, the resulting link margins for downlink, uplink and ISL are calculated
as given in Table 3.11. The link margins of the system studied in this example are
above the desired margin of 1-3 dB. However, the numbers are based on assump-
tions on the losses and noise levels that are actually highly dynamic. Measurements
performed during the UWE-3 and UWE-4 missions show that external interference
can significantly reduce link margins as presented in the following section.

TABLE 3.11: Link margins

Parameter Value Unit

C/No Downlink 55.72 dBHz
Margin Downlink 3.84 dB

C/No Uplink 71.70 dBHz
Margin Uplink 19.81 dB

C/No ISL 65.00 dBHz
Margin ISL 13.11 dB

3.2.3 Conclusion

In this section a review on RF link parameters was given. The parameters and their
influence on the link budget were discussed. The presented link budget calculation
is a standard approach that is used in the design phase of satellite missions. It was
shown by the evaluation of the experiments performed with the satellite UWE-3
and the ground station of the university of Würzburg that a link budget calculation
can only give a rough impression of the expected link quality. Several issues of this
approach need to be addressed to improve the link analysis.

One issue is that losses and noise levels are not static in reality but highly dy-
namic and the range of these values can be quite high as the measurements show.
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As was outlined relatively low values are assumed in the literature for the system
noise. The actual noise levels can be up to several orders of magnitude higher than
the assumed values as the performed measurements show. Further, a single link
budget calculation is not sufficient to verify the communication system design if the
communication system allows the adaption of the link, e.g. modulation and cod-
ing parameters. Link performance measurements in terrestrial hardware test beds
can be used to increase the confidence of the assumed hardware parameters, but the
actual configuration in orbit cannot be replicated in a hardware testbed, so measure-
ments in terrestrial test beds have limited relevance. Consequently, it can be stated
that link budget calculations and hardware experiments are not sufficient for the
analysis of future satellite missions.

Another issue is that hardware design and protocol implementation are usually
handled as two different parts performed by different persons. While system engi-
neers use detailed models of wireless links, protocols are developed and evaluated
based on very simple link and network models. Thus, novel simulation models are
developed in this work.

3.3 Implementation of a Software-Defined Ground Station

The ground station at the university of Würzburg was originally built for the op-
eration of UWE-1, the first German CubeSat. In the subsequent years it was used
for the operation of UWE-2, UWE-3 and UWE-4. Since September 2020 it is also the
main control station of the satellite formation NetSat. In the course of this thesis an
Software-Defined Radio (SDR) was integrated into the ground station to improve
the signal decoding and enable various analyses of the satellite signals and the envi-
ronmental noise.

In this section it is shown how SDRs can be used to increase the performance of
communication links to satellites. The ground station was used together with UWE-
4 and the NetSat satellites to perform downlink tests and long-term measurements
of the environmental noise in the used frequency band. The measurements of the
environmental noise are used to derive an orientation-dependent noise model for the
ground station. Further, noise measurements performed in-orbit by UWE-3 are used
to generate a geographic noise model for the interference affecting LEO satellites.

In Section 3.3.1 an overview of the state of the art of low-cost ground station
hardware and software is given. The implementation of the local ground station
and the integration of an SDR is described in Section 3.3.2.

3.3.1 Background and Related Work

The communication links in CubeSat missions for research and education purposes
usually use amateur radio packet protocols, mainly AX.25. Statistics show that
around 30 % of small satellite missions employ the AX.25 protocol as depicted in
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Figure 3.5. A rising number of missions implement proprietary protocols as the
capabilities of AX.25 are limited. However, many available Commercial Off-The-
Shelf (COTS) components support this simple protocol and there is a huge commu-
nity of radio amateurs that use AX.25 and support CubeSat missions. Therefore,
AX.25 is still the most widely used protocol in the UHF amateur radio band.

FIGURE 3.5: Most prominently used communication protocols in
small satellites 2008 - 2017 according to [86])

AX.25 works well in many CubeSat missions in which the throughput require-
ments are low and data loss can simply be compensated by retransmissions. Never-
theless, with the rising capabilities of small satellites the requirements for communi-
cation links increase as more data needs to be transferred and the satellite operation
becomes more complex.

Furthermore, satellite links suffer from changing link characteristics due to dy-
namic link distances, interference levels and pointing errors. Adaptive modulation
and protocol parameters would allow for more robustness and efficiency.

Through continuous evolution of micro electronics SDRs high performance be-
came available at low cost, paving the way for the development of new dedicated
communication protocols and modulation schemes. While traditional HAM radio
equipment requires several devices such as radio, Terminal Node Controller (TNC),
or modem, an SDR replaces these components with a single device, that can be con-
figured much more flexibly and therefore support advanced protocols, modulations
and error correction schemes, while TNCs often require hardware access and allow
only basic reconfiguration.

The use of SDRs allows the adaption of link parameters and furthermore SDRs
support soft bit error correction algorithms. Those are able to decrease the error rates
and improve the reliability of communication links without consuming more band-
width and energy. In a standard modulation process the incoming signal is mapped
to ones and zeros. If soft bits are used the signal is mapped to values between zero
and one, so error correction algorithms can make use of this additional information
to obtain a coding gain as described in [108]. There are many further reasons to
use SDRs instead of traditional radios, e.g. increased compatibility with different
satellite missions.
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Software-defined ground stations have been implemented by some universities
and radio amateurs earlier, as described in [109, 110, 111, 112, 113, 106]. This opens
up new opportunities and applications as outlined in [114] and [115]. The ground
station network SatNOGS [116] is also based on software-defined ground stations,
mainly operated by universities and radio amateurs. While here usually cheap
SDRs, such as the well-known RTL-SDR, are used that only support signal recep-
tion, some ground stations also use professional SDRs that also include a transmitter,
such as the USRP N210 [113].

3.3.2 Ground Station Setup

The basic setup of the ground station of the university of Würzburg that was used to
operate UWE-3 and also initially to operate UWE-4 is described in [81]. It includes
COTS components and some self-developed software modules.

TNC HPA

LNALAN Operation 
Server

Ground Station

SDR

Radio

Rotor 
Controller

Gnu 
Radio

SDR 
Assist

FIGURE 3.6: Local ground station setup as used for the UWE-4 and
NetSat missions

In 2020 this setup was improved by integrating an SDR, as described in [17]. The
current setup of the ground station is illustrated in Figure 3.6. The original signal
path with a TNC, an ICOM IC-910H radio and an High Power Amplifier (HPA) is
still in use for transmission. For reception and decoding an SDR was integrated into
a second signal path.

The UHF signals are received by a second cross-Yagi antenna that is mounted on
the same 10 m tower as shown in Figure 3.7. The antennas have a length of 574 cm
and a gain of 18.9 dBi. The signals are amplified with an LNA that is placed on
the tower and passed to the USRP B210 SDR. The SDR passes the sampled signal
to a PC via a USB interface. On the PC a Gnu Radio instance is running that is
controlled by a self-developed tool (SDR Assist) which calculates the satellite passes
and Doppler shifts, controls IQ recordings and forwards the current Doppler shifts
to the GNU Radio instance. The GNU radio instance forwards the decoded packets
to the operation server and stores the IQ values received during satellite passes on a
hard drive.
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The hardware setup can be considered a typical UHF ground station setup for
CubeSat missions. Similar ground stations are described in [109] and [117]. The
ground station is a standalone system comprising all components to communicate
with the satellite, e.g. antenna, transceiver, tracking hardware and data distribution
system. The ground station is connected to the Compass network [118] which en-
ables a seamless information flow between satellite operators, ground station, test
hardware and test facilities. The operation server allows for automated satellite op-
erations. The station calculates satellite passes and controls the antenna tracking
during passes. It automatically adjusts uplink and downlink frequencies, transmis-
sion parameters and the used protocol stack according to the tracked satellite.

3.4 Operation of Satellite Formations

FIGURE 3.7: The ground station an-
tennas at the university of Würzburg

The operation of a satellite formation leads to
new challenges with regard to ground stations
operations.

To form a formation satellites need to fly in
comparably short distances to each other so that
ISL communication can take place. This leads
to the difficulty that all satellites are in view si-
multaneously, i.e. pass ground stations in short
succession. To communicate with all satellites in
a single pass the ground station antenna needs
to track the satellites in short succession.

In this section it is discussed how software-
defined ground stations can be used to improve
the operation of satellite formations with the for-
mation NetSat as example.

Usually only one satellite is tracked at a
time by a ground station. However, if a satel-
lite formation in LEOs is operated the beam of
the ground station antenna can eventually cover
multiple satellites simultaneously. Operators can make use of this by pointing the
ground station antenna to a group of satellites instead of a single satellite. Figure 3.8
shows a 3D visualization of a simulation to compare ground station antenna tracking
modes. It was performed with the simulator ESTNeT based on the system param-
eters of the NetSat mission. The satellite antennas are assumed to have an omnidi-
rectional radiation pattern and the ground station antenna has a cross-Yagi antenna
pattern with a beamwidth of 30°. The transmit power of the satellite transceivers
is 1 W. The distance of the first and the last satellite of the along-track formation is
about 1000 km.
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FIGURE 3.8: 3D simulation of a NetSat ground station pass

Figure 3.9 shows how the downlink performance can be improved by tracking
the center of the formation instead of a single satellite. The markers show the SNRs
of packets received at the ground station during three passes. As can be seen the
SNR severely degrades if the first satellite transmits beacons, but the last satellite
is tracked by the ground station antenna, represented by the orange squares. If the
formation tracking mode is used this degradation can be prevented. This proposed
formation tracking mode is planned to be applied in ongoing stages of the opera-
tions.
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FIGURE 3.9: Simulated comparison of satellite tracking and forma-
tion tracking performances

Another challenge, not only with respect to operating a satellite formation, is the
identification of the satellites after launch for tracking purposes. Few days after a
launch orbital data for all satellites of the launch are available. However, initially it
is not known which data set corresponds to which satellite, so operators don’t know
which satellite to track. In this situation the SDR of the ground station can be used to
exactly determine the frequency at which the downlink packets are received, which
is not possible with a traditional radio setup. Further, the orbital data can be used to
calculate the reception frequencies during a pass according to the expected Doppler
shifts. Finally, the recorded reception frequencies can be compared to the calculated
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reception frequencies of the different data sets to identify the satellites. This was
done in the Launch and Early Orbit Phase (LEOP) of NetSat and is described in
more detail in [17].

3.5 Downlink Analysis

The link budget and simulation parameters of uplinks, downlinks and ISLs are de-
rived from system parameters of satellites, ground stations and the environment. As
outlined in Section 3.2 the system noise temperature is a parameter with a high un-
certainty and affects the resulting channel quality significantly. Therefore, the noise
at a satellite and a ground station has been analyzed based on measurements that
were performed over several months. The downlink measurements described in this
section were performed as part of this thesis.

The downlink to a ground station is affected by noise sources in the environment
of the receiving antenna. As the UHF ground station of the university is located
between many other buildings a significant amount of noise can be expected [94].

Zenith

Satellite
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Horizon

N

Azimuth
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FIGURE 3.10: Horizontal coordinate system

The orientation of a ground station antenna is typically described by azimuth
and elevation, as depicted in Figure 3.10. The azimuth is the angle between North
and the antenna orientation in the horizontal plane. If the antenna is pointing to-
wards North it has an azimuth of 0°, East 90°, South 180° and West 270°. The eleva-
tion is the angle above the horizon.

The noise levels at the ground station receiver were measured with respect to the
orientation of the antenna.

Figure 3.11 shows measurements taken with a directional handheld antenna on
the terrace next to the ground station antennas. The lower part of the figure shows a
picture of the environment at the corresponding azimuth values of the chart above.
Note that the levels measured in westward direction are expected to be different to
levels measured by the ground station antennas above the building. The ground sta-
tion antennas are raised to the top of the 10 m tower for operation, which is shown
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FIGURE 3.11: Noise measurement at the terrace next to the UHF
ground station in Würzburg, Germany. The panorama picture shows
the environment at the respective azimuth positions indicated in the

plot above the picture.
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in the picture as well. The three graphs in Figure 3.11 show three different measure-
ments with different settings. The horizontal line in the diagram shows the expected
power received from a LEO satellite with a TX power of 1 W in consideration of the
respective free-space path loss. This shows that significant packet loss can be ex-
pected due to the noise levels at the ground station receiver.

0 5 10 15 20 25
Time [min]

130

125

120

115

110

105

100

Po
we

r [
dB

m
]

Power
Azimuth
Elevation

0

50

100

150

200

250

300

350

An
gl

e 
[d

eg
]

FIGURE 3.12: Continuous measurement covering the entire measur-
ing range of antenna orientations

Figure 3.12 shows a measurement that was taken on November 10th, 2020. It
includes the measured power levels at the corresponding antenna positions. Dur-
ing the measurement the antenna was turned to 56 different orientations within the
azimuth interval [0, 360) and the elevation interval [0, 90]. Every 30 s the antenna
was moved to the next position automatically. During the entire movement IQ val-
ues were recorded with an Ettus USRP B210 that was connected to one of the UHF
ground station antennas. The power values show the noise levels at a frequency of
435.6 MHz with a bandwidth of 25 kHz, which corresponds roughly with the RX
frequency range of UWE-4 and the NetSat satellites in consideration of the Doppler
shift. The results show that the noise level is highly depending on the orientation
of the antenna but remains constant over time at fixed orientations except for some
short outliers. Therefore, it can be assumed that the noise affecting the reception at
the ground station can be represented by a static orientation dependent model.

Figure 3.13 shows the corresponding 3D noise model in a polar coordinate sys-
tem with respect to azimuth and elevation. The value in the center of the plot shows
the noise level in zenith at 90° elevation. With increasing distance from the center
the elevation angle decreases.

Figure 3.14 shows the noise model resulting from measurements taken during



54 Chapter 3. Satellite-Ground Links & Intersatellite Links

0°

45°

90°

135°

180°

225°

270°

315°

0

20

40

60

80

130.0

127.5

125.0

122.5

120.0

117.5

115.0

112.5

110.0

Po
we

r [
dB

m
]

FIGURE 3.13: Snapshot measurement
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(A) November 2020
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(B) December 2020
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(C) January 2021
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(D) February 2021

FIGURE 3.14: Noise patterns of the ground station derived from SDR
measurements
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ground station passes of UWE-4 from November 2020 February 2021. Due to the
high number of different recorded ground station passes the measurements cover all
segments of antenna orientations. As no operations were taking place during these
passes only the beacons transmitted by the satellite could falsify the derived model.
Therefore, a sliding window median filter was applied to remove the short beacon
signals from the recorded data. The depicted noise levels represent the mean value
of the measurements taken within the respective segments. The plots show that the
noise levels affecting the ground station antenna did not significantly change. Fur-
thermore, the resulting 3D noise models are very similar to the one derived from
the snapshot measurement shown in Figure 3.13. This leads to the assumption that
the static orientation dependent noise model represents the noise levels experienced
during future ground station passes quite well and can be used to improve the algo-
rithms that control tracking and satellite communication.

Figures 3.15 and 3.16 show results based on evaluations of the time period be-
tween 13th of October 2020 and 3rd of March 2021.

The dots in 3.15 represent the beacons received from UWE-4 at the ground station
in Würzburg. UWE-4 transmits beacons every 60 seconds.

Figure 3.16a shows the mean values of the noise affecting the ground station
during UWE-4 passes.

The colors in Figure 3.16b represent the ratio of received beacons and expected
beacon receptions. The number of expected beacons in the corresponding segments
was calculated by propagating the UWE-4 trajectory with the historic orbital data
from Space-Track.org.

Note that there is obviously a high packet loss rate at orientations with azimuth
values near 360° that is not caused by noise. The reason for these losses could be
attributed to the antenna pointing software. The azimuth rotor of the ground station
only supports orientations between 0° and 360°. Therefore, the azimuth rotor always
had to perform a 360° turn during passes crossing the 0° limit of the azimuth rotor
leading to packet loss in this period. This issue could be solved by changing the
pointing algorithm, so the rotor limit does not affect the reception anymore.

The results show that the derived noise model is highly correlated with the expe-
rienced packet loss over several months. This observation supports the assumption
that the static orientation dependent noise model can be used to improve channel
models and to predict the channel quality during future satellite passes.
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FIGURE 3.15: Received beacons from UWE-4
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(A) Noise model derived from measurements during UWE-4 ground station
passes
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FIGURE 3.16: Noise and packet loss measurements during UWE-4
passes from October 13th 2020 and March 3rd 2021
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3.6 Uplink Analysis

An in-orbit noise model was derived from in-orbit measurements that were recorded
during a period of several weeks by the satellite UWE-3 and published in [96]. The
results are shown in Figure 3.17.

FIGURE 3.17: Average noise [dBm] measured by UWE-3 [96]

The derived noise model was combined with typical system parameters of Cube-
Sat communication systems [86] to analyze the expected performance of uplinks to
CubeSats. Table 3.12 shows the parameters used for the following calculations.

Parameter Value Unit

Carrier frequency 435.60 MHz
Receive channel bandwidth 14.40 kHz
Transmission bitrate 9.60 kBit
Orbit height 600.00 km
Required Eb/No uncoded 13.02 dB
Sat antenna gain 0.00 dBi
Sat TX RF power 1.00 W
Sat system noise temperature 1940.00 K
GS antenna gain 18.90 dBi
GS TX RF power 25.00 W
GS system noise temperature 1940.00 K

TABLE 3.12: Link Budget Parameters of a UHF satellite uplink
(Source: [96])
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FIGURE 3.18: Bit Error Rates of a satellite uplink at different noise
levels

Figure 3.18 shows the resulting BERs on a satellite uplink in consideration of the
link parameters in Table 3.12 and the range of noise power values measured with
UWE-3. The highest noise power values measured by UWE-3 have been excluded
since values above -115 dBm clearly exceed acceptable bit error rates. As can be
seen the bit error rates exceed the typical BER thresholds of 10−6 and 10−5 at low
elevations.
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FIGURE 3.19: Packet Error Rates of a satellite uplink at different noise
levels assuming a packet size of 100 B

Figure 3.19 shows the corresponding PERs for a packet size of 100 B.
The influence of the packet size on the resulting PER is depicted in Figure 3.20.

For packet sizes between 50 and 150 B the BERs should not exceed 10−5 to prevent



60 Chapter 3. Satellite-Ground Links & Intersatellite Links

10 10 10 9 10 8 10 7 10 6 10 5 10 4

Bit Error Rate

10 7

10 6

10 5

10 4

10 3

10 2

10 1

Pa
ck

et
 E

rro
r R

at
e

Packet Size: 50 B
Packet Size: 100 B
Packet Size: 150 B
Packet Size: 200 B
Packet Size: 250 B

FIGURE 3.20: Packet error rates over bit error rates for compatible
packet sizes

significant packet loss, whereby the difference with regard to the different packet
sizes is less than one order of magnitude.

The highest noise power values in the UHF-band could be avoided in the UWE-3
mission by changing the frequency according to the measurements. The noise power
is significantly varying on frequencies within the UHF amateur radio frequency
spectrum. By using channel coding the BER is also slightly decreased, whereas
the net data rate is also decreased due to the redundancy introduced by the coding
scheme. Another measure that could be taken to prevent high packet error rates on
uplinks and downlinks is avoiding transmissions at elevations below 5 or 10 degree.
While limitations of the minimum elevation are a typical assumption in link budget
calculations the drawback of this approach are reduced contact times, leading to a
lower total throughput. On the other hand, avoiding low SNRs may lead to the ap-
plicability of modulation schemes with higher order and thereby increase achieved
data rates and the total throughput. Uplink data transmissions are usually addi-
tionally affected by minor SNR variations due to pointing errors and atmospheric
attenuation which were not taken into account in the presented calculations.

To illustrate the effect of the different noise levels experienced by satellite re-
ceivers operating in the UHF amateur radio band Figure 3.21 shows the resulting
ISL ranges based on the values in Table 3.12 and the range of noise levels measured
by UWE-3. A lower limit for the BER of 10−5 was used for the calculations. The
graph shows that the communication range highly varies with respect to different
locations above Earth and different carrier frequencies due to the different corre-
sponding noise levels.
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FIGURE 3.21: UHF Intersatellite link range for the noise power values
measured in the UWE-3 mission

3.7 Conclusion

In this section the design, analysis and improvement of SGLs and ISLs were ad-
dressed. The measurements and analyses showed that the interference caused by
environmental noise is a major factor for the achievable performance of all wire-
less links in STNs. It was shown that the common approach of analyzing a system
by link budget calculations is not adequate for the considered systems due to their
dynamic characteristics. Additionally, it can be stated that algorithms that rely on
some kind of network model should take the dynamic physical properties of the
network into account. Further it was shown how software-defined ground stations
pave the way for a more efficient use of wireless channels and detailed analysis
of received signals and environmental noise. It was shown how a software-defined
ground station can be implemented and how it can be used to improve the operation
of satellite formations with the example of the NetSat formation, e.g. the simultane-
ous operation of multiple satellites and the identification of satellites in the LEOP.
The analysis of downlinks and uplinks of the satellites UWE-3 and UWE-4 was used
to generate noise models that allow more accurate system modeling and predictions
of link properties. The analysis of the environmental noise at the local ground sta-
tion showed that the noise levels are not time-dependent but highly orientation-
dependent, which enabled the determination of a static three-dimensional noise
model. The system parameters and noise models that have been determined in this
chapter are a basis for the simulations and developments presented in the following
chapters.
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Chapter 4

Space-Terrestrial Network
Simulation and Analysis

The development and the testing of new concepts and algorithms for satellite com-
munication systems is a big challenge for developers. Tests under real-world condi-
tions are only possible once the system is operational in space. The possibilities for
subsequent changes are limited, so necessary corrections to compensate for errors in
the system may not be possible. System designs, protocols and algorithms need to be
tested before the launch, but the geometric configuration and the relative movement
of satellites and ground stations cannot be replicated in laboratories. Therefore, soft-
ware simulation environments are required that enable the modeling of the desired
spatial distribution and the expected environmental conditions. The properties of
the used satellite and ground station components have a significant influence on the
applicability and performance of new software concepts, so a combined simulation
of physical signal transmissions as well processing of the digital data in network is
desirable to evaluate communication hardware designs and algorithms.

The performance of the communication system is also affected by other compo-
nents of the satellites and vice versa. For example, the communication system de-
pends on the attitude determination and control system to point directional antennas
to other network participants and at the same time the attitude control algorithms
needs information about the positions of tracking targets that might be requested by
wireless communication links. These dependencies can only be investigated with
a simulation environment that includes all relevant system models. As such a sim-
ulator was not available its implementation is a significant part of this work. The
resulting simulator was used to develop and evaluate concepts and algorithms that
are presented in the remainder of this thesis.

Background information, discussions and the state of the art regarding satellite
communication system models, existing satellite simulation tools and in-orbit tests
are given in Section 4.1. The simulation framework ESTNeT is presented in Sec-
tion 4.2 that was implemented as part of this thesis to provide detailed and dynamic
RF link models for link budget analysis as well as for the implementation and eval-
uation of software concepts based on the very same system models. In Section 4.3
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the modeling of energy generation by satellites with solar cells and the power con-
sumption of the different satellite subsystems is discussed. Modules for the simu-
lator ESTNeT are presented that allow evaluations of the power supply of satellites
as it is an important aspect, not only for the design of communication systems and
algorithms. Section 4.4 includes evaluations performed with ESTNeT with regard
to network performance, power supply, attitude control and traffic generation. Sec-
tion 4.5 concludes the chapter.

4.1 State of the Art

Models and simulations have been an important tool for all space missions. As the
development and evaluation of satellite and ground station hardware concepts and
algorithms are goals of this work the modeling and simulation of corresponding
systems is fundamental. Therefore, the state of the art, background information and
a discussion of related work is given in this section before the developed models and
tools are presented in the remainder of this chapter.

4.1.1 System Models

The capability to exchange information within a wireless network depends mainly
on the spatial distribution of the nodes, the communication devices that are used
and the properties of the wireless channel. In case of STNs these aspects can be
described by orbit models and some kind of wireless communication model.

The most relevant system models of mobile wireless networks are the mobil-
ity models and the wireless channel models, which are discussed in the following.
Based on these models the resulting network communication performance can be
evaluated.

With regard to space-terrestrial networks the node movement is defined by the
motion of the satellites around Earth and the rotation of Earth that defines the move-
ment of ground stations with regard to an inertial coordinate system. As the quality
of the orbit models is essential for the evaluation of system performance and for the
prediction of communication contacts and interference

Orbit Models

The trajectory of a satellite depends on the position of the launch vehicle at the
point in time of the deployment and on the initial velocity vector. After deploy-
ment the trajectory of a satellite depends on the external forces that act on the satel-
lite. The main forces that lead to the typical satellite orbit are the gravitational force
from Earth and the centrifugal force acting on the satellite in its elliptical orbit. If
these forces are balanced the satellite remains on its orbit. However, there are fur-
ther forces acting on the satellite, leading to orbital perturbations. These forces are
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caused, e.g., by the gravitation by Sun, moon and other planets. The main pertur-
bations of a LEO satellite are the forces caused by the nonuniform density of Earth
and the atmospheric drag. Minor importance has the solar radiation pressure that is
caused by absorption and reflection of the electromagnetic radiation of the sun. The
resulting force leads to a drift of a satellite apart from the sun. There is also a stream
of charged particles that is emitted by the sun, the solar wind, which causes not only
orbital perturbations but also radio frequency interference.

Orbit propagators differ regarding their accuracy and complexity. A two body
propagator calculates the trajectories based on the Kepler laws. The trajectory is
defined by the gravitation of Earth, which is modeled by a mass point. Orbital per-
turbations are not taken into account.

The Simplified General Perturbations (SGP) model is another popular model.
The SGP models are a set of five mathematical models used to calculate position
and velocity of satellites and orbital debris. The SGP4 model is frequently used
to calculate ground station passes for antenna tracking purposes and to perform
coverage analyses. The SGP4 model uses Two Line Element (TLE) data that are
publicly available online for all satellites in Earth orbits, having a diameter of at least
10 cm. TLEs represent a snapshot of a satellite orbit at a certain time, that is usually
captured by radar systems. TLEs are typically published on a daily basis and are
valid for several days. Since not all orbit perturbations occurring in a real system
are modeled in the SGP4 model and assumptions on satellite characteristics and
atmospheric density differ from the reality the calculated trajectory drifts away from
the real trajectory. The model has an error of about 1 km at epoch and grows at about
1 to 3 km per day according to [119]. Analyses in [120] show an accuracy of near-
Earth objects of a magnitude of 100 km and that the errors of 3 days predictions don’t
exceed 40 km. Besides orbital parameters the TLE data also include parameters of
the satellite that are used to calculate atmospheric perturbations. For the calculation
of the LEOs considered here, the SGP4 model became the standard model, since it
includes a more complex and therefore more realistic model of orbital perturbations
and on the other hand it enables efficient calculations.

Wireless Communication Models

Ground-satellite channels differ in many ways from terrestrial channels, such as the
limited power available on satellites, atmospheric losses and the dynamic geometry
due to the satellite movement in LEOs that causes fading and effects as the Doppler
shift. There is no standardized statistical communication channel model for LEO
satellite systems, thus an overview of models that can be found in the literature is
given in the following.

Statistical models can be categorized into static and dynamic models. There is a
number of static models that have the disadvantage that satellites in LEOs change
with time. In static channel models the signal envelope is modeled by a distribution
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that does not change with time. Dynamic models are more suitable because of the
continuous movement of the satellites.

Dynamic models are based on finite-state Markov chains where each state cor-
responds to a specific propagation environment. A Markov chain based model for
CubeSat Uplinks was proposed by Lopez-Salamanca et al. [121] and a model for
land mobile satellite channels was proposed by Scalise et al. [122].

RF channels are often modeled with Additive White Gaussian Noise (AWGN).
AWGN means that noise is a linear addition of white noise with a constant spectral
density. The amplitude follows a normal distribution with an average time domain
value of zero. AWGN is a good model for many space links. Terrestrial links are
significantly affected by multipath, interference or obstacle blocking. For terrestrial
link models AWGN is often used to model the background noise.

Satellite downlinks are sometimes additionally modeled with Rician fading or
Rayleigh fading model. A Rician fading channel models multipath fading in telecom-
munications with line of sight components and a Raleigh channel models fading
without line of sight.

Besides statistical models there is also a number of specific models that are typi-
cally used for network simulations.

The protocol model is the simplest model. It was formalized in [123]. In this
model an outage occurs if the closest interferer is not within a certain range from
the receiver, which is called the interference range. The interference range depends
on the power received from the transmitter and the closest interferer. If a minimum
SINR threshold is reached the packet is decoded successfully. In this model the effect
of interference aggregation is not captured. Nonetheless, it has been extensively
used for the analysis of MAC and network protocols.

In the interference ball model the effect of aggregated interference of near-field
interferers is included. In this model all interferers within a certain distance from
the receiver are considered. This model is more accurate than the protocol model
but also more complex. It has been extensively used for performance and protocol
evaluations of wireless networks. Protocol model and interference ball model gen-
erally do not take directionality and blockage into account. Including those in the
channel model can increase the accuracy of channel models, as shown in [123].

Another channel model that is used in coding and information theory is the bi-
nary erasure channel or packet erasure channel. In the latter case sequential packets
are either received or lost. The PER increases with a higher node distance. Values are
adjusted to somehow fit the real or empirical loss rates. The time domain is divided
into intervals. All nodes are assumed to send a packet in each interval. Interference
can be modeled with an additional global packet erasure channel.

The physical model is the most accurate and complex model. Signal propaga-
tion is modeled as a physical process taking into account all relevant aspects such
as signal power, path losses, obstacle blockage and the modulation/demodulation
process. Further it includes all interferers in the entire network. It was formalized
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in [123] and is also known as SINR model. This model is mainly used for physical
layer evaluations such as power control and coverage analysis.

A review of statistical channel model candidates for Satellite-to-Ground (S2G)
link is given in [1]. The best statistical models for links between LEO satellites and
ground stations are Finite Markov chain-based models according to [121]. Statistical
models have the advantage that they can represent the signal statistics in a closed-
form, which facilitates theoretical analysis. Simulations have the advantage over
theoretical analysis that they enable the accurate modeling of the communication
channels in an STN based on the actual geometrical configuration and the according
channel characteristics. Due to that reason this thesis relies on network simulations
based on a physical model. The choice of channel models for simulations is mainly
a trade-off between accuracy and complexity. Complexity always comes at the cost
of high computational demands.

4.1.2 Simulation Tools

The requirements on a simulation tool for the purpose of development and analysis
of network protocols for STNs are very diverse. Available simulators are mostly
designed for terrestrial applications and focus on the modeling of terrestrial systems
and the integration of existing network protocols. The simulation of movements
in a three-dimensional space is usually not supported. For the goals of this thesis
however, a simulator is necessary that supports the simulation of satellite trajectories
in a three-dimensional space and the integration of both existing and self-developed
network protocols. Furthermore, effective development and quick progress should
be enabled by using existing simulation frameworks that include the basic features
needed for network simulations such as configuration, event-based time scheduling
as well as recording and evaluation of simulation results. Performance parameters
such as data throughput, latencies and packet loss rates need to be evaluated. The
selected framework is supposed to be in active development and thereby future-
proof. It should be easily extensible regarding hardware models, channel models
and network protocols.

A broad variety of simulation frameworks for satellite systems, wireless channels
and network communication exist. An overview of the most relevant simulators is
given in this section. However, existing simulation frameworks cover only parts of
the required features for the simulation and analysis of multi-satellite systems. There
are network simulators such as NS-3 and OMNeT++ that can be used for network
simulations. And there are satellite simulators such as Systems Toolkit (STK) from
AGI that allow geometry-based analysis of ground and space systems.

However, the analysis of a satellite mission and the evaluation of algorithms for
formation control or network communication require a simulation environment that
combines all system aspects such as orbit propagation, network communication and
energy models in a single tool. The simulation of formation control for example
requires the simulation of orbit dynamics, attitude dynamics and also the network
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communication to model the exchange of status information between multiple satel-
lites that are processed by control algorithms. The presented simulation tool enables
the analysis of new software and hardware concepts in user-defined mission scenar-
ios based on a detailed system model. The focus of this thesis is placed on the devel-
opment of network communication protocols for STNs but the presented simulator
has been designed in a way that makes it also a valuable tool for other researchers
with a different focus.

However, the capabilities of existing simulators that at least have a subset of
the required features are described in the following and differences to the simulator
developed for this thesis are pointed out.

NS-3

NS-31 is a widespread object-oriented discrete event network simulation tool. It
supports the simulation of mobile radio networks, provides models for nodes, links,
simple mobility patterns and implementations of well-known communication pro-
tocols. It does not include protocols for satellite communication and DTN protocols.
NS-3 is freely available and open source.

OMNeT++

OMNeT++ is a simulation framework that is mainly designed for event-driven net-
work simulations [124]. It is widely used in the network community for simulations
of various types of wired and wireless networks. OMNeT++ is freely available and
open source. It facilitates the generation of network data flow metrics by tools to
define complex network models, simulate the data flow within a network scenario
and output detailed results. Therefore it can be extended with user-defined mod-
ules to extend its capabilities without restrictions. An Eclipse-based IDE as well
as 2D and 3D visualization options facilitate the use of the simulation framework
and allow convenient debugging. There are several simulation libraries available
that extend OMNeT++ by models for specific application types. The most impor-
tant library is the INET library. It includes modules for network communication,
e.g. wireless communication systems and wireless channels as well as implementa-
tions of standard protocols. These properties make OMNeT++ a powerful tool for
network simulations, but it lacks models for orbit and attitude dynamics, satellite
communication channels as well as energy models for satellites.

OS3

The Open Source Satellite Simulator (OS³) is a satellite channel simulator based on
OMNeT++ [125]. It additionally uses INET and an SGP4 propagator to accurately

1https://www.nsnam.org/

https://www.nsnam.org/
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model wireless channels between satellites and ground stations. It features a graph-
ical user interface, live weather data integration, high resolution altitude data, satel-
lite movement calculation and different visualization options. However, OS³ is not
designed for network simulations and custom orbit configurations. It also doesn’t
include energy generation and consumption models as well as protocol interfaces.
Its development stopped in 2013, therefore is it not compatible with current OM-
NeT++ and INET versions.

STK

The Systems Toolkit (STK), formerly Satellite Tool Kit, from AGI2 is used by orga-
nizations such as NASA, ESA, DLR, JAXA, Airbus and many others. It has been
developed since 1989 as a commercial of the shelf software tool. The focus of STK is
the geometry-based analysis of ground and space systems such as satellites, planes
as well as mobile and static ground platforms. STK has several interfaces, such as
a rich standard Graphical User Interface (GUI) with customizable toolbars as well
as 2D and 3D system views. In addition, it has a scripting interface and can be
controlled by external applications or embedded in another application. Users can
add modules to the baseline package to enhance specific functions. In this way STK
can also be used to perform calculations for communication systems based on con-
straining conditions. While STK has a lot of powerful system design and analysis
features for satellites it lacks a possibility to simulate digital wireless communica-
tion between nodes such as satellites and ground stations. STK further does not
support the integration of custom modules implemented by users such as link and
network protocols. Therefore, it can only be used to generate position and attitude
information as well as communication system information such as contact ranges
based on specific orbit and antenna models.

Matlab

Matlab is often used to model a communication channel as in [126]. Matlab provides
powerful mathematical models and tools to simulate analog and digital signal trans-
mission and reception. Multiple tool boxes are available such as Matlab Simulink
and the Communication System Toolbox that include various models with regard
to modulation, coding and channels, e.g. an AWGN channel. This makes Matlab a
good tool for physical and data link layer simulations. However, satellite mobility
models are not available and simulations tend to be computationally intensive due
to the high level of detail and complexity.

DtnSim

To overcome the restrictions of STK DtnSim [127] was developed, which uses STK to
perform orbital calculations as well as communication range analyses and to import

2https://www.agi.com/

https://www.agi.com/
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resulting contact plans into an OMNeT++ simulation. Additionally, DtnSim lever-
ages flight-software routing algorithm implementations to determine network flow
metrics. The ION implementation of the Bundle Protocol was used to analyze its
performance in STN scenarios.

A drawback of this approach is that directional antennas, interference and atti-
tude simulations cannot be integrated in the network simulation since the contact
plan only contains topology information. Therefore, omnidirectional antenna pat-
terns are the only option and interference is neglected which significantly limits the
accuracy of derived network flow metrics.

GMAT

The General Mission Analysis Tool (GMAT) [128] is an open source software sys-
tem developed by NASA and other public and private contributors. It is used for
real-world mission support, engineering studies and education. It can be used with
a graphical user interface that also supports visualization or with a custom script
language. The main application areas of GMAT are mission design and naviga-
tional applications, such as orbit design, optimization and selection, control design,
propulsion system sizing, launch window analysis and maneuver planning.

There are no features for the design of communication systems or the develop-
ment of protocols. However, it can be used for orbit determination as a basis for
contact analyses.

Orekit

Orekit [129] is a freely available open source library for flight dynamics developed
by CS. It was developed with the aim to enable quick development as well as fine-
tuning for expert users. Quick development is facilitated by automatic discrete event
handling, attitude modes and automatic transforms between frames. For expert
users it provides high-fidelity physical models, e.g. orbits, propagators, frames, at-
titudes and ephemerides.

These properties make Orekit a powerful Java library for orbit dynamics calcu-
lations and simulations. However, it does not provide a graphical user interface
or basic simulator features for configuration, execution and analysis. It therefore is
only useful for integration in Java based satellite simulators for highly accurate orbit
dynamics calculations.

Power Generation Modeling Tool for CubeSats

This tool supports the analysis of CubeSat solar power generation [130]. It was de-
veloped by Tom Etchells and Lucy Berthoud. GMAT is used to calculate trajectories
of satellites and MATLAB is used to determine sun incidence angles and the re-
sulting power generation of various solar panel configurations. A graphical user
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interface facilitates customization of orbits and solar panel configurations as well as
generation of plots of the resulting dynamic power generation.

Drawbacks of this approach are that solar panels are usually not always pointed
to sun as assumed here. The tool currently only supports sun pointing and nadir
pointing. In reality satellites also change their orientation to properly orient their
propulsion systems, directional antennas or optical sensors. Therefore, the actually
generated energy is usually lower than assumed here, so only an upper limit for
the energy generation can be determined using this tool. Especially the alignment
of directional antennas is important for network simulations and the influence of
adapting the orientation of the satellites or communication purposes cannot be ana-
lyzed using this tool.

Others

Further simulators for satellite applications such as Satellite Navigation Radio Chan-
nel Signal Simulator (SNACS), Galileo System Simulation Facility (GSSF) and Mul-
tiscale Satellite Simulation Environment (MSSE) are described in [125].

4.2 The Network Simulator ESTNeT

The development and testing of multi-satellite systems is a new challenge for en-
gineers and requires the implementation of appropriate development and testing
environments. In this section a modular network simulation framework for space-
terrestrial systems is presented that was developed as part of this thesis and the
project Kommunikationskonzepte für selbstorganisierende verteilte Kleinstsatelliten-
systeme (KommSat) which was funded by the Deutsche Forschungsgemeinschaft
(DFG). The source code is available under a GNU Lesser General Public License
(LGPL) and is hosted on GitHub.3 It was first described by Freimann et al. [8].

ESTNeT enables discrete event simulations for the development and testing of
communication protocols, as well as mission-based analysis of other satellite sys-
tem aspects, such as power supply and attitude control. The Event-driven Space-
Terrestrial Network Testbed (ESTNeT) is based on the popular simulation frame-
work OMNeT++ and the INET libraries [124], an open source OMNeT++ model
suite for wired, wireless and mobile networks. ESTNeT extends these software li-
braries by an STN model including detailed models of the main system components,
e.g. satellites, ground stations, communication systems, electrical power systems
and attitude control systems. It provides a graphical user interface for designing,
analyzing and testing various satellite mission scenarios and can be used on Win-
dows and Linux. ESTNeT offers an interface for the integration of existing as well as
user-defined communication protocols and utilizes a physical wireless communica-
tion model that allows detailed modeling of wireless channels. An orbit propagator

3https://github.com/estnet-framework/

https://github.com/estnet-framework/
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based on the SGP4 model for LEO propagation allows the simulation of user-defined
orbits and existing TLE data. The orientation of satellites is calculated with a custom
attitude propagator. The event driven simulation scheduler of OMNeT++ allows ef-
ficient simulation of space-terrestrial system scenarios. It supports a very high tem-
poral resolution to realistically simulate the signal propagation on wireless channels
and at the same time the discrete event simulation is fast enough to simulate several
days within just a few minutes of runtime. This enables the analysis of long-term
effects such as ground station passes of LEO satellites that occur only several times
a day. A rich 3D visualization provides a quick overview of Earth, satellites, orbits,
ground stations and wireless communication links.

Network simulations presented in the literature are often performed on highly
simplified models [127, 131]. In contrast, ESTNeT contains detailed physical models
of the wireless channel and models of all related satellite subsystems, which leads to
highly accurate evaluations and enables more realistic scenario analyses.

Especially STNs are complex and highly dynamic systems. To simulate those
models of the orbit dynamics, attitude dynamics, power consumption and genera-
tion, communication devices and wireless channels as well as data generation mod-
els have been implemented. The individual models are described in more detail in
the following sections. Some models have been implemented by extending modules
of the OMNeT++ and INET frameworks.

4.2.1 Module Structure

OMNeT++ has a component-based architecture. The behavior of the individual
components is implemented in C++. Network models consist of a number of mod-
ules with a hierarchical structure of submodules, described by the Network Descrip-
tion (NED) language. The network module of ESTNeT contains several submodules,
such as a physical environment that models the wireless transmissions. The network
also contains a number of ground stations, satellites and jammers that are connected
to the wireless medium as displayed in Figure 4.1. The structures and the capabili-
ties of these modules are described in the following sections.

FIGURE 4.1: Simulation module overview
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4.2.2 Communication

The ground station and satellite modules include a networkHost module which im-
plements their communication devices and algorithms. The networkHost itself con-
sists of a number of submodules which model the generation and processing of
packets as well as the conversion between digital information and analog signals
as shown with the blue arrows in the Figures 4.2 and 4.3.

FIGURE 4.2: Satellite module overview

App The App modules create packets according to the defined parameters. Cus-
tomizable data traffic generation models can be used to simulate application scenar-
ios such as Earth observation and formation control. ESTNeT includes two different
app types. The basic app model generates data at a constant rate. The position-
based model imports geo-coordinate-based node densities and thereby enables sim-
ulations of various communication service application scenarios. AIS related sce-
narios can be simulated for example by using a geographical ship density dataset.
Based on the position of the satellite and a cone representing the beam of the re-
ceiving antenna the estimated data traffic at this position is calculated. According
to this traffic model packets are generated on the satellite and send to a predefined
target node. The model optionally memorizes nodes it already received data from
to prevent redundant transmissions. The app modules finally add headers to the
payload data containing the IDs of the source app and the sink app. The app ID is
comparable to an IP port.
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FIGURE 4.3: Ground station module overview

AppHost The AppHost is responsible for managing all apps present in a node.
Packets being sent from an app to the lower layer are passed to the protocol module.
Packets from the lower layer are inspected in order to read the ID of the sink app
and forward the packet to the respective module.

Protocol The Protocol module holds protocol implementations. It is mainly respon-
sible for selecting the desired next hop of the packet, which will be used by the radio
to determine the MAC address of the next hop node. ESTNeT includes a simple
protocol module, which just sets the destination of the package as the next hop. The
protocol module can easily be replaced by self-developed or other existing imple-
mentations.

RadioHost The RadioHost manages the radios of the node. For packets coming
from the upper layer, it decides the best way for the packet to be sent, checking
multiple scenarios. If the RadioHost is located on a ground station and the destination
ID refers to another ground station the packet will not be sent over a wireless channel
but directly passed to the respective ground station module if the respective option
in the module was set. This behavior allows modeling of ground station networks
in which stations are connected via Internet. If the packet needs to be transmitted
to another node wirelessly, the RadioHost determines the best radio and antenna by
calculating the angles between the antenna directions and the destination node and
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selects the one with the smallest deviation. Packets from the lower layer are just
passed to the protocol module.

Packet loss The Packet loss module introduces additional packet losses which are
not modeled physically by the wireless transmission model. The losses introduced
here represent losses such as those produced by system failures or strong jamming
signals that disrupt the reception of packets during specific time periods.

MAC The MAC module controls the access to the wireless medium. It prevents
and handles packet collisions on a shared channel. There are simple and advanced
MAC protocols available from the INET library such as Carrier-Sense Multiple Ac-
cess (CSMA). Also custom MAC protocols can be implemented. For compatibility
with the INET library the MAC and the Radio module are integrated in a Radio Inter-
face module.

Radio The Radio modules represent receivers, transmitters or transceivers. If it
receives a packet form a higher layer the Radio adds a radio header to the packet, ap-
plies the corresponding modulation and passes the packet to the wireless medium.
The wireless medium is responsible for simulation of the wireless transmission of
signals. It takes the propagation and positions of receiver, transmitter and obstacles
into account. For packets being received, the radio removes the respective headers
and passes the packet to the MAC module. The antenna is part of the Radio module.

Noise The Noise module models the background noise at the receiver. The noise is
modeled according to the position of the node, the frequency band that is processed
by the receiver as well as orientation and beamwidth of the receiving antenna. Dif-
ferent noise models for satellites and ground stations are available.

4.2.3 Channel Models

ESTNeT includes several channel models with different levels of detail. The channel
model decides if a packet can be successfully received or not. The simplest model
uses distance parameters to make that decision and the most complex model per-
forms physical calculations on several layers. The two models used for the develop-
ments presented in the next chapters are outlined in the following.

Range Model
The main application of ESTNeT is the development of communication protocols

and performance evaluations. INET provides various models for the simulation of
wireless communication. Based on these models satellite communication channels
were implemented in ESTNeT.

The modeling of packet reception is a crucial part of predicting connectivity and
simulation of packet loss.
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A simple way to model packet reception are range models. ESTNeT provides
a Unit Disk Radio module that allows the definition of three different ranges for
transmitters. The communication range represents the range in which the recep-
tion of transmissions is possible. The interference range defines in which distances
the transmissions interfere with other transmissions and the detection range is the
range where transmission can be detected at all. The range model has the advantage
of being simple and can be used to generate a desired topology. Nevertheless, it does
not produce realistic results in many cases. If multiple transmitters transmit at the
same time the interference range actually increases since the waves superpose at the
receiver and produce a higher signal level than a single signal. Also the communi-
cation range does not only depend on the transmitter since parameters such as the
gain of the receiving antenna and amplifiers at the receiver influence successful sig-
nal reception. Especially in a network with heterogeneous nodes the transmission
range to different receivers varies, e.g. ground station and satellite receivers.

Physical model While range models don’t take the actual reception process into
account, physical models allow reproducing packet loss more accurately by calcu-
lating the power of the received signals and the noise. If the SNR of a received packet
is low a high bit error rate and consequently packet loss results. While the received
signal power mainly depends on the transmit power of the source node and the free-
space path loss, the noise at the receiver can additionally be increased by interfering
signals on the channel. Therefore, the definition of the SNR is extended to the more
detailed SINR, which is the basis for the presented physical wireless transmission
model. A packet is received successfully if the received signal meets two thresholds,
given in Equation 4.1 and 4.2. The receiving threshold thrr is the minimum signal
strength at the receiver that is required for successful reception of a packet. The re-
ceived signal power depends on the transmitted power (Pt), the gain of amplifiers
and antennas at the transmitter (Gt), the gain of the receiver (Gr), obstacle losses
(Lo) if present as well as the free-space path loss (Lp) and further losses in the sys-
tem. The second threshold to be met is the capture threshold thrc, which defines
the required ratio of received signal power and the sum of the power of noise and
interfering signals. For the SINR calculation also the noise power (PN ) as well as
the transmit power (Pi) and gain (Gi) of interfering nodes is taken into account. If
the received signal power is higher than the sum of noise and interference by the
capture threshold the signal can be received successfully, if the radio is not already
receiving another signal.

PtGtLpGrLo ≥ thrr (4.1)
PtGtLpGrLo

PN +
∑

∀i PiGiLpGrLo
> thrc (4.2)
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Further, the carrier sense threshold thrcs is considered. If the received signal
power meets this threshold the receiver switches to a receiving state. This can be
used by medium access schemes to check if the channel is idle before a transmission
is initiated.

An exemplary set of parameters, that is used for the example simulations pre-
sented later, can be found in Table 4.1.

Model Parameter Value

Frequency 437.385 MHz
Bandwidth 10 kHz
Noise Floor -134 dBm

Bitrate 9600 bps
Modulation FSK

Required SINR thrc 5.82 dB

Sat transmit power Pt 0.5 W
Sat antenna radation pattern isotropic

Sat thrr -116 dBm

GS transmit power Pt 25 W
GS antenna type Cross YaGi

GS antenna gain Gt 18.9 dBi
GS antenna beamwidth 21°

GS thrr -126 dBm

TABLE 4.1: An example of typical UHF radio model parameters for
CubeSats and ground stations (GS)

4.2.4 Error Models

ESTNeT includes several modules for performance evaluations with respect to chan-
nel degradation, such as node failure models, bit error models and jammers are im-
plemented.

The bit error model determines packet error rate, bit error rate and symbol error
rate by calculations based on the SINR of a received signal. ESTNeT provides bit
error models for the basic digital modulation types ASK, PSK and FSK. As bit errors
depend on the noise present at the respective receiver appropriate noise models for
ground stations and satellites were implemented. For satellites a directional noise
model is implemented that considers if the beam of a directional antenna is oriented
towards deep space, towards Earth or fractions of both. Further a geographic model
is available that calculates the noise present at a satellite based on its position above
Earth. Noise measurements taken by the satellite UWE-3 were used to derive a noise
model for the UHF amateur radio band. This can be easily replaced by any other
geographic model. For ground stations a directional model is implemented that
considers the environmental noise near the ground station. A data set derived from
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measurements at the ground station of the university of Würzburg is available that
models the environmental noise in the UHF amateur radio band.

The node failure model is implemented as a submodule of the satellite. This
model simulates time intervals in which a node is unavailable, e.g. due to a reboot of
the on-board computer caused by radiation induced errors like single event upsets
(SEU). Failures are modeled based on the Mean Time To Failure (MTTF) and the
Mean Time To Repair (MTTR). These values describe exponentially distributed time
intervals needed by a satellite to recover after failures and the time until the next
failure event, respectively.

To simulate external jamming signals that cause total link failures terrestrial jam-
ming nodes can be defined. When a satellite is located within a user-defined eleva-
tion range of the jamming node all receptions fail with a specific probability.

Another potential reason for packet loss is the Doppler shift due to the relative
velocities of sending and receiving nodes. However this effect is not modeled in
ESTNeT since it is usually compensated either by automatic frequency control of
receivers or by adapting the transmit frequency based on geometrical calculations,
so it has usually no significant effect. However, users can model the Doppler effect
by adding custom bit error models.

4.2.5 Power

Satellites have an energy module to simulate the consumption and generation of
electrical energy on-board the satellite. The energy module includes a user-defined
number of submodules of three different types: battery, solar panel and consumer.
The INET library is used to model the different parts of the power circle and inte-
grate the components via a publisher subscriber model. The battery manages the
power level in the satellite, altered by solar panels and consumers. The solar pan-
els generate energy which is fed into the battery. The consumers consist of several
submodules, that model the satellite subsystems. The battery also provides energy
to the subsystems, such as radios or an attitude control systems. A detailed descrip-
tion as well as examples and evaluations of the power system model are given in
Section 4.3.

4.2.6 Orbit Models and Propagation

Orbital perturbations lead to complex satellite trajectories that cannot be calculated
with the simple geometric models available in existing network simulators. For this
reason two orbit propagators were integrated into the mobility module of ESTNeT,
a two body model based on Kepler elements and an SGP4 model based on TLE data.



4.2. The Network Simulator ESTNeT 79

The two body propagator does not include any orbital perturbations and requires
Kepler parameters for each satellite. The SGP4 propagator includes orbital perturba-
tions and enables compatibility with the popular TLE format. The Simplified Gen-
eral Perturbation 4 (SGP4) propagator implementation is based on the code of David
Vallado [132].

4.2.7 Attitude Model

The attitude of satellites effects antenna gains and solar panel efficiencies. The at-
titude of a satellite is described by quaternions representing its current orientation,
angular velocity and angular acceleration. The quaternion-based attitude represen-
tation is used to avoid issues like gimbal lock and to improve computational per-
formance. The orientation of ground stations is defined by azimuth and elevation
angles.

Attitude Propagation

Attitude propagation happens whenever a module requests the current attitude of
a satellite and the difference to the previous calculated attitude is smaller than a
predefined accuracy. This helps to maintain the performance of the simulation while
still achieving sufficient accuracy. Upon request and if the accuracy threshold is
passed the new attitude is calculated based on the previous attitude qold, the angular
velocity ω and the time difference ∆t since the last update, see Equation 4.3.

qnew = qold +
1

2
· qold · ω ·∆t (4.3)

The angular velocity ω has the structure

ω =


0

ωx

ωy

ωz


and is propagated based on the angular acceleration α which has the same struc-

ture as ω, see Equation 4.4.

ωnew = ωold + α ·∆t (4.4)

At the beginning of each simulation the satellites tumble with a random but con-
stant angular velocity in space. This behavior can be disabled by the user.

Attitude Control

The attitude simulation can also be used to perform maneuvers in orbit for a variety
of use-cases. Maneuvers can be performed such as constantly orienting the solar
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panels to the sun, tracking another satellite with a directional antenna or tracking a
point on Earth for sensing applications.

The attitude module also allows calculating the required power to perform a ma-
neuver by actuators such as reaction wheels. The controller uses a defined target to
which a specific axis of the local satellite coordinate frame is to be pointed. The user
can also define a desired duration for maneuvers which also affects the concerning
power consumption. For each maneuver the attitude control module calculates the
necessary angular velocity to change the satellite orientation to the desired value
in the given period. The only limiting factor is the maximum angular acceleration
αmax. If this limit is reached, the satellite can only partially perform the maneuver.

As an example, for an ideal 1U CubeSat with an edge length of a = 100 mm, a
mass of m = 1 kg which is evenly distributed in the body and three reaction wheels
in the center, the moment of inertia for each axis is

I =
1

6
·m · a2 = 1

600

[
kg ∗m2

]
(4.5)

A typical reaction wheel for a 1U CubeSat has a maximum torque of about M =

0.2 mNm. In this case the maximum angular acceleration is:

αmax =
M

I
= 0.12

[
rad

s2

]
(4.6)

To perform a maneuver the attitude controller executes the following steps:

1. Determine the required orientation change to orient the satellite to the target

2. Calculate the angular velocity needed to perform the maneuver

3. Subtract this necessary angular velocity from the current angular velocity of
the satellite

4. Calculate the angular acceleration derived from the angular velocity

5. If maximum acceleration is reached decrease the angular velocity accordingly

6. Calculate the consumed power for this maneuver based on the angular accel-
eration

7. Apply the new angular velocity

The values of αmax and Pmax can be defined individually for each satellite in the
configuration file. An additional idle power consumption can be specified by the
user. The pointing target, ∆t and the pointing axis can be changed during the entire
simulation.

Pointing Modes

The attitude controller supports multiple pointing modes. The default mode is NIL,
where no target is tracked. In this mode the satellite’s attitude is just propagated
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through time based on the initial orientation and angular velocity. For Earth ob-
servation scenarios an Earth Center tracking mode is offered, in which the satellite
is always pointing towards the center of the Earth, which is called nadir pointing.
When communicating with other satellites or the ground station a Node Number can
be defined. This node tracking mode is required if directional antennas are used for
communication. The sun pointing mode can be used for maximum charging of the
on-board batteries by solar panels. When the desired target is none of the above-
mentioned ones, any point can be defined by Earth Centered Inertial (ECI) coordinates
as tracking target, for example to track an area of interest on Earth by on-board sen-
sors.

4.2.8 Ground Station Antenna Tracking

Satellite ground stations are usually equipped with directional antennas and an-
tenna tracking systems. ESTNeT includes a number of modes that control the track-
ing behavior of the ground station antenna.

Target tracking If the antenna is in target tracking mode and a network node is set
it always tracks this satellite. The target to track can be changed at runtime.

Contact plan based tracking The contact plan based tracking mode requires a con-
tact plan as input that includes contact times of the ground station to one or more
satellites. If multiple satellites pass the ground station simultaneously the satellites
are tracked in the order of their appearance. As soon as a satellite disappears the
tracking switches to the next satellite. This behavior can be changed by resolving
conflicts in the contact plan in a preprocessing step.

Swipe tracking Swipe tracking is a mode that also requires a contact plan. Instead
of tracking one satellite after another the antenna performs a continuous motion dur-
ing the pass of multiple satellites from the satellite that appears first to the satellite
that appears last. If a number of satellites in an in-track orbital configuration passes
the ground station simultaneously this mode allows establishing contact to all satel-
lites in a single pass. Further details on this approach and its application to efficient
uplink broadcasts are described in [15].

Mean tracking The mean tracking mode follows a passing group of satellites. In
the basic configuration it simply follows the geometric center of the satellites cur-
rently visible from the ground station. A parameter allows to move the tracking
target point towards the satellites that are further away from the ground station to
balance the received signal power to a certain degree.
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4.2.9 Extensibility

OMNeT++ and ESTNeT are designed to be easily extendable. This can be used to
give certain models the exact desired behavior and evaluate various mission config-
urations. In general every module can be extended or replaced by a custom imple-
mentation but in the following some modules are described that specifically encour-
age extension.

Solar Panels ESTNeT includes an implementation of solar panels for CubeSats and
also offers an interface which can be extended to implement other behaviors and
formulas for the energy generation by solar panels. The interface offers methods
to request information such as the sun incidence angle and whether the panel is in
eclipse.

Consumers The consumer modules can be configured in multiple ways. They
have predefined submodules that are combinations of the implemented consumer
types. If these behaviors cannot fulfill the user-requirements custom modules can
be added.

Communication Protocols As one of the main use cases of ESTNeT is to evaluate
the performance of different communication protocols also custom protocols can be
integrated. A base class is provided which allows the integration into the Network
Host module. A custom implementation of the Protocol module needs to set the
desired next hop of the packet. The processing within the module can entirely be
specified by the developer as well as actions such as adding new headers. ESTNeT
also includes a tool to generate contact plans for given scenarios, which can be used
to develop routing protocols. Custom protocols can also be used within the MAC
module.

4.2.10 Usage

Simulation scenarios in OMNeT++ are defined in configuration files. Modules can
have parameters, that can be set in these files to modify the simulation scenario, e.g.
the orbit parameters, the antenna gains and protocol parameters. ESTNeT supports
to different execution modes. If executed in the graphical environment the simu-
lator shows a 3D visualization of the scenario during the simulation. Alternatively
the simulation can be run in the command line environment allowing batch runs of
multiple scenarios and faster execution.

Each module can define signals through which it can publish data. These signals
can be recorded by OMNeT++. As this can produce large files it is possible to config-
ure in the ini file which signals will be recorded. The recorded data can be visualized
in OMNeT++ or plotted and evaluated with external tools.
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During the entire simulation each event is recorded and saved in a separate file
if the event recording was activated. These can later be viewed and analyzed in a
sequence chart to gain a better insight in the simulation and the flow of data. An
exemplary chart can be seen in Figure 4.4. It shows the flow of a packet through the
submodules and the wireless transmission between the satellites.

FIGURE 4.4: Section of a sequence chart

4.2.11 Integration in Multi-Simulator Environments

OMNeT++ is based on event-driven simulation scheduling. Compared to cycle-
based simulation schedulers this approach offers a significant increase in simulation
accuracy.Events are generated at relevant points in time in the future, e.g. whenever
a packet is generated according to the application model or whenever a packet is
received by an antenna according to the signal propagation delay. To allow for syn-
chronization with external simulation tools after each simulation interval ∆tSim the
Sim-Gateway is executed, which allows updating model parameters and exchange
communication packets via a JavaScript Object Notation (JSON)-based exchange
protocol.

The mobility module calculates the dynamics of satellites and ground stations
in an ECI coordination system. A network interface for external inputs allows in-
cluding position and attitude data from external simulation tools as well. Thereby
any kind of mobile nodes can be integrated into the simulation by using additional
external tools for the respective dynamics calculations.

While ESTNeT offers detailed models for communication hardware and proto-
cols its capabilities with respect to the simulation of the dynamics of satellites and
ground vehicles are limited. For simulation of the orbital dynamics resulting from
the use of propulsion systems advanced mathematical models are required.

For the simulation of distributed systems of cooperating ground vehicles and
satellites with propulsion systems a multi-simulator environment is required. The
main challenges when developing such an integrated tool are synchronization of the
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models within the simulation, time coherence in the combined simulation and the
bidirectional data exchange between the different simulations. The simulation of
orbital dynamics has influence on the network topology and at the same time the
topology influences the performance of formation flying control algorithms. Differ-
ent satellite positions might also influence the capability of different ground vehicles
to communicate with each other, e.g. if the satellites are used as communication re-
lay. Therefore, successive simulation of different aspects and subsystems is not ade-
quate. Simulations are supposed to run in parallel, exchange data and synchronize
model parameters at runtime.

Hardware-in-the-loop interfaces would also be a useful feature to include real
subsystems and validate if they behave the same as the virtual subsystems. Soft-
ware interfaces also improve the extensibility of the simulation with respect to new
subsystem models, protocols and control algorithms.

To facilitate easy usage a flexible, generic and consistent data exchange protocol
is needed that allows efficient exchange between multiple tools. Such a protocol en-
ables parallel simulation by handling data exchange prior and during the simulation
to synchronize model status parameters and further information. Any simulation
tool which is used to simulate specific aspects of a system can induce model values
using this exchange protocol.

Since different simulation tools have different approaches with respect to simula-
tion time a time synchronization mechanism is needed to handle those asynchronous
simulations. One of the most important aspects of dynamics simulations is the time
resolution. Since different tools usually have different resolutions local interpolation
is needed, e.g. if the orbit scheduler only produces positions for equally spaced time
steps, but the wireless communication depends on relative positions at intermediate
points in time. Also, reproducibility of simulations is important, e.g. by definable
random seeds.

In the following the integration of the Communication Simulation (CS) tool ES-
TNeT with a Satellite Dynamics Simulation (SDS) tool and a Ground Vehicle Simu-
lation (GVS) tool is addressed. SDS and GVS are assumed to use a cycle-based time
scheduling.

The duration of each simulation step ∆tsim is defined in a shared configuration
file. This interval is user-defined and describes the minimal time resolution of the
GVS and SDS simulation. The configuration file also defines system parameters
needed in multiple simulation tools such as the initial satellite positions. For the
data exchange between simulations tools a JSON-based exchange protocol and a
publisher/subscriber data distribution approach has been implemented to allow for
simulation-agnostic and hierarchical data addressing. During the simulation each
tool opens a socket connection to the CS tool and transfers selected data after each
simulation step. Therefore, the CS tool acts as an intermediary between the GVS and
SDS tool. Alternatively, a central broker can be integrated that synchronizes model
data and simulation time between several tools.
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In each simulation step the numeric solutions for the equations of motion and en-
vironment interactions of the dynamic entities are computed for a fixed time interval
∆tsim. This time interval is the minimal simulation time resolution and is usually
chosen with respect to the trade-off between computing time and simulation accu-
racy. As a consequence this time interval is selected by the user in advance and is the
same for both the SDS and GVS tool. During one cycle the simulation time tsim stays
constant for the cycle-based simulation tools and is incremented by ∆tsim before the
beginning of the next simulation cycle.

To integrate all three frameworks with their different simulation procedures the
simulation times and model data must be synchronized. Both the synchronization
and data exchange are shown in Figure 4.5 for the first three simulation cycles. At
the beginning of the simulation common simulation parameters, like the simulation
step size ∆tsim, as well as simulator specific parameters are read from configura-
tion files. The first simulation cycle is executed in each simulator. Although the
CS tool did not receive any communication data from the GVS and SDS yet, it al-
ready processes communication events generated from other sources like simulated
satellite or ground vehicle components that are not present in the GVS or SDS sim-
ulation. Except for the first two cycles, in which the results of the CS are not yet
available, both the SDS and GVS wait at the beginning of their simulation cycle for
the incoming communication data from the CS which they then pass to all simula-
tion components that process the data and then start simulating these components
for the current cycle. This waiting period for incoming communication data from
the CS also serves as time synchronization between all three frameworks. During
the simulation of the k-th cycle, both SDS and GVS compile a JSON data set which
contains the dynamic state Pos (e.g. position and velocity) of all dynamic entities
(e.g. satellites and rovers) and their communication data Comm_out to be simulated
for the time interval tsim ∈ [(k − 1)∆tsim, k∆tsim). This data set is then sent to the
CS tool by each framework before the end of the k-th simulation cycle. In the (k+1)-
th simulation cycle the CS processes the communication data generated in the time
interval [(k − 1)∆tsim, k∆tsim) and uses internal numerical propagators to interpo-
late the positions of the entities for communication events occurring at intermediate
time steps tE in [(k − 1)∆tsim, k∆tsim). Note that the communication simulation of
the CS tool is performed at the same time that the SDS and GVS perform their sim-
ulations for the interval [(k − 1)∆tsim, k∆tsim). Therefore, a high degree of parallel
processing is realized which reduces processing bottlenecks and idle times of tools
in the integrated simulation framework.
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FIGURE 4.5: Program and data flow of the integrated simulation
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4.3 CubeSat Power System Modeling

The capabilities of CubeSats have been extended by integration of new components
in recent years. Payloads such as optical sensors, transceivers and actuators for orbit
and attitude control consume a lot of power and thereby push the satellite power
systems to their limits. Usually satellite engineers use power budget calculations to
design a power system properly. After discussing the pitfalls of this approach an-
other tool for the analysis of CubeSat power systems is presented in this section that
is based on detailed system models and simulations. It is shown that the simula-
tions can improve the mission design and the operation of satellites, e.g. by proper
load distribution between the nodes in a satellite formation. The satellite formation
NetSat is used as an example to compare both approaches.

The dimensioning of the power system and the solar panels is one of the most
important challenges for CubeSat engineers. Due to the limited space for solar pan-
els the generated energy is a very limited resource. One of the challenges here is to
estimate the usage of the different consumers to be able to determine the required
size of the solar panels and the required capacity of the batteries.

A simple approach is to estimate the mean power consumption of the different
subsystems as well as their on-off cycle to estimate the average power consumption
of the satellite. The generated power can be estimated similarly by taking the ex-
pected eclipse duration and the expected mean orientation of the solar panels to the
sun into account. It is obvious that this approach is based on a lot of estimations
and simplifications. Furthermore, the on-board algorithms as well as the command
procedures are also implemented based on these estimations.

In this section, an energy simulation approach is presented that allows system
engineers and operators to analyze the available energy of satellites more accurately
and in a timely manner. The dynamic power generation and consumption of a sys-
tem is modeled and simulated, which allows us to identify whether the satellite runs
out of energy in specific situations and if the power consumption exceeds a maxi-
mum current. This model was integrated into the ESTNeT simulator.

In order to simulate the dynamic state of charge of the batteries, the satellite
modules are equipped with an energy module that contains solar panels, energy
consumers and a battery. The power consumers and generators are connected to an
energy storage system. The energy storage system tracks the total power consump-
tion and generation to calculate the energy balance and the dynamic state of charge
of the batteries.

Figure 4.6 shows the structure of the energy module with its submodules. The
solar panel module calculates the amount of generated energy based on the model
presented in Section 4.3.1. The battery module calculates the state of charge taking
into account the maximum capacity and the system efficiency. A number of con-
sumer modules represent the energy consumption of the satellite subsystems. If a
module for the respective satellite subsystem exists in the simulator its consumption
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FIGURE 4.6: Simulation module overview

is calculated based on its simulated activities, such as the attitude control system
and the communication system. Other consumptions are simulated time-driven or
position-dependent as described in Section 4.3.2. If multiple consumer types are de-
fined for a single consumer the module always considers the model with the highest
consumption at the respective time. This happens for example if a sensor is modeled
with a cyclic activity and a position-based activity as well. The graph also shows the
configuration of the individual modules that can be changed by the user for each
specific simulation scenario.

In Section 4.3.1 the model of the generation of energy by solar panels is presented
before in Section 4.3.2 the model for the power consumption by different satellite
subsystems is described. In Section 4.3.3 the commonly used power budgets are
described and an example is given. The implemented power budget simulations
are described in Section 4.3.4 before the approaches are compared to each other in
Section 4.3.5. Conclusions are given in Section 4.3.6.

4.3.1 Energy Generation

In the following the implemented power system design approach is presented that
is based on dynamic models and detailed simulation.

To simulate the available electrical energy the satellite module is equipped with
an energy module that contains solar panels, consumers and a battery. The power
consumers and generators are connected to a battery module. The battery tracks the
current power consumption and generation of all modules and calculates the energy
balance by integrating the power balance over time.

CubeSats generate energy using solar cells attached to the surface of the satellite
or to deployable panels. Since most CubeSats either do not have an Attitude Control
System (ACS) or mainly use it to point a payload system in a desired direction, such
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as a camera or an antenna, solar panels are attached to several sides of the satellite.
The configuration of solar panels on the surface of the satellite varies from satellite
to satellite. The generated power mainly depends on the illumination angle and the
size of the area of solar panels illuminated by the sun. Therefore, the calculation of
the power that will be available during the course of a mission is not trivial.

TABLE 4.2: Parameters of a solar module

Parameter Value

A 26.5 cm²
ηsc 27.5 %
B0 1367 W/m²
ηsys 90 %

Table 4.2 shows typical values of CubeSat Electrical Power Subsystems (EPSs)
and solar cells. For the simplified case that the sun perfectly illuminates one side
of a 1U CubeSat with two typical solar panels the satellite produces about 1.24 W.
Further 10 % conversion loss are assumed, leading to a value of about 1.12 W of
available power that can be used to charge a battery or to supply consumers.

Implementation

In order to model the energy generation of satellites, solar panel modules were im-
plemented. Solar panels can be attached in any desired configuration to the satel-
lites. For simulating multiple solar panel configurations, the energy module of the
satellite can be equipped with a user-defined set of solar panels. The orientation of
the panels with respect to the coordinate frame of the satellite and the number of
solar cells per panel can be defined individually. The power that is generated by the
panels is updated periodically and calculated using the sun vector component that
is pointing orthogonal to the panel. Based on the total area of the solar panel A, the
efficiency of the solar cells ηsc, the Sun intensity at 1AU B0, the incidence angle of
the sun γ and the system’s efficiency ηsys the generated power P is calculated by
Equation 4.7. Additionally, the solar panel’s surface reflectivity ρ(γ) according to
Frenel’s law is taken into account.

P = A · ηsc ·B0 · ηsys · cos(γ)(1− ρ(γ)) (4.7)

As a more simplified model, a basic implementation with a given maximum
power Pmax is implemented, using P = Pmax · cos(γ). At every point in time,
at which the generation changes, the battery module is notified about the current
power generation P .
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Attitude Dependency

Considering a CubeSat with solar panels mounted at several of its six faces, the
dependency of total power generation on the direction of incident sunlight with
respect to the satellite body’s reference frame can be described completely in closed
form by

Ptot = Aeff · ηsc ·B0 · ηsys (4.8)

where Aeff =
∑

i∈facesAi · R(n⃗i · s⃗) is the effectively illuminated area of solar
panels, R is the ramp function (R(x) := x if x > 0, otherwise 0), s⃗ is the unit vector
pointing from the satellite to the center of the sun and Ai and n⃗i are the area and
surface normal vectors of the solar panel of the ith face respectively. The total power
equals the sum of the power that is generated by the individual panels.

For solar panels mounted on the faces of a CubeSat, the surface normal vectors
of the panels are mutually perpendicular or anti-parallel, so at most three faces can
be illuminated simultaneously, e.g. (n⃗1, n⃗2, n⃗3) = (e⃗x, e⃗y, e⃗z). As can be shown with
simple algebraic calculations, the maximum effective area Amax

eff =
√

A2
1 +A2

2 +A2
3

is achieved for the sunlight coming from s⃗ = e⃗
(
(A1, A2, A3)

)
where e⃗(v⃗) = v⃗

||v⃗|| is the
unit vector function.

4.3.2 Energy Consumption

The energy stored in the battery of a satellite is consumed by a number of satellite
subsystems. Most subsystems have a finite number of modes that is traversed, the
simplest of them being the on and off states. By defining power consumption values
and proportional durations for each mode the overall consumption of a subsystem
can be calculated. Finally, the overall consumption of a CubeSat can be defined by
combining different subsystems.

Consumer Models

A CubeSat usually contains a number of basic subsystems that implement the ba-
sic features of the satellite. The EPS stores energy that is usually generated by solar
cells and supplies all subsystems of the satellite with energy. The On-Board Com-
puter (OBC) manages the subsystems of the satellite, executes commands and usu-
ally handles the communication with the ground station by the primary Commu-
nication System (COMM) including the reception of commands and the transmis-
sion of telemetry. A number of secondary COMMs can be present to provide high
data rate links to ground stations or to enable intersatellite communication. The
Panels (PAN) can be equipped with sensors, solar panels, antennas and microcon-
trollers. An ADCS can be integrated to detect the attitude of the satellite, perform
attitude maneuvers, track the sun or direct sensors or antennas to a certain target.
Some CubeSats are additionally equipped with an OCS, a Navigation System (NAV)
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or a High Performance Computing Unit (HPCU). Additionally, payloads can be in-
tegrated such as image sensors.

In order to model the power consumption of satellites, a dynamic model for dif-
ferent kinds of consumers was developed and implemented in ESTNeT. The basic
approach is that each subsystem of the satellite that consumes energy is contained
in the consumer module if its energy consumption is not already simulated by the
respective ESTNeT module itself. Various consumer types which model the power
that is required by each of the subsystems are offered by ESTNeT.

Consumer Types

Each subsystem can have multiple states. Some subsystems follow a given activa-
tion and reactivation cycle with constant intervals, such as a navigation system that
determines the position of the satellite in regular intervals. This type is called a Con-
stant Duty Cycle (CDC) Consumer. Therefore, if the system has only two states,
namely on and off, the behavior is defined by the length of the two intervals. Sys-
tems can also traverse more than two states, e.g. the preheating phase of propulsion
systems.

Other subsystems do not follow a regular cycle, i.e. the length of the interval of
each state varies. Usually it is estimated for which percentage of an orbital period
the subsystems are expected to be active or these values are derived from reference
systems. The mean durations and the standard deviations can be defined to charac-
terize the duty cycle of such systems. This type of system is called a Varying Duty
Cycle (VDC) consumer. For each state the mean duration is defined by the Mean
Time of Activation (MTA). Further a second value is needed which defines the dura-
tion until this state will be reactivated, called the Mean Time of Reactivation (MTR).

Furthermore, the activity of subsystems can be coupled to the status of another
subsystem. For example, the ADCS is active if the camera or the propulsion system
is active to orient the satellite appropriately. Activities can also be defined before-
hand and executed by a schedule which is uploaded to the satellite, such as sensor
measurements. The activity can also be coupled to the position of the satellite in
orbit, such as a range of latitudes and longitudes to model a camera that is used to
take pictures of a target area.

Following a list of all consumer types is given with a short description:

Constant Essential subsystem which is active all the time except for failure states

Constant Duty Cycle A duty cycle is defined for the system that exactly defines
after which time the systems switches to the next status

Varying Duty Cycle Only the average percentages of time during which a status
is active are defined. The switching occurs based on a random process.
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Coupled The system is activated if another specific subsystem is active.

Simulated The system is simulated in detail and changes its state based on events
occurring during the simulation. Only consumption values for each state need to be
defined.

Target Tracking The activity is coupled to specific parameters, e.g. latitude and
longitude. The system is active if the values are within a specified range.

Scheduled A detailed schedule is given for the activity of the system

The consumption of COMM and ACS can be simulated based on their actual sta-
tus as described in the following.

Attitude Control Subsystem

The power calculation assumes a linear correlation between power consumption
and angular acceleration. At maximum torque the ACS consumes a power of Pmax.
The power consumed during a maneuver is then

W =
Pmax

αmax
· α ·∆t [J ] (4.9)

Communication Subsystems

The status of a satellite radio is simulated based on the actual activity. As EST-
NeT performs a detailed simulation of the wireless communication the state of the
radio is switched according to the respective events occurring during the simula-
tion, such as the reception of a packet after its arrival at the receiving antenna. The
COMM switches its states accordingly during the simulation and records the re-
spective power consumption. The radio modes off, sleep, receiver, transmitter and
transceiver are supported. Switching times can be defined that are needed to switch
from one state to another.

4.3.3 Power Budget Calculation

Power budgets are based on calculations of the average power consumption and
generation and comparison of these to estimate whether sufficient power is gener-
ated and whether the capacity of the batteries is large enough.

The power consumptions of all subsystems are summed for each operation mode,
as in the example given in Table 4.3. By estimating the amount of time a satellite
spends in each mode the expected average power consumption of the entire satellite
is determined.
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TABLE 4.3: Exemplary power consumption parameters

Nominal Heat-up Warm Thrust

Subsystem [mW] [mW] [mW] [mW]
OBC 14 14 14 14
PAN 168 168 168 168
EPS 40 40 40 40
OCS 0 10016 5016 11556-40656
ADCS 413 413 413 4984
UHF 161 161 161 161
GPS 0 0 0 165
ISL 186 186 186 186

Total Consumption 1261 mW 12097 mW 6597 mW 51011 mW
(includes 10% margin)
Active Time 67.63 % 18.56 % 12.37 % 1.44 %
Average Consumption 853 mW 2245 mW 816 mW 735 mW

Furthermore, the average power generation of the solar panels is estimated.
Therefore, the amount of time in sun and eclipse is calculated for the worst case sce-
nario, e.g. by assuming the maximum eclipse time. The orientation of the satellite
orbit to the sun is not known exactly beforehand and the orientation changes con-
tinuously if the orbit is not sun-synchronous. The eclipse period Teclipse depends on
the altitude of the satellite h, the Earth’s radius Re and the angle between the orbital
plane and the position vector of the sun β and can be calculated with Equation 4.10
using the orbital period T .

Teclipse =
T

π
arccos

√
h2 + 2Reh

(Re + h) · cosβ
(4.10)

In the worst case scenario with regard to the energy generation, the angle β is
assumed to be zero. An example is given in Table 4.4. The resulting mean power
generated per orbit is Pgen = 5.5 W .

TABLE 4.4: Energy generation parameters

Parameter Value

Semi major axis 6978.14 km
Orbital period 97 min
Period in sun 61 min

Solar to battery power 8.74 W
Average energy generation 8.89 Wh/rev

In Table 4.3, exemplary parameters for all energy consuming subsystems and
their consumption in different operation modes are presented. For a predefined mis-
sion scenario, the percentage of the active times of all states are defined and a mean
power consumption is calculated. In the presented example, the mission scenario
is an orbital maneuver consisting of 90 minutes preheating, followed by a thrust
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phase with 7 minutes thrust and 60 minutes of keeping the thruster temperature at
a certain level in between the thrust periods. The maneuver is done in a cycle of
five orbit revolutions. Therefore, the mean power consumption of the satellite is
Pcons = 853 mW + 2245 mW + 816 mW + 735 mW = 4648 mW . The result in this
case is, that the satellite will produce more energy than it consumes as Pgen > Pcons.
Thus, the power supply of the satellite is assumed to be sufficient.

4.3.4 Power System Simulation

Additionally, to the typical power budget calculations a comprehensive simulation
model has been implemented. Based on the system models described in Section 4.3.1
and 4.3.2 an energy module has been integrated into ESTNeT.

FIGURE 4.7: The NetSat formation visualized in ESTNeT

The NetSat[20] scenario has been analyzed for comparison of the simulation
models with the energy budget calculations. This NetSat mission consists of four
3U CubeSats, as shown in Figure 4.7. Table 4.5 shows the configuration of the sim-
ulation scenario regarding subsystem models, consumption types and subsystem
modes. The activity of the communication system is simulated based on the actual
data traffic in the network. The ACS simulates the energy consumption based on the
actual maneuvers required during the orbit control phases. The subsystems OBC,
EPS, PAN and the Attitude Determination System (ADS) are constantly active. The
navigation system is active during the orbit control phase and is therefore modeled
as a coupled consumer. The activity of the OCS was simulated in a another simula-
tor that is based on the Orekit library. The model predictive controller presented in
[133] controls the orbit maneuvers to keep the formation. The resulting thrust vec-
tors are imported into ESTNeT to simulate the power consumption of the OCS and
the required attitude maneuvers by the ACS.

4.3.5 Evaluation

The result of the power budget calculation of the NetSat satellites leads to the as-
sumption that the power supply is sufficient for the desired operation. This result
was revised by a full system simulation in ESTNeT.



4.3. CubeSat Power System Modeling 95

TABLE 4.5: Consumer types configuration example for the NetSat
mission

System Type States

OBC Constant On
EPS Constant On

COMM Simulated Tx/Rx/Off
PAN Constant On
ADS Constant On/Off
ACS Simulated, Coupled On/Off
OCS Scheduled Heat/Cont/Off
NAV Coupled On/Off

The resulting State of Charge (SoC) of the satellite batteries show that one of the
satellites runs out of energy multiple times during the simulation period of seven
days, see Figure 4.8. By further analysis of the simulation results the reasons for the
supply shortages could be identified. In this example one satellite is undersupplied
due to a worse orientation of its solar panels. The reason for that is the orienta-
tion defined by the formation control algorithm to point the thrusters appropriately.
Thus, the power generation decreases during orbit maneuvers. Together with the
consumption of the thrusters this leads to temporary power supply problems that
have not been recognized by simple power budget calculations.
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FIGURE 4.8: Battery state of charge simulation results of the NetSat
scenario

Based on the simulation results several potential improvements for the opera-
tions of satellites have been identified. Due to the relation of the activity of the OCS
and the power generation a potential improvement is to perform orbit maneuvers
when a satellite is in eclipse.This leads to increased power generation since the solar
panels can be pointed towards the sun when there is sunlight instead of orienting
the thrusters for orbit maneuvers. If orbit maneuvers are necessary during periods
with sun exposure it would be advantageous to select points of time when the re-
quired thruster orientation corresponds to the optimal orientation of the solar panels
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to the sun. Since the desired orientation of the thrusters is defined by a vector there
is still one degree of freedom left for the orientation of the satellite. This can be used
to optimize the power generation by simultaneously minimizing the pointing error
of the solar panels to the sun. Since relative orbit control is a cooperative task of
all satellites the simulation of the energy consumption allows to improve the load
balancing between the satellites.

Similar improvements can be made by optimizing the usage of the communi-
cation system of satellites. The orientation of directional antennas also leaves one
degree of freedom that can be used to maximize the power consumption. The activ-
ities can be preferably scheduled for the eclipse periods and to points in time when
antenna pointing requirements and solar panel pointing requirements correspond
to each other. Furthermore, if a directional antenna is used the link budget only
slightly decreases in case of a small pointing error, so a trade-off between the link
budget and the power generation can be considered to improve the overall power
efficiency.

Generally, by simulations of the SoC of satellites the usage of all satellite sub-
systems can be adjusted to improve the load balancing of the satellites and prevent
power outages by planning subsystem activities accordingly. Furthermore, the over-
all activity schedule of all satellite subsystems can be optimized to prevent that too
many consumers are active simultaneously, resulting in exceeding the load limit of
the EPS.

4.3.6 Conclusion

In this section simulation models as well as evaluations regarding the availability
of electrical energy in a CubeSat during a mission have been presented. The eval-
uations show that the implemented simulation models allow system engineers and
satellite operators to perform better analyses and thereby increase the outcome of
satellite missions. The analysis of the NetSat mission shows how the system design
and the on-board software can be improved in a specific mission scenario. Since
propulsion and communication systems are often the main power consumers of
satellites modifying the activity of these subsystems could prevent power outages.
Improving network communication algorithms for better load balancing in multi-
satellite systems and avoiding power outages preventatively by appropriate soft-
ware concepts is addressed in the following chapters.

4.4 Use Case Examples

The simulator ESTNeT is capable of simulating a variety of STN system aspects,
and it supports generating various outputs. Exemplary evaluations are shown in
the following. As ESTNeT has been primarily implemented for the development of
wireless and network communication protocols the first use case example shows the
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generation of contact and interference plans. Subsequently, further evaluations are
presented with regard to power generation and consumption as well as application-
specific data generation.

4.4.1 Space-Terrestrial Network Communication

In the following the creation of contact and interference plans is demonstrated on
the basis of the wireless transmission models of ESTNeT.

An entry of a contact plan consists of a source node ID, a sink node ID, a time
interval and a bit rate. An extract of a contact plan for a scenario like the CloudCT
system [77] with ten satellites is shown in Figure 4.9. The contact plan in the example
is a post-processed version of a basic contact plan. It has been modified so that it
includes only non-interfering contacts.

FIGURE 4.9: Contact plan created by ESTNeT

FIGURE 4.10: Interference plan with additive interference created by
ESTNeT

Interference plan entries consist of a time interval, a source node ID, a sink node
ID and a list of potentially interfering nodes. In Figure 4.10 an example of an interfer-
ence plan generated by ESTNeT is shown. The contact plan entries can be visualized
in the 3D model during simulations as displayed in Figure 4.11. In this case the pur-
ple color indicates links included in the contact plan and the orange color indicates
satellite-ground links not included in the contact plan due to potential interference



98 Chapter 4. Space-Terrestrial Network Simulation and Analysis

with other links. Further visualization tools are available to deeply analyze gener-
ated contact plans as shown later.

FIGURE 4.11: 3D visualization of a contact plan with ESTNeT

4.4.2 Attitude Control and Power Generation

In the following use case example a 3U CubeSat in a polar orbit is simulated that
actively maintains its orientation to the sun to generate as much power as possi-
ble. The solar panels are only attached to the four larger sides of the 3U CubeSat
and include seven cells each, as is in the Netsat mission [20]. When passing over a
ground station the satellite antenna tracks it. This leads to higher power consump-
tion and a decline in power generation in the respective time period. By the changes
of the tracking mode in the simulated scenario the impact of sun-pointing is shown.
Two revolutions are simulated in which two eclipse transits and two ground station
passes occur. When passing the ground station, antenna pointing has priority and
therefore the power generation is decreased. When no active sun pointing is per-
formed the full potential of the solar panels is not used, as depicted in Figure 4.12.

Figure 4.13 shows the state of charge of the battery and the power consumed by
selected subsystems. When the thrusters are active the power consumption exceeds
the generation and the battery charge starts to drop quickly. The other subsystems
consume less power and allow the battery to be charged. Figure 4.13 also shows
how a Constant Duty Cycle Consumer can be used to model regular tasks such as
attitude and position determination.
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FIGURE 4.12: Power generation of a 3U CubeSat with and without
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4.4.3 Geo-Coordinate-based Traffic Generation

This example scenario includes a Walker constellation with six orbital planes, three
satellites per plane and a single ground station located in Würzburg. The satellites
generate data traffic based on their position. A global ship density distribution has
been imported into ESTNeT to simulate the reception of AIS packets and the for-
warding of those to a ground station. In Figure 4.14 the number of sent packets is
shown over two orbital periods. When the satellites pass an area with a high ship
density a steep slope is visible. During periods in which satellites travel across a
continent the total number of sent packages stagnates. As there is only one ground
station the latencies of the packets vary significantly, as displayed in Figure 4.15,
since satellites have to carry the data until the next ground station pass. In this way
it can be evaluated if a specific system consisting of a certain set of satellites and
ground stations is sufficient to meet certain requirements with respect to coverage
and observation time. The exact traffic load for each node can be evaluated and the
influence of different routing and medium access protocols can be analyzed.
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FIGURE 4.14: Number of packets forwarded by one satellite
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4.5 Conclusion

In this section, the simulator ESTNeT was presented. Its system models for satel-
lites, ground stations and wireless channels enable the modeling and analysis of all
aspects of an STN in various scenarios that can be defined by the user. Even if the
development of communication protocols is the main use case for ESTNeT it can
also be used for the implementation of concepts and algorithms for other satellite
components, such as the power supply of satellites. The solar cell based energy gen-
eration model and the subsystem-based energy consumption enable the simulation
of the power supply, which is an important factor for operation concepts. Interfaces
for the import of geo-coordinate-based data generation models allow simulations of
use cases such as vessel tracking or IoT applications. Evaluations showed that the
implemented simulation models are superior to the link budgets and power budgets
typically used for system design. Through simulations additional problems as well
as possibilities for improvements can be identified. However, the most important
aspect of ESTNeT is the ability to physically model wireless transmissions. This al-
lows to include the influence of directional antennas, environmental noise and other
aspects, enabling the development of novel concepts and algorithms that take these
aspects into account, e.g. the approaches presented in the following chapters.
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Chapter 5

Network Algorithms

The capabilities of small satellites have increased notably in recent years, e.g. the
sensor quality and storage capabilities. As also the number of nodes in distributed
satellite systems is increasing the data download from satellites becomes a bottle-
neck. Solutions to manage the data transmission need to be developed. Among
these, the cooperative data transmission of the nodes in an STN by making use of
sporadic ISLs and the forwarding of data within the network to augment the down-
load volume and reduce end-to-end latencies. Further, the typical approach of data
requests sent by ground stations to initiate downloads limits the usability of ground
stations that are only equipped with receivers. To overcome this limitation and en-
able cooperative data transmission, management algorithms need to be developed
that not only take currently available links into account but the dynamic evolution
of the network topology that is mainly dictated by orbital dynamics.

The contacts between satellites in LEOs and ground stations are episodic. Inter-
satellite links can be also be episodic if the satellites are distributed on different or-
bital planes. This forbids a continuous and stable end-to-end data flow and thereby
limits the applicability of traditional Internet protocols. The DTN approach relaxes
this strict end-to-end path requirement by exploiting a novel data flow approach,
the store-carry-and-forward approach. Whereas continuous end-to-end paths via
LEO satellites are only achievable by deploying thousands of satellites the DTN ap-
proach is suitable for smaller nanosatellite constellations and formations. The main
challenge due to the intermittent connectivity of STNs in LEOs is the design and
implementation of suitable routing protocols. If paths in the network are not con-
stantly available routing decisions do not only need to determine the best next hop
node in the network but also the best point in time to perform a transmission. If the
network topology is time-evolving routing is a bi-dimensional problem and thereby
more complex than routing on the Internet. However, in contrast to terrestrial mo-
bile networks the dynamic topology of STNs is highly predictable due to the orbital
dynamics. This can be an advantage when it comes to the development of appropri-
ate network management algorithms.

One of the main goals of the work presented here is to take advantage of the pre-
dictability of satellite networks for the design of network management algorithms.
In this chapter algorithms are presented that have the potential to contribute to the
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implementation of highly effective STNs by efficient usage of the limited resources
of nanosatellites and wireless channels. It is described how system models and orbit
propagation are used to generate a dynamic network model and how this is used
to generate contact plans. Finally, it is explained how these contact plans can be
processed to generate routing tables for the network participants that enable for an
efficient data flow in the network by taking specific system constraints and opti-
mization goals into account.

Besides the problem of planning and scheduling the forwarding of packets to a
single destination node, such as the forwarding of sensor data to a ground station,
also broadcasting scenarios need to be considered, such as the upload of software
updates to multiple satellites. How such a task can be efficiently solved by means
of appropriate channel coding and antenna tracking algorithms is addressed in this
chapter as well.

This chapter is structured as follows. First the state of the art regarding proto-
cols and algorithms for mobile networks is described together with a comparison in
Section 5.1. The applicability of the Bundle protocol implementation DTN2 to STN
scenarios is investigated in Section 5.2. In the subsequent sections the developed
algorithms are presented. After a general description of space-time graph routing
the generation and the post-processing of contact plans as well as the generation
of routing tables are outlined in Section 5.3. Section 5.4 addresses efficient uplink
broadcasts to satellite formations. Section 5.5 includes a summary and conclusions.

5.1 State of the Art

There is a number of network types that show similarities to STNs, such as Mo-
bile Ad hoc Networks (MANETs) and interplanetary networks. In this section an
overview of network structures, related network protocols and routing algorithms
is given. Further the applicability of existing MANET and DTN protocols is dis-
cussed.

5.1.1 Network Topologies

The physical structure of a network is important for the selection of appropriate
routing protocols. The logical topology can generally be different to the physical
topology. In wired networks a variety of topologies is used, such as bus, ring, mesh
and star. Wireless networks can have dynamic topologies, requiring more complex
routing protocols and algorithms. The most relevant network topologies of wireless
networks are discussed in the following.

In a star topology all nodes are connected to a central node with a point-to-point
connection. This central entity manages the entire network traffic. It is therefore a
single point of failure. A failure of the central node leads to a loss of all network con-
nections. A common measure to reduce the failure risk is the integration of a second



5.1. State of the Art 105

(redundant) central node. Star topologies are used in many terrestrial networks such
as Wi-Fi networks and cellular networks. Another disadvantage is the high load for
the central node.

If the network is designed as a ring topology each node is connected to two other
nodes via point-to-point links in such a way that a ring is formed. Messages are for-
warded along the ring until they reached their final destination. If communication
links are bidirectional nodes usually hold a list with preferred forwarding directions
for all nodes in the network. If the links are unidirectional a failure of a single node
leads to a partitioned network. Redundant connections can be added to reduce the
risk of network outages.

In a mesh each node is connected to one or multiple other nodes. A network
whose nodes in which each node is connected to all other nodes is called a fully
connected network. Mesh networks are resilient, flexible, scalable. They are self-
healing and self-forming. The structure enables swarm communication where nodes
join and leave the network. Due to the decentralized nature they need minimal
infrastructure.

In mobile networks connections the connectivity is not fixed always. Due to
this intermittent connectivity the network can be fragmented into multiple clusters.
These intermittently connected networks pose significant challenges for network
management algorithms since information exchange is possible only in limited time
intervals.

5.1.2 Mobile Ad Hoc Networks

A network type that is closely related to STNs is the MANET. MANETs are self-
configuring autonomous networks of mobile nodes without a static infrastructure
that don’t need central coordination units. In such a network nodes don’t exchange
data via a central access point but establish communications between each other.
The adaptive and autonomous properties of MANETs allow automated adaption of
the communication links.

Terrestrial communication networks usually show low link latencies, static routes,
low packet loss and high connectivity. Links are fast and symmetrical, CPUs fast,
memory cheap and networks can be managed and configured by central nodes.

In contrast, in mobile networks routing is not based on pre-existing infrastruc-
ture such as routers in wired networks or central access points in other wireless
networks. Instead, each node participates in routing by discovering the network
topology and forwarding packets from other nodes based on a routing algorithm.
Routing algorithms for ad hoc networks can be divided into proactive, reactive and
hybrid schemes. Proactive schemes maintain lists of routes to destination nodes by
periodically sending routing tables throughout the network. An advantage of this
approach is that user data can be sent immediately without searching a route. On
the other hand the overhead for maintaining the routing tables reduces the available
capacity for user data. Reactive schemes determine routes on demand. If a route
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to a specific destination node is required the source node sends route request pack-
ets through the network to find a route. This approach can reduce the overhead for
route maintenance but leads to increased latencies. The suitability of proactive and
reactive protocols depends on the characteristics of the network such as node mobil-
ity. Hybrid approaches combine proactive and reactive strategies to find a trade-off
between overhead and latencies. Initially routes are proactively determined and the
demand of additionally activated nodes is handled by reactive flooding. Further
schemes exist, such as geographical or hierarchical routing, which divide nodes in
groups based on their position or their hierarchical level. Table 5.1 provides a list of
examples of proactive, reactive and hybrid routing algorithms for ad hoc networks.

Name Type

DSDV proactive
OLSR proactive

B.A.T.M.A.N. proactive
AODV reactive

DSR reactive
HWMP hybrid

TABLE 5.1: Overview of well known ad hoc routing algorithms

The Optimized Link State Routing Protocol (OLSR) is a proactive routing algo-
rithm that compiles and maintains a routing table for the entire network on each
node. By sending hello packets nodes can discover nodes with a distance of up to
two hops. Based on this information each node selects a minimal number of Multi-
Point-Relays (MPRs), enabling each node to reach all two-hop neighbors through
one of the MPRs. Better Approach To Mobile Ad hoc Networking (B.A.T.M.A.N.)
is also a proactive algorithm that is based on periodically transmissions of broad-
casts to inform neighboring nodes about their existence. These nodes forward these
messages to heir neighbors. Each node only stores the information to which nodes
their neighbors can forward packets and don’t store routing information for the en-
tire networks. This reduces the complexity compared to OLSR. Dynamic Source
Routing (DSR) is an example of reactive routing algorithms that determines only re-
quested routes. Route request packets are answered by nodes that hold a route to the
destination node. User data is transmitted along the path of the reply messages. The
number of required route requests is reduced by adding a list of all known destina-
tion nodes to the user packets, allowing nodes to obtain knowledge of the network
topology by listening to ongoing transmissions.

The performance of different MANET routing protocols was evaluated in [134].
The results show that these protocols are able to transfer data in mesh-like satel-
lite networks, but in the best case only 90 % of the packets could be delivered at a
channel load of only 5 %.
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5.1.3 Delay/Disruption Tolerant Networks

DTN protocols are designed to address the challenges of space networks by intro-
ducing hop-by-hop store-and-forward communication [135]. Delay Tolerant Net-
working (DTN) is a concept that was developed by the DTN Research Group (DT-
NRG), which was part of the Internet Research Task Force (IRTF)1 and is no longer
active. The term DTN refers to a networking approach that is able to handle high
delays and intermittent connectivity. Its primary objective is to support the inter-
connection and intercommunication in challenging network environments includ-
ing intermittent connectivity, high bit error rates, large or variable delays and het-
erogeneous transmission rates. Originally, DTN protocols were developed to sup-
port interplanetary links where high latencies and intermittent connectivity had to
be overcome to allow communication with nodes such as Mars rovers. Later, the
potential of the DTN approach for LEO networks was recognized too, for exam-
ple in [136], [137] and [67]. The concept is also applicable to terrestrial networks
that are subject to intermittent connectivity and interference, such as some kinds of
mobile networks and networks connecting remote areas. DTN was defined by Ivan-
cic et al. [138] as the concept of end-to-end, store-and-forward transmission, that
enables communication in networks subject to intermittent connectivity. The store-
and-forward concept plays an important role in this context and represents the main
difference to other networking concepts.

The main reasons to implement DTN concepts are:

• Congested networks

• High latencies

• Network paths subject to disruptions and intermittent connectivity

• Unstable connections due to radiation effects

DTN algorithms are especially interesting for space networks, as these have to
overcome high distances, establish connections by RF links and need to compensate
relative movements. The latter can lead to temporary separation of nodes from the
network, i.e. nodes are not available for other nodes and cannot establish connec-
tions to other nodes by themselves.

5.1.4 Comparing MANET and DTN Routing

Common MANET protocols try to establish a complete route between source and
destination node and then start message transfer only if such an end-to-end path is
available. In networks with continuous connectivity end-to-end paths from source
to sink node can be determined almost instantaneously. The discovered path allows
the transmission of data destined for the sink node, as depicted in the upper part
of Figure 5.1. If those paths are not available or interrupted frequently, as in space
networks, this approach is very inefficient and fault-prone.

1https://irtf.org

https://irtf.org
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The main difference compared to traditional MANET protocols is the store-and-
forward policy of DTNs. By using a store-and-forward approach data are incre-
mentally stored and forwarded across the network until they finally reach their
destination. Therefore, packets are stored in each node of the path until they can
be forwarded to next node. Furthermore, packets can be transferred over multi-
ple paths. This multicast routing increases reliability in case of high packet loss or
unpredictable network topologies. Generally the store-and-forward concept also re-
duces overhead for retransmissions and in networks with sparse contacts it makes
better use of available communication opportunities. In this way latencies can be
decreased and throughput increased, as depicted in the lower part of Figure 5.1. As
an example, DTN protocols enable satellite networks to efficiently downlink pay-
load data by increasing the number of opportunities to link with other satellites
and ground stations. Additionally, the latency in case of transmission errors is de-
creased, as a message does not have to travel across the entire network again, but
only through the link on which a transmission error occurred [139]. This is beneficial
in networks affected by high interference such as space networks.
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FIGURE 5.1: Comparison between message transport in MANETs
(top) and DTNs (bottom)

5.1.5 The Bundle Protocol

A protocol that supports the store-and-forward scheme is the Bundle Protocol (BP),
which is proposed in [140] as a universal solution for different types of DTN scenar-
ios. The BP was designed as a novel approach to network communication [141]. It
introduces a new approach to identification, addressing and routing of data packets
and can therefore not easily be combined with most other communication protocols.
However, it can be used together with other protocols by using so-called conver-
gence layers.
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The BP is the de-facto DTN standard protocol. It provides store-and-forward
transport of so-called bundles (a series of contiguous data blocks) and acts as an
overlay network over a variety of heterogeneous networks, such as ground station
and satellite networks. Figure 5.2 illustrates the integration of the BP into ISO pro-
tocol layers. The BP is designed to be used throughout a DTN. Also different BP
implementations can work together. Furthermore, it is independent of lower-layer
protocols. Those are chosen according to the specific characteristics of each com-
munication environment. Therefore, the BP is a promising candidate to provide a
common basis for future space networks, such as the Internet Protocol (IP) serves as
a common basis for most terrestrial networks.
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FIGURE 5.2: DTN protocol stack including the Bundle Protocol

One of the key features of the BP is the custody transfer, which forces a node on
the path to the destination to hold a copy of a packet until it is acknowledged by
another node that took over custody. This node does not need to be the next hop,
but can be any node that received the packet and is able to store it to continue the
store-and-forward process.

Storage and Operating Modes

For the storage of packets semiconductor memories should be used with a very low
error-rate. Since important packets should not get lost in case of system failures such
as energy shortages in some cases non-volatile memory is recommended.

Incoming bundles, from radio interfaces or local interfaces to services and ap-
plications, are buffered first. In case of big fragmented bundles the individual frag-
ments are buffered. Then a routing decision is made. If the bundle is addressed to
the local node it is passed to the according application. If not, the bundle is passed
to one or multiple radio interfaces.
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Experiments

The first article on the topic DTN was published 2002 according to the Delay-Tolerant
Networking Research Group (DTNRG). The evolution of the term DTN from the
original motivation, the interplanetary internet, to a general communication ap-
proach for remote and extreme areas started with the release of the first internet
draft of V. Cerf et al. in August 2002, which was later released as RFC4838 with
the title "Delay Tolerant Network Architecture". In 2008 first successful experiments
were performed on-board of the UK-DMC satellites and on the Deep Impact Comet
Probe [138]. The first successful application of the BP was the transmission of a
picture of the Cape of Good Hope from the UK-DMC satellites to Earth. Another
successful application of the BP on the ISS demonstrated the application of the BP
and especially its custody transfer to decrease redundant retransmissions of already
received data from scientific experiments to Earth [142]. The first simple experi-
ments with the BP in Space took only place on direct links between satellite or space
station and a ground station, but not in a network with multiple satellites.

The BP includes a complex security architecture and a complex protocol format,
compromising multiple blocks for different purposes [140]. These block and header
information can be added, deleted and modified by intermediate nodes within the
network. This means that no high-level integrity and reliability checks can be per-
formed by the BP. Block and header contents can be modified by the network, so it
is not possible to distinguish between intended modifications and random errors.
However, reliability checks can be a side effect of the security check of the BP or the
node-to-node authentication. Without security architecture the BP can rely on the
reliability checks in convergence layers and lower protocols. A solution by defining
new cipher-suites for use within the existing Bundle Security Protocol’s Payload In-
tegrity Block was proposed in [143]. Further problems that were described in [140]
are the required time synchronization between network nodes and the high com-
plexity of the protocol that makes the implementation of the BP in simple embedded
systems on-board of satellites difficult. This problem however seems to be solved to
some degree as there is an implementation for embedded systems available, called
µPCN [144]. In the literature problems were identified concerning security, reliabil-
ity and the required clock synchronization [145].

DTN22, ION3 and IBR-DTN4 are the most popular BP implementations. DTN2
is designed as a general and flexible implementation for research and development,
whereas ION and IBR-DTN are designed rather for specific applications.

DTN2

The DTNRG published a free version of their BP implementation. This reference
implementation, called DTN2, offers a broad variety of DTN features, such as an

2http://www.dtnrg.org/
3http://sourceforge.net/projects/ion-dtn/
4http://trac.ibr.cs.tu-bs.de/project-cm-2012-ibrdtn

http://www.dtnrg.org/
http://sourceforge.net/projects/ion-dtn/
http://trac.ibr.cs.tu-bs.de/project-cm-2012-ibrdtn
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API for applications, custody transfer and support for security aspects. It includes a
number of convergence layers, such as Transmission Control Protocol (TCP), Blue-
tooth and Licklider Transmission Protocol (LTP). Further it includes several rout-
ing algorithms, such as static routing, Flood, Probabilistic Routing Protocol using
History of Encounters and Transitivity (PRoPHET) and Delay Tolerant Link State
Routing (DTLSR). The implementation is no longer developed.

IBR-DTN

IBR-DTN is a modular implementation of the BP for embedded systems. It offers
multiple routing protocols such as PRoPHET and epidemic routing. The implemen-
tation is intended for use on Linux-based operating systems. Due to the focus on
embedded platforms it has low resource consumption and good performance.

ION

Interplanetary Overlay Network (ION) is a BP implementation under continuous
development of JPL [146]. In contrast to other implementations it was developed for
use on spacecraft. It was flight validated on space missions such as NASA’s EPOXY
mission, UK’s DMC and on the ISS. While other BP implementations offer multiple
routing protocol choices ION focuses on Contact Graph Routing (CGR). The imple-
mentation was designed for larger satellites and is based on parallel execution of
multiple processes. The number of processes depends on the number of active con-
tacts. Due to the extensive usage POSIX API implementations for multiple platforms
are available such as Linux, VxWorks and RTEMS.

µPCN

Micro Planetary Communication Network (µPCN) is a BP implementation for mi-
crocontrollers [144]. It offers a new routing algorithm designed for ring road net-
works. The ring road concept is an approach to connect networks in remote areas on
Earth to the Internet with the help of LEO satellites moving between these regions.
The satellites are not cross-linked, so the delivery of data relies on the store-carry-
and-forward approach of a DTN protocol. µPCN is an implementation that does not
require a POSIX API and was designed for the usage on low-cost microcontrollers
of CubeSats.

5.1.6 Contact Graph Routing

Contact Graph Routing (CGR) [147, 148] is a routing protocol that makes use of the
predictable nature of space networks.

CGR is based on the exchange of two different control message types, i.e. contact
plan messages and range messages. The former include a timestamp at which the
information is valid, the expiry date, unique IDs of the sending and the destination
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node as well as the predicted data rate of the link within that interval, given in byte
per second. The range message consists of a timestamp at which the information
will be valid, an expiry date, unique IDs of the sending and the destination node as
well as the assumed distance between the nodes within the respective time interval,
given in light seconds. With these control messages each node can generate a contact
graph that includes two lists in which received routing messages are stored until the
expiry date.

The core of CGR is the routing algorithm itself, which tries to find the optimal
route for each bundle to its destination node. The optimal route is clearly defined
by a number of criteria, such as the required capacity (the product of data rate and
contact time), sufficiently fast forwarding before the expiration would be reached
and before the node is out of range.

Figure 5.3 shows an example of a contact graph. A contact graph is a directed
graph in which each node represents a contact between two physical network nodes,
e.g. vertex B represents the contact between node 1 and node 2. Each vertex includes
an interval that corresponds to the time period the contact is available for. The phys-
ical nodes itself are represented as a connection from a node to itself, e.g. vertex A
represents the physical node 1. By traversing the graph considering the time inter-
vals, paths in the network between nodes can be determined.

FIGURE 5.3: Contact Graph Example

Figure 5.4 shows an overview of the contact graph routing workflow. System
models are used to predict the network topology in the future. The corresponding
contacts are used to generate a contact plan. The contact plan generation approach
developed for this thesis was presented in Chapter 2. The generated contact plan
can then be converted to a contact graph. Finally, a routing table is generated by
searching paths in the contact graph with the well-known Dijkstra algorithm. The
routing table is then used by nodes to make there forwarding decisions.
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FIGURE 5.4: Contact Graph Routing Workflow

5.2 Analysis of DTN Routing Protocols

DTN2 is a BP implementation that was developed for research and development
purposes. It includes several DTN routing algorithms. A selection of these algo-
rithms was investigated, and their performance was evaluated in a simulation en-
vironment that was specifically implemented to enable evaluations in satellite net-
work scenarios. In this section the available routing algorithms are described and
their applicability to STN scenarios is discussed. The evaluated scenarios and the
simulation setup is described. After the presentation of the results a discussion of
the applicability of DTN2 together with lessons learned conclude the section.

5.2.1 DTN Routing Algorithms

DTN2 provides several DTN routing algorithms with different complexity and con-
cepts. The investigated algorithms Flood, PRoPHET and DTLSR are described in the
following.

Epidemic Routing

The simplest DTN routing approach is called Flood. It is based on simple broadcast-
ing of messages. Thus, whenever a node wants to transmit a message it will send
it to every node in range. These nodes will repeat the process and send a copy of
the message to each of their respective neighbors. This approach is also called “Epi-
demic Routing” since packets spread over the network like a virus. The simplicity
of this algorithm is an advantage in terms of reliability. As packets spread over all
available paths in the network, the probability of a successful delivery is maximized.
Another advantage is the latency of delivered packets. Since all paths are included,
the shortest one is definitely among them. Obviously, this algorithm is not very ef-
ficient since a lot of overhead in terms of redundancy is generated. This overhead
leads to network congestion and exhaustion of node buffers which decreases the
overall network performance. Nevertheless, epidemic routing is beneficial in case of
smaller error-prone networks such as this simulation scenario. Furthermore, since
no specific routing decisions are made, the influence of those is eliminated and the
simulation results show the pure benefit of the store-and-forward mechanism.
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PRoPHET

A number of improvements of the flooding approach were developed. Probabilistic
Routing Protocol using History of Encounters and Transitivity (PRoPHET) is a rout-
ing protocol that reduces the resource requirements of the Flood routing algorithm
by introducing a probability for the successful forwarding of a message, as described
in [149]. Messages are only passed to a node if this node probability to forward the
message successfully is higher than the probability of the local node.

When a node encounters another node the nodes exchange information about
their delivery probabilities to all other nodes. Subsequently, messages are exchanged
if the other node has higher probabilities for their delivery.

The probability matrix P is updated according to

P(a,b) = P(a,b)old + (1− P(a,b)old)Pinit (5.1)

where Pinit ∈ [0, 1] is an initialization value. Usually a value of 0.75 is used.
The node indices (a, b) represent the nodes that encounter each other. Since the
probabilities of encounters are subject to an aging process Equation 5.2 is applied,
where γ ∈ [0, 1] is the aging constant, which is usually set to a value near 1. k

represents the passed time.

P(a,b) == P(a,b)old · γ
k (5.2)

Further the probability matrix is updated based on transitivity, due to the fact
that if the routes A-B and B-C have a high delivery probability, the route A-C will
also have a high probability. The update process is defined by Equation 5.3, where
β ∈ [0, 1] is a scaling factor that defines the impact of the transitivity. β is usually set
to lower values because high values lead to forwarding of packets at each encounter,
which eliminates the key advantage of PRoPHET.

P(a,b) = P(a,c)old + (1− P(a,c)old) · P(a,b) · P(b,c)) · β (5.3)

A disadvantage of PRoPHET regarding an application in LEO networks is that
encounters are predictable by orbital propagation, which is not utilized by PRoPHET.
However, contacts in LEO networks are somehow regular, which is advantageous
for PRoPHET.

DTLSR

Delay Tolerant Link State Routing (DTLSR) [150] is based on partitioning of a net-
work in multiple subsections. Within such a subsection each node determines and
stores the connectivity status to all other nodes to make forwarding decisions. If con-
nections between nodes of different subsections exist these noise become gateways,
which allow forwarding across the borders of sections.
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This protocol might therefore be suitable for satellite networks consisting of mul-
tiple formations with static or slowly changing topologies. If the network does not
consist of a number of areas, formations or groups the connectivity cannot be mod-
eled very well with DTLSR, which limits its applicability and increases the overhead
it produces.

5.2.2 Protocol Overhead

For the evaluations of DTN2 the following protocol stack was used: Ethernet, IP,
User Datagram Protocol (UDP) and BP. The overall protocol overhead consists of
the following header sizes:

• 18 bytes (Ethernet)

• 20 bytes (IP)

• 8 bytes (UDP)

• 48 bytes (Bundle Protocol, Primary Bundle Header)

• 4 bytes (Bundle Protocol, Bundle Payload Header)

The minimum overhead per packet is therefore 98 bytes. A packet in this case is a
bundle fragment. If the bundle is small enough to be transmitted without fragmen-
tation there is no additional overhead. If not at least 98 bytes of header information
are added to each fragment. In case of the BP the header size depends on the content
of a bundle. The reason for that is the use of self-delimiting numeric values (SDNV).
Moreover, additional features lead to larger headers, e.g. the bundle security pro-
tocol. The value given above is the minimum value, which the most frequently
occurring value in real applications.

For the evaluations presented later the UDP convergence layer was used. It
turned out that this choice causes problems in scenarios with links providing a very
low data rate as in the present case. There are several reasons for this, described in
the following.

The DTN nodes need to know which neighbors are present. Therefore, they
transmit a discovery packet every 5 seconds. This discovery mechanism produces
40 bytes of traffic every 5 seconds on each node. Each node that receives such a
packet responds with another packet, which further reduces the network capacity.
Since all nodes share a common medium the packet collision probability increases,
which further reduces the effective data rates.

Whenever a node is transmitting a response by an unicast it also sends an Ad-
dress Resolution Protocol (ARP) request to assign a MAC address to the IP address
of the destination node due to using the Internet Protocol. These request in turn pro-
duces additional overhead. Each request is a broadcast, meaning that it is transmit-
ted to each node within reach. However only the node with the respective address
responds to this request.
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Altogether the protocol stack produces a significant overhead, caused mainly
by the convergence layer. This overhead is produced independently of user data
traffic. To mitigate this effect several measures could be taken. ARP packets can
be completely eliminated using a static ARP mapping. Alternatively the ARP cache
aging can be increased to reduce the number of requests generated. If the set of
nodes in the network remains the same the value can generally be set to a very
high value so that in fact only one request per node is sent for each destination IP
address. The number of discovery packets can be reduced by increasing the transmit
interval of the discovery mechanism. This increases the time nodes need to discover
each other but significantly decreases the additional traffic load on the network. In
practice, an appropriate trade-off has to be found. For the presented simulations the
cache aging was set to 24 hours and the discovery interval was set to 60 seconds
based on empirical evaluations.

5.2.3 Characteristics of DTN2

In the following section the application of DTN protocols is discussed with respect
to general aspects based on the experience with DTN2. Differences with respect to
MANET protocols include:

• Increased memory requirements by the store-and-forward scheme

• High protocol overhead due to integration of control information into bundles

• High network traffic due to multicast transmissions

• Less resources used for retransmissions due to hop-by-hop transmissions

• Transmission success rate can be increased by transmissions on several routes
simultaneously

• Communication is possible between nodes without the presence of continuous
end-to-end paths

• Higher throughput and lower latencies are possible due to store-and-forward
mechanism

5.2.4 DTN2 Simulation Environment

A simulation environment was implemented, especially for the comparison of the
DTN2 routing protocols. The environment is mainly based on NS-35 and LXC6, as
illustrated in Figure 5.5.

NS-3 is a widespread object-oriented discrete event network simulation tool. It
allows the simulation of mobile radio networks by providing models for nodes,
links, mobility and implementations of well-known communication protocols. Since
it does not support satellite communication and DTN protocols these features were

5https://www.nsnam.org/
6https://linuxcontainers.org/lxc/

https://www.nsnam.org/
https://linuxcontainers.org/lxc/
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implemented additionally. The main components of the simulation are the satel-
lites and the communication channel. The satellite models include properties such
as transmission power, transceiver loss, antenna gain and a mobility model describ-
ing the satellite trajectory. The radio channel includes losses and geometric models.
The trajectories of the satellites were calculated according to the SGP4 model [151],
taking into account perturbations due to the oblateness of the Earth as well as third
body perturbations and atmospheric drag. Therefore, TLEs were generated for the
defined scenarios and trajectories were calculated for simulation periods of up to
seven days. Application models are included by periodic generation of packets with
constant size representing telemetry or payload data. The simulation environment
integrates all system models to analyze the resulting communication performance.
During simulations the entire network traffic is captured for evaluation of perfor-
mance metrics such as throughput, delays and packet loss.

Available implementations of the BP have been investigated, e.g. DTN2, ION
and IBR-DTN. Since most implementations are tailored to specific applications the
flexible DTN2 reference implementation was selected for the presented evaluations.

The integration of DTN2 was performed using LXC, a lightweight operating
system-level virtualization. It was used to generate a virtual machine for each satel-
lite, whereby network interfaces and namespaces are isolated from each other to
avoid undesired interactions between network nodes, affecting the simulation re-
sults.

For the lower protocol layers that are not covered by DTN2 an adaption of IEEE
802.11 was integrated. Its suitability for satellite formations is acknowledged in [152,
153, 154].

All software components are integrated on a single computer running a Linux
operating system. As shown in Figure 5.5 the physical parameters of the satellites
are defined in NS-3, which contains models of the satellites and the communica-
tion channel. Also the lower protocol layers are implemented in NS-3. Each satellite
model is connected to a virtual machine outside the NS-3 environment via a network
bridge. On these virtual machines the second part of the satellites is implemented,
mainly the DTN protocols and the application model. The flow of a single bundle
can be roughly described as follows: The DTN2 daemon on a virtual machine gen-
erates a bundle and sends it to the NS-3 environment. There it is received by the
satellite model and transmitted through the simulated communication channel to
all satellites in reach according to the current positions. From these satellite mod-
els the bundle is then forwarded to their virtual machines respectively. The DTN2
daemons receives the bundle, logs the reception and decides whether to forward
it to further satellites. After the simulation Matlab is used to analyze the recorded
network traffic and calculate performance parameters.

Evaluations of selected routing algorithms performed with this simulation envi-
ronment are presented in the following.
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FIGURE 5.5: Simulation environment based on NS-3 and LXC
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5.2.5 Simulated Scenarios

For evaluating the advantages of the Bundle Protocol and its store-and-forward ap-
proach the DTN2 implementation has been integrated in a self-developed simulation
environment based on the well-known network simulator NS-3 as described above.

(A) Scenario 1 consists of 18 satellites in a
Walker constellation: six different orbits, three

satellites per orbit.

(B) Scenario 2 consists of 50 satellites in a
mesh-like network.

FIGURE 5.6: The two analyzed scenarios 7

For the investigations two typical topologies have been selected. The first is
a Walker constellation (Figure 5.6a), an evenly distributed configuration, used for
communication and Earth observation missions because of its high ground cover-
age. The selected configuration is a very sparse system consisting of 18 satellites in a
45°:18/6/0 constellation, which means the satellites are distributed on six different
orbits with equal inclination and that there are three satellites on each orbit.

The second scenario is a satellite swarm (Figure 5.6b). This scenario encompasses
50 satellites in a mesh-like network on slightly different orbits.

The altitude is 700 km and the orbital period is approximately 99 minutes in
both scenarios. The satellites are assumed to be CubeSats with typical properties
such as low transmission power, small omnidirectional antennas and transmission
frequencies in the UHF-band. Therefore, a data rate of 10 kb/s is assumed and the
maximum link distance is assumed to be the line of sight distance. Of course the
maximum distance may be considerably less in real scenarios depending on the RF
hardware parameters. Nevertheless, this assumption was made here, since it is a
worst case assumption regarding the benefit of DTN in the evaluated scenarios. In
case of smaller maximum link distances, the connectivity of the network decreases,
so the benefit of the store-and-forward mechanism increases.

Due to the significant impact of contact times, which are not relevant for scenario
2, the focus of the analysis was placed on scenario 1.

7Image courtesy of Analytical Graphics, Inc. (www.agi.com)

www.agi.com
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5.2.6 Evaluation of a Walker Constellation Scenario

In essence, two multi-satellite systems were simulated, which differ in their spatial
configuration and hence, the availability of links between the nodes and the vari-
ation of distances. Simulations carried out for the first scenario show significant
results for the applicability of DTNs in networks with a lower number of nodes and
intermittent connectivity. In particular, message delays, local message storage and
throughput with regard to different simulation parameters were analyzed.

Simulation Parameters

The focus was placed on pairs of nodes, that are not connected by a direct end-to-end
path and thus store-and-forward communication is necessary to deliver messages.
Therefore, the throughput of common MANET routing protocols would be equal to
zero and the benefit of store-and-forward communication is clearly measurable. For
the simulations one satellite is defined as data source and another is defined as data
sink. When not stated otherwise, all plots relate to the satellite pair (2,16), which
has been picked because the satellites have almost no direct contact and hence, is
interesting for investigating performance issues. When relevant, additional effects
or relations to other satellites are mentioned.

The software configuration parameters have not been tuned specifically for the
measurements. Any parameter changed will be indicated in the remainder of the
text. The simulation results depend on a lot of different parameters of the BP im-
plementation such as discovery intervals as well as lower-layer protocols and corre-
sponding parameters. Therefore, just general conclusions are drawn by identifying
trends from extensive simulations. As the used DTN implementation did no work
very well with UDP, TCP has been used as a convergence layer below the DTN2 pro-
tocol. Of the three different routing protocols that were tested (Flood, ProPHET and
DTLSR), Flood routing provided the best message delivery rates, thus only results
with respect to Flood routing are further discussed.

Contact Times

In scenario 1, contact times are rather sparse. This can be seen in Figure 5.7. The
matrix shows the period in minutes per orbit, during which a link between a pair
of satellites can be established (either direct or indirect). While there are a few pairs
which can communicate with each other most of the time (such as 11 and 1), there are
also pairs which do not have any direct contact at all (for instance 10 and 12). Thus, it
is important, that by store-and-forward of messages along direct link opportunities,
communication is made possible.
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FIGURE 5.7: Contact times in minutes between two satellites (includ-
ing indirect links) for one orbit.

TX/RX Throughput

The total throughput of the system in scenario 1 was simulated with different mes-
sage (bundle) transmission intervals. The bundle payload size was set to 300 bytes.

As can be seen in Table 5.2, in most cases the received data rate was lower than
the generated data rate. This is related to message losses in the network (transmis-
sion errors). However, in the measurement where the time delay between messages
was set to 40 s, the receiving node was actually receiving more data than the sending
node was providing. This shows that sometimes, multiple paths can transport the
same message, what is an advantage with regard to reliability.

TABLE 5.2: Throughput and bundle delivery rate (BDR) of a two node
link in the network

Interval [s] TX [B/s] RX [B/s] BDR [%]

10 14.40 11.90 17
20 7.31 6.30 44
30 4.88 2.94 100
40 3.67 8.45 44
50 2.94 1.84 100

The bundle delivery rate shows to be highly dependent on the general network
load. When bundles have been generated faster and thus, more bundles were trans-
ferred through the network rising its load, the delivery rate dropped significantly.
However, since collisions and fine-grained timing are random, also outliers have
been observed, as in the case in which the message generation interval was set to
40 s. It is possible that the receiving node was overloaded due to numerous dupli-
cate bundles it has received. This assumption is supported by the high RX data rate
measured. Generally, this is a characteristic disadvantage of Flood routing.
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Message Latency

Each message sent through the network of nodes has a certain latency. It depends on
the contact opportunities with other nodes, as well as the local node storage capacity.
When the message buffer of the local node is full, it may take multiple attempts to
deliver the message. However, for the performed tests, no artificial limit for the
message buffer was imposed in order to have the results reflect the true delivery
rates of the store-and-forward system. The distribution of the message latency for
different message rates was measured.
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FIGURE 5.8: Message (bundle) delay histogram (distribution) for a
message delay of 10 s.

As shown in Figure 5.8, messages traveled through the network for more than
30 minutes. No message could be delivered in less than 25 minutes. The reason for
these latencies is the dynamic topology. Contacts between the satellites are sparse
and thus, time passes, as they get in contact with each other.

Sometimes, depending on the message rate, even a saturation effect can take
place. In this case, messages cannot be delivered at once, as an important link be-
tween two satellites is severed for one orbit and transmission continues when the
constellation returns. Depending on the number of messages stored and the num-
ber of duplicates, it may take multiple orbits until the last messages can be finally
delivered. This can be seen in Figure 5.9. Here, messages traveled through the net-
work for more than 4 hours.

Overall, different distributions of the message latency have been observed de-
pending on the selection of nodes and the packet generation. This is intended in the
design. As can be seen DTNs are very good at delivering messages across challeng-
ing networks, where contacts between the nodes are sparse. Beyond that, store-and-
forward can be advantageous in situations where a complete end-to-end link is not
available, but intermittent links between nodes on the path are available on a regular
basis. Compared to ad hoc routing the positive effect of store-and-forward routing
is reflected in a significant increase of message delivery rates in such configurations.
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FIGURE 5.9: Message (bundle) delay histogram (distribution) for a
message delay of 30 s.

Node message storage

Another very interesting quantity is the node message storage. When a node re-
ceives a message, it is locally stored until it expires. When the node message storage
is recorded over time, some interesting effects can be seen.

The storage size per node was investigated. A direct comparison between these
values allows tracing the paths of the messages and more importantly, the node
utilization. A node with many contact opportunities among the path will have more
messages stored, while a node with fewer contacts will have less. For the already
discussed measurement with a message rate of 1/30s, the node storage size is shown
in Figure 5.10.

FIGURE 5.10: Numbers of stored messages for all nodes in the simu-
lated network, using a message rate of 1/30s. The colors correspond

to the node numbers.

As can be seen, when the sending node starts generating messages, other nodes
quickly pick them up. Depending on the path length and the connectivity of the
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respective node, the other nodes receive all messages or only a part of them. Also,
orbit constellations are indirectly visible in form of sudden receptions of a larger
number of packets whenever links become available.

5.2.7 Evaluation of a Satellite Swarm Scenario

The second scenario is a dense mesh network, such that there are paths in the net-
work between all satellites. Due to this property, the results for the second scenario
showed that the performance of DTN protocols in this kind of satellite networks is
very low since the store-and-forward mechanism has no benefit. Furthermore, the
overhead of the BP produces additional load on the links. This causes collapses of
the network communication due to the low data rate, high number of nodes and du-
plication of packets within the network. This problem could be observed in scenario
1 as well in cases where the message generation interval was small. Hence, the sim-
ulations of scenario 2 showed that efficient network communication is not possible
(also in comparable scenarios) using the applied DTN protocols. This indicates that
the BP together with the applied routing approach is no general solution for com-
parable satellite networks. For mesh-like networks, protocols with lower overhead
should be preferred.

5.2.8 Conclusion

In this section, the applicability of DTN to STNs with different topologies was ana-
lyzed. With respect to the two selected scenarios, the results showed that especially
for topologies, where contacts are sparse, DTN protocols have a significant advan-
tage. Most importantly, a store-and-forward approach is required to allow commu-
nication between nodes with a lack of end-to-end connections.

The main problems that were encountered is the fact that DTN2 did not work
very well with any other routing protocol than Flood and messages are not being
repeated when they are lost. Messages being sent but not being received due to
transmission errors have been observed and the sending node did not take any mea-
sures to compensate the loss. This confirms the statement in [145] that the BP lacks
reliability.

It was also found that the overall results depend heavily on random occurrences
of packet losses. The impact of randomness is much larger than in MANETs, as the
consequences of a single packet loss are amplified when the network is sparse.

Also, with regard to nanosatellites, the BP as such is too computationally in-
tensive, especially regarding memory. While the source and destination identifiers
are very flexible and powerful, string processing and variable-length headers com-
plicate things in systems with a small memory and CPU footprint. Therefore, a
small-footprint DTN protocol, using numeric IDs as node identifiers, would be ad-
vantageous and fields in the header with variable-length should be avoided.
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Additionally, since in small satellite networks payload data is mostly telemetry
with a small size, the large header of the BP introduces a lot of overhead.

If these shortcomings are fixed, DTN is indeed a very powerful and flexible ap-
proach to the communication requirements of STNs.

5.3 Contact Plan Routing

Satellite positions of low Earth orbit satellites are well known at certain points of
time due to radar measurements by terrestrial stations. Many satellites are equipped
with a GNSS receiver and can additionally determine their position with high pre-
cision. By propagation of the positions based on force models future trajectories of
satellites can also be predicted with high precision.

Taking advantage of the predictability of the dynamic topology of satellite net-
works in routing algorithms allows for the development of more efficient protocols
for STNs. The orbital movement of satellites can be calculated with sufficient ac-
curacy for days in advance. DTN protocols can make use of the predictability of
the contact times by calculating store-and-forward routes using contact plans. Ap-
proaches based on contact plans are especially promising for nanosatellite systems
since computationally intensive path finding and optimization algorithms can be
executed on Earth and the results can be periodically sent to all nodes in the net-
work. Nevertheless, network nodes can still adapt the flow of data based on the
local knowledge.

The analyses of the DTN routing protocols led to the conclusion that routing
algorithms could benefit from using the knowledge about the predictable network
topologies of STNs. CGR is such an algorithm but its computational complexity
is a disadvantage for nanosatellite systems. Therefore, a similar approach to CGR
was used as a basis for the developed algorithms, called Space-Time Graph Routing
(STGR).

FIGURE 5.11: Contact Plan Routing Workflow

Space-time graph routing leverages a pre-computed contact plan by transform-
ing it into a routing table. The fundamental procedure has been introduced by
Merugu et al. in [155] with the name Merugu Floyd-Warshall (MFW). The contact
plan is divided into intervals with static connectivity and based on these contacts a
space-time graph is constructed.
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The space-time graph is a layered graph that represents the spatial and the tem-
poral links in the network. The vertices of the graph V represent the nodes in the
network. Each layer holds a copy of the nodes and the layers are stacked vertically,
as illustrated in Figure 5.12. The vertical edges in the graph represent temporal links.
A temporal link represents the storage of a message within a node. The second type
of edge is the spatial link. A spatial link between nodes of neighboring layers ex-
ists if a link between these nodes is available in the network in the respective time
interval. Spatial links represent the possibility of a message transfer between two
nodes.

The graph can be extended by assigning weights to the temporal and spatial
edges. If ones are assigned to all spatial links and zeros are assigned to the tempo-
ral links, a path through the network with a minimal number of hops can be found
by applying a shortest path search. On this graph the classical Floyd-Warshall al-
gorithm can be run to calculate a routing table for each network node in each time
interval. Fraire et al. introduced an extension which is also locally congestion aware
in [156]. This concept, that is based on space-time graphs and the Floyd-Warshall
algorithm, has been chosen as a basis for the developed algorithms for this thesis as
it achieves many of the same goals as CGR and ensures easy extensibility, whereas
CGR is more complex and computationally intensive with respect to the network
nodes.

As a basis for the presented approach, the SGP4 propagator that was integrated
in ESTNeT was used. By propagating satellite positions, the network topology and
the node distances can be calculated with sufficient accuracy for days in advance.
The predicted topology is stored in a contact plan that consists of multiple contact
entries. A contact is defined by its start time, end time, source node, sink node and
the corresponding data rate of the link. The contact plan is converted to a space-time
graph for routing purposes. In this graph, the shortest routes for all pairs of nodes
are computed and stored in routing tables. The individual nodes use these routing
tables to make their forwarding decisions.

5.3.1 Contact Plan Generation

The contact plan is generated with a dedicated module of ESTNeT. If any directional
antennas exist in the scenario they are replaced by isotropic antennas with a gain
that equals the maximum gain of the original antenna. Thereby all potential com-
munication links are discovered independent of specific antenna orientations.

The discovery of links is performed in regular intervals. The choice of the link
discovery interval length τ is a trade-off between accuracy versus runtime and con-
tact plan size. In general a lower number for τ implies a higher accuracy of the
contact plan with respect to the dynamic network topology. Low values also lead
to an increased size of the contact plan and a higher runtime of the link discovery
simulation.
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FIGURE 5.12: Space-time graph including temporal and spatial links
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FIGURE 5.13: Simple routing scenario with three satellites and one
ground station
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If a protocol model is used for the contact plan generation a link is assumed
to be available if the distance of sending and receiving node is within the defined
communication range. If a physical channel model is used the link discovery is
based on a capture threshold model. A link is assumed to be available if the EbN0

of the signal at the receiver exceeds a certain threshold. This threshold is usually set
to the EbN0 that is required by a specific modulation and coding scheme to meet a
maximum bit error rate of 10−5.

TABLE 5.3: Extract of the contact plan of a Walker constellation with
18 satellites and one ground station

start [s] end [s] source ID sink ID data rate [bps]

0 90 6 7 9600
0 90 7 6 9600

60 440 4 13 9600
60 440 13 4 9600

130 540 6 13 9600
130 540 13 6 9600
160 690 12 19 9600
160 690 19 12 9600
170 430 4 15 9600
170 430 15 4 9600
220 550 6 15 9600

Table 5.3 shows an extract of a contact plan representing the dynamic topology of
a network composed of a Walker constellation with 18 satellites and a single ground
station. The size of the plan can be reduced by indicating bidirectional links with a
simple flag instead of adding contacts for each direction. Additionally, to the plan
itself the time period in UTC is provided the plan is valid for. The link discovery
interval was set to 10 s in this example.

5.3.2 Contact Plan Design

Contact plans can be reduced to take account for specific system constraints. The
design of contact plans is an open research topic which was addressed for example
in [157]. Sets of contacts that fulfill specific constraints can be determined for time
intervals with constant topology.

In [158] an independent set selection scheme based on a heuristic and a fairness
metric is introduced. This scheme ranks individual contacts according to the amount
of time they were not selected and therefore remained inactive. The fairness metric
of an independent set is defined as the sum of the values of its contacts. Contact plan
design approaches are compatible with both STGR and CGR as generated contact
plans can be used as input for both routing algorithms.

Specific contact plan design algorithms are presented in the following chapter.
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5.3.3 Routing Table Generation

Figure 5.13 shows a simple scenario with three satellites in an along-track forma-
tion and a single ground station. The corresponding contact plan is visualized in
Figure 5.14, whereby just space-ground links are shown since intersatellite links are
available continuously. The contact plan was not processed with a contact plan de-
sign algorithm for demonstration purposes, it simply represents all predicted con-
tacts in the network.
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02 (Sat)
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No
de

FIGURE 5.14: Contact plan visualization including only space-
ground links

Tables 5.4 and 5.5 show routing tables generated for this network that include
routing information for all nodes. Each block defines the routing information for
a specific time interval. The rows refer to the respective source node ID and the
columns to the destination node ID. The first number in each element represents the
best next hop node and the number in the brackets is the distance to the next hop
node. The distance is the sum of the weights along the path in the space-time graph
that was determined by the shortest path algorithm. If the next hop node is the local
node this means that the node needs to buffer packets addressed to the respective
destination node. In Table 5.4 the number in the brackets represents the sum of the
time that packets need to be stored on the networks nodes until they can eventually
reach their destination. Table 5.5 shows routing tables for a minimum hops routing
strategy. The numbers in the brackets represent the number of hops that nodes need
to traverse to reach their destination. The different behavior is visible by comparing
the next hop nodes of the routing tables for the same period of time. In the first
period no space-ground links are available and in the second period only satellite
three can establish a link to the ground station. Therefore, the other satellites forward
their packets to the satellite three if their destination is the ground station in case the
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0s to 395s

Sink

So
ur

ce

1 ( 0) 2 ( 0) 3 ( 0) 3 (395)
1 ( 0) 2 ( 0) 3 ( 0) 3 (395)
1 ( 0) 2 ( 0) 3 ( 0) 3 (395)

4 (395) 4 (395) 4 (395) 4 ( 0)

395s to 411s

Sink

So
ur

ce

1 ( 0) 2 ( 0) 3 ( 0) 3 ( 0)
1 ( 0) 2 ( 0) 3 ( 0) 3 ( 0)
1 ( 0) 2 ( 0) 3 ( 0) 4 ( 0)
3 ( 0) 3 ( 0) 3 ( 0) 4 ( 0)

411s to 427s

Sink

So
ur

ce

1 ( 0) 2 ( 0) 3 ( 0) 2 ( 0)
1 ( 0) 2 ( 0) 3 ( 0) 4 ( 0)
1 ( 0) 2 ( 0) 3 ( 0) 4 ( 0)
2 ( 0) 2 ( 0) 3 ( 0) 4 ( 0)

427s to 1181s

Sink

So
ur

ce

1 ( 0) 2 ( 0) 3 ( 0) 4 ( 0)
1 ( 0) 2 ( 0) 3 ( 0) 4 ( 0)
1 ( 0) 2 ( 0) 3 ( 0) 4 ( 0)
1 ( 0) 2 ( 0) 3 ( 0) 4 ( 0)

1181s to 1198s

Sink

So
ur

ce

1 ( 0) 2 ( 0) 3 ( 0) 4 ( 0)
1 ( 0) 2 ( 0) 3 ( 0) 4 ( 0)
1 ( 0) 2 ( 0) 3 ( 0) 1 ( 0)
1 ( 0) 2 ( 0) 1 ( 0) 4 ( 0)

1198s to 1214s

Sink

So
ur

ce

1 ( 0) 2 ( 0) 3 ( 0) 4 ( 0)
1 ( 0) 2 ( 0) 3 ( 0) 1 ( 0)
1 ( 0) 2 ( 0) 3 ( 0) 1 ( 0)
1 ( 0) 1 ( 0) 1 ( 0) 4 ( 0)

TABLE 5.4: Minimum
latencies routing

0s to 395s

Sink

So
ur

ce

1 ( 0) 2 ( 1) 3 ( 1) 1 ( 1)
1 ( 1) 2 ( 0) 3 ( 1) 2 ( 1)
1 ( 1) 2 ( 1) 3 ( 0) 3 ( 1)
4 ( 1) 4 ( 1) 4 ( 1) 4 ( 0)

395s to 411s

Sink

So
ur

ce

1 ( 0) 2 ( 1) 3 ( 1) 1 ( 1)
1 ( 1) 2 ( 0) 3 ( 1) 2 ( 1)
1 ( 1) 2 ( 1) 3 ( 0) 4 ( 1)
4 ( 1) 4 ( 1) 3 ( 1) 4 ( 0)

411s to 427s

Sink

So
ur

ce

1 ( 0) 2 ( 1) 3 ( 1) 1 ( 1)
1 ( 1) 2 ( 0) 3 ( 1) 4 ( 1)
1 ( 1) 2 ( 1) 3 ( 0) 4 ( 1)
4 ( 1) 2 ( 1) 3 ( 1) 4 ( 0)

427s to 1181s

Sink

So
ur

ce

1 ( 0) 2 ( 1) 3 ( 1) 4 ( 1)
1 ( 1) 2 ( 0) 3 ( 1) 4 ( 1)
1 ( 1) 2 ( 1) 3 ( 0) 4 ( 1)
1 ( 1) 2 ( 1) 3 ( 1) 4 ( 0)

1181s to 1198s

Sink

So
ur

ce

1 ( 0) 2 ( 1) 3 ( 1) 4 ( 1)
1 ( 1) 2 ( 0) 3 ( 1) 4 ( 1)
1 ( 1) 2 ( 1) 3 ( 0) 1 ( 2)
1 ( 1) 2 ( 1) 1 ( 2) 4 ( 0)

1198s to 1214s

Sink

So
ur

ce

1 ( 0) 2 ( 1) 3 ( 1) 4 ( 1)
1 ( 1) 2 ( 0) 3 ( 1) 1 ( 2)
1 ( 1) 2 ( 1) 3 ( 0) 1 ( 2)
1 ( 1) 1 ( 2) 1 ( 2) 4 ( 0)

TABLE 5.5: Minimum
hops routing
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minimum latencies routing strategy is used (see Table 5.4). If packets are supposed
to be sent to their destination with the minimum number of hops they are stored on
the satellites and directly sent to the ground station during the pass in this scenario
(see Table 5.5).

The routing tables are generated in a ground control station and distributed to all
network nodes. Depending on the scenario either the entire list of routing tables can
be forwarded within the network or the tables can be split in smaller tables holding
only the information for a specific node and then forwarded to this node separately.
An advantage of this centralized approach is that the nodes do not need to have
the computational capabilities to generate the routing tables by themselves. If the
nodes are capable to do so an alternative is to distribute the contact plan and let the
nodes generate their own routing tables. This would make the routing more flexi-
ble as nodes can detect unexpected changes of the network topology and generate
adapted routing tables to improve routing decisions quickly. Otherwise, detected
changes must be reported to the control station and new routing tables need to be
distributed. However, the decentralized approach poses the challenge of synchro-
nizing the decisions of the nodes in the network to avoid routing loops and inconsis-
tent decisions which can also take a long time in intermittently connected networks.
Therefore, the centralized approach is used for the presented algorithms.

The proposed Contact Plan Routing (CPR) algorithm can also be used with COM-
PASS [159], a protocol for ultra-low-power nanosatellite on-board-computers sup-
porting DTN features implemented for the NetSat satellite formation.

5.3.4 Conclusion

In this section an approach for the coordination of the network communication in
STNs was described. Through the calculation and the use of contact plans the goal
to exploit the knowledge about the wireless channels, the network nodes and their
dynamic topology is achieved. Another positive aspect of using contact plans for
routing purposes is that the network communication needs to be coordinated in a
centralized manner anyway to enable the use of directional antennas, since the two
nodes involved need to point their antennas at each other to establish a connection.
This problem can be solved by using processed contact plans. Further, ground sta-
tions that only support downlinks due to technical or legal reasons, and therefore
cannot inform satellites about their presence, can be integrated into the network by
adding them to the contact plan. The presented approach is similar to CGR but has
several advantages with respect to flexibility and performance.
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5.4 Rateless Coded Uplink Broadcasts to Multi-Satellite Sys-
tems

Typically, CubeSats carry a VHF or UHF communication system with an omnidirec-
tional antenna system that is used for TT&C. If CubeSats carry sensors that produce
high data volumes these satellites are typically equipped with an additional down-
link transmitter operating in a higher frequency band together with a directional
antenna. Since these high data rate systems don’t support uplink communication
software updates and other high data volume uplink transfers are performed us-
ing the UHF/VHF communication system that typically supports data rates up to
10 kbit/s. If the transceivers don’t support full duplex, these data uploads need
to share the link with telemetry downloads. Interference caused by external noise
sources further decreases the link capacities, as measurements performed with the
CubeSat UWE-3 show [96]. This led to the issue that multiple ground station passes
needed to be scheduled for a single software upload. Consequently, if a software
update needs to be delivered to all satellites of a CubeSat formation or constellation
this process can take several days. This slows down development and deployment
cycles and can be an issue if software updates need to be distributed quickly to react
to severe system failures.

Three measures will be presented to use RF resources efficiently and thereby
speed up data uploads to satellite formations in the UHF/VHF-bands. The first
measure is to make use of the broadcast nature of RF transmissions. The beamwidth
of typical ground station antennas in the UHF/VHF-bands is relatively high, from
about 15° for high-gain antennas to much higher values of low-gain antennas. Thus,
broadcasts can be performed by pointing the ground station antennas in a direction
that allows transmissions to multiple satellites simultaneously.

The second measure is the use of rateless codes. During a ground station pass
the satellites of a formation get in range of the ground station and leave it one after
another. If the ground station continuously transmits chunks of a file during the
entire pass of the satellite formation the sets of chunks received by the individual
satellites differ. Rateless codes allow decoding of data from a certain number of
encoding symbols, whereby the received set of symbols can be almost any subset
of the encoding symbols generated by the transmitting node [160]. Rateless coding
algorithms are able to generate an unlimited number of encoding symbols so new
symbols can be generated until all satellites received a sufficient number of symbols.
Due to this property rateless codes are also called fountain codes.

The third measure is the development of tracking algorithms for the ground sta-
tion antenna to improve the upload throughput to the entire satellite formation.
Different algorithms will be presented that improve the upload throughput using
adaptive parameter selection.

In the following the related work with respect to the application of rateless cod-
ing schemes in satellite communications is described. Consecutively the considered
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application scenario is presented before the link budget of this scenario is analyzed.
Further, the adaption of the ground station antenna tracking is explained. Conclu-
sively simulation results based on in-orbit noise measurements are presented that
show the performance gain with respect to a ten-satellite in-line formation currently
in development at ZfT.

5.4.1 Related Work

In the following an overview of the most relevant related work regarding the de-
livery of software updates via wireless networks and regarding rateless coding is
given.

Over-the-Air Programming

Over-The-Air Programming (OTAP) is a term that describes the distribution of soft-
ware updates over a wireless channel, an approach used for smartphones and wire-
less sensor networks. To perform a binary replacement the firmware has to be up-
loaded completely to each node in the network. If the currently installed firmware
version is known also binary patching is an option, which is a technique to reduce
the data that needs to be transferred. A patch only contains the data that changed in
the new firmware version and the information where it is located in the firmware.
Due to the fact that the firmware is manipulated directly in this case there is a high
failure risk.

In the context of multi-satellite systems the main challenge is to perform soft-
ware updates over the air from one or multiple ground stations. Especially when
nanosatellite systems in LEOs are considered the low data rate of the narrowband
uplink channels, the high noise levels in orbit and limited contact times of satellites
and ground stations pose significant challenges to the uplink transmission of larger
amounts of data. However, the fact that the firmware to be delivered is identical for
all satellites allows making use of the broadcast nature of wireless transmissions.

Rateless Erasure Codes

Due to transmission errors in wireless networks caused by noise and interference
symbols may be discarded or lost by the receiver. Channel coding allows to recover
the data at the receiver even if not all symbols were successfully received. The en-
coder generates a number of n encoded symbols and the receiver should be able
to recover the k original symbols from a number of symbols that is slightly larger
than k. Generally the channel conditions are not known exactly a-priori so the ideal
required number of transmitted symbols n is not known as well.

Rateless erasure codes form a class of codes that is able to produce an infinite
number of encoded symbols from a given vector of input symbols. The second im-
portant property of rateless codes is that receivers just need to receive a certain num-
ber of encoded symbols that is slightly larger than the number of original symbols
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k. It doesn’t matter which symbols are successfully received, only the amount of
received symbols matters. Due to these property rateless codes are also called foun-
tain codes. The source represents a digital fountain that produces drops and the
receivers represent buckets that collect a subset of the generated drops, as depicted
in Figure 5.15. A number of k drops is sufficient to fill the bucket, no matter which
particular drops fill the bucket.

Receiver /
Bucket

k

FIGURE 5.15: Illustration of the working principle of rateless erasure
codes

The input and output symbols of the encoder can generally be elements of any
finite field F, primarily over the binary field F2. The resulting vector Y can be of
arbitrary length and its elements are calculated by

yj =
⊕
i

βixi

where βi are randomly chosen elements from F2 and xi are the bits of the input
vector. The elements βi are sampled from a probability distribution and indepen-
dent of each other. Consequently, a rateless code is a binary mapping from a binary
vector of size k of the domain Fk

2 to a binary vector of size n of the domain Fn
2 . This

mapping can alternatively represented by a matrix k×n. This generator matrix must
also be known by the decoder for the recovery of the original data. As the number
of columns is determined during the actual transmission of data it is not possible
to exchange the matrix a-priori. This can be solved by using an identical pseudo
random number generator with an identical seed at the sender and the receiver.

The following simple example shows the maximum performance gain of rateless
codes compared to a standard Negative Acknowledgement (NACK) mechanism. If
the source node transmits some packets and each of the p receiving nodes loses a
different packet then each of the receiving nodes needs to send one NACK message
and the source nodes needs to reply with p packet retransmissions 2p packets have
been transmitted. In a rateless coding scenario only on receiving node needs to
request one additional packet if the other nodes overhear that request. Then the
source nodes generates and transmits one additional packet, so all receiving nodes
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are able to recover the original data. The performance gain in this best-case scenario
is proportional to the number of receiving nodes.

Luby transform (LT) codes were the first practical rateless erasure codes. Later
Raptor and online codes were introduced, which achieve lower computational re-
quirements through introducing a pre-coding stage. The computation time of Raptor
codes and online codes for encoding and decoding are linear in k. The latest gener-
ation of raptor codes, the RaptorQ codes, achieve an error probability for decoding
of less than 1 % with k encoding symbols and less than 10−6 with k+2 encoding
symbols.

The implementation of RaptorQ codes on embedded systems was investigated in
[161]. The application of network coding is an additional measure to further improve
the efficiency of broadcasts. By exchanging received encoding symbols between the
nodes and applying network coding schemes the amount of data that needs to be
transmitted by the source node can potentially be further decreased. However, this
section focuses on the application of rateless codes for source coding because of the
lower requirements of RaptorQ codes regarding computational performance. Net-
work coding algorithms for broadcasts based on linear codes have been proposed in
the literature, e.g. in [162].

Satellite Applications

The general approach of using rateless codes for over-the-air programming of wire-
less sensor networks was proposed in [163]. The authors presented an improved
version of the established OTAP Deluge protocol by integration of a random lin-
ear code. Evaluations using a hardware testbed showed a significant performance
increase regarding data transmission and control overhead.

The use of rateless coding transmissions on satellite downlinks for use in the
emerging 5G networks is proposed in [164]. Basically downlinks suffer from the
same issues such as intermittent connectivity and highly dynamic channel condi-
tions. A further discussion of the application of rateless codes to satellite networking
is included in [6].

5.4.2 Scenario

Evaluations of the proposed data upload concept are performed using the parame-
ters of the CloudCT mission [77]. In this mission, 3D information of clouds will be
acquired by a ten-satellite formation, flying in a dense orbit configuration, as dis-
played in Figure 5.16.

Figure 5.17 shows the trajectories of the ten CloudCT satellites during a pass of
the ground station in Würzburg. The axis of the polar coordinate system represent
azimuth and elevation. The lines, depicting the trajectories of the satellites, are so
close to each other that they appear as a single line. The satellites follow almost
the same trajectory relative to the ground station. The dots in the figure show two
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FIGURE 5.16: 3D visualization of the CloudCT scenario
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FIGURE 5.17: Trajectories of the ten CloudCT satellites as seen from
the ground station in Würzburg and satellite positions at two points

in time of the pass
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different points in time during the pass. The angles between adjacent satellites as
seen from the ground station are much smaller at the beginning of the pass and
reach a maximum in the middle of the pass.

FIGURE 5.18: ESTNeT visualization of a ground station pass

Figure 5.18 shows a 3D snapshot of a ground station pass of the CloudCT satel-
lites that is simulated with ESTNeT. Multiple satellites are located within the 3 dB
beamwidth of the ground station antenna simultaneously. Depending on the noise
level at the satellite receivers also the satellites outside the antenna beam may suc-
cessfully receive packets transmitted by the ground station.

5.4.3 Link Budget Analysis

Uplinks in the UHF-band to satellites in low Earth orbits are highly affected by in-
terference, which may lead to high packet loss and link disruptions, as measured
data of the CubeSat UWE-3 show [96]. It employs two redundant UHF receivers
operating in the 70 cm amateur radio frequency band (435 - 438 MHz). Besides atti-
tude determination and control experiments it also performed noise measurements
in orbit. The packet loss on the uplink channel was 80 - 90 % in the first part of
the mission. During some ground station passes the packet loss on the uplink was
even 100 %. Due to this unexpectedly poor uplink performance a number of RSSI
measurements have been performed during a time period of several weeks. While
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the lowest noise levels measured were about -115 dBm there have also been mea-
surements showing values of up to -70 dBm over Central Europe [96]. These tests
show that there is a high variation in the noise level in the UHF-band. While some
channels are highly affected by interference others are not. This underlines the need
for proper frequency selection and the need for measures to cope with significant
temporary degradation of the used radio channel.

TABLE 5.6: Link budget parameters of the UHF satellite uplink

Parameter Value Unit

Orbit height 600.0 km
Orbit inclination 80.0 deg
Intersatellite distance 100.0 km
Carrier frequency 437.2 MHz
Receive channel bandwidth 14.4 kHz
Transmission bitrate 9.6 kbit/s
Sat Antenna gain 0.0 dBi
GS Antenna gain 18.9 dBi
GS Tx RF power 25.0 WDirectionalAntennasShowcase

FIGURE 5.19: Assumed radiation pattern of the cross-Yagi antenna at
the ground station

The parameters of the communication systems and the radio channel are given
in Table 5.6. Figure 5.19 shows the radiation pattern of the cross-Yagi antenna at
the ground station. Figure 5.20 shows the bit error rates on a satellite uplink under
consideration of different noise power values. The noise levels correspond to the
values measured by UWE-3. As can be seen the bit error rates exceed the common
BER threshold of 10−5 at low elevations for noise levels above -100 dBm. Figure 5.21
shows the resulting packet error rates on a satellite uplink according to the link pa-
rameters in Table 5.6 and the range of noise levels measured by UWE-3. The error
rate is calculated for GMSK according to the model described in Section 4. By using
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FIGURE 5.20: Bit Error Rate of a satellite uplink for different noise
levels

0 20 40 60 80 100 120 140
Elevation [deg]

10 11

10 9

10 7

10 5

10 3

10 1

Pa
ck

et
 E

rro
r R

at
e

Noise Power [dBm]
-80
-85
-90
-95
-100
-105
-110
-115

FIGURE 5.21: Packet error rate of a satellite uplink for different noise
levels, a packet size of 221 bytes and perfect antenna pointing.
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channel coding the BER could also be slightly decreased. Another measure that can
be taken is to prevent high packet error rates on uplinks and downlinks is avoid-
ing transmissions at low elevations below 5 or 10 degree, which in turn reduces the
contact times and thereby the maximum throughput. On the other hand this might
enable the operators to achieve higher data rates. In a real satellite pass additional
minor losses can occur due to pointing errors and atmospheric attenuation.
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FIGURE 5.22: Trajectory of the relative antenna pointing by power
function swipe tracking during a single ground station pass for dif-

ferent exponents y
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5.4.4 Tracking Algorithms

For the scenario of broadcasting a software update using rateless codes, each satellite
needs to receive a certain number of encoding symbols. To reduce the time and
thereby the channel capacity needed to achieve this, two tracking approaches are
introduced: linear swipe tracking and its generalization power function swipe tracking.

In an in-line orbital configuration the orbital elements of the satellites differ only
by their mean anomaly M . The idea of swipe tracking is to let the ground station an-
tenna point to a virtual tracking target (VTT) that is moving on a pseudo-orbit with
the same orbital elements as the satellites but different mean anomaly M . Consider-
ing a single ground station pass, let ti/tf and Mi/Mf be the time and mean anomaly
where the leading/trailing satellite passes upward/downward through the horizon-
tal plane of the ground station. The VTT’s mean anomaly is then given by

MVTT(t) =
(
1− f(x)

)
Mi + f(x)Mf with x = t−ti

tf−ti
(5.4)

where the continuous function f : [0, 1]→ [0, 1] is called the tracking function.
The trivial choice f = id[0,1] will be called linear swipe tracking in the following

because for circular orbits it implies MVTT to evolve linearly in time.
In addition, power function swipe tracking is considered, a one-parametric family of

functions (Equation 5.5) that are odd in x = y = 1
2 and consist of two power function

pieces. The exponent y is a non-negative real-valued parameter that controls the
non-linearity of fy as depicted in Figure 5.22. Note that y = 1 represents linear
swipe tracking.

fy(x) =

2y−1xy, for 0 ≤ x ≤ 1
2

1−
(
2y−1(1− x)y

)
, for 1

2 < x ≤ 1
(5.5)

This function is used to control the antenna tracking by using the elapsed ratio
of the ground station pass of the entire formation as parameter x. The resulting
function value is interpreted as the ratio of the trajectory of the satellites during the
ground station pass of the formation that the antenna should have traversed at the
point in time. It is represented by x. y is a parameter that is used to adapt the speed
at which the antenna passes the different positions of its trajectory.

5.4.5 Evaluation

The tracking algorithms are implemented and evaluated with the simulator ESTNeT.
To achieve the best performance of the power function swipe tracking algorithm,

the parameter selection will be examined in the following.
The influence of the parameter y on the power function swipe tracking is de-

picted in Figure 5.23. The markers represent the mean values of the number of re-
ceived encoding symbols of the satellites. The vertical lines indicate the standard
deviation and the crosses represent the minimum and maximum values. The blue
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crosses depict the lowest number of received encoding symbols of the different satel-
lites during the analyzed ground station pass. The optimal weighting parameter
varies depending on the noise power as the figure shows. The parameter analysis is
given for noise levels of -100 dBm (top), -95 dBm (center) and -90 dBm (bottom). In
the shown case of a noise level of -95 dBm the highest minimum number of received
encoding symbols is achieved with a value of 6, thus this value will be used for
the tracking mode comparison. The noise level of -95 dBm refers to the maximum
average noise level over Europe given in [96].

Based on this noise level, software updates with data sizes between 100 kB and
1 MB are evaluated for the CloudCT scenario. Figure 5.24 shows the required up-
load time, i. e., the time from the first transmission until every satellite has received
a sufficient number of encoding symbols. The upload data is split into 200 Byte
chunks and a protocol overhead of 21 Byte is added to each chunk. Note that the
transmission stops as soon as all satellites received an amount of data that equals
to the respective software update. In a real scenario slightly more encoding sym-
bols may be transmitted as the transmission only stops as soon as the reception of
a sufficient number of encoding symbols was acknowledged by the satellite and the
number of received encoding symbols needs to be slightly higher than the number
of source symbols to ensure reliable decoding. Feedback traffic and decoding are not
included in the simulation for simplicity. However, their influence is expected to be
marginal. A potential feedback mechanism would be to schedule small time slots to
the satellites at the beginning of each ground station pass to transmit the number of
received encoding symbols. This time required for these transmissions is negligibly
small considering the expected upload durations.

Additionally to power function swipe tracking with rateless broadcasts, the same
software update is simulated with unicast transmissions and tracking one satellite
after another until the software update has been transferred completely. This ap-
proach is referred to as unicast with successive tracking and used as reference. For
further comparison, another approach is evaluated, that uses broadcasts, rateless
coding and the same tracking as the reference approach. This approach is referred
to as rateless broadcasts with successive tracking.

The results show, that all the presented measures immensely increase the effi-
ciency of using the available resources. First, the upload time is decreased by the
use of rateless broadcasts. Even though this reduces the required upload time al-
ready by more than 50 % in the evaluated mission scenario, Figure 5.24 shows that
this performance gain can be further increased with the developed tracking algo-
rithms. The results show that software updates can be delivered in a relatively short
time frame to a ten-satellite formation with a single ground station using a UHF link
that is highly affected by external noise. Thereby software updates for satellite for-
mations can be performed quickly without the implementation of high-speed links
or multiple ground stations.
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link contact times.
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The implemented simulation does not consider Doppler shifts due to the rela-
tive motion of the satellites and the ground station. In unicast uplinks the ground
station transmitter is able to adapt the transmission frequency accordingly. This is
not possible in broadcast uplink scenarios. For broadcast transmissions the satellites
would need to compensate the Doppler shift since it is different for the individual
satellites. Depending on the spatial distribution and the altitude of the satellites
frequency deviations of several kHz need to be compensated when using the UHF-
band. This frequency adjustment can be performed by satellite receiver features such
as Automatic Frequency Control (AFC) within a range that depends on the receiver
capabilities. Otherwise, the frequency adjustment needs to be performed actively by
the satellite.

5.4.6 Conclusion

The proposed data upload concepts for satellite formations show a high perfor-
mance gain compared to the reference approach. The results show that the required
time for uploading a software update to all satellites is reduced significantly by us-
ing broadcasts, rateless codes and the presented tracking algorithms. The proposed
power function swipe tracking can be adapted to the expected noise levels. Accord-
ingly, up-to-date information on the noise levels in orbit can help to improve uplink
broadcast performance.

5.5 Conclusion

The approaches presented in this chapter solve the single-destination routing prob-
lem with respect to networks that consist of nanosatellites in LEOs and ground sta-
tions. Further, the problem of distributing data to multiple satellites over narrow-
band Ultra High Frequency (UHF) channels was addressed.

In Section 5.4 a novel concept for uplink transmissions to compact multi-satellite
systems was introduced. The basic approach of broadcasts together with the ap-
plication of rateless channel codes was already investigated with respect to terres-
trial wireless sensor networks. However, the presented approach takes the specific
characteristics of satellite formation scenarios into account and further improves the
transmission through the development of adaptive ground station antenna track-
ing algorithms. Using the novel capabilities of the simulator ESTNeT the physical
properties of ground stations and satellites are exploited to determine suitable pa-
rameters for the developed antenna tracking algorithms. It was demonstrated how
rateless channel coding and adaptive ground station antenna tracking can be used to
reduce the required time for uplink broadcasts such as the distribution of software
updates.

The routing algorithms presented in Section 5.3 follow the store-and-forward
approach that is part of the DTN concept, originally developed for interplanetary
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networks. The analysis of existing routing protocol revealed that most existing DTN
routing algorithms are not suitable for LEO satellite networks. The only promis-
ing approach is CGR, as it makes use of the knowledge about the dynamic network
topology but it has several drawbacks, e.g. with regard to computational complexity
of on-board algorithms. The presented approach is similar to CGR as it also makes
use of contact plans but it is more flexible and it requires less computational capa-
bilities of the network nodes, making it more suitable for nanosatellite systems.

The implemented algorithms are based on the space-time graph routing algo-
rithms developed by Merugu, Ammar, and Zegura [155] and Fraire, Madoery, and
Finochietto [156]. However, the developed approach leverages the physical system
models presented in Chapter 4 to generate contact plans and is therefore more accu-
rate and allows the modeling of more realistic system constraints. While existing ap-
proaches just use a simple range-based topology model the presented approach uses
detailed physical models of satellites, ground stations and RF channels. Thereby it
allows for the modeling of aspects such as interference, directional antennas and the
available electrical energy based on the activity of other satellite subsystems. Fur-
ther, the use of contact plans for routing purposes not only allows for the utilization
of the knowledge about the dynamic network topology but also enables the coordi-
nation of the transmissions of the satellites by reducing the contact plans based on
known system constraints. This kind of contact plan processing can be performed
taking optimization goals such as fairness and throughput into account. These pos-
sibilities will be utilized for the development of novel contact plan processing algo-
rithms as presented in Chapter 6.
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Chapter 6

Medium Access Control

Cellular networks, Wi-Fi and satellite communication services make use of multiple
access methods to share a common transmission medium. Medium Access Con-
trol (MAC) is required if several users share the same radio channel. By devising
how to allocate resources each terminal can deliver data efficiently. This challenge
can be addressed by defining transmission policies. The efficiency of the related con-
trol scheme is measured with regard to throughput, reliability and delays. Further
aspects that can play a role are simplicity and overhead.

According to the Open Systems Interconnection (OSI) model medium access con-
trol is a task of the data link layer. MAC protocols located at this layer need to co-
ordinate the transmission of frames to prevent or reduce interference on a shared
medium. A frame consists of the frame of the above protocol layer (usually the net-
work layer) and an additional header containing information required to coordinate
transmissions on point-to-point links between two nodes. Furthermore, the data
link layer is responsible for flow control and reliable data transfer. In this chapter
another approach to solve the MAC problem is presented. Instead of integrating a
dedicated protocol into the protocol stack the introduced approach integrates MAC
with routing. By treating routing and MAC as a combined problem it is possible to
produce a solution that avoids conflicts between the layers and to allocate resources
more efficiently. For example, the routing algorithm benefits from the knowledge
about the allocated transmission time as store-and-forward routes in the network
can be determined accordingly. This is achieved by processing the contact plans that
were originally only used for routing purposes as outlined in chapter 5.

In Section 6.1 basic medium access control methods are described and the state
of the art with respect to multiple access schemes for satellite networks is outlined
before the applicability of existing schemes to the scenarios considered by this work
is discussed. In Section 6.2 the developed interference-aware contact plan design
scheme is presented. Further, it is compared to a widely used MAC scheme based on
simulations of STNs with different orbital configurations. A novel approach to the
determination of interference relations between satellites, which enables interference-
free transmission scheduling is introduced and evaluated in Section 6.3. Perfor-
mance improvements for the generation of interference models are presented in Sec-
tion 6.4. An alternative way of generating interference-free contact plans based on
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linear programming is presented together with evaluation results in Section 6.5. Sec-
tion 6.6 concludes the chapter with a summary of the findings and a comparison of
the different contact plan design schemes.

6.1 State of the Art

The transmission of multiple data streams is enabled by multiple access methods.
Data streams can be multiplexed over time, frequency or space and transmitted
over cables or a wireless medium simultaneously. Therefore, access methods can
be divided in Frequency-Division Multiple Access (FDMA), Time-Division Multiple
Access (TDMA), Space-Division Multiple Access (SDMA) and Code-Division Mul-
tiple Access (CDMA). Another distinction can be made between schemes based on
random access and coordinated access schemes.

In random access schemes nodes access the medium in an uncoordinated fash-
ion. Due to the lack of orthogonality transmissions of different users can inter-
fere. This allows the implementation of schemes with low complexity and over-
head. These schemes are mainly used when coordination is not feasible. Random
access has proven successful in Ethernet and other IEEE 802 standards. ALOHA and
CSMA are widely used MAC schemes based on random access.

Coordinated access means that a central unit assigns orthogonal resources to
each node. With this approach high quality of service is achievable as nodes have
exclusive access to the resources. Popular coordinated access schemes are TDMA
and CDMA.

In the following widely used access schemes of both types are described before
the state of the art with respect to multiple access in satellite networks is discussed
and a conclusion is given.

6.1.1 Random Access Schemes

Schemes that are based on contention have been extensively researched [165]. Nodes
compete for the channel and when collisions occur they retransmit packets based on
a specific policy.

Random access schemes are beneficial if a wireless network includes a huge
number of nodes and has a very dynamic and unpredictable topology. They also
have advantages if nodes join and leave the network randomly and if the traffic is
sporadic and unpredictable. A scenario that fits these properties is M2M commu-
nication as present on the Internet of things. The management of fleets composed
of ships, trains or other vehicles as well as environmental monitoring are popular
systems related to that topic.

A number of standards exist for this kind of networks such as 5G, LoRA and
IEEE 802.11ah. Also, a number of satellite systems from several companies is either
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in development or already in operation to support IoT connectivity, e.g. Orbcomm1,
Myriota2, Kepler Communications3, Kineis4, Fleet5 and Astrocast6.

ALOHA

ALOHA is the first example of a random access scheme. The first publication on
ALOHA, from N. Abramson, dates back to 1970 [166]. Every node is allowed to
transmit packets at any time without any coordination. If multiple nodes perform
transmissions simultaneously interference may occur and packets get lost. Each
node may retransmit packets until they reached their destination. Nodes recognize
the loss of packets due to missing acknowledgments. For each retransmission nodes
wait for a random backoff time.

In slotted ALOHA a node is not allowed to transmit at any point in time but only
during predefined time slots. If multiple nodes use the same slot collisions occur, but
the overall collision probability is lower compared to unsynchronized ALOHA since
packets can only fully overlap. Reservation ALOHA introduces a contention-based
reservation scheme for slots. A slot is temporarily considered reserved by a node
when it successfully used it. Idle slots can be reserved by nodes on a contention
basis.[167]

CSMA

Another approach to random access on a shared medium is Carrier-Sense Multi-
ple Access (CSMA), a decentralized asynchronous scheme to access resources such
as cables and wireless channels. Each node verifies the absence of ongoing trans-
missions before accessing the resource by sensing the medium. If a transmission
is sensed it waits for the transmission in progress to end. Depending on the spe-
cific CSMA type in use nodes initiate further transmissions as soon as the medium
is idle or at a later point in time. Carrier-Sense Multiple Access With Collision De-
tection (CSMA/CD) is frequently used in wired networks. It takes advantage of the
ability of wired networks to easily detect collisions. For wireless networks Carrier-
Sense Multiple Access with Collision Avoidance (CSMA/CA) was developed at a
later point in time. A complex schedule is supposed to ensure that two or more
nodes do not start a transmission simultaneously.

1https://www.orbcomm.com (Accessed 6-June-2021)
2https://myriota.com (Accessed 6-June-2021)
3https://keplercommunications.com (Accessed 6-June-2021)
4https://www.kineis.com (Accessed 6-June-2021)
5https://fleetspace.com (Accessed 6-June-2021)
6https://www.astrocast.com (Accessed 6-June-2021)

https://www.orbcomm.com
https://myriota.com
https://keplercommunications.com
https://www.kineis.com
https://fleetspace.com
https://www.astrocast.com
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CSMA/CA RTS/CTS

The carrier-sense approach cannot fully avoid collisions in highly spatial distributed
networks. The so-called hidden station problem occurs, if two nodes (B and C) si-
multaneously send packets to a third node (A) because they cannot detect the trans-
mission of the other node. This happens for example when nodes B and C are too
far away from each other and when there is an obstacle between the nodes. Their
signals interfere at node A and cause collisions, which leads to packet loss.

A second issue of the carrier-sense approach is the so-called exposed station
problem. It occurs in scenarios in which two transmitters (T1 and T2) and two re-
ceivers (R1 and R2) are present. The transmitters are in range of each other, but the
two receivers are not in range of each other and a transmission from T1 to R1 is al-
ready taking place. T2 is prevented from transmitting to R2 as it senses the channel
and concludes that it will interfere with the transmission from T1. Since R2 is not in
range of T1 the transmissions would actually not interfere.

An extension of CSMA/CA solves the hidden station problem by the use of Re-
quest To Send (RTS) and Clear To Send (CTS) packets. These short control frames
reserve the medium for the duration of the transmission and avoid collisions this
way. However, RTS/CTS does not solve the exposed station problem. A number of
solutions have been proposed to solve this problem [168].

High node distances lead to a lower effective data rate when using CSMA/CA.
The IEEE 802.11 family of standards describe the Distributed Coordination Function
(DCF) protocol, which controls access to the physical medium. The Interframe Space
(IFS) that is applied in CSMA/CA needs to be adjusted according to the application
scenario. The parameters Short Interframe Space (SIFS) and DCF Interframe Space
(DIFS) play a key role in this regard. The SIFS defines the time that nodes wait before
sending a CTS frame and depends on the Round-Trip Time (RTT). Assuming a node
distance of 5000 km the SIFS must be increased to about 20 ms. A typical value for
terrestrial IEEE 802.11 networks is about 10 µs.

6.1.2 Coordinated Access Schemes

Coordinated access schemes assign orthogonal resources to each node. They are also
called conflict-free schemes since they avoid collisions of data packets on the shared
medium. Basic types are introduced in the following.

TDMA

In Time-Division Multiple Access (TDMA) schemes a time slot is assigned to each
node in the network. If nodes are idle the respective slots remain unused, which
reduces the utilization of the resource in those cases. However, the approach leads
to a constant transmission rate for each node and real-time capabilities.

To improve the channel utilization of TDMA asynchronous schemes have been
introduced that allow nodes to use idle slots. While the overall data transmission
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rate is increased this adaption also increases the complexity of the overall access
control.

CDMA

The multiple access scheme Code-Division Multiple Access (CDMA) is used in mo-
bile communications. Different variations of CDMA are used in many mobile phone
standards. It employs a spread spectrum technology and a special coding scheme.
Through multiplication of the individual codes with the user bit stream the band-
width of the data is spread uniformly.

Disadvantages are the high bandwidth requirements and the high complexity
of transmission and reception. Advantages are high resistance to interference and
elimination of the hidden and exposed station problems if unique codes are assigned
to the nodes.

FDMA

Frequency-Division Multiple Access (FDMA) allows users to send data through a
single communication channel without interference by dividing the channel in mul-
tiple non-overlapping sub-channels. Users can send data on a sub-channel that has
been assigned to them by modulating it on a carrier wave at the center frequency of
the sub-channel.

SDMA

The Space-Division Multiple Access (SDMA) scheme provides collision-free access
to the communication medium based on the location of the nodes. Frequencies can
be reused by taking advantage of the spatial distribution of the nodes. If the dis-
tance of the nodes is sufficiently high simultaneous transmissions can be performed
without relevant interference. SDMA relies on the availability of user location infor-
mation by dividing the geographical space into smaller spaces. It can be combined
with other multiple access schemes such as TDMA, FDMA and CDMA. Another
advantage is that it guarantees delay-bounded communication. SDMA is used in
Wireless Local Loop (WLL) networks. The Multiple Input Multiple Output (MIMO)
techniques that are used in Wi-Fi networks are a special case of SDMA.

6.1.3 Multiple Access in Satellite Networks

The suitability of a channel access scheme depends on several criteria, such as techni-
cal feasibility, application requirements, network topology and the number of nodes.

CSMA/CA is one of the most frequently proposed MAC schemes for satellite
networks, e.g. in [169, 170, 171, 131]. In [134] the parameters of CSMA/CA were
adapted to two different satellite network scenarios. The simulation results show
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that the usable channel capacity was reduced by about 30 % due to control overhead
such as the transmissions of RTS and CTS frames.

In [172] it was recognized that neither CSMA nor TDMA produce good per-
formance in networks composed of satellites and ground stations. Thus, a hybrid
scheme called LDMA was developed that switches between both options depending
on the situation. However, in real systems this complex approach might be unreli-
able and in [171] it was stated that LDMA might not be a good choice in networks
with a high number of satellites. Further hybrid approaches have been developed,
e.g. a hybrid of TDMA and FMDA in [173] and a hybrid of TDMA and CDMA in
[174].

In the S-NET mission [71] of TU Berlin S-band intersatellite communication be-
tween four nanosatellites has been demonstrated. The satellites are equipped with
antennas on each side of their cube-shaped surface. The antennas are connected by
a switch to a single transceiver. Connections are established with a session initial-
ization process. Within each session data is simply time-duplexed and organized in
sessions with variable duration. Reliability is ensured by using an Automatic Repeat
Request (ARQ) scheme.

Orbcomm uses a proprietary MAC protocol. It is a modified version of ALOHA
and produces a higher throughput than pure ALOHA and slotted ALOHA accord-
ing to [175]. An extensive survey of MAC schemes that are used in currently oper-
ational satellite systems is given in [176]. An overview of the suitability of different
MAC schemes is given in [89].

6.1.4 Conclusion

Generally it can be stated that none of the existing MAC schemes is suitable to all
kinds of STNs but each of them might show good performance in specific scenarios.
Main challenges remain to be the high spatial distribution, the heterogeneity and the
dynamic geometry of STNs.

The applicability of coordinated access schemes is limited to networks with nodes
that can be controlled by a central unit, e.g. for slot assignment. If an unknown num-
ber of terrestrial user nodes can randomly join and leave the network the application
of random access schemes is the only possible choice, which is a reason for the fo-
cus on random access schemes that can be observed when surveying the literature
on MAC schemes for satellite networks. However, if the network is composed of a
known set of satellites and ground stations coordinated access schemes can be ap-
plied and potentially achieve higher throughput.

Up to now there is no MAC scheme that makes use of the highly predictable na-
ture of STNs, although the potential benefit of such an approach was acknowledged
in [177].
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6.2 Interference-Aware Contact Plan Design

MAC in LEO satellite networks can be difficult, but algorithms can make use of the
knowledge about the system. The motion of satellites is highly predictable. Con-
tact plan based routing utilizes predefined contact plans of the network. Therefore,
nodes can make routing decisions based on the knowledge about future contacts
within the network. Similar to this routing concept a MAC scheme is presented in
the following that exploits the characteristics of LEO networks to solve the MAC
problem by predicting interference.

So far mainly adaptions of standard MAC schemes have been proposed for LEO
networks in the literature, e.g. CSMA/CA [71]. The developed Interference-Aware
Contact Plan Design (IACPD) scheme, described in this section, will be compared to
CSMA/CA by simulations. The performance of both MAC schemes are evaluated
in two different orbit configurations, a compact formation and a globally distributed
configuration.

In Section 6.2.1 the integration of IACPD into CPR algorithms is outlined, be-
fore the contact plan design approach is described in more detail in Section 6.2.2.
An overview of the comparative MAC scheme CSMA/CA and its configuration are
given in Section 6.2.3. After a description of the simulation scenario in Section 6.2.4
evaluations are presented and discussed in Section 6.2.5.

6.2.1 Concept

Random access protocols such as CSMA/CA do not completely prevent interference
but rather try to reduce the number of collisions. Coordinated access schemes such
as TDMA can entirely prevent packet loss, but often waste resources, e.g. by giving
nodes exclusive access to the medium even if simultaneous transmissions are pos-
sible due to the spatial distribution of the nodes, as in satellite networks. The MAC
scheme presented in this section does not only implement coordinated access like
TDMA but also allows simultaneous transmissions like SDMA.

Contact plan based routing approaches such as CGR and STGR make use of the
knowledge about a communication network. Based on models of the system the
time-varying topology is predicted and used for routing decisions. The basic idea of
IACPD is to use the same system models to implement an efficient medium access
scheme. In the same way contacts between nodes are predicted also interference
relations between nodes and thereby packet collisions at receiving nodes can be pre-
dicted. While in TDMA and many other schemes the length of time slots is fixed
IACPD adapts the size of time slots to the dynamics of the considered system. Nat-
urally time slots in IACPD end whenever the topology of the interference relations
change. As this could end up in very long time slots a maximum assignment time
can be defined according to the desired system behavior. While a low time slot du-
ration limit can reduce packet latencies it also leads to a higher computational effort
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for the contact plan generation and larger contact plans, that eventually have to be
distributed to all nodes in the system, depending on the applied CPR scheme.

The simulation framework ESTNeT is used to calculate contact plans for certain
time periods based on an SGP4 orbit propagator and a detailed physical model of the
wireless communication. Furthermore, interference plans are determined by evalu-
ating possible interference in a defined scenario. Using the calculated contact plan
and the interference plan all maximal sets of links are calculated that can be used si-
multaneously in certain time intervals. Several maximal independent sets may exist
in a time slot. A heuristic is then used to select independent sets based on a fairness
metric. The selected independent sets are converted to a contact plan, which can be
used for CGR or STGR. The contact plan post-processing is the crucial part of the
presented approach and will be introduced in more detail in the following section.

6.2.2 Contact Plan Design

Contact plans can be reduced to take account for specific system constraints. A basic
contact plan only includes topology information. Conflicts may arise, e.g. if a radio
channel is already in use by another transmission or if directional antennas are used
that do not allow for transmissions to opposite directions simultaneously. So far
only simple constraints were considered, e.g. that a satellite transceiver can only
communicate with one other node at a time [157].

For the approach presented here a detailed physical model of the system is nec-
essary. In this section a description of the model used for the presented contact plan
generation and the evaluations is given.

TABLE 6.1: Example of a contact plan based on the weighted inde-
pendent set selection

start [s] end [s] source ID sink ID data rate [bps]

0 10 1 2 9600
0 10 1 3 9600
0 10 1 4 9600
0 10 10 7 9600
0 10 10 8 9600
0 10 10 9 9600

10 20 1 2 9600
10 20 1 3 9600
10 20 9 7 9600
10 20 9 8 9600
10 20 9 10 9600
20 30 1 2 9600

The developed IACPD approach works by not only pre-computing connectivity
between nodes, but also using a radio model to pre-compute interferences that result
from simultaneous transmissions of network nodes. With the regular contact plan
and the additional interference plan a graph can be constructed that denotes contacts
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as vertices. Edges between those only exist if the contacts do not interfere with each
other according to the interference plan. Finding the maximal cliques on that graph
with e.g. the Bron-Kerbosch algorithm results in the largest subset of contacts that can
be used at the same time without interference. Each of these results is called an
independent set and is mutually exclusive.

The process runs on each time interval with static connectivity and interference
resulting in multiple choices for the independent sets used over time. Independent
sets are then selected based on a fairness metric as introduced in [158] by ranking
individual contacts according to the amount of time they were not chosen and re-
mained inactive. The fairness metric of an independent set is then the sum of the
values of its contacts.

6.2.3 Comparative Approach

CSMA/CA was chosen as a MAC layer protocol to avoid and resolve conflicting
transmissions as a comparative approach to the implemented IACPD algorithm.
CSMA/CA avoids collisions by sensing whether the channel is idle. If it is idle,
the node can transmit its data. If the channel is busy, the node waits an exponential
backoff time until the channel is idle. The underlying algorithm needs some configu-
ration to know how long a transmission through the network takes. The parameters
are specified as follows based on [131]:

SlotT ime = tPRT + tMACP + tCCA + tTA

DIFS =
5

2
SlotT ime

SIFS =
1

2
SlotT ime

where tPRT is the propagation round trip time, tMACP the processing time of the
MAC layer, tCCA the channel clear assessment time and tTA the turnaround time.
The maximum communication distance between a satellite and a ground station is
approx. 3000 km at an orbital altitude of 700 km. That yields a propagation time of
more than 10 ms at the speed of light. The slot time has been set to 21 ms, according
to [131].

6.2.4 Scenarios

The system model consists of a mobility, radio and traffic model. First the mobility
model of the satellites will be described. Afterwards the focus will be on the radio
model of satellites and ground stations before the traffic generation model concludes
the system modeling description.
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Mobility

The mobility model describes the positions and attitudes of all nodes in the sim-
ulation. It consists of orbit configurations for each satellite and positions of all the
simulated ground stations. Ground stations are described by longitude, latitude and
altitude in the geographic coordinate system of Earth. Orbital parameters can either
be specified by the six Keplerian elements or by TLEs with additional information.

Walker Constellation

A globally distributed orbit configuration is chosen as a Walker constellation with
the parameters i = 66◦ : t = 18/p = 6/f = 3. i denotes the inclination of the
orbits, t the total number satellites in the system, p the number of orbit planes and
f the phasing between neighboring orbit planes. The approximate Keplerian orbit
parameters are shown in table 6.2. A single ground station in Würzburg, Germany
located at latitude 49.79°, longitude 9.98° and an altitude of 200 m is being used to
enable data collection. In the left part of Figure 6.1 a visual representation of the
simulated constellation is shown.

FIGURE 6.1: Visualization of the 18 satellite Walker constellation (left)
and the four satellite formation (right)

Sat ID a [km] i [deg] e aop [deg] raan [deg]

01-03 700 66 0 267 0
04-06 700 66 0 267 60
07-09 700 66 0 267 120
10-12 700 66 0 267 180
13-15 700 66 0 267 240
16-18 700 66 0 267 300

TABLE 6.2: Keplerian parameters of Walker constellation
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Sat ID a [km] i [deg] e aop [deg] raan [deg] v [deg]

1 700 97.79 0.01 0 0.22 359.30
2 700 97.79 0.01 0 358.78 0.00
3 700 97.79 0.01 0 0.22 0.70
4 700 97.79 0.01 0 358.78 1.40

TABLE 6.3: Keplerian parameters of formation

Formation

Globally distributed satellite systems are great for communication applications and
asset tracking due to their high temporal Earth coverage. They also require many
satellites to get started though and often also multiple launches, which is why they
are still a considerable investment nowadays. For Earth observation missions which
require 3D information, such as ash cloud height determination [178] satellite forma-
tions are a more fitting choice. The right part of Figure 6.1 shows such a four-satellite
formation [74] which has a 3D structure. The orbits are carefully selected such that
the phasing of the satellites is exactly right and the satellites move relative to each
other without colliding. Table 6.3 shows the Keplerian parameters of the satellites.
In order to focus on the intersatellite communication ground stations are omitted
from this scenario.

Wireless Communication Model

The wireless communication model describes the exchange of information between
the nodes via a radio channel. For this evaluation an additive interference model was
used, which is more accurate compared to the interference range models and capture
threshold models used in other simulations [179]. The following three thresholds
[180] are used to determine whether a signal can be received successfully:

• Carrier Sense Threshold thrcs: If the receiving power of the signal is above this
threshold, the receiving radio and MAC layer sense the presence of the signal
and switch to a receiving state.

• Receiving Threshold thrr: The minimum signal power the receiving radio re-
quires to receive the signal successfully regardless of external noise or interfer-
ence.

• Capture Threshold thrc: If the received signal power is higher than the sum of
noise and interference by this value the signal can be received successfully, if
the radio is not already receiving another signal.

The capture threshold thrc can be understood as an SINR threshold. thrr deter-
mines the range of signals not exposed to interference. These thresholds are applied
based on the received signal power:
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PtGtLpGrLo ≥ thrcs

PtGtLpGrLo ≥ thrr

PtGtLpGrLo

PN +
∑

∀i PiGiLpGrLo
> thrc

where Pt is the transmitter power, Gt is the antenna gain of the transmitter, Gr

is the antenna gain of the receiver, Lp is the path loss, Lo is the obstacle loss, PN is
the background noise experienced by all transmissions and i is the set of interfering
transmitters.

UHF Communication System

For the simulations a UHF communication system was modeled. It operates at
437.385 Mhz and uses the G3RUH modulation scheme. The transceivers can com-
municate with a data rate of 9600 bps with the satellites transmitting with a power
of 0.5 W using an omni-directional antenna while the ground stations transmit with
a power of 25 W using a directional antenna. This configuration is inspired by the
systems UWE-3 [96], NetSat [20] and TOM [75]. The parameters are in a typical
range of commercially available transceivers for CubeSats. Table 6.4 gives a detailed
overview of the used radio model parameters. Since the simulation supports omni-
directional and directional antennas it must also simulate tracking of targets for di-
rectional antennas. This antenna pointing is currently assumed to be perfect.

Parameter Value

Frequency 437.385 Mhz
Bandwidth 10 khz
Noise Floor -134 dBm at 0°

Bitrate 9600 bps
Protocol AX.25

Modulation G3RUH
Required SNR 17.82 dB

Satellite Pt 0.5 W
Satellite Antenna turnstile

Satellite Gt 0 dBi
Satellite beamwidth omnidirectional

Satellite thrr -116 dBm

Ground Station Pt 25 W
GS Antenna YaGi

Ground Station Gt 18.9 dBi
GS beamwidth 21°

Ground Station thrr -126 dBm

TABLE 6.4: UHF radio model parameters
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Internet of Things Traffic Generation Model

The traffic generation model determines the size of packets and their generation in-
tervals. There are several configurations in use for the presented evaluations, which
will be explained in this and the successive section.

In this traffic generation scenario small data packets containing status and posi-
tion data of tracked objects are being generated. To get a sense for a typical packet
size in that domain AIS was considered, which uses messages with a size of around
53 bytes. In the simulation these messages appear on the satellite without simulat-
ing the uplink from the device to the satellite. The generated packets are addressed
to the simulated ground station. The generation frequency will follow a normal dis-
tribution with a mean and standard deviation described together with the specific
scenarios later. The normal distribution is truncated to only positive values.

Formation Control Traffic Generation Model

For a formation of satellites that are close to each other (< 100 km) a new information
stream becomes relevant. In a formation relative distances must be maintained, such
that all satellites must know about each other’s location. To exchange that informa-
tion the satellites broadcast their latest position and velocity vectors to the whole
network. This kind of information is similar to the Internet Of Things model regard-
ing the message type, but here data exchange between all satellites is necessary. The
latency requirements are also much tighter, as the information is needed for the con-
trol loops of the other network nodes. The assumption is that the satellites exchange
53 bytes every few seconds to be able to hold a formation geometry. The generation
interval varies and is specified alongside the specific experiments later on.

6.2.5 Evaluation

For the evaluation of the contact plan design algorithm the routing approach de-
scribed in Section 5.3 was used. The introduced IACPD approach was compared
against the Fair Contact Plan Design (CPD) approach in [158], which will be called
FRCPD here. The latter approach needs to be paired with a MAC scheme since it
does not fully resolve transmission conflicts. The popular CSMA/CA scheme was
chosen that has been proposed for LEO networks in several publications, such as in
[131]. The CSMA/CA parameters have been defined for the worst case situation of
the scenario, e.g. a ground station exchanges information with a satellite seen at the
horizon from the location of the respective ground station, leading to a distance of
around 3000 km.

Formation

The formation described previously was simulated with a UHF communication sys-
tem generating broadcast data every second. The simulation has been run with a
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warm-up period of one orbit to let the network settle any starting conditions and
was repeated five times with different Random Number Generator (RNG) seeds.
The presented values are averaged over the runs.

FIGURE 6.2: Formation latency distribution

Figure 6.2 shows the end-to-end latency distribution. A time period of over
36,000 s was simulated, which equals roughly five orbits. It can be seen that the
IACPD approach is able to guarantee a low latency for all packets (mean 88.8 s, min.
0.16 s, max. 361.16 s), while FRCPD struggles more under the generated data and
has a wider latency distribution (mean 155.21 s, min. 0.22 s, max. 433.43 s). Since
the contact plan has full static connectivity over the whole simulation time, the con-
tact plans are processed in 60 s time slots to ensure all satellites can talk to each
other eventually. Reducing this maximum link assignment time enables IACPD to
achieve a lower mean latency, while it doesn’t help the FRCPD approach under these
network loads. Reducing the maximum link assignment time does increase the size
of the contact plan though, as the available links are divided into shorter individual
links. Due to this one quickly reaches a practical maximum based on the resources
available to store the contact plan on-board the small satellites.

A problem the FRCPD approach encounters is that it enables simultaneous links
between two distinct pairs of satellites in the formation even if they interfere with
each other. This causes many transmission conflicts to occur which CSMA/CA tries
to resolve but can’t successfully do in all situations. CSMA/CA has retry limits and
timeouts which cause it to eventually abandon a package if it still wasn’t transmitted
successfully (after seven retries in this configuration). This leads to 93 % of the pack-
ets being delivered successfully, while IACPD accomplishes a 100 % packet delivery
rate by not using interfering links.
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Reducing the generated data to every 10 s instead of every second works in favor
of FRCPD. As it uses more opportunities to transmit packets and has fewer conflicts
to handle due to the reduced amount of packets, it can achieve a better latency (mean
0.81 s, min. 0.22 s, max. 2.38 s) than IACPD (mean 78.82 s, min. 0.16 s, max. 360.16 s).
This is due to the fact that IACPD always has to wait for the next time slot for a
particular node, while FRCPD can perform transmissions in shorter time intervals.
This is advantageous with fewer data being transmitted in the network, but leads to
a low network performance once the network load increases.

Walker Constellation

A walker constellation is used to evaluate network throughput in a spatially dis-
tributed satellite network. The simulation used the introduced walker constellation
consisting of 18 satellites with UHF communication systems. The generated data
was described as Internet Of Things above and follows a truncated normal distribu-
tion denoted as N+(µ = 20s, σ = 20s). The simulation has been run with a warm-up
period of one orbit to let the network settle any starting conditions and was repeated
five times with different RNG seeds. The presented values are averaged over the
runs.

Figure 6.3 shows the accumulated bytes that are buffered at any given time in
the network while packages are in transit to their destination. It can be seen that
FRCPD can’t keep up with the network load and therefore the buffer sizes just keep
on growing over time. IACPD also has to buffer but can always clear its buffers
eventually. This also manifests in the end-to-end latency where IACPD can achieve
slightly better delivery times both on average and in the worst case (mean 3,510.11 s,
min. 0.06 s, max. 10,494.04 s) compared to FRCPD (mean 3,586.3 s, min. 0.12 s, max.
10,505.9 s).

The network throughput in Figure 6.3 additionally shows that IACPD achieves
all this by using the available links more efficiently, since no conflict resolution has
to take place.

All these effects remain the same under lower or higher network load as latency
improvements are restricted by the routing opportunities and the available band-
width can be used more effectively by IACPD due to the earlier transmission conflict
resolution.

6.2.6 Conclusion

In this section a novel contact plan design algorithm was introduced that avoids
packet collisions by determination of interference plans using a physical wireless
communication model. Based on the contact and interference plans independent
sets are determined. Based on these sets and a simple heuristic the full contact plan
is reduced to an interference-aware contact plan. Further the CPD algorithm reduces
resulting latencies compared to existing CPD algorithms by introducing a maximum
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FIGURE 6.3: Constellation buffer size & throughput
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link assignment time parameter. The interference prediction only includes interfer-
ence caused by single satellites. The prevention of additive multi-node interference
as part of the contact plan design is left for future work. Further a store-and-forward
routing scheme has been introduced that computes the shortest paths based on the
reduced contact plans. The general idea is that routing tables are centrally calcu-
lated in a ground station which is part of the evaluated space-terrestrial system and
distributed to all nodes in the network.

The results show that contact plan based approaches achieve good results in the
evaluated satellite scenarios. While the random access protocol CSMA/CA pro-
duces lower latencies in some situations, the presented contact plan design approach
produces predictable delays and allows for higher utilization of communication
links leading to higher throughput. The IACPD algorithm performed better with
respect to reduction of packet collisions in situations with high load and when mul-
tiple competing nodes are involved.

6.3 Interference-Free Contact Plan Design

In this section an Interference-Free Contact Plan Design (IFCPD) scheme will be pre-
sented and compared to existing schemes. IFCPD solves the MAC problem by pre-
diction of additive multi-node interference and scheduling of interference-free links
based on these predictions. Additionally, independent set selection schemes will be
presented and compared. Performance parameters have been evaluated by simu-
lations of an orbit configuration for multi-satellite Earth observation systems using
the simulator ESTNeT.

In the following subsection, the integration of IFCPD is described followed by
a description of the system models in Section 6.3.2, before in Section 6.3.3 the inter-
ference prediction and in Section 6.3.4 the independent set generation is presented.
Subsequently, the packet loss is evaluated and compared to a popular MAC scheme
before the contact plan design approach is presented in Section 6.3.6 and in Sec-
tion 6.3.7 the resulting latencies of several independent set selection algorithms are
evaluated.

6.3.1 Integration with Previous Developments

The approach presented in Section 6.2 makes use of graph-based algorithms to gen-
erate maximum independent sets of links. Only potential interference caused by
single nodes is considered by IACPD to enable the generation of conflict graphs.
This approach does not necessarily completely avoid packet collisions, since even if
an interfering signal from a single node is not strong enough to decrease the consid-
ered SINR sufficiently to cause packet corruption, multiple nodes can still generate
enough interference by simultaneous transmissions. Therefore, in this section an al-
gorithm is presented that is able to consider additive multi-node interference and
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can replace the graph-based independent set generation algorithm presented in Sec-
tion 6.2. The interference plan generation algorithm is extended as well to determine
multi-node interference.

The adapted workflow of the entire CPR is depicted in Figure 6.4.

FIGURE 6.4: Contact plan routing workflow including interference-
free contact plan design

6.3.2 System Models

The satellites are equipped with isotropic antennas and UHF transceivers with a
transmit power of 0.5 W. Transmissions are assumed to be successful if the received
SINR exceeds the limit of 5.82 dB. This value results from the usage of GMSK and
the Forward Error Correction (FEC) that is assumed to be used in CloudCT. Further
parameters can be found in Table 6.5.

The reception of packets is determined by a physical layer model based on the
SINR of the received signal, as described in Chapter 4. A packet may be received
successfully if the received signal power meets the threshold given in Equation 6.1.
The receiving threshold thrr is the minimum value of the received signal strength at
which successful packet reception is possible. Additionally, the SINR at the receiver
must exceed the capture threshold thrc, see Equation 6.2.

PtGtLpGrLo ≥ thrr (6.1)
PtGtLpGrLo

PN +
∑

∀i PiGiLpGrLo
> thrc (6.2)
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Model Parameter Value

General
Frequency 437.385 MHz

Bandwidth 10 kHz
Noise Floor -134 dBm

Bitrate 9600 bps
Modulation GMSK

Required SINR thrc 5.82 dB

Satellite
transmit power Pt 0.5 W

antenna type omnidirectional
thrr -116 dBm

Ground Station
transmit power Pt 25 W

antenna type Cross Yagi
antenna gain Gt 18.9 dBi

antenna beamwidth 21°
S thrr -126 dBm

TABLE 6.5: UHF radio model parameters

6.3.3 Interference Plan Generation

To create a contact plan for a specific space-terrestrial system, checks for all pairs
of nodes are performed in regular simulation time intervals, on whether these pairs
are able to communicate with each other based on a physical wireless transmission
model. In order to convert the resulting contact plan to an interference-free contact
plan also potential interference of all links in the contact plan needs to be deter-
mined. For each contact, potential interfering nodes are identified by simulation of
wireless transmissions of all other transmitters that exist in the space-terrestrial sys-
tem. To determine possible multi-node interference also the additive signal power
that may be received from two or more potentially interfering nodes is taken into
account. The resulting SINR at the receiving node under evaluation is calculated by
Equation 6.2. Based on the result a decision is made whether successful packet re-
ception is possible in this situation or not. The results of these evaluations are stored
in an interference plan, as shown in Table 6.6).

TABLE 6.6: Extract from an interference plan with additive multi-
node interference

start [s] end [s] interferer source sink

0 10000 1,2,3,5,6,7 9 10
0 10000 1,2,3,10 5 6
0 10000 1,2,3,10 7 6
0 10000 1,2,4 7 9
0 10000 1,2,4,5,6,7 9 10
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6.3.4 Independent Sets Generation

Using contact and interference plans, maximal sets of non-interfering contacts can
be determined. These sets can be determined for certain time intervals with constant
topology and interference relations by the following algorithm:

1. Create a bin for each contact within the considered time interval and a list of
the succeeding contacts

2. For all bins generated in the previous iteration, iterate through the contacts of
the corresponding list, create a copy of the bin, add the selected contact and a
list of the succeeding contacts.

3. For all bins generated in the previous step, check if the last contact in the bin
interferes with any subset of the contacts in the bin. Delete the corresponding
bin if interference was detected.

4. If there is a contact left in any list jump to step 2.

5. Check for redundant bins and remove them.

Alternatively, independent sets can be determined recursively by Algorithm 1.
The idea of Algorithm 1 is to recursively create bins with non-interfering contacts

and a list for each bin containing contacts that can be added to the bins if they do
not interfere with any contact in the bin. Finally, the resulting bins represent all
maximum sets of non-interfering contacts in the considered time interval.

The first contact in the list is checked for interference with the contacts in the bin.
If the contact can cause interference it is simply deleted from the list, otherwise it is
moved to the bin.

This procedure is repeated recursively until all the lists are empty. Finally, each
bin that contains a maximum set of contacts is added to the sets of non-interfering
contacts.

With this algorithm, all maximum non-interfering sets of nodes for a time in-
terval are determined. From these maximum non-interfering sets those need to be
selected that best match the requirements of the application. This selection is dis-
cussed later. Subsequently, an interference-free contact plan can be generated from
the selected independent sets as described in Section 6.3.6.

6.3.5 Packet Loss Evaluation

For the evaluations the CloudCT mission scenario is used, a string-of-pearls forma-
tion of ten satellites, as displayed in Figure 6.5. The satellite altitude is 600 km and
the distance between neighboring satellites is 100 km.

In the simulated scenario, each satellite tries to transmit data to its successor
during a time period of 10,000 s. The satellites transmit one packet every 10 s simul-
taneously to focus on the analysis of situations where packet loss would occur due
to signal interference.
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Input: contacts, interferenceRelations
Result: independentSets
independentSets← ∅
independentContacts← ∅
contactsLeft← contacts
determineIndependentSets (independentContacts, contactsLeft,
interferenceRelations, independentSets)

# check if considered contacts are part of another independent set
determined earlier

foreach i ∈ independentSets do
if (independentContacts ∪ contactsLeft ⊂ i) then

return

while contactsLeft ̸= ∅ do
# move next contact of contacts left list to new bin
independentContactsNext← independentContacts ∪
popFirst(contactsLeft)

# check for interfering contacts in contacts left list and remove them
contactsLeftReduced← deleteInterferingCombinations(contactsLeft,
independentContactsNext, interferenceRelations)

# complete the independent set recursively
determineIndependentSets (independentContactsNext,
contactsLeftReduced, interferenceRelations, independentSets)

# check if set is part of another independent set determined earlier
foreach i ∈ independentSets do

if (independentContacts ⊂ i) then
return

# add independent set
independentSets← independentSets ∪ independentContacts

Algorithm 1: Determination of all maximum non-interfering sets of nodes within
a time interval

FIGURE 6.5: The CloudCT string-of-pearls orbit configuration
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The IFCPD approach will be compared to IACPD (see Section 6.2) and to the
usage of a full contact plan that includes all possible communication opportunities
regardless of any kind of resource conflicts. IACPD does not consider additive inter-
ference, but avoids only interference caused by single satellites, while the usage of a
Full Contact Plan (FCP) does not avoid interference at all.

Table 6.7 shows the summarized evaluation results. With an FCP 100 % of the
transmitted packets are lost due to interference. IACPD produces a packet loss of
2.4 %, whereas IFCPD is able to deliver all packets.

TABLE 6.7. PACKET DELIVERY RATIOS OF THE EVALUATED CONTACT PLAN
DESIGN ALGORITHMS

Algorithm Packet Delivery Ratio

FCP 0.0 %
IACPD 97.6 %
IFCPD 100.0 %

6.3.6 Contact Plan Design

As potentially more than one maximum set of non-interfering nodes exists in each
considered time interval selections have to be made. Multiple properties of the re-
sulting contact plans should be taken into account. In the considered application
scenario, all network nodes should be able to exchange data regularly, so the time
a link is inactive should be kept as short as possible. Also, the overall network
throughput should be optimized, so independent sets with a high number of con-
tacts should be selected in order to allow as many simultaneous transmissions as
possible. A short extract of such a contact plan is shown in Figure 6.1. In this exam-
ple, contacts are assigned for 10 s intervals. Smaller intervals lead to lower latencies
but also to lower throughput. The independent set selection is performed for each
of these time intervals.

An independent set selection algorithm has been developed that offers eight
weighting options for the independent sets by setting three parameters with two
options each. The NodeLink parameter can be set to either use node weights or link
weights. The weights of the individual independent sets can be either calculated
based on the contained source nodes or based on the contained links. If a node/link
is not present for a specific interval its weight is increased by the number of seconds
the selected independent set is valid. The weights are constantly updated while it-
erating through the intervals of the simulation period. In each interval a weight for
the available independent sets is calculated based on the weight of the contained
nodes/links. Another parameter, called SingleSum, has been implemented that can
be used to choose whether the weight of an independent set is the sum of the weights
of all contained nodes/links or the weight is set to the value of the highest weight
of the contained nodes/links. The third parameter is the ResetInactiveTime option,
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which can be used to reset the weights of the nodes/links if they are selected, so that
weights do not represent the overall inactive period but the inactive period since
their last selection. Based on the resulting weights the independent set with the
highest weight is selected in each iteration step. This approach leads to a fair in-
dependent set selection and thereby avoids that high latencies or low throughput
in certain parts of the network occur. The selection of the weighting options affects
the performance of the data forwarding in the network that is done based on the
resulting contact plan, as shown in Section 6.3.5 and Section 6.3.7.

6.3.7 Latency Evaluation

Contact plans for the CloudCT orbit configuration have been generated with all in-
dependent set weighting options described in Section 6.3.6. Subsequently, simu-
lations have been performed and evaluated using these contact plans. During the
simulation period each node generated packets every 60 s for its neighbor satellites
in the SoP formation.

Figure 6.6 displays statistics of the resulting latencies. The x-axes represent the
network nodes and the y-axes the latencies of the packets received by the respective
satellites. The dots depict the mean values, the crosses represent the minimum and
maximum values respectively whereas the bars represent the standard deviations.

The maximum period of link assignments was limited to 10 s for contact plan
generation. That means active links are switched in 10 s intervals, which led to
latencies of up to 150 s since nodes had to wait for a link to be assigned to them.
These latencies can be reduced by changing the maximum link assignment interval,
so the latency statistics should only be assessed relative to each other.

The left part of Figure 6.6 shows the resulting latencies if the inactive time since
the last selection of a node is considered for weighting. By contrast, the right part
of Figure 6.6 shows the resulting latencies if the overall inactive time of a node is
considered for weighting.

The plots show that the maximum latencies are lowest if the weights of the in-
dependent sets is set to the sum of the inactive time of the contained transmitting
nodes since their last selection (Figure 6.6c). Generally it depends on the desired
system behavior which weighting is the best for a specific network scenario.

Conclusively, it can be stated that the presented contact plan design approach
was able to entirely prevent packet loss in the simulated satellite network without
the use of additional MAC schemes. The evaluations of the eight variations of IFCPD
show that the weighting affects the resulting latencies significantly and should be
adapted to the specific network scenario.
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FIGURE 6.6. COMPARISON OF LATENCIES RESULTING FROM GIVEN
INDEPENDENT SET WEIGHTING OPTIONS
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6.4 Performance Improvements

The prediction of contact and interferences and the corresponding generation of
contact and interference plans requires high computational effort in networks with
many nodes.

To create a contact plan for a specific orbit configuration, a check for all pairs of
nodes needs to be performed, on whether these pairs are able to communicate with
each other or not. For the interference plan generation all potentially interfering
nodes for all entries in the contact plan are determined by simulation of transmis-
sions and evaluation of the resulting SINR.

Especially the generation of interference plans is highly computationally expen-
sive. In a system with n nodes, there are n − 2 potentially interfering nodes for
each link. All 2(n−2) − 1 subsets of potentially interfering nodes need to be checked
for each link in the contact plan in the worst case. Therefore, the calculation of in-
terference plans was speed up by two different measures. The first measure is the
elimination of sets of nodes from the search space that do not need to be checked.
If a set of nodes causes interference any set containing this set will also cause inter-
ference, so these supersets can be skipped. Additionally, all nodes, that do not have
any contact to other nodes within the considered time interval won’t cause interfer-
ence on any link due to the fact that this node will not transmit in this interval. The
second measure is a radius search, that accelerates the generation of both contact
and interference plans.

The acceleration of contact and interference plan generation is described in Sec-
tion 6.4.1, before evaluations are presented in Section 6.4.2 and conclusions are given
in Section 6.4.3

6.4.1 Contact and Interference Plan Generation

For all contacts in the contact plan, potential interfering nodes are identified by iter-
ating over all transmitters that exist in the simulation scenario.

Considering that 2(n−2) − 1 subsets of nodes need to be checked for each link
in the contact plan in the worst case the computational effort for interference plan
calculation can be reduced by more than half for each node that can be excluded
from the list of potentially interfering nodes.

As satellites that are shadowed by Earth are not able to interfere with the contact,
they can be sorted out by performing simple geometrical calculations. Only with
the remaining nodes detailed calculations based on the physical model and SINR
thresholds are performed.

Instead of performing these geometrical calculations for each interference check
in the network, the network nodes are stored in a spatial data structure to apply
an efficient radius search and thereby accelerate the determination of nodes within
a certain distance to the node under consideration. The maximum interference ra-
dius equals to the maximum line-of-sight distance of the corresponding satellites. If
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the semi-major axis and the eccentricity of all satellite orbits is equal, the maximum
interference radius equals to double distance from the orbit apogee to the tangen-
tial point on the Earth’s surface. To perform a radius search a k-d tree generation
algorithm for the network nodes has been implemented. K-d trees are binary data
structures that include spatial relations between nodes.

FIGURE 6.7. ILLUSTRATION OF THE DISTANCES USED FOR RADIUS SEARCH

Figure 6.7 illustrates the two different radii used for the radius search. The green
circle refers to the maximum communication range used for contact plan generation.
The red radius is used for interference plan generation and equals to the maximum
line-of-sight distance.

6.4.2 Evaluation

The presented approach was evaluated in two multi-satellite mission scenarios and
compared with regard to the run time. To evaluate the performance improvement of
the radius search, a 40 minute contact and interference plan with additive interfer-
ence checks for a 45° :18:6:0 Walker constellation at an altitude of 698 km has been
created on a standard PC.

Applying the radius search reduced the run time from 342.86 s to 0.56 s. The
generation of a contact plan for 24 hours was accelerated from 4.47 s to 1.16 s by
applying the radius search. This proves that using a spatial data structure with an
efficient radius search increases the performance of contact and interference plan
calculations significantly. The acceleration is mainly important to be able to consider
additive interference in larger satellite systems.

6.4.3 Conclusion

The presented improvement of IFCPD based on radius search significantly reduces
the computational effort and therefore allows the application of IFCPD on satellite
systems with many nodes. Nevertheless, the performance of the algorithm for the
calculation of independent sets has to be improved to enable calculation of plans for
scenarios with a higher number of nodes and longer prediction intervals.
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6.5 Optimal Interference-Free Contact Plan Design

The creation of contact plans is a crucial point for contact plan based routing in STNs.
The contact plans created with the IFCPD approach are not necessarily optimal with
respect to any metric. Due to the iterative nature of the independent set selection
algorithm it cannot guarantee throughput optimality and fairness. However, it has
a linear complexity, making it applicable to large real world scenarios. The indepen-
dent set selection algorithm presented in the following is based on linear program-
ming, which produces an optimal solution with respect to a certain optimization
function.

For the CPD approach presented in this section the same independent set gen-
eration algorithm is used as in IFCPD, but the selection is performed with a linear
program instead of a heuristic. Therefore, it is called Optimal Interference-Free Con-
tact Plan Design (OIFCPD).

6.5.1 Related Work

In [181, 182] Mixed-Integer Linear Programming (MILP) is used to generate con-
tact plans. As opposed to the approach presented here, [181, 182] do not consider
secondary interference in their network model.

The use of contact plans for routing and scheduling in STNs is comparably flexi-
ble but does not allow the optimization of the actual data flow in the network. How-
ever, such a transmission schedule can be calculated for a wireless network as well.

Different approaches on this concept have been presented for different kinds of
static and mobile networks. [183] gives a general overview of flow optimization
problems in dynamic networks. The optimization of routing in intermittent con-
nected networks was addressed in [184] and [185]. Joined routing and scheduling
using linear programming for static networks have been proposed in [186, 187, 188].
A linear program formulation for dynamic networks was presented in [189]. In this
model data needs to be present at the source nodes at the beginning and cannot be
generated dynamically at any node.

Another approach to jointly control routing and scheduling in STNs based on
linear programming, that overcomes the described limitations, was developed by
researchers from HU Berlin in cooperation with the author of this thesis [12]. The
linear program formulation was developed by O. Kondrateva and H. Döbler. The
approach is just roughly depicted in the following. Further information can be found
in [12]. A discussion of this approach and conclusions on its applicability to real-
world scenarios is given at the end of this section.

A linear programming formulation was developed that describes the dynamic
topology of a network composed of satellites in LEOs and a number of ground sta-
tions. A walker constellation with 18 satellites and a ground station network com-
posed of four globally distributed ground stations were designed. The result of the
optimization is a throughput-optimal transmission schedule.
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In contrast to the approaches above the protocol model is used here to model
connectivity and interference. Primary interference, referring to the fact that a node
can only handle one link at a time, as well as secondary interference, referring to the
interference between links of entirely different nodes, is considered. This model is
less realistic than the physical model used in Section 6.5 but was chosen to reduce
the computational complexity.

Independent sets are generated based on conflict graphs as in Section 6.2. This
approach does not take additive multi-node interference into account but was cho-
sen due to the lower complexity and computation time.

The approach was developed to model the flow of sensor data from multiple
satellites to multiple ground stations. In order to reduce the problem to a single-
source-single-destination problem it is assumed that no further traffic exists in the
network. A virtual source node with a link to all satellites is modeled. These links
have infinite transmission speed. Further a virtual destination node is modeled with
the same kind if links to all ground stations. Thus data in the model always flows
from the virtual source node to the virtual destination node. ISL and SGL use the
same channel.

The satellites are assumed to have unlimited data storage. The integration of
storage capacity limits seems feasible but assumed to be of minor importance since
storage size limitations are considered a minor problem in current satellite systems.

The presented approach overcomes some restrictions of other approaches but
still requires improvements to be applicable to real-world satellite systems since
there are still restrictions left. The data flow is limited to scenarios with multiple
source nodes and one common sink node. Further, the linear program produces a
complete transmission schedule that is highly sensitive to model errors. The opti-
mization does not take packet loss into account. It works only for exactly known
data generation patterns. Further the interference model includes several simplifi-
cations to reduce computation complexity. The approach is adopted from [190]. The
used protocol model assumes that all nodes have the same maximum communica-
tion and interference ranges. However, a physical model can be integrated in the
presented linear programming formulation as described in [191].

Due to the discussed restrictions contact plan based approaches are assumed to
provide better applicability to real-world systems, even if they don’t lead to opti-
mally scheduled transmissions.

6.5.2 LP Formulation

A linear program formulation was implemented that allows the optimization of the
throughput in an STN taking into account relevant constraints. The input of the
Linear Program (LP) are independent sets determined by the algorithm described in
Section 6.3. The independent sets include ISLs as well as SGLs. ISLs in a formation
are typically either constantly available (static formations) or multiple times during
each orbit (dynamic formations). SGLs, however, are only available during ground
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station passes, which occur several times a day, less than an hour per day in total as
far as typical LEO systems are considered. Therefore, weights for SGLs and ISLs are
added to the optimization function. This way the desired ratio of contact times for
SGLs and ISLs can be defined. The overall network throughput is the product of the
active link times and the link data rate. If a constant link data rate is assumed the
optimization function can be defined as follows.

Optimize

∑
(i,j)∈CSGL

aijwSGL +
∑

(m,n)∈CISL

amnwISL

where aij is the active time of the link between node i and node j, wSGL is the
weight of SGLs, wISL the weight of ISLs, CSGL the set of SGLs and CISL the set of
ISLs.

Intra-Interval Constraints

Several constraints are defined that ensure that the resulting contact plan satisfies a
number of system restrictions. Some constraints concern relations of variables be-
tween multiple time intervals and others can be formulated for each individual in-
dependent set. The former are described in this section. The first constraint ensures
that only non-interfering links are active based on the precalculated independent
sets. Further it ensures that the active times of the independent sets equals the ac-
tive times of the links contained in the independent set.

Link active time constraint:

aij =
N∑

n=1
sn∋(i,j)

pn where
N∑

n=1

pn = d,

(i, j) denotes a contact from node i to node j, sn denotes the n-th independent set,
pn the active time of independent set sn. d is the duration of the considered time
interval and N the number of Maximal Independent Sets (MISs) in this time interval.
The second constraint prevents negative link active times.

Non-negativity constraint:

aij ≥ 0 ∀(i, j) ∈ C

where C is the set of all contacts occurring in the considered time interval. The last
intra-interval constraint sets a limit for the active time of single ISLs.
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aij ≤ tISL ∀(i, j) ∈ CISL

This constraint can be used to prevent high latencies that result from links being
inactive for a long time. If this value is too small periods can occur in which no link
is active at all. This issue can be solved by introducing copies of independent sets as
presented in [12].

For simplicity, it is assumed that both aij and pn are continuous, thus allowing
arbitrary short transmissions. However, integrating packet granularity into the pre-
sented formulation is straightforward.

Global Constraints

To reach fairness goals regarding the link assignment further constraints are de-
fined that refer to the entire planning horizon. A formation scenario is assumed
in which all satellites need the same contact time to other satellites and to ground
stations. Since intersatellite links in a compact formation are continuously available
and ground station passes of LEO satellites are available for less than on hour sepa-
rate constraints are defined for ISLs and SGLs. Since in a typical mission the amount
of data that needs to be downloaded from a satellite is higher than the amount of
data that needs to be uploaded to a satellite, downlink and uplink fairness are de-
fined by two separate constraints.

Fairness Constraints:

K∑
k=1

akij =
K∑
k=1

akmn ∀(i, j), (m,n) ∈ CISL

K∑
k=1

akij =

K∑
k=1

akmn ∀(i, j), (m,n) ∈ CDL

K∑
k=1

akij =
K∑
k=1

akmn ∀(i, j), (m,n) ∈ CUL

CDL denotes the set of satellite-to-ground contacts and CUL denotes the set of
ground-to-satellite contacts. K denotes the number of intervals in the planning hori-
zon and akij as well as akmn denote the amount of time the corresponding link is
active in time interval k.

The actual ratio of uplink and downlink time is defined by an additional con-
straint based on two weighting factors:
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K∑
k=1

akijwDL =

K∑
k=1

akmnwUL ∀(i, j) ∈ CDL, (m,n) ∈ CUL

6.5.3 Results

The presented contact plan design algorithm has been evaluated for the CloudCT
satellite formation. The satellites form an SoP formation with a node distance of
100 km at an altitude of 600 km. The scenario further compromises a ground station
in Jerusalem (Israel) and the main mission control station in Würzburg (Germany).
The node IDs 1 to 10 are assigned to the satellites and the IDs 11 to 12 are assigned
to the ground stations.

Model Parameter Value

General
Frequency 435.6 MHz

Bandwidth 14.4 kHz
Noise Floor -120 dBm

Bitrate 9600 bps
Modulation GMSK

Required SINR thrc 11.26 dB

Satellite
Transmit power Pt 0.5 W

Antenna type omnidirectional

Ground Station
Transmit power Pt 25 W

Antenna type Cross Yagi
Antenna gain Gt 18.9 dBi

Antenna beamwidth 21°

TABLE 6.8. UHF RADIO MODEL PARAMETERS

Table 6.8 shows the radio parameters assumed for contact and interference cal-
culations. Satellites and ground stations are equipped with a radio operating in the
UHF-band with a bit rate of 9600 bps. The noise floor is assumed to be not lower
than -120 dBm, according to the measurements taken with the satellite UWE-3 and
presented in [96]. A communication link is assumed to be available if the SINR of the
received signal is above 11.26 dB, corresponding to a bit error rate of 10−5 when us-
ing GMSK. This SINR value is also used to determine interference between multiple
nodes. The radios of the satellites have an output power of 0.5 W. The output power
of the ground station is assumed to be 25 W, a typical value for CubeSat ground
stations. While the antennas of the satellites produce an omnidirectional radiation
pattern the ground station antenna is highly directive, producing a gain of 18.9 dBi
with a resulting beamwidth of 21°.
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FIGURE 6.8. CONTACT TIME MATRIX FOR THE CLOUDCT SCENARIO BASED
ON THE BASIC CONTACT PLAN WITHOUT LINK SCHEDULING
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Based on these parameters maximal independent sets were generated with the
independent set generation algorithm presented in Section 6.3. The resolution of the
independent set creation was set to 10 s for run time reasons. Figure 6.8 shows the
resulting contact matrix for a simulation period of 300 min. The nodes can communi-
cate to neighbors with a maximum distance of four hops within the inline formation.
In presence of high noise levels this range can decrease, due to temporarily increas-
ing bit error rates. As the formation is static these contacts are generally available
constantly. Several ground station passes during the simulation period result in the
depicted ground station contact times.
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FIGURE 6.9. CONTACT TIME MATRIX FOR THE CLOUDCT SCENARIO BASED
ON THE OPTIMIZED LINK SCHEDULING

The linear program calculates an optimal selection of independent sets. From
these values the active times of the contacts are derived and used to generate a con-
tact plan that can be used for contact plan based MAC and routing algorithms. Fig-
ure 6.9 shows the contact times extracted from the generated contact plan in the
CloudCT mission scenario. The downlink weight wDL and the uplink weight wUL
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were set to 1, resulting in equal downlink and uplink contact times for each satellite.
Note that the individual downlink times in the matrix are not equal but the sum of
the downlink times per satellite is equal. The same is true for the uplink times re-
spectively. The ISL weight wISL was set to 0.01 and the SGL weight wSGL to 1, thus
SGLs were always given preference over ISLs. The limit for ISLs active times tISL

was set to 800 s to fit the scenario.
The contact time sum of the contact plan, that does not take interference into

account, equals 1122760 s or about 312 h. The contact time sum of the optimized
contact plan equals 111180 s or about 31 h for a simulation period of 5 h.
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FIGURE 6.10. OUTGOING LINK REPRESENTATION OF THE OPTIMIZED
CONTACT PLAN

The optimal interference-free contact plan resulting from applying the indepen-
dent set selection based on the presented linear program formulation is depicted in
Figure 6.10. The horizontal bars show the time periods in which a contact is sched-
uled from the respective node to any other node. The ground station contacts are
visible at simulation time 121 min to 136 min and 219 min to 237 min. The presented
results were calculated with the Gurobi Optimizer7 version 9.0.2 in 1.54 s on an Intel
Core i7 8th Gen with 16 Gb of RAM.

7https://www.gurobi.com

https://www.gurobi.com
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6.5.4 Conclusion

In this section a linear programming based contact plan optimization was intro-
duced. The resulting link schedule is throughput-optimal and interference-free. The
optimal link schedule is determined as a linear program solution, instead of relying
on heuristics. It was shown that fairness and prioritization can be achieved by defin-
ing appropriate constraints. OIFCPD was evaluated with a model of the CloudCT
satellite formation and two ground stations. The presented formulation is based on
the assumption that all ISLs are used to an equal extend. Further all downlinks and
all uplinks are assumed to be used with an equal extend. As this might not be the
case in all mission scenarios adaptions of the presented linear program formulation
might be necessary to satisfy specific mission requirements on the network commu-
nication.

6.6 Conclusion

Different Contact Plan Design (CPD) schemes are introduced in this chapter that
solve the MAC problem in Space-Terrestrial Networks (STNs). Both are based on
the system and interference models described in Chapter 4. The interference-aware
CPD scheme is based on existing graph algorithms, leading to shorter execution
times compared to the determination of interference relations implemented in the
Interference-Free Contact Plan Design (IFCPD) scheme. The advantage of IFCPD
is that also multi-source interference is predicted. The runtime of IFCPD is im-
proved significantly by applying a spatial data structure to reduce the required effort
for the determination of interfering network participants. The presented Optimal
Interference-Free Contact Plan Design (OIFCPD) scheme produces results that are
optimal with respect to transmission time and meet specific fairness constraints. A
similar approach was developed and presented [12]. It is based on a linear program-
ming formulation that does not generate contact plans but complete transmission
schedules. This approach is more vulnerable compared to the algorithms presented
in this chapter. Exact knowledge of the data generation in the system, the contact
times and the packet loss would be required to generate a transmission plan that is
applicable to real-world scenarios or alternatively, significant safety intervals need
to be added to the transmission schedules. Further, the current approach is based on
highly simplified models compared to the models used for the approaches presented
in this chapter. In contrast, the contact plan based MAC and routing approach pre-
sented in this chapter is not so much dependent on exact system knowledge. Since
no exact transmission schedule is calculated but only links are scheduled the trans-
mission of data is more flexible. Deviations from the model can be recognized by the
nodes and handled by measures such as flow control and retransmissions.
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Chapter 7

Conclusion

In this thesis concepts, software tools, analyses and algorithms have been introduced
to model and improve the communication in Space-Terrestrial Networks (STNs).
The analyses, the measurements and the implementation of the software-defined
ground station presented in Chapter 3 were the basis for the development of the
models described in Chapter 4 and led to an understanding of the characteristics
of RF links between nanosatellites and ground stations and associated challenges.
These models and the developed simulator, in turn, were the basis for the network
models and algorithms introduced in Chapter 5. The approaches and algorithms to
solve the MAC problem in STNs described in Chapter 6 represent an extension of
the approaches presented in Chapter 5.

The integration of an SDR into the ground station of the university of Würzburg
allowed detailed analyses of the received satellite signals and the environmental
noise. It was shown that the link budget calculations that are usually performed for
the evaluation of satellite communication systems are not adequate to analyze the
dynamic links in networks of Low Earth Orbit (LEO) satellites and ground stations.
Further, it was shown how software-defined ground stations, noise measurements
and the adaption of transmission parameters can be used to increase throughput
and reliability of satellite downlinks despite the highly varying link characteristics,
mainly caused by the relative movement and environmental noise. Also, the benefit
of using software-defined ground stations for the operation of satellite formations
was addressed.

The analysis of the presented noise measurements revealed that the noise lev-
els at the ground station and in orbit are much higher than the levels assumed in
the literature. The environmental noise turned out to be the dominant factor for the
variations of the link quality besides the free space path loss that changes in a fore-
seeable way according to the changing link distances. Further, the measured noise is
highly orientation-dependent and almost constant in time. This finding shows that
such noise models have the potential to improve the evaluation of communication
system concepts as well as predictions of the expected link quality and the dynamic
network topology.

Another significant contribution is the development of ESTNeT, a discrete event
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simulator for STNs. In contrast to existing tools it combines physical models of wire-
less communication links and the simulation of data flows in networks.This enabled
the implementation of novel algorithms for the communication in STNs.

The developed system models were used to implement algorithms for the gen-
eration of contact plans that represent the expected network topology evolution.
By managing the data flow in the network based on these contact plans efficient
transmission is achieved without topology discovery mechanisms and with minimal
computational requirements for the satellites as the modeling and the path calcula-
tions can be performed on a ground station. The developed approach also allows
for the management of the link establishment with steerable directional antennas
and the integration of receive-only stations into the network. By processing the con-
tact plans also further systems constraints can be taken into account. It was shown
that measurements of the system parameters and the environmental noise should
be used to adapt the network model to the individual properties of the respective
system and thereby improve the management of the data flow.

The introduced MAC scheme allows for optimal scheduling of interference-free
transmission slots and integrates seamless into the developed contact plan based
routing algorithm. A novel algorithm was implemented to generate a dynamic
model of potential interference between network nodes. The developed medium ac-
cess control scheme combines space-division and time-division multiple access and
thereby achieves a high channel utilization. The novel approach combines contact
plan based routing and predictive medium access control.

Further, a concept for efficient uplink transmissions to satellite formations was
presented. The performed evaluations show a significant performance gain. Due to
the applied rateless-coded broadcasts and the developed formation tracking algo-
rithm the resources are used efficiently. This leads to a reduction of the number of
required ground station passes for uploading software updates.

This work contributes to the development of more efficient space-terrestrial sys-
tems on several levels, such as system modeling and simulation, improving the
performance of satellite-ground links, predictive data flow management in space-
terrestrial networks and the operation of compact distributed satellite systems in
LEOs. The developments can be applied individually or they can be combined and
adapted to the respective satellite system.

The technologies for nanosatellite systems are advancing and the interest in net-
worked multi-satellite systems is growing. A number of developments are ongoing
such as the use of higher RF bands, the development of optical communication sys-
tems for nanosatellites as well as the implementation of large ground station net-
works and relay systems in MEOs offered as a service for the operators of satellite
systems. These trends show that the topics addressed in this thesis will remain im-
portant research topics in the future.
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List of Acronyms

ACM Adaptive Coding and Modulation

ACS Attitude Control System

ADCS Attitude Determination and Control System

ADS Attitude Determination System

AFC Automatic Frequency Control

AFSK Audio Frequency Shift Keying

AIS Automatic Identification System

AOCS Attitude and Orbit Control System

ARP Address Resolution Protocol

ARQ Automatic Repeat Request

ASK Amplitude Shift Keying

AWGN Additive White Gaussian Noise

BER Bit Error Rate

BP Bundle Protocol
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CCSDS Consultative Committee for Space Data Systems

CDMA Code-Division Multiple Access

CGR Contact Graph Routing

COMM Communication System

COTS Commercial Off-The-Shelf

CPD Contact Plan Design

CPR Contact Plan Routing

CS Communication Simulation

CSMA/CA Carrier-Sense Multiple Access with Collision Avoidance

CSMA/CD Carrier-Sense Multiple Access With Collision Detection

CSMA Carrier-Sense Multiple Access

CTS Clear To Send

CSP CubeSat Space Protocol

DBS Direct Broadcasting Satellite

DCF Distributed Coordination Function

DFG Deutsche Forschungsgemeinschaft

DIFS DCF Interframe Space
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DSN Deep Space Network

DSS Distributed Satellite System

DSSS Direct Sequence Spread Spectrum

DTLSR Delay Tolerant Link State Routing

DTN Delay / Disruption Tolerant Network

DTNRG Delay-Tolerant Networking Research Group

ECI Earth Centered Inertial

EIRP Effective Isotropic Radiated Power

EO Earth Observation

EPS Electric Power System

EPS Electrical Power Subsystem

ESTNeT Event-driven Space-Terrestrial Network Testbed

FCP Full Contact Plan

FDMA Frequency-Division Multiple Access

FEC Forward Error Correction

FSK Frequency Shift Keying

GEO Geostationary Earth Orbit
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GMSK Gaussian Minimum Shift Keying

GPS Global Positioning System

GUI Graphical User Interface

GVS Ground Vehicle Simulation

HPA High Power Amplifier

HPCU High Performance Computing Unit

IACPD Interference-Aware Contact Plan Design

IEEE Institute of Electrical and Electronics Engineers

IF Intermediate Frequency

IFCPD Interference-Free Contact Plan Design

IFS Interframe Space

ION Interplanetary Overlay Network

IoT Internet of Things

IP Internet Protocol

ISL Inter Satellite Link

ISS International Space Station

ITU International Telecommunication Union
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JPL Jet Propulsion Laboratory

JSON JavaScript Object Notation

KommSat Kommunikationskonzepte für selbstorganisierende verteilte Kleinstsatel-
litensysteme

LEO Low Earth Orbit

LEOP Launch and Early Orbit Phase

LGPL GNU Lesser General Public License

LNA Low Noise Amplifier

LP Linear Program

LTP Licklider Transmission Protocol

M2M Machine-to-Machine

MAC Medium Access Control

MANET Mobile Ad hoc Network

MEO Medium Earth Orbit

MFW Merugu Floyd-Warshall

MILP Mixed-Integer Linear Programming

MIMO Multiple Input Multiple Output
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MIS Maximal Independent Set

MTTF Mean Time To Failure

MTTR Mean Time To Repair

NACK Negative Acknowledgement

NATO North Atlantic Treaty Organization

NAV Navigation System

NED Network Description

NEN Near Earth Network

NRO National Reconnaissance Office

OBC On-Board Computer

OBDH On-Board Data Handling

OCS Orbit Control System

OIFCPD Optimal Interference-Free Contact Plan Design

OLFAR Orbiting Low Frequency Antennas for Radioastronomy

OSI Open Systems Interconnection

OTAP Over-The-Air Programming

PAN Panels
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PER Packet Error Rate

POD Picosatellite Orbital Deployer

PPU Power Processing Unit

PRoPHET Probabilistic Routing Protocol using History of Encounters and Transi-
tivity

PSK Phase Shift Keying

QAM Quadrature Amplitude Modulation

QPSK Quadruple Phase Shift Keying

RAAN Right Ascension of the Ascending Node

RF Radio Frequency

RNG Random Number Generator

RSSI Received Signal Strength Indicator

RTS Request To Send

RTT Round-Trip Time

S2G Satellite-to-Ground

SDMA Space-Division Multiple Access

SDR Software-Defined Radio



192 Chapter 7. Conclusion

SDS Satellite Dynamics Simulation

SGL Satellite Ground Link

SGP4 Simplified General Perturbation 4

SIFS Short Interframe Space

SINR Signal-to-Interference-plus-Noise Ratio

SNR Signal-to-Noise Ratio

SoC State of Charge

SoP String-of-Pearls

SSO Sun-Synchronous Orbit

STGR Space-Time Graph Routing

STN Space-Terrestrial Network

TCP Transmission Control Protocol

TDD Time-Division Duplex

TDMA Time-Division Multiple Access

TLE Two Line Element

TNC Terminal Node Controller

TT&C Telemetry, Tracking and Command



Chapter 7. Conclusion 193

UDP User Datagram Protocol

UHF Ultra High Frequency

WLL Wireless Local Loop

ZfT Zentrum für Telematik
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