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Abstract: Going beyond the current trend of cooperating multiple small satellites we arrive at
fractionated satellite architectures. Here the subsystems of all satellites directly self-organize and
cooperate among themselves to achieve a common mission goal. Although this leads to a further
increase of the advantages of the initial trend it also introduces new challenges, one of which is how
to perform closed-loop control of a satellite over a network of subsystems. We present a two-fold
approach to deal with the two main disturbances, data losses in the network and failure of the
controller, in a networked predictive formation control scenario. To deal with data loss an event based
networked model predictive control approach is extended to enable it to adapt to changing network
conditions. The controller failure detection and compensation approach is tailored for a possibly large
network of heterogeneous cooperating actuator- and controller nodes. The self-organized control task
redistribution uses an auction-based methodology. It scales well with the number of nodes and allows
to optimize for continuing good control performance despite the controller switch. The stability and
smooth control behavior of our approach during a self-organized controller failure compensation
while also being subject to data losses was demonstrated on a hardware testbed using as mission a
formation control scenario.

Keywords: networked predictive control; fractionated spacecraft; controller failure recovery;
self-organization; formation control; auction based task assignment

1. Introduction

For a few years now the traditional space sector has been complimented by the new-
space sector, which is known for short development and innovation cycles. With a focus on
smaller satellites, Commercial off-the-Shelf (COTS) components and solid standardization
like the Cubesat standard, this new space sector is still gaining more and more momentum
and has already delivered notable successes beyond the scope of pure university research.
In the next five years the main application areas are expected to be communication and
Earth observation, with an expected annual growth rate of 26% of the Cubesat market and
19% for the whole small satellite market [1,2]. Contributing to the growth of this sector
is the progress in manufacturing processes of miniaturized COTS satellite platform and
payload components, which leads among other things to an ever increasing capability of
small satellites. This allows these satellites to perform missions previously reserved only
to much bigger satellites all at a fraction of the launch and satellite maintenance costs.
Miniaturization and the utilization of COTS components, however, do not come for free, as
they often lead to a decrease in single-component lifetime and resilience to external and
internal disturbances. Examples are the higher susceptibility of micro chips with smaller
process size to radiation [3] and the required increased rotation speed of momentum
exchange devices and therefore lifetime reduction in comparison to their big satellite
counterparts which have a higher moving mass. One way to account for these effects is to
utilize the increased processing capabilities of modern COTS components by employing
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adaptive or intelligent software that prevents or mitigates failures on the single component
level. This can be realized for example by using the single component more efficiently over
its lifetime or by detecting failures early on and then compensate for the failure through
redundancy. The approach taken in this work can be attributed to the latter class. Another
major key driver of the success in the new-space sector, apart from improvements on
the component level, is the further extension of the mission scope of smaller satellites by
employing one of the core principles of many new-space satellite applications: To utilize
multiple smaller satellites in a cooperative fashion to achieve a common mission objective.
By using multiple satellites cooperatively the mission key performance indices like ground
coverage can be improved significantly while also improving on the typical desired “-ilities”
of a space mission: Reliability, flexibility and maintainability.

Going beyond inter-satellite cooperation, projecting this trend into the future leads to
a combination of inter- and intra-satellite cooperation. Here, taking further modularization
and standardization of satellites subsystems into account, the components of a single- and
multiple satellite system are generalized as independent wirelessly connected interacting
functional nodes who are jointly working towards a common goal. By classifying the phys-
ical satellite platform components as either actuator-, sensor- or computing node according
to their main role in the satellite system, the physical border between satellites becomes
blurred and a bigger system of cooperatively interacting nodes emerges. Allowing both
intra- and inter-satellite cooperation of functional satellite elements deepens the already
existing advantages of today’s multi-satellite structures while further extending them with
an increased extend-ability, re-usability and robustness of the overall system [4–9]. An
illustrative example of such a spacecraft equipped with an optical instrument as sensor and
a thruster as actuator is sketched in Figure 1 and is used as reference architecture in the rest
of the work.

Figure 1. Sketch of a fractionated spacecraft consisting of cooperating, wirelessly connected sensor-,
actuator- and computing hardware nodes. Sensor data acquisition is handled by sensor nodes,
low-level driving of the actuators is handled by the actuator nodes and high level data processing
and control is dealt with by the computing nodes.

Distributed spacecraft systems with the described architecture were pioneered by
the F6 program of DARPA [10,11] which was unfortunately cancelled before its in-orbit
demonstration in 2013 [12]. Distributed modular spacecraft systems, due to their apparent
benefits, have nevertheless seen further continuation in several other projects both with
a theoretical [5,13–17] and application focus [18,19]. Notable projects include the iBOSS
initiative, that demonstrated the reconfiguration of the building blocks/nodes of a modular
satellite with robotic manipulators on ground [20,21], the Innocube satellite mission, which
is scheduled to launch in 2023 [22] and is expected to demonstrate the wireless harness
of a modular satellite under space conditions [23] and finally the Yete-1 [5,24] and Yete-2
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projects [25–27], which developed formation and attitude control for distributed spacecraft
and constitute the precursor missions for the Tamariw project, which is scheduled to
demonstrate these technologies with an in-orbit assembly of two Cubesats in 2025.

Despite the aforementioned advantages of such distributed spacecraft architectures,
there are also several new challenges that these missions face. Especially the coordina-
tion and control of such a system of systems over a possibly unreliable and imperfect
communication network poses a major task. It is therefore of utmost importance to have
suitable control approaches for attitude and formation control, two of the most common
control tasks in most missions, that are able to deal with the intra- and inter-satellite node
network characteristics. The influencing characteristics of the node network on the control
performance are mainly the delay and possible loss of information exchanged in the control
loop. These effects can occur in the distributed control-loop on the network connection
between sensor-node and controller-node and between controller-node and actuator-node.
There already exist several control approaches which take one or more of these delay/loss
scenarios into account. Specifically for wireless control networks there are recent develop-
ments to employ event-driven control to such systems to compensate for network effects
and limit the required communication amount [28–30], some of them are already tailored
for formation and attitude control of spacecraft [31–33]. A distributed robust h∞ control
approach where one controller node aboard one modular satellite controls the actuators
of two satellites under the presence of intermittent sensor data losses was investigated
in [34]. A further increase in control constraint capabilities while allowing information
losses on the controller to actuator communication link in addition to sensor data losses
was presented for model predictive attitude control in [25]. The development of optimal
predictive formation control subject to sensor- and controller-data losses and delays was
realized in [27].

All previous control approaches focus on how the controller node can compensate for
the network effects such as information loss and delay and how it can optimize the single-
or multi satellite performance. What happens however, if the controller node itself fails,
either because of a hardware/software fault on the controller node or loss of connectivity
of the controller node for a significant amount of time? This constitutes a central point of
failure and can lead to partial or complete loss of a spacecraft for the mission objective.
Therefore, in order to further increase the resilience and robustness of the fractionated
multi-satellite architecture, a new approach to detect and then heal or mitigate the loss is
needed. Here the intra- and inter-satellite cooperation aspect could be utilized by offloading
the computational effort of the lost controller node unto another node in the system. The
re-assignment process of control-authority should have several desired properties:

• It should keep the work load distribution in the intra- and inter- satellite node network
optimal while still maintaining the required closed-loop performance of the original
control process.

• It needs to keep the computational burden of the distribution low and scale with the
number of possible node choices.

• In should allow multiple optimization objectives to take the heterogeneity of the nodes
into account

The main contribution of this work is to propose a solution to the controller node failure
problem via a distributed self-organized control reassignment process while realizing the
aforementioned desired properties.

This is realized in a two step approach:

1. Robust detection of controller loss/failure
2. Intelligent re-assignment of controller responsibilities by performing a distributed

multi-objective optimization using a robust control task auctioning procedure

As example control application formation control was chosen, building upon the
networked formation control work in [27] combined with refined distribution optimization
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objectives from [25]. The proposed solution is not limited to formation control and can be
applied to other control objectives and applications like attitude control as well.

The rest of this work is structured as follows: First the employed test hardware,
software and network architecture that is representative for a typical fractionated spacecraft
system is introduced in Section 2.1. Followed by a description of the relative dynamics
of the satellite formation as well as the Model Predictive Control (MPC) formulation. In
Section 2.5 we discuss the required adaption rule of the MPC to the changing network
characteristic. After the controller formulation we discuss the detection of controller failures
in Section 2.6 followed by the description of the self-organizing controller failure recovery in
Section 2.7. A first validation of our approach executed in a hardware testsetup is presented
for pure network-loss in Section 3.2 and for additional controller failure in Section 3.3.
Finally a conclusion and outlook is given in Section 4.

2. Materials and Methods

In this section the individual components of our main approach are described in more
detail, both the theory as well as the hardware/software side. Regarding the common
notation throughout this work: Vectors are lower-case and bold like x, matrices are upper-
case and bold like A and n-dots represent the n-th time derivation of a variable like ẋ.

2.1. SW Support Architecture

In order to understand how the individual sensor-, actuator-, and computing hardware
nodes visualized in Figure 1 can mutually interact to build a single satellite-border tran-
scending cooperating system, the SW architecture that has been used, albeit not required
from theoretical point of view, is briefly introduced.

As mentioned previously, the fractionated architecture consists of hardware nodes
which are very heterogeneous in nature, both regarding their primary use/objective and
their hardware composition. Sensor and actuator nodes for example usually have very
limited processing capability due to their primary task of reading and forwarding sensor
data or, in case of an actuator, receiving input commands and processing it on the connected
actuator hardware. This is in contrast to the computing nodes where sensor-data filtering,
control command computation and many more computationally intensive tasks require
hardware with strong computing capabilities. In addition, the means by which two nodes
are connected in the node network might differ. Nodes might have a wired or wireless
connection to the node network. Two nodes might communicate directly or need to rely on
intermediary nodes that relay the exchanged data.

To account for the aforementioned peculiarities of such a multi-spacecraft node net-
work, we rely on the RODOS middleware to provide an interface that abstracts the varying
hardware and means of communication of the nodes. RODOS is specifically designed as
software support infrastructure for heterogeneous distributed systems and serves a similar
purpose as an operating system on PC hardware does. It runs on a multitude of hardware
platforms ranging from small microcontrollers to PC grade hardware. RODOS takes care
of multi-tasking, inter-process and inter-node communication via the publisher/subscriber
principle, has a solid hardware-abstraction-layer and guarantees a robust information
exchange between two nodes via flood-routing if they are reachable by any means in the
network. Further information on RODOS and its architecture can be found in [5,35] and
details on the robust data exchange, hot-plug capability and cooperation advantages of
nodes in a spacecraft context are elaborated in [26,36].

2.2. Node Hardware

The sensor and actuator node hardware we use as low-power reference hardware
in our work consists of a base board with a common STM32F4™microcontroller and
a DWM1000™ultra-wide-band transceiver. The base board is extendable with various
daughter-boards by stacking the boards together, thus specializing the node unit for a
specific application, e.g., as sensor or actuator node. These so-called SKITH-boards were
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developed for research applications in the domain of fractionated and distributed spacecraft
and Unmanned Aerial Vehicle (UAV) by the Chair for Aerospace Information Technology
of the University of Würzburg. The base board and an already extended unit with daughter
boards specialized as GPS sensor node can be seen in Figure 2. Our reference computing
nodes are ARM9™-Core based Raspberry PI-3™embedded PC boards equipped with WiFi
and a direct connection to a SKITH-board with a DWM1000™ transceiver as relay.

(a) (b)
Figure 2. (a) The sensor/actuator HW base board with a STM32F4 microcontroller and a DWM1000
ultra-wideband transceiver. (b) Base board with daughter board extensions to form a GPS sensor
node unit.

2.3. Node Network

Wired networking between the nodes is realized via the Controller-Area-Network
(CAN) protocol and wireless networking is realized using a self-organizing adaptive Media
Access Control (MAC) protocol supporting the dynamic addition and removal of nodes
during run time while keeping collisions in the wireless channel to a minimum. The
protocol is described in further detail in [37]. Although the ultra-wide band characteristics
of the wireless communication hardware and the adaptive MAC protocol should reduce
the risk of collisions on the wireless channel in the dynamically changing node network,
packet/data loss due to collisions or interference are, apart from transmission delays,
still one of the major disturbances in the network. In the case of identical independent
distributed random loss events, the network can be modeled by a two-state Markov chain
or Bernoulli process with the following state transition probabilities:

P(θ(tk) = 1|θ(tk−1) = 1) = pl

P(θ(tk) = 1|θ(tk−1) = 0) = pl (1)

P(θ(tk) = 0|θ(tk−1) = 1) = 1− pl

P(θ(tk) = 0|θ(tk−1) = 0) = 1− pl

For θ(tk) = 1 all packets are lost during t ∈ [tk, tk+1). The probability for a lost packet
between two nodes is denoted with pl and a successful transfer has a probability of 1− pl .
The loss probability is assumed to be independent of the current network state and the
transition from one network state to another is equal to pl and 1− pl respectively. This is
visualized in Figure 3.
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Figure 3. Node network modelled as two-state markov chain with equal loss probability pl for both
states θ.

The limited range of the wireless transceiver of about 100 m is denoted as dcmax.
Usually there exists a direct point-to-point link between two nodes in range and we model
the distance between nodes as number of hops that a data packet must traverse until it
reaches the endpoint as visualized in Figure 4. Each hop introduces processing-delays
on the relay nodes and more hops could in general also be attributed to higher physical
node distances. Therefore, the hop-distance is later taken into account as one objective that
should be minimized in the control task distribution.

Figure 4. Multi hop data exchange between satellite nodes that are further apart.

Compensation for bounded delays in the network of the closed-loop control system
could directly be incorporated in the controller design as demonstrated in [25] for attitude
control and [27] for formation control. Strategies for dealing with short term packet loss in
the closed-loop system are proposed as well in the aforementioned publications and as we
are building upon these designs, bounded delays and short term packet loss are not further
considered in the rest of this work.
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2.4. Satellite Formation-Dynamic Model

The primary control objective that needs to be maintained in the presence controller
loss is formation control of two or more satellites. In the following paragraph the dynamic
model that describes the motion of the satellites in the formation is introduced.

The formation description utilized in this work is a so-called leader-follower approach,
with one designated leader satellite S0 also called chief and one or more follower satellites
S[1,2,...], also called deputies. The chief satellite is uncontrolled within the formation and
can be a real satellite or virtual reference point, whereas the deputy satellites are controlled
to achieve a certain relative position and movement with respect to the chief.

The motion of each individual satellite can be described in an Earth-Centered Inertial
(ECI) frame by the position vector ri from the center of the Earth to the position of the
satellite along its orbit and the velocity vector vi = ṙi. The motion of a single satellite Si in
Earth’s gravitational potential with respect to the ECI reference frame can be described as
follows [38]:

r̈i = −∇Ug + Fd,i + Fu,i (2)

with ∇Ug =
µ

r3
i

ri

where Ug is describing the Earth gravitational potential field assuming a perfect homoge-
neous mass distribution of Earth. Fd,i contains all disturbance forces per unit mass acting
on satellite Si, Fu,i is the controlled thrust force per unit mass and µ is the gravitational
constant of the Earth.

The relative movement of the deputy satellites with respect to the chief S0 can be
described in a chief centered coordinate frame, centered at the position of S0. This so-called
Local-Vertical, Local-Horizontal (LVLH) frame is depicted in Figure 5 and its unit vectors
are defined as follows: X̂ is radially outwards, Ŷ is in along-track/satellite velocity direction
and Ẑ is perpendicular to the orbital plane. With ρi = ri − r0 = [xi, yi, zi]

T as the relative
position of the i-th deputy satellite and r0 as the osculating ECI position of the chief.

Figure 5. Local-Vertical, Local-Horizontal coordinate frame
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The model of the relative dynamics that we use for the i-th satellite in the LVLH frame
are the well known Hill–Clohessy–Wiltshire (HCW) Equations [39] given by:

ẍi − 2nẏi − 3n2xi = ui,x

ÿi + 2nẋi = ui,y (3)

z̈i + n2zi = ui,z

with mean motion n =
√

µ/r3
0 and ui = [ui,x, ui,y, ui,z]

T as control input to the satellite.
They provide a Linear Time-Invariant (LTI) description of the non-linear relative

satellite motion under several assumptions. First we assume a circular orbit of the real or
virtual reference satellite S0 which results in a constant mean motion n and norm of r0. As
second assumption we consider a scenario with close proximity of the satellites so that inter-
satellite node communication can be realized. This allows to neglect differential disturbance
forces and other higher order un-modelled terms of the relative-distance satellite dynamics
in the employed linear HCW formation model. These model simplifications pose no loss
of generality of the proposed approach in this work as more complex non-linear relative-
dynamic models could be incorporated in the same way by choosing an appropriate solver
of the networked Optimal Control Problem (OCP). Indeed the GRAMPC solver utilized in
this work is capable of solving non-linear OCP problems as well, which was demonstrated
for a networked OCP with a non-linear formation dynamics model in [27]. However
increasing model complexity would require significantly more computing power from
the node hardware and is not necessary in close proximity scenarios like for example
rendezvous-and-docking and joint-earth observation satellite formations. For the sake
of keeping common nomenclature the controlled state of the i-th satellite is henceforth
referred to as xi = [xi, yi, zi, vxi, vyi, vzi]

T with v{x, y, z}i as the x,y,z velocity component of
the state. Finally the state space representation of the HCW equations is given by:

ẋi(t) = Aixi(t) + Biu(t)

Ai =


03x3 I3x3

3n2 0 0 0 2n 0
0 0 0 −2n 0 0
0 0 −n2 0 0 0


Bi =

[
03x3
I3x3

]
(4)

2.5. Networked Model Predictive Formation Control

The control method that we rely on for controlling a satellite in the formation is a
MPC approach. MPC not only allows to tune the controlled system behavior for either
optimal fuel usage or reference tracking depending on the application, but also can include
complex input- and state constraints in the controller formulation at the same time. MPC
has not only seen wide adoption in terrestrial applications like autonomous driving [40–42]
but in the spacecraft domain as well [43]. The ever growing processing power of mobile
processors and efficient SW implementations also allow the generation of online solutions
to the MPC optimal control problem in real-time for many dynamic systems [44]. In the
case of our networked closed-loop system we also need to guarantee stability in the event
of successive packet loss in the sensor-node to controller-node and/or controller-node
to actuator-node communication. For that we build upon a specific MPC formulation
from [25] which is an extension of the networked MPC definition from [45]. Here, in order
to cope with sensor to controller losses, the internal nominal system model is used to
compensate for lost system state updates by predicting the missing states based on the
last received measured ones. Losses in the controller to actuator direction are handled by
sending the whole computed control trajectory of length Nc of the MPC at each sampling
interval to the actuator and storing it there so that in the event of one or multiple actuation
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command losses the actuator-node executes the local stored control commands in an open-
loop manner. One way to guarantee that the control trajectory u(tk : tk+Nc) of one control
horizon of length Nc leads to a stable system behavior in an open-loop condition, is to
ensure that for a given Lyapunov function V(x) and a corresponding stable control law
h(x) the MPC computed control input u(tk : tk+Nc) leads to an equal or greater decrease
of V(x) over the control horizon time as the control input generated by h(x) starting on
the same initial conditions would lead to. The general networked MPC continuous time
formulation is given below:

min
u

∫ tk+N

tk

[||x̃(τ)||Q + ||u(τ)||R]dτ + F(x̃(tk+N))

s.t. ˙̃x(t) = f(x̃(t), u(t)) (5)
˙̂x(t) = f(x̂(t), h(x̂(tk + jTs)))

∀t ∈ [tk + jTs, tk + (j + 1)Ts], j ∈ [0, 1, ..., N − 1]

u(t) ∈ U
x̃(t) ∈ X
x̂(tk) = x̃(tk)

V(x̃(t)) ≤ V(x̂(t)), ∀t ∈ [tk, tk + NcTs]

With N ≥ Nc as the prediction horizon length, Nc as the control horizon length, Ts
as the control sample time, x̃ as the propagated state subject to the MPC control inputs,
x̂ as the propagated state subject to the Lyapunov stable controller inputs in a sample-
and-hold fashion, f(x, u) as the system dynamics, U as the allowed control input set and
X as the admissible state set. The quadratic cost on the state is given by ||x(t)||Q =
xT(t)Qx(t) with Q = QT and Q > 0. The quadratic cost on the control input is given
by ||u(t)||R = uT(t)Ru(t) with R = RT and R > 0. The final state cost penalty F(x)
that is often used to guarantee stability of the MPC formulation will be omitted as the
Lyapunov constraint imposed on the state trajectory in the MPC formulation already serves
as a stability guarantee.

Assuming a Bernoulli characteristic of the network model in Equation (1) the control
horizon Nc must satisfy the following criteria, so that within the time interval NcTs since
the last successfully received packet at least one new control packet is transmitted and
received successfully with probability ps:

Nc ≥
log(1− ps)

log(pl)
(6)

The control horizon length Nj at time step j is regularly updated during run time so
that the controller can react to changing network conditions. This is realized by adapting
Nj whenever feedback from the actuator regarding its current state of the last updated
control command buffer arrives at the controller node. Especially the number of already
consumed/executed commands Ncon,j from the stored command buffer at the actuator
plays an important role. Nj is then smoothly updated via an asymmetric Exponentially-
Weighted-Moving-Average (EWMA) filter using the following update rule:

Nj+1 =

{
βinc (Nmin + Ncon,j + Nth) + (1− βinc) Nj if Ncon,j ≥ Ncon,j−1

βdec (Nmin + Ncon,j + Nth) + (1− βdec) Nj if Ncon,j < Ncon,j−1
(7)

By choosing 0 < βdec < βinc < 1 a faster adaption of N to increasing data loss on
the network than to decreasing data loss events is realized, therefore following a more
conservative adaption strategy. The threshold constant Nth ∈ N is used to account for
additional network uncertainty and increases the number of time steps until Ncon,j reaches
the Nmin command reserve. This command reserve is chosen, so that in case of controller
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failure enough command reserve exists to facilitate a redistribution of the control task
before the command buffer at the actuator runs out. The first control horizon length N0
is set to N0 = Nmin + Nth + Npl,ps with Npl ,ps calculated according to Equation (6) using
the expected network loss probability pl and the desired probability ps for at least one
successful transfer from the controller before Ncon,j reaches the Nmin command reserve.
Results of this adaption rule are shown in Section 3.2.

To implement the MPC formulation given in Equation (5) on a digital controller,
the problem needs to be reformulated as a discrete time problem with sample time Ts.
In addition, the system dynamics f(x, u) are realized as discrete state space model of
the relative satellite motion described in Equation (4) by assuming a sample-and-hold
application of the control input ui to the system for the duration of the sample time Ts. In
addition we assume the prediction horizon length N and control horizon length Nc = Nj for
time step j to be equal which does not impact stability as the Lyapunov stability constraint
is independent of control and prediction horizon length [45]. This leads to the following
discrete time MPC formulation with solution u∗0:N :

min
u0:N∈U

N

∑
k=0

x̃T
k Qx̃k + uT

k Ruk

s.t. x̃k+1 = Ad x̃k + Bd uk (8)

x̂k+1 = Ad x̂k + Bd h(x̂k)

x̃k ∈ X
x̂0 = x̃0

V(x̃k) ≤ V(x̂k), ∀k ∈ [0, ..., N]

With Ad as system matrix and Bd as control input matrix of the discrete time LTI
model of the relative satellite motion with sampling time Ts. The admissible control set U is
defined as {u ∈ R3 | ||u||2 ≤ umax} and describes a ball of radius umax around the origin.
Solving the MPC formulation in Equation (8) not only provides a corresponding optimal
control input sequence u∗0:N as input to a specific actuator but also the estimated future
state trajectory x̃0:N of the associated satellite for the next N time steps. The final missing
component for the networked MPC problem described in Equation (8) is a discrete-time
Lyapunov stable controller h(xk) and its corresponding Lyapunov function V(xk). There
are several ways to get such a stabilizing controller given a LTI system. We reformulated
the discrete MPC problem as discrete infinite horizon OCP with a constant gain feedback
control law h(xk) = K xk. The gain K is then derived by solving the resulting Discrete-
Time Algebraic Riccati Equation (DARE) and relaxing the control constraint set U. Given
a stabilizing control law h the corresponding Lyapunov function V(x) = xTPx can be
obtained by solving the Discrete Lyapunov Equation AT

clPAcl − P + W = 0 for P and W
using a DARE again. The closed loop system matrix Acl is given by Acl = Ad + Bd K and
describes a stable closed loop system by design of the constant gain controller h. Therefore
both P and W are positive definite and V(xk) is a valid Lyapunov function for the controller
h [46]. To incorporate the control limits h is changed to h(xk) = αKxk with α ∈ R+. Using
α the gain K is scaled depending on the initial state x0, so that a decreasing V(xk) over time
step k ensures that ||h||2 never exceeds umax.

To generate an online solution to the MPC problem described in Equation (8) we
integrated the non-linear gradient-based MPC solver GRAMPC as a task in the RODOS
middleware running on the computing nodes. GRAMPC is a free software framework
written in the C language capable of solving the MPC problem for parameterized linear
or non-linear MPC problems with native support for linear inequality constraints. Due
to its self contained nature it needs no external support libraries and has a small code
size which makes it very suited for embedded applications. In addition online solution
generation allows us to update required MPC parameters like the control horizon length
Nc or the Lyapunov constraint during run time. Further advantages like fast speed or even
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real-time capability are further described in [44]. The algorithmic side of GRAMPC is well
documented in [47,48].

Now all required components necessary to facilitate predictive formation control that
compensates for the effect of a distributed closed-loop network are realized. An overview
of the wireless closed-loop system and the interaction of the nodes is shown in Figure 6.
The MPC task running on the controller node generates a control input trajectory and sends
it to the actuator, where a command execution task takes care to realize the control inputs
according to their execution time by processing the received buffer one-by-one until new
data arrives. In addition the actuator feeds back the current buffer state, e.g., the number of
executed commands since the last update to the controller. This information is then used
on the controller side to adapt the control horizon to compensate for the current network
condition. The control performance and the network effects on the control horizon length
over time are further discussed in Section 3.2.

Figure 6. Diagram of the networked closed control loop with sensor-, actuator- and controller
node. The necessary tasks running on each node and the corresponding exchanged data packets are
also visualized.

The next step now is to compensate not only for intermediary losses on the network,
but also to recover from a complete loss of a controller node. This is realized in two steps:

1. Robust detection of controller loss/failure
2. Recovery by intelligent re-assigning a new controller node to perform the original

controller’s task

2.6. Controller Node Failure-Detection

The first step is the reliable detection if a controller node has failed. This is realized on
the actuator side by keeping track of the number of already consumed commands Ncon,j
in the control command buffer at time step j. Under nominal conditions the length Nj of
control commands generated at time step j by the controller guarantees that the command
reserve at the actuator is always kept around a certain desired level Nmin. However once
Nj−Ncon,j is less than Nmin we either have a severe connection problem between controller-
and actuator node or the controller node failed completely. In both cases we consider
the controller node as faulty and initiate a control node recovery. In case the network is
sensitive to bigger single data transfers like the control command list sent by the controller,
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regular small size beacons sent from the controller to its corresponding actuator node could
also be used to identify controller node failure on the actuator side.

2.7. Controller Node Failure-Recovery

Once a controller node failure is detected by the actuator node a recovery procedure is
initiated. The aim of the recovery procedure is to intelligently identify the most suitable
candidate among all available inter- and intra-satellite computing nodes to take over the
control task of the failed controller node. As mentioned in the introduction the recovery
procedure should meet certain design criteria:

DC1: It should scale with the number of nodes in the network
DC2: Candidate selection should put a low processing burden on the computing power

limited initiator node
DC3: Candidate selection should not take longer than Nmin Ts to avoid an empty com-

mand buffer at the actuator node.
DC4: Required communication should be kept minimal
DC5: The possibility to include multiple objectives in the candidate selection

While meeting the primary objectives of the new control assignment:

AO1: High Quality-of-Service (QoS) of the new controller for the control-loop
AO2: Avoidance of unnecessary burden on the network during control execution
AO3: Avoidance of single-point of failures and unbalanced load on the computing nodes

in the network

The problem of re-allocation of the control task to a new controller node falls under
the domain of task allocation in a multi-agent cooperative setting and is a problem in the
field of classical Artificial Intelligence (AI). In general allocating the control task while also
taking the m-tasks already running on the n-available computing nodes into account leads
to the optimal distribution of (m+1) tasks among the n nodes, which is a combinatorial
General-Assignment-Problem (GAP) and is NP hard [49].

2.7.1. Auction Based Task Allocation

To satisfy design criteria DC1-3, e.g., low computational complexity on the allocating
node, good scalability with the number of computing nodes and a deterministic allocation
time almost independent of the node number, we decided to choose an auction-based
sequential single task allocation approach [50–54]. In the auction-based sequential single
task allocation the initiator or auctioneer, in our case the actuator node, offers a single task
to prospective bidders. It does this by sending a task-auction initiation message containing
the task context via broadcast to all reachable bidders, i.e., computing nodes. The bidders
then locally calculate their suitability for the task expressed as a single scalar value or vector
of scalar values. For the computation, they only use the provided task context and local
available information. Subsequently, they send the calculated values back as bid to the
auctioneer. The auctioneer then selects the winning bid using a simple selection strategy,
e.g., selecting the lowest value and announces the corresponding winner thereby ending the
auction process. Design criterion DC4 to have low network load is also satisfied, because
in the best case, e.g., no network loss, the bidders communicate only once placing their
bids, while the auctioneer communicates twice, once to announce the auction and once to
announce the winner. Mitigation procedures for communication losses are discussed later,
which require a few more communication events, but the overall burden on the network
is still very limited. Finally, design criterion DC5, the possibility for multiple objectives
driving the allocation choice is also realized by encoding each objective as appropriately
scaled scalar value and fusing all of them together, e.g., with a weighted sum, to a single
bid value.

The assignment objectives AO1-3 lead to the two following main selection criteria
that we consider important: Proximity to the actuator node and computational load of the
controller candidate node.
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2.7.2. Proximity Criterion

First, proximity of the controller candidate to the actuator node. The controller to
sensor-node proximity is disregarded because we assume that the sensor-node and actuator
node are part of the same spacecraft. Proximity is measured in number of network hops
which describes how many individual physical links need to be traversed until data sent
from one node reaches its destination node. Links directly connected to each other, e.g.,
via a wireless link, have a network hop distance of one. Measuring node distance in terms
of hops is an efficient and convenient way to encode both physical distance and routing
effort in one value. The implicit encoding of physical distance emerges because of the
limited communication distance of the wireless transceiver hardware and the otherwise
fully connected network topology of all nodes in range. That means nodes farther apart
than the maximal transceiver distance have to communicate through other nodes acting
as relays therefore increasing the hop count of exchanged data by the number of relays
taken. This is of course a rough estimation and simplification of physical distance, but
serves out purpose well in this case. The hop count value between the auctioneer node n1
and bidder node n2 in the network at time step k denoted as #hopk(n1, n2) can be easily
retrieved by the bidder upon receiving the auction initiation message from the network
layer of RODOS at the k-th time step. On the other hand, an estimation of the lower-bound
of the expected hop count based on the node distance between node n1 and node n2 at
time step k is given by:

# ˆhopk,min(n1, n2) =
⌊ ||xk,n1 − xk,n2||2

dcmax

⌋
(9)

with ||xk,n1 − xk,n2||2 as Euclidean distance between the node n1 and node n2 position
states and dcmax as the maximum transceiver transmission distance. Optimizing for low
hop counts reduces closed-loop latency and network loss probability. The former is mainly
influenced by data processing on the relay nodes and the latter by the number of physical
links, where most data losses happen. This optimization criterion therefore leads to better
QoS (AO1) for the closed-loop in terms of delay and loss and less routing overhead and
travel distance in the network, therefore keeping the network load low (AO2). To map the
hop count #hopk(n1, n2) between node n1 and node n2 to a scalar cost Cdk we utilize the
following cumulative cost function:

Cdk(n1, n2) :=
⌊

αd (#hopk(n1, n2)2 + #hopk(n1, n2))
⌋
+ βd (10)

With the scaling factor αd = 0.5, Cdk(n1, n2) becomes Cdk(n1, n2) = βd + ∑
#hopk
i=1 i,

which penalizes hop-counts in a non-linear fashion. The cost function is depicted in
Figure 7. We opted for a non-linear penalization of hops, in order to account for the
increasing network load induced by communication over a larger number of hops. The
value βd = 2 is a bias value that weighs the hop-distance criterion with regard to the other
criteria used in the fused scalar sum discussed later.

By utilizing the projected future position states x̃n1/2,k:k+N of each satellite associated
with one of the nodes n1, n2 computed as part of the last MPC solution and sent int the
task context, the instantaneous distance cost Cdk(n1, n2) can be extended to a distance cost
sequence of length m:

Cdk:k+m(n1, n2) = [Cdk(n1, n2), Ĉdk+1(n1, n2), ..., Ĉdk+m(n1, n2)],

with m ∈ [0, ..., N] (11)

where Ĉdk+i is the future expected distance cost at time k + i which uses the expected
hop count # ˆhopk+i,min(n1, n2) instead of the measured one. If the controller/ bidder node
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n2 is located on the same satellite as the actuator/ auctioneer node n1, Cdk reduces to
Cdk(n1, n2) := βd, ∀k.

Figure 7. Network hop count between two nodes n1, n2 to distance cost mapping for the bid with
βd = 2.

2.7.3. Load Criterion

The second selection criterion is the prospective computational load of the controller
candidate after it has taken over the new control task. Taking the prospective load into
account in control assignment optimizes the control task distribution for an even load
among all prospective candidates. This should ensure that a node is not overburdened with
the new task, therefore satisfying the QoS objective AO1 and at the same time avoiding
single-point of failures serving objective AO2.

The prospective load on a node mainly depends on the following factors:

1. The way in which the operating system running on the node schedules the individual tasks
2. The characteristics and run times of other tasks already running on the node
3. The hardware processing capability of the node

The middle-ware/operating system we are using in our experiments is RODOS, which
utilizes a round-robin task scheduling approach. Using the measured average runtime
share Lidle ∈ [0, 1] of the idle task running on the node for a fixed time ∆Tl and the empirical
determined estimated runtime T̂ctrl of the new control task we can estimate the expected
runtime share of the idle task Lidle,+ after the acquisition of the new control task:

Lidle,+ = Lidle − T̂ctrl fctrl (12)

With fctrl =
1
Ts as the task frequency of the control task. The estimated task runtime

T̂ctrl is visualized for different MPC control horizon lengths in Figure 8.



Aerospace 2022, 9, 529 15 of 25

Figure 8. Empirically determined average runtime T̂ctrl of the MPC control task for different control
horizon lengths running on the STM32F4 node.

If Lidle,+ is less than zero the node would be overburdened by the new control task
and the bid is sent back marked as infeasible. Otherwise the appropriately scaled cost of
computational load Cl is then computed by:

Cl = e15 (1−Lidle,+)−13.5 − e−15 (1−Lidle,+) + 1 (13)

Equation (13) maps the occupied computational resources after the new task ac-
quisition denoted by 1− Lidle,+ to the load cost by exponentially penalizing high loads
(Lidle,+ < 0.2) and keeping costs on an almost even level for idle loads which have a similar
effect on the task performance (0.2 ≥ Lidle,+ < 0.8). The effect of this mapping is visualized
in Figure 9.

Figure 9. Mapping from free computing load after task acquisition Lidle,+ to bid load cost Cl.
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Finally both the distance cost Cdk:k+m and the load cost Cl are fused to form the bid
Cg of a candidate node:

Cg = Cl Cd (14)

With Cd ∈ R1xm as the distance cost sequence of length m in row vector representation.

2.7.4. Auction Sequence

The whole auction sequence is visualized in Figure 10 and follows the process de-
scribed in Section 2.7.1. Losses over the network are either compensated by repeated
message broadcasts for some time, e.g., the task offer message during the auction announce-
ment period, or are guarded with explicit acknowledgement (ack) messages, which trigger
a resend of the original message if no ack message was received from the recipient for
some time.

(a)

(b)

Figure 10. (a) The communication sequence between auctioneer and bidders for the auction an-
nouncement and bid reception phase. (b) The communication sequence between auctioneer and
bidders for the winner announcement and task handover phase.

2.7.5. Optimality of Control Task Assignment

Although this kind of sequential single task allocation is optimal with regard to the
chosen assignment objectives and a single task at a single time instance it might lead to a
suboptimal distribution over time if all already distributed tasks are also taken into account.
An example is given in Figure 11, where after the first failure event of the controller on
satellite S2, the controller node of satellite S3 wins the bid and takes over the control of
the actuator on satellite S2. The next failure event of the controller on satellite S4 then
forces the controller of satellite S1 to take over, because it’s the only one with free capacity.
This leads to a suboptimal distribution in terms of the inter-node closed-loop proximity of
all nodes, which would be four hops in total (#hop(S1<->S4) + #hop(S2<->S3) = 3 + 1) as
compared to two hops in an optimal distribution where satellites are controlled by their
next neighbour (#hop(S1<->S2) + #hop(S2<->S3) = 1 + 1).
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Figure 11. Suboptimal control task distribution with sequential-single-step allocation. The red dotted
arrows represent the re-allocated control relationship. The last distribution could be optimized by
having each of the satellites take care of the control task of its failed direct neighbour.

There exist several approaches in the literature that cope with the problem of optimal-
ity in auctions [50,55]. In a Multi-Bid approach [56] bids for each already distributed task
including the new task are collected from all bidders at the auctioneer which optimizes
over this bid set, e.g., via Mixed-Integer-Programming. Another common approach is
to pool multiple dependent tasks together, both unassigned and already assigned ones
and auction subsets of them as one package. Considering that at any time we only need
distribute a single new task in a timely manner collecting and optimizing over a possibly
growing number of tasks at the actuator node is not efficient. In addition the network load
would increase a lot which is not desirable in low-power low-latency space applications.
The other option to have the bidders bid on task pools or subsets of tasks ultimately leads
to a combinatorial task distribution once optimality should be assured, which scales expo-
nentially with the number of tasks and bidders [51]. Therefore to keep the computational
burden at the actuator node low and to profit from the polynomial scaling of sequential
single task auctions we propose an extension to the standard single task auction process.
In addition to the bid for the current task, a bidder also transmits a second bid under the
assumption of one of its previously assigned tasks being released and the cost penalty for
releasing its already assigned task. If the difference between the cost including release and
the second best bid is larger than the penalty associated with the task release the auctioneer
selects the corresponding bidder. The bidder then retires from the execution of its tasks
selected for release, thereby triggering their redistribution. To be able to submit the penalty
of task release, the information transmitted during task assignment is extended by the cost
of the second best bidder. This re-assignment approach solves the suboptimal assignment
shown in Figure 11 however edge cases still exist for which the extended auction algorithm
produces suboptimal solutions. This is however regarded as acceptable considering the
network load and computational benefits of the approach.

The extended closed-loop networked control architecture is summarized in Figure 12
which extends the original networked control architecture from Figure 6 with the auction
and failure detection related tasks on actuator and controller side.
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Figure 12. Diagram of the networked control loop architecture extended to deal with controller losses.

3. Results
3.1. Hardware Testsetup

In this section the hardware test setup we utilize for our experiments is introduced. It
is shown in Figure 13 and represents a basic two 1-U satellite setup. Both units are joined
physically and are sharing the same Electric Power Supply (EPS) unit for simplicity reasons.
The upper unit contains three wireless connected STM32F4 SKITH nodes, which are
described in Section 2.2. The SKITH nodes can be reconfigured depending on the scenario
to run either exclusively actuator-, sensor- or controller SW units, acting in exclusive node
mode or to run a multi-purpose mix of SW units if the node is configured as a combined
node. If the node is in exclusive mode, the node represents the single type of SW unit it is
running, e.g., it represents an actuator node if it runs an actuator SW unit. In combined node
configuration the otherwise external physical network used for the data exchange between
the SW units of different type running on the node is simulated using the Markovian
network model introduced in Section 2.3. Using the publisher/subscriber and Hardware-
Abstraction-Layer (HAL) architecture of RODOS allows a transparent transfer of a SW
unit from an exclusive to a combined HW node. Combined nodes have the advantage
that multiple SW units, e.g., multiple controllers, actuators and sensors could be run on a
single HW with more control over the performance influencing parameters like the network
between those units. However this advantage comes at the cost of higher load on the HW
and influence of network modelling errors. The lower unit contains the EPS used to power
all HW nodes and another two configurable nodes that are wirelessly connected with the
nodes in the upper unit. The two units are stacked on an electrical interface board which
allows monitoring of all HW involved from an external PC.
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Figure 13. Hardware testbed used for the experiments: Two cube units each containing one or more
connected hardware nodes which are associated with one of four satellites. The units are stacked on
an electrical test interface board used for external monitoring.

3.2. Control Performance under Nominal Conditions

In the first scenario the control performance subject to network influences is evaluated
to establish a baseline for the results once controller failure occur in scenario two. The
satellite under observation is satellite 3 represented by two SKITH nodes, an exclusive
controller which runs the MPC control task and a combined actuator/sensor node. Initially
all satellites are in an along-track formation on the same orbit, except Satellite 3 which
has an initial state x0,S3 with a deviation of 10 m in in-plane (X̂), along-track (Ŷ) and out-
of-plane (Ẑ) direction from its desired reference position which is also the origin of the
moving Hill coordinate frame. This is visualized in Figure 14. The along-track separation
between two adjacent satellites is less than dcmax and bigger than dcmax for all satellites that
not direct neighbours along the orbit. This leads to communication hop-counts of one for
direct satellite neighbours and bigger than one for non-direct neighbours.

The control goal is therefore to drive satellite 3 to it reference, the moving coordinate
system origin [0, 0, 0]T . The networked control loop is run subject to a Markovian network
loss, following the network model introduced in Section 2.3 with pl = 0.3. In addition the
minimal control horizon length Nmin is set to 15, the horizon threshold Nth is set to 10 at a
control cycle duration of Ts = 6s. The control input buffer size on the actuator side during
the maneuver is shown in Figure 15 where multiple network losses of the control command
sequence from the controller to the actuator are visible. Whenever a successful transmission
is achieved the control input buffer on the actuator is replenished. In addition an increase of
the control input horizon length is visible as a result of the adaption to the network losses,
keeping the remaining control input buffer at the actuator well above 26 > Nmin + Nth
remaining control inputs. The position state evolution of satellite 3 subject to the actuated
control inputs is shown in Figure 16. The networked predictive controller drives the system
to the desired state [0, 0, 0]T and exhibits stable performance. During a prolonged open-loop
execution with multiple successive packet-losses and while the system is still away from its
equilibrium condition a set-point deviation can be seen (t = 80 s until t = 110 s) which is
corrected once new command trajectories reach the actuator (t = 110 s until t = 130 s).
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Figure 14. Initial state of all four satellites with the moving Hill coordinate frame centered at the
desired position of satellite 3 in the formation.

Figure 15. Command buffer state on actuator side under the influence of packet losses. The adaption
of the control horizon length as reaction to the measured losses prevents the remaining control input
buffer size to fall below Nmin + Nth = 25.
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Figure 16. Control performance of the networked formation control of satellite 3 over a network with
Markovian network characteristics without controller failures.

3.3. Controller Failure with Reassignment

Now a similar scenario to the previous one is considered. Satellite 3 starts now at
position [20,−10, 15]m and should be driven again to [0, 0, 0]m. During the control process
the controller node belonging to satellite 3 fails at t = 35 s leading to a continuing depletion
of the control input buffer at the actuator of satellite 3 which is shown in Figure 17. Once
the remaining stored commands fall below Nmin = 25, the controller failure is detected
by the actuator and a control task re-assignment is initiated by the actuator node via the
described auction procedure at t = 50 s.

Figure 17. Command buffer state on actuator side under the influence of packet losses. In addition at
t = 35 s the currently assigned controller node fails and a control task reassignment is initiated once
the remaining control input buffer size to falls below Nmin. After the task is reassigned the control
input buffer at the actuator is filled again.

For the bid calculation the upper control horizon length is set to 40, resulting in a
maximum MPC task execution time of T̂ctrl = 2.5 s and together with the desired control
frequency fctrl = 1

Ts = 1
6 s leads to a maximum estimated task load of Lctrl = 42%. In

addition inter-satellite proximity expressed in hops is not expected to be changing during
the maneuver , therefore the distance cost Cd0:m is assumed to be constant and is treated as
a scalar value Cd of dimension one. The scaling factors for the distance cost Cd are αd = 0.5
and βd = 2. This results in the submission of task bids of combined node 2 of satellite 2
and combined node 4 of satellite 4. The combined node of satellite 1 did not submit a bid,
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because its expected load after the task acquisition exceeds its capacity. The individual
costs and bids are summarized in Table 1.

Table 1. Individual cost and fused bid values for all candidate nodes of the satellites.

Node of Sat Free Load Hop Distance to S3 Load Cost Cl Distance Cost Cd Bid

1 25% 2 5.4 5 No Bid
2 50% 1 2.35 3 7
4 45% 1 3.86 3 11

After multiple auction re-announcements the actuator node of satellite 3 closes the
auction at t = 60 s and selects the node with the smallest bid, the combined node of satellite
2, to take over the control task. After one loss event during the winner announcement the
assignment is re-transmitted by the actuator and is acknowledged by the winner node.
At time t = 61 s the control input sequence calculation is resumed and the control input
buffer at the actuator is filled again. For the remaining time of the scenario the remaining
control input buffer length is mainly influenced by the data loss in the network. The overall
control performance is shown in Figure 18. Like before the controller manages to drive the
system to its set-point and exhibits stable closed-loop behavior even under the effect of the
failure of the initial controller and a necessary control task reassignment. This is smooth
control task handover is realized because the remaining control input buffer of length Nmin
successfully bridges the time until the control task is assigned to a new controller.

Figure 18. Control performance of the networked formation control of satellite 3 over a network with
Markovian network characteristics with failure of the controller node of satellite 3 at time t = 35 s.
The remaining control inputs of length Nmin stored at the actuator successfully bridge the time until
the control task is assigned to a new controller.

4. Discussion

In this work we have presented a two-fold approach to deal with data losses and
controller failures in a networked predictive formation control scenario. First a state-of-the-
art event based networked model predictive control approach was extended to enable it to
adapt to changing network conditions by varying the control horizon length. The theoretical
foundation of this adaption based on a Markovian network model was elaborated and
a reference implementation further tested on a hardware testbed. Both the HW and SW
of the testbed were introduced in the process. The second contribution is a controller
failure detection and compensation approach tailored for a possibly large network of
heterogeneous cooperating actuator- and controller nodes. The actuator both detects the
failure and redistributes the control responsibility to a new controller. Using an auction
based methodology for the redistribution it scales well with the number of nodes and
allows to optimize for continuing good control performance despite the controller switch.
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The stability and smooth control behavior during the control handover to another node
were demonstrated on the testbed with a controller failure during satellite reconfiguration
scenario. Open points for further research are the inclusion of more elaborate models of
the network into the control horizon length calculation. This could be realized by having
the estimated future network state as part of the MPC state space which some previous
scientific contributions in the domain of networked MPC already proposed. Another point
for improvement would be to test our approach with more complex scenarios, e.g., a
multi-satellite reconfiguration, as well as with non-linear systems with higher dynamic
requirements like attitude control. Finally on the control-task redistribution side additional
objectives like link-quality between satellites in addition to hop-distance could be used and
also inter-task constraints or positive/negative task synergies could be taken into account.
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