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Summary 

RNA is one of the most abundant macromolecules and plays essential roles in numerous biological 

processes. This doctoral thesis consists of two projects focusing on RNA structure and RNA-RNA 

interactions in viral genome packaging. In the first project I developed a method called Functional 

Analysis of RNA Structure (FARS-seq) to investigate structural features regulating genome 

dimerization within the HIV-1 5’UTR. Genome dimerization is a conserved feature of retroviral 

replication and is thought to be a prerequisite for binding to the viral structural protein Pr55Gag 

during genome packaging. It also plays a role in genome integrity and evolution through 

recombination, and is linked to a structural switch that may regulate genome packaging and 

translation within cells. Despite its importance for HIV-1 replication, the RNA signals regulating 

genome dimerization, and the molecular mechanism leading to the selection of the genome dimer 

over the monomer for packaging are incompletely understood. The FARS-seq method combines RNA 

structural information obtained by chemical probing with single nucleotide resolution profiles of RNA 

function obtained by mutational interference. In this way, we found nucleotides that were critical for 

dimerization, especially within the well-characterized dimerization motif within stem-loop 1 (SL1). 

We also found stretches of nucleotides that enhanced genome dimerization upon mutation, 

suggesting their role in negatively regulating dimerization. A structural analysis identified distinct 

structural signatures within monomeric and dimeric RNA. The dimeric conformation displayed the 

canonical transactivation response (TAR), PolyA, primer binding site (PBS), and SL1-SL3 stem-loops, 

and contained a long range U5-AUG interaction. Unexpectedly, in monomeric RNA, SL1 was 

reconfigured into long- and short-range base-pairings with PolyA and PBS, respectively. Intriguingly, 

these base pairings concealed the palindromic sequence needed for dimerization and disrupted the 

internal loop in SL1 previously shown to contain the major packaging motif for Pr55Gag. We 

therefore rationally introduced mutations into PolyA and PBS, and showed how these regions 

regulate genome dimerization, and the binding of Pr55Gag in vitro, as well as genome packaging into 

virions. These findings give insights into late stages of the HIV-1 life cycle and a mechanistic 

explanation for the link between RNA dimerization and packaging. 

In the second project, I developed a proximity ligation and high-throughput sequencing-based 

method, RNA-RNA seq, which can measure direct (RNA-RNA) and indirect (protein-mediated) 

interactions. In contrast to existing methods, RNA-RNA seq is not limited by specific protein or RNA 

baits, nor to a particular crosslinking reagent. The genome of influenza A virus contains eight 

segments, which assemble into a “7+1” supramolecular complex. However, the molecular details of 

genome assembly are poorly understood. Our goal is to use RNA-RNA seq to identify the sites of 

interaction between the eight genomic RNAs of influenza, and to use this information to define the 

quaternary RNA architecture of the genome. We showed that RNA-RNA seq worked on model 

substrates, like the HIV-1 Dimerization Initiation Site (DIS) RNA and purified ribosome, as well as 

influenza A virus infected cells.  

 



 

 

 

Zusammenfassung 

RNA ist eines der am häufigsten vorkommenden Makromoleküle und spielt bei allen biologischen 

Prozessen eine wesentliche Rolle. Diese Doktorarbeit besteht aus zwei Projekten, die sich auf die 

RNA-Struktur und RNA-RNA-Interaktionen bei der viralen Genomverpackung konzentrieren. Im 

ersten Projekt habe ich eine Methode namens Functional Analysis of RNA Structure (FARS-seq) 

entwickelt, um strukturelle Merkmale zu untersuchen, die die Genom-Dimerisierung innerhalb des 

HIV-1 5'UTR regulieren. Die Genomdimerisierung ist ein konserviertes Merkmal der retroviralen 

Replikation und gilt als Voraussetzung für die Bindung an das virale Strukturprotein Pr55Gag 

während der Genomverpackung. Sie spielt auch eine Rolle bei der Genomintegrität und -evolution 

durch Rekombination und ist mit einem strukturellen Schalter verbunden, der die Genomverpackung 

und -translation in Zellen regulieren kann. Trotz der Bedeutung für die HIV-1-Replikation sind die 

RNA-Signale welche die Genom-Dimerisierung regulieren, und der molekulare Mechanismus der zur 

Auswahl des Genom-Dimers gegenüber dem Monomer für die Verpackung führt, nur unvollständig 

verstanden. FARS-seq kombiniert RNA-Strukturinformationen, die durch chemisches Sondieren 

gewonnen werden, mit Profilen der RNA-Funktion in Einzelnukleotid-Auflösung, die durch 

Mutationsinterferenz gewonnen werden. Auf diese Weise fanden wir Nukleotide, die für die 

Dimerisierung kritisch sind, insbesondere innerhalb des gut charakterisierten Dimerisierungsmotivs  

von stem-loop 1 (SL1). Wir fanden auch Nukleotidabschnitte, die bei Mutation die Dimerisierung des 

Genoms verstärkten, was auf ihre Rolle bei der negativen Regulierung der Dimerisierung hindeutet. 

Eine Strukturanalyse ergab zudem unterschiedliche strukturelle Signaturen innerhalb der RNA von 

Monomeren und Dimeren. Die dimere Konformation wies die kanonische Transaktivierungsantwort 

(TAR), PolyA, die Primerbindestelle (PBS) und SL1-SL3-stem loops auf und enthielt eine weitreichende 

U5-AUG-Interaktion. Unerwarteterweise interagierte SL1 in monomerer RNA mit dem weit 

entfernten PolyA Signal und der nahegelegenen PBS. Interessanterweise verbargen diese 

Basenpaarungen die für die Dimerisierung erforderliche palindromische Sequenz und unterbrachen 

die interne Schleife in SL1, von der zuvor gezeigt wurde, dass sie das Hauptverpackungsmotiv für 

Pr55Gag enthält. Wir haben daher auf rationale Weise Mutationen in PolyA und PBS eingeführt und 

gezeigt, wie diese Regionen die Dimerisierung des Genoms und die Bindung von Pr55Gag in vitro 

sowie die Verpackung des Genoms in Virionen regulieren. Diese Ergebnisse geben Einblicke in späte 

Stadien des HIV-1-Lebenszyklus und eine mechanistische Erklärung für die Verbindung zwischen RNA-

Dimerisierung und Verpackung.  

Im zweiten Projekt entwickelte ich eine auf Proximity Ligation und Hochdurchsatz-Sequenzierung 

basierende Methode, RNA-RNA seq, mit der direkte (RNA-RNA) und indirekte (proteinvermittelte) 

Wechselwirkungen gemessen werden können. Im Gegensatz zu bestehenden Methoden ist RNA-RNA 

seq nicht durch spezifische Protein- oder RNA Crosslink-Reagenzien eingeschränkt. Das Genom des 

Influenza-A-Virus besteht aus acht Segmenten, die zu einem supramolekularen "7+1"-Komplex 

assemblieren. Die molekularen Details des Genomaufbaus sind jedoch kaum bekannt. Unser Ziel ist 

es, mit Hilfe von RNA-RNA seq die Interaktionsstellen zwischen den acht genomischen RNAs des 

Influenza-Virus zu identifizieren und somit die quaternäre RNA-Architektur des Genoms zu definieren. 



 

 

 

Wir haben gezeigt, dass RNA-RNA seq an Modellsubstraten wie der HIV Dimerization Initiation Site 

(DIS) RNA und gereinigtem Ribosom sowie an mit dem Influenza-A-Virus infizierten Zellen 

funktioniert. 
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Chapter 1 General introduction 

1.1 RNA, RNA structure and RNA-RNA interaction in virus infection  

RNAs are unique and dynamic molecules, playing essential roles in numerous cellular processes 

beyond the central dogma of molecular biology[1][2][3]. They can not only incorporate information 

within the nucleotide sequence, but also fold into a variety of structures through intra- and inter-

molecular RNA-RNA interactions, such as stem-loops, pseudoknot structures, and kissing loop 

complexes. These structures often associate with various RNA binding proteins (RBP), which enable 

their diverse functions in cells. Most RNAs functions depend on RNA secondary and tertiary 

structure[3][4][5]. For example, ribozymes, which form specific structures to catalyse cis- or trans- 

RNA cleavage and splicing[6]. Another long and well-known example is ribosomal RNAs (rRNAs), 

which form the framework of the machinery that catalyses protein synthesis during translation[7][8].  

RNA-RNA interactions and RNA structures play key roles in every part of the RNA virus 

infection[2][9][10][11][12][13][14][15], including viral protein translation, viral replication, 

messenger RNA (mRNA) splicing regulation, and RNA packaging. For instance, hepatitis C virus (HCV) 

has a positive-strand RNA genome that lacks a 5' cap and a 3' poly(A) tail. Instead of being mediated 

by host eukaryotic initiation factors (eIFs), HCV uses internal ribosome entry sites (IRES) to translate 

viral proteins[11][13][16]. IRES are highly structured RNA elements within the 5’ untranslated region 

(UTR), which recruit ribosomes and mediate cap-independent translation initiation. The HCV IRES 

adopts a complex structure containing two major domains: II and III (Figure 1.1a). Domain II is 

located upstream of domain III and consists of two sub-domains, IIa, a small internal loop, and IIb, an 

apical loop and internal loop. The larger domain III displays branching hairpin stem-loops: 

IIIa/b/c/d/e/f. The basal part of domain III is composed of a predicted pseudoknot (IIIf) and a stem-

loop (IIIe), which display as a 4-way junction. The middle part of domain III comprises the stem-loop 

(IIId) incorporated into a 3-way junction. And the upper part of domain III contains a 4-way junction 

consisting of three stem-loops, IIIa/b/c (Figure 1.1a). HCV IRES translation initiation begins with the 

40S ribosomal subunit interacting with pseudoknot (IIIf), stem-loops IIId, IIIe, IIb, and IIIc. This 

promotes the binding of eIF3 and the Met-tRNAiMet-eIF2-GTP ternary complex to form a 48S particle 

with the AUG initiator codon positioned in the ribosomal P-site without ribosomal scanning. 

Consequently, the active 80S is assembled with eIF5, eIF5B, GTP and the 60S ribosomal subunit, and 

translation starts. Furthermore, it has been shown that the long-distance interaction between the 

5’UTR with the 3’UTR, which circularizes the HCV mRNA, enhances translation efficiency due to 

avoidance of mRNA degradation by exonucleases and encourages ribosome recycling[17]. 

RNA structure and RNA-RNA interaction also regulate viral genome replication. For example, it is 

reported that the replication of dengue virus (DENV), a member of genus Flavivirus with a positive-

strand RNA genome, requires genome circularization, which is mediated by base-pairing interactions 

between sequences in its genomic termini (Figure 1.1b)[14][18][19]. It was demonstrated that there 

were three complementary regions involved in these interactions, including the cyclization sequence 
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(CS), the upstream of AUG region (UAR) and the downstream of AUG region (DAR). After genomic 

RNA termini base-pairing and circularization, the RNA-dependent RNA polymerase (RdRp), which 

binds to the 5’ termini, can reposition to the 3’ end of the genome to start negative-strand RNA 

synthesis. The circularized RNA has been observed by atomic force microscopy (AFM) in the absence 

of proteins[20]. Chemical probing results showed the circularization was not a protein-dependent 

interaction, suggesting that this process was mainly driven by RNA-RNA interactions. In addition, the 

circularization is negatively regulated by the short internal loop region between 3’UAR and 3’DAR. If 

this region forms a small stem-loop with the partial left and right region, which disrupts the base 

pairing of 5’UAR-3’UAR and 5’DAR-3’DAR, the RNA circularization is down regulated[21].  

Viral mRNA splicing is also regulated by RNA-RNA interactions and RNA secondary structures. Human 

immunodeficiency virus 1 (HIV-1) transcribes full length RNA, which can either function as the 

genomic RNA, or as translation template for the Gag-Pol protein, or can be alternatively spliced into 

mRNAs that are used for translation of the other essential regulatory and accessory 

proteins[22][23][24][25]. There are at least 5 splicing donor sites (5’splice site, 5’ ss) and 8 to 9 

splicing acceptor sites (3’splice site, 3’ss) on the HIV-1 RNA, which makes the splicing process very 

complicated and results in more than 40 different spliced mRNA species[26]. The major 5’ss plays a 

key role for HIV-1 mRNA splicing, because it is involved in the production of all spliced mRNAs. The 

11nt 5’ss (5’CUGGUGAGUAC3’) is complementary to the 5’ end of U1 small nuclear RNA (snRNA) 

(3’GUCCAUUCAUA5’), which mediates U1 snRNA annealing (U1 snRNP binding). A stem-loop 

structure containing the 5’ss region is reported to influence splicing by hindering annealing between 

the 5’ss and U1 snRNA (Figure 1.1c). For example, mutations that stabilize the stem-loop but have no 

effect on U1 snRNA annealing, or extensions to the stem, reduced HIV-1 splicing efficiency[23][27]. 

Furthermore, it was also shown that the conformation of the HIV-1 5’UTR affected the splicing 

process. The splicing of HIV-1 RNA is regulated by RNA dimerization, which is the noncovalent 

association of two HIV-1 genomes. The unspliced full length HIV-1 RNA can form either dimer, which 

functions as genomic RNA and will be packaged into virion, or monomer, which is retained in cells 

and functions as mRNA.  When the HIV-1 RNA forms into monomer, splicing is favoured because the 

monomer conformation exposes the major 5’ss; while if it folds into dimer, the 5’ss is sequestered, 

which leads to less splicing[22][28]. Another example is influenza A virus[12][29], whose genome is 

comprised of eight single-stranded negative RNA segments, which encode more than 11 viral 

proteins. The mRNA transcribed from the M and NS segments can be spliced and translated to 

different proteins. The M segment encodes matrix protein M1, and translated from un-spliced mRNA. 

The M2 protein, function as ion channel and is translated from spliced mRNA. It was reported that M 

encodes other small polypeptides with unknown function[12]. The 3’ss of the M segment mRNA, 

where SF2/ASF splicing factor binds, can fold into two different structures: a pseudoknot or a hairpin 

(Figure 1.1d). In the pseudoknot conformation, the splice site is hidden within a helix, whereas in the 

hairpin shape, it is accessible within an internal loop[12]. Similar to the M segment, the mRNA of the 

NS segment also undergoes splicing. This process is also regulated by the 3’ss RNA structure. The NS 

segment encodes the NS1 protein, which inhibits host immune response to influenza infection, and 

the spliced mRNA of NS is translated into the NS2 protein, which helps vRNP nuclear export[30]–[32]. 
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It was reported that the 5’ss and 3’ss of pre-mRNA of NS can fold into different secondary structures, 

which regulate the equilibrium of NS1 mRNA and spliced mRNA (NS2). (Reviewed in[33]).  

RNA structures and RNA-RNA interactions regulate virus genome packaging is further reviewed in 

Chapter 2[34]. 

 

Figure 1.1| RNA structures and RNA-RNA interactions play important roles in virus infection. (a) HCV IRES 

structure regulates HCV RNA translation initiation; (b) DENV genomic RNA circularization regulation by 5’ and 3’ 

RNA ends interactions; (c) HIV-1 major 5’splice site forms a stem-loop structure[23]; (d) Influenza A virus M 

segment 3’ splicing site can fold into a pseudoknot (left) or a hairpin (right) secondary structure, and regulate 

M segment mRNA splicing[12] (Adapted from https://doi.org/10.1371/journal.pone.0038323.g001). 
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1.2 RNA structure probing and RNA-RNA interaction methods 

Many biophysical methods have been developed to determine RNA structure [35] (Table 1.1). The 

first yeast phenylalanine transfer RNA (tRNA) crystal structure from X-ray crystallography at atomic 

resolution was reported in 1970s[36][37]. From then on, X-ray crystallography became an essential 

tool to study RNA structures. However, many biological important RNAs are flexible, which makes 

crystallization difficult. Nuclear magnetic resonance (NMR) spectroscopy is an alternative powerful 

tool to analyse conformations of dynamic and flexible RNAs, but NMR is limited to the analysis of 

short RNAs [38][39][40][41]. For large RNAs, small angle X-ray scattering (SAXS)[42][43][44] and 

cryogenic electron microscopy (cryo-EM)[45][46][47] are more tractable. SAXS can also be applied on 

relatively large RNAs, but it only provides low information on global structure and cannot access the 

influence of the environment onto the RNA structure. Cryo-EM captures frozen-hydrated particles in 

their native state, and is an emerging technique for solving the structures of large RNA domains to 

near atomic resolution[48], [49]. Alternative to the biophysical methods, are the sequencing-based 

methods to investigate RNA secondary structure. These methods have become more popular with 

the rise of next generation sequencing, and can rapidly obtain secondary structure on a genome wide 

level. Such methods use enzymatic cleavage and chemical modification of RNA structures, or are 

based on crosslinking and proximity ligation [4][50][51][52][53].  

Enzyme-based methods depend on the selectivity of nucleases to cut either single-stranded or 

double-stranded RNA regions, including Fragmentation sequencing (Frag-Seq)[54], Parallel Analysis 

of RNA Structure (PARS)[55], Parallel Analysis of RNA Structures with Temperature Elevation 

(PARTE)[56], and Protein Interaction Profile sequencing (PIP-seq)[57]. The commonly used enzymes 

include RNase V1, which cleaves double-stranded or structured regions within RNAs without base 

specificity; S1 nuclease and RNase P1, which are zinc-dependent endonucleases that cut RNA in 

single-stranded regions without base specificity; RNase T1 cuts single-stranded RNA region at 

unpaired guanosine, while RNase T2 prefers to cleave at unpaired adenosine; RNase A also cuts 

single-stranded regions but only at pyrimidine residues. After the specific enzyme cleavage, the RNA 

fragments are prepared for sequencing through the ligation of sequencing adaptors. By combining 

the sequencing information from different enzyme treatments, one obtains a view of the single- and 

double-stranded regions of an RNA, which can be used to predict and remodel the RNA secondary 

structure. A limitation of enzyme-based approaches is that it can be only applied in vitro, because the 

large size of RNases makes them impermeable to the cell membrane. 

Chemical-based methods utilize small molecules to probe RNA structure. The advantage of chemical 

probing is that they are small, which makes them permeable to cell membranes and suitable for in 

vivo study[53][58][59][60]. Besides, many different chemicals can be used for RNA structure probing 

(Figure 1.2). For example, some chemicals modify the functional groups on the Watson–Crick or 

Hoogsteen face of the base: Dimethyl sulfate (DMS), which methylates the N1 position of adenine 

(N1A) and the N3 position of cytosine (N3C), can be used to identify unpaired adenosine and cytosine 

nucleotides. DMS also methylates the N7 position of guanine (N7G), but it needs additional 

biochemical steps to detect the modification because it is located at the Hoogsteen face. So, it is not 
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commonly used for guanine probing except G-quartets. 1-cyclohexyl-3-(2-morpholinoethyl) 

carbodiimide metha-p-toluene sulfonate (CMCT) reacts with the N3 position of unpaired uridine 

(N3U) and the N1 position of unpaired guanine (N1G) under slightly basic condition, and the 

modifications can be reversed under slightly acidic conditions or stabilised in the presence of borate 

ions. Diethylpyrocarbonate (DEPC) modifies the N7 position of adenine (N7A) under neutral pH and it 

can also detect the adenosine implicated in tertiary interactions after aniline treatment. Another 

class of chemicals used for RNA structure probing is ribose-specific molecule probes which react with 

the RNA backbone. 2′-hydroxyl acylation analysed by primer extension (SHAPE) reagents selectively 

acylate the 2’hydroxyl group of the ribose of all four nucleotides in flexible (normally single-stranded) 

regions. In addition, Lead (II) can be used to probe RNA secondary structure because it cleaves the 

single-stranded RNA region by hydrolyzing the phosphodiester backbone[61] (Figure 1.2).  There are 

different chemical-based approaches have been developed and used for RNA structure probing, such 

as dimethyl sulfate sequencing (DMS-seq)[62], dimethyl sulfate mutational profiling with sequencing 

(DMS-MaPseq)[63], in vivo click selective 2-hydroxyl acylation and profiling experiment (icSHAPE)[64], 

selective 2’-hydroxyl acylation analyzed by primer extension and mutational profiling (SHAPE-

MaP)[65][66], Structure-seq[67], [68], high-throughput sequencing for chemical probing of RNA 

structure (Mod-seq)[69]. The workflow of these methods is similar: (i) chemical probing of RNA (in 

vivo or in vitro), (ii) reverse transcription of modified RNAs, (iii) sequencing. Reverse transcription will 

either stop or introduce mutations into cDNAs at sites of modification, and by analyzing the 

sequencing data, we can profile RNA secondary structure.  
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Figure 1.2| RNA probing reagents and their modification position. Base-specific probes like DMS, CMCT, and 

DEPC.  DMS methylates the N1 position of adenine (N1A), the N3 position of cytosine (N3C) and the N7 position 

of guanine (N7G); CMCT modifies the N3 position of uridine (N3U) and the N1 position of guanine (N1G); and 

DEPC reacts with N7A in single-stranded region. Ribose/phosphate target probes like SHAPE reagents and 

Lead(II), acylate the 2’hydroxyl group of the ribose of all four nucleotides and hydrolyze the phosphodiester 

backbone in single-stranded regions, respectively.  

 

Table 1.1 Methods for Mapping RNA Structure 

CLASS METHODS ADVANTAGES LIMITATIONS 

BIOPHYSICAL 

TECHNIQUE 

X-ray ✓ Atomic resolution o Difficult to resolve the 

flexible region 

o Influence of environment 

cannot be assessed 

NMR ✓ Atomic resolution o Only for small RNA motifs 

o Restrictions on the buffer 

composition 

o Influence of environment 

cannot be assessed 

cryo-EM ✓ Large RNAs o Still moderate resolution 

o Limited to large structure 

o Influence of environment 

cannot be assessed 

SAXS ✓ Large RNAs o Low information on global 

structure 

o Influence of environment 

cannot be assessed 

ENZYME-

BASED 

APPROACH  

Frag-seq ✓ Simple and fast protocol 

✓ Accompanied with 

modifiable software 

o Need endogenous controls 

o Potential for contamination 

between samples and 
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controls 

PARS ✓ Increased sensitivity by 

sequencing both single- 

and double-stranded 

regions 

o RNA was folded in vitro 

PARTE ✓ Measures melting 

temperature 

✓ Single-nucleotide 

resolution 

✓ Preserves in vivo RNA 

modifications 

✓ Can infer RNA regulatory 

motifs 

o RNA was folded in vitro 

o RNase V1 treatment in 

different temperature and 

concentration 

PIP-seq ✓ Reveals both protein-

bound RNA regions and 

RNA secondary structure 

✓ Provides strand-specific 

information 

o Limited resolution at small 

nucleotide bulges and loops 

CHEMICAL-

BASED 

APPROACH 

DMS-seq ✓ Identifies RNA structure in 

native conditions 

✓ Single-nucleotide 

resolution 

o Limited to the analysis of 

two bases (As and Cs) 

o RNA-binding proteins can 

block DMS activity 

DMS-MaPseq ✓ Identifies RNA structure in 

native conditions 

✓ Single-nucleotide 

resolution 

o Limited by reverse 

transcription length 

icSHAPE ✓ Measures base flexibility 

✓ Single-nucleotide 

resolution 

o Limited to the analysis of 

relatively short (~300 nt) in 

vitro transcribed RNAs 

SHAPE-MaP ✓ Can be customized for o Length of the RNA must be 
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different applications 

✓ Applicable to analysis of 

long RNAs 

✓ Can infer structural 

changes of single-

nucleotide and other allelic 

polymorphisms 

at least 150 nt for the 

randomer and native 

workflow, and at least 40 nt 

for the small-RNA workflow 

 

RNA structure is dynamic and highly modulated by diverse environmental factors, such as 

interactions with other macromolecules, pH, temperature, RNA modification, and cell stress. Many 

biological processes involve multiple RNAs working in harmony. To integrate RNA sequences, RNA 

secondary structure and global RNA-RNA interaction in their native environment, many crosslinking 

and proximity ligation methods have been developed, such as cross-linking, ligation and sequencing 

of hybrid (CLASH)[70][71], hybrid and individual-nucleotide resolution ultraviolet crosslinking and 

immunoprecipitation (hiCLIP)[72], [73], Psoralen Analysis of RNA Interactions and Structures 

(PARIS)[74]–[76], Sequencing of Psoralen crosslinked, Ligated, And Selected Hybrids (SPLASH)[77], 

[78], Mapping RNA interactome in vivo (MARIO)[79] and RNA In situ Conformation sequencing (RIC-

seq)[80]. These methods will be illustrated and discussed in Chapter 4. 

My PhD thesis focuses on RNA structure and RNA-RNA interactions within the HIV-1 and Influenza A 

genomes, and specifically how these structures relate to their viral genome packaging.  

In Chapter 2, I reviewed the general role of RNA structures and RNA-RNA interactions in selective 

viral genome packaging. In Chapter 3, I investigated structural features within the HIV-1 5’UTR 

regulating genome dimerization by combining RNA structural information obtained by chemical 

probing with single nucleotide resolution profiles of RNA function obtained by mutational 

interference, which has been published in Nature Structural & Molecular Biology on March 2022 (DOI: 

10.1038/s41594-022-00746-2). In Chapter 4, I developed a high-throughput sequencing-based 

method to study the interactions between the eight segments of influenza A virus genome. 
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Abstract 

To generate infectious viral particles, viruses must specifically select their genomic RNA from milieu 

that contains a complex mixture of cellular or non-genomic viral RNAs. In this review, we focus on 

the role of viral encoded RNA structures in genome packaging. We first discuss how packaging signals 

are constructed from local and long-range base pairings within viral genomes, as well as inter-

molecular interactions between viral and host RNAs. Then, how genome packaging is regulated by 

the biophysical properties of RNA. Finally, we examine the impact of RNA packaging signals on viral 

evolution. 

Keywords: RNA virus; RNA; RNA structure; genome packaging; viral assembly; evolution 

2.1. Introduction 
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Genome packaging is the process whereby viruses assemble their genomes into capsids[1]. The 

primary purpose of the capsid is to protect the genome from a hostile cellular and extracellular 

environment until its cargo can be released into a new host for a further round of replication. For 

faithful replication it is essential that genome packaging occurs with high fidelity. In the case of RNA 

viruses, this is particularly challenging because viral RNA must be specifically selected from a complex 

mix of cellular RNA, which often includes non-genomic viral RNA. Furthermore, genome packaging 

must be tightly regulated as it is often in competition with other essential functions, such as genome 

replication or translation. RNA viruses have solved this problem by exploiting the capacity of RNA to 

fold into three-dimensional structures that are recognised by the viral packaging machinery[2–4]. 

RNA structures are formed from local intra-molecular and long-range base pairings within the same 

molecule, as well as inter-molecular RNA-RNA interactions[5–8]. Because RNA structures are rarely 

static, packaging can be dynamically regulated by intrinsic RNA structural switches, binding of viral 

factors, or in some cases, inter-molecular interactions with host RNAs. 

Interestingly, many RNA viruses have evolved genome organizations that greatly complicate viral 

assembly and packaging. Segmented viruses, such as influenza and rotavirus, need to incorporate 

multiple genome segments for their virions to be infectious[9]. On the other hand, retroviruses 

package two copies of their genome, even though the total genetic material of only one genome is 

replicated[10]. In exchange for this increased complexity, RNA viruses enhance their evolvability 

through recombination or reassortment. Here, genome packaging exploits specific inter-molecular 

RNA interactions that bring together different segments or genomes for assembly. In this review, we 

discuss how RNA viruses exploit the proprieties of RNA structure to regulate their packaging and 

explain how RNA based packaging mechanisms can influence viral evolution. 

 

2.2. Packaging Signals in RNA Viruses 

RNA viruses distinguish their genomes from cellular RNAs using cis acting packaging signals that serve 

as high affinity binding sites for the viral capsid (or nucleocapsid) proteins[11]. RNA readily folds back 

on itself to form secondary and tertiary structures, which are complex enough to enable specific 

selection of genomic viral RNA from diverse pools of cellular RNA[12]. A canonical example is the 19-

nucleotide stem-loop, also known as TR, in the genome of the MS2 bacteriophage (Figure 

2.1a)[13,14]. The MS2 coat protein (CP) dimer specifically recognizes this short stem loop structure 

to initiate assembly. Despite the simplicity of the structure, which is only formed from local base-

pairings, MS2 CP binds with high affinity and specificity. This has led to the extensive repurposing of 

the TR-CP interaction in applications such as single molecule live cell imaging[15,16]. Remarkably, 

stem-loops having a C at position −5 in the loop have a higher affinity for CP than the wild-type U[17]. 

Whilst this is useful for biotechnology purposes, it also neatly demonstrates that increased affinity is 

not always beneficial for viruses, presumably because genomes must eventually be released during 

the early steps of the next replication cycle. Interestingly, high-throughput RNA structure-function 

analyses reveal that nucleotides in the stem can be exchanged without impairing binding to CP. In 
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contrast, specific single stranded residues were required for function[18,19]. This is because, for the 

most part, RNA binding proteins (RBPs) make non-specific interactions with double stranded RNA 

(dsRNA) through generic contacts with the 2’hydroxyl groups of the ribose or the phosphodiester 

backbone[20]. On the other hand, unique structural features created by loops and mismatches can 

be more readily recognized through extensive sequence-specific contacts [21]. 

MS2 bacteriophage genome packaging depends not only on the high affinity TR interaction site, but 

also on lower affinity pseudo-packaging sites that are dispersed throughout the genome (Figure 

2.1b)[22]. This strategy is proposed to enhance the specificity and efficiency of assembly through 

cooperative interactions with viral capsid proteins[23]. This can be seen in other RNA viruses, such as 

tobacco necrosis virus (TNV) [24], hepatitis B virus (HBV) [25], and alphavirus[26]. On the contrary, 

HIV-1 has no described packaging signals outside of the 5’ end of the genome. Instead, assembly on 

viral genomic RNA is driven by changes in the specificity of the structural protein Gag during its 

multimerization at the plasma membrane[27] (Figure 2.1c). This change in specificity enhances its 

affinity for A-rich sequences that are enriched in the HIV-1 genome compared to cellular RNA[27,28]. 

Evidently, pairing a limited number of high affinity binding sites with lower affinity RNA structures or 

sequences throughout viral genomes is a robust mechanism of packaging. Indeed, similar features 

emerged in directed evolution experiments that successfully converted a bacterial enzyme into a 

nucleocapsid that packages and protects its own encoding mRNA[11]. 

 

Figure 2.1| RNA packaging signals. (a) MS2 bacteriophage encodes a coat protein (CP) that binds to a 19-

nucleotide stem loop structure, known as TR. Secondary structure model of the TR stem loop and three-

dimensional structure of the coat protein-TR interaction; (PDB: 1AQ3) (b) MS2 bacteriophage genome is 

encapsidated through cooperative interactions between coat protein that are bound to a high affinity binding 

site (TR) and multiple low affinity binding sites encoded throughout the genome; (c) HIV-1 Gag recognizes the 

genomic RNA through a GU-rich high affinity binding site in the 5′ untranslated region (5′UTR). During assembly 

at the plasma membrane Gag switches its specificity from GU-rich sequences to A-rich sequences, which is 

proposed to favour assembly of Gag on its cognate genomic RNA 
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Complex viruses that express sub-genomic or spliced viral RNAs have an additional challenge: they 

must not only distinguish their genomic RNA from cellular RNA, but also from non-genomic viral 

RNAs (Figure 2.2). One simple way to achieve this selectivity is the removal of the packaging signal 

from the non-genomic RNA during its production. This mechanism occurs in certain retroviruses, 

such as Moloney murine leukemia virus (MoMLV), which contains a packaging signal with high 

affinity binding sites for viral nucleocapsid (NC) composed of three stem-loop structures (DIS-2, SL-C 

and SL-D)[29,30]. All these RNA structures lie downstream of the major splice donor site and are thus 

removed from spliced viral RNAs (Figure 2.2a). Another retrovirus, HIV-1, recognizes its genomic RNA 

through specific interactions between the viral Gag protein and packaging signals present at the 5’ 

end of the genome[31–37]. Early deletion mutagenesis studies identified SL3 (Ψ), which lies 

downstream of the major splice donor SL2, as the major packaging motif[36–38]. This genome 

organization was originally thought to explain the selectivity for genomic over spliced viral 

RNA[39,40]. However, an abundance of evidence has now revised this picture. Specifically, the basal 

part and internal loop of SL1, which lies upstream of SL2, is now recognized as the primary Gag 

binding site[19,41–44]. Notably, deletion or mutagenesis of SL1 has a more drastic effect on Gag 

binding and genome packaging compared to SL3, and deletion of sequences downstream of SL2 has 

only modest effects on binding[42,43]. This revision in understanding resurrected the problem of 

how HIV-1 discriminates between spliced viral RNA and genomic RNA. Surprisingly, genome 

fragments from the first nucleotide through to SL3 – containing SL1 – are not efficiently bound by 

Gag unless they contain sequences downstream of SL3[41]. A model was proposed whereby a long-

range interaction between sequences downstream of the splice donor site counteracts a negative 

regulatory element upstream of the high affinity binding site in SL1[41] (Figure 2.2b). As this 

interaction can only be formed in genomic RNA, it enables the selectivity of Gag for genomic RNA 

over spliced viral RNA at the initial binding step[41,44–47]. 

 

 

Figure 2.2| Selection of genomic RNA from non-genomic viral RNA. Dotted lines signify splicing or production 

of sub-genomic RNA. (a) Non-genomic RNA cannot be packaged because it does not contain the high affinity 

binding site for the (nucleo)capsid protein; (b) Non-genomic RNA contains the sequences for high affinity 

binding site, but it is not presented for binding. In HIV-1, negative regulatory elements (−ve) upstream of the 

splice donor (SD) conceal the Gag binding site unless counteracted by positive regulatory (+ve) sequences 

downstream of the SD. 
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Coronaviruses (CoV) have extraordinarily large genomes (~30 kb) that presumably pose additional 

difficulties for packaging, yet genomic RNA is efficiently and selectively incorporated into 

virions[5,48–50]. Accumulating evidence suggests that SARS-CoV-2 exploits liquid-liquid phase 

separation (LLPS) during its replication[51–59] (Figure 2.3). LLPS occurs when biological molecules 

condense into a phase resembling a liquid droplet, and is an emerging paradigm for organizing 

membrane-less viral factories[60,61]. It is a common property of RBPs containing intrinsically 

disordered regions (IDR), such as the SARS-CoV-2 nucleocapsid (N)[53,56,57,62]. LLPS of N protein is 

enhanced in the presence of viral RNA[51,54], and even though N protein binds throughout the 

genomic RNA[51,59], LLPS is specifically promoted by RNA sequences at the 5’ and 3’ of the SARS-

CoV-2 genome (Figure 2.3)[51]. Interestingly, other sequences, such as the CoV frameshift site, were 

found to disperse condensates[51], and importantly, sub-genomic RNA was efficiently excluded from 

preformed droplets[51]. This demonstrates that for LLPS mediated packaging, the biophysical 

properties of RNA-protein interaction are as important as the protein-RNA affinities. LLPS likely 

promotes viral assembly by enhancing interaction between RNA and N protein within a privileged 

site[51], but may have other roles in viral replication, such as hiding viral RNA from cellular immune 

sensors[63,64]. 

Packaging sites may also include motifs necessary for the correct presentation of the RNA molecule 

in time and space. For example, influenza viruses have a segmented genome of negative sense viral 

RNAs (vRNAs) that are replicated in the nucleus via complementary RNA (cRNA) intermediates. Long-

range interactions between the 5’ and 3’ termini, in some cases over distances of thousands of 

nucleotides, construct the promoter structure that is involved in transcription, replication and 

packaging[65]. Interestingly, cRNAs and vRNAs are both complexed into ribonucleoproteins (vRNPs) 

with very similar protein compositions, but only vRNPs are packaged into virions. Slight differences in 

promoter structures between vRNPs and cRNPs, due to imperfect complementarity between the 

terminal sequences, affect its interaction with the viral M1 protein that acts as a bridge between 

vRNPs and the nuclear export machinery. This structural difference allows the virus to discriminate 

between cRNPs and vRNPs by either preventing nuclear export of the cRNP[66] or by changing 

nuclear export pathways[67] (Figure 2.3). In the same vein, several studies show that the binding of 

the HIV-1 Rev protein to its cognate RNA structure, the Rev Response Element (RRE), enhances 

genome packaging[68–70]. Surprisingly, this enhancement effect seems to be unrelated to the role 

of Rev/RRE in increasing cytoplasmic RNA levels. Rather, the Rev/RRE is proposed to enhance 

packaging by defining the correct nuclear export pathway and subcellular localization of the genomic 

RNA[68–71] (Figure 2.3). 
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Figure 2.3| Successful genome packaging requires RNA signals to direct the genome from sites of replication 

to sites of assembly. (a) Sites of assembly generated by liquid-liquid phase separation (LLPS). Specific 

interactions between the SARS Coronavirus-2 (SARS-CoV-2) nucleoprotein (N) and its genome induce LLPS. Sub-

genomic RNA is excluded. (b) Influenza complementary RNA (cRNA) replication intermediates are not correctly 

exported from the nucleus and are therefore not packaged. (c) HIV-1 genomic RNA contains the Rev Response 

Element (RRE) which binds to the viral Rev protein needed to export the RNA from the nucleus. Rev binding is 

proposed to enhance packaging by transporting RNA to the correct sub-cellular location. 

 

2.3. RNA Structure as a Regulator of Genome Packaging 

Genome packaging occurs during the late stages of replication when sufficient genomes and 

structural proteins have been replicated and produced to ensure effective viral assembly. Sometimes 

even, the same viral RNA molecule must carry out several competing functions. It is not surprising 

therefore that viruses heavily regulate the translation, replication, and packaging of their genomes. 

RNA viruses achieve this, in part, by exploiting the dynamic and flexible properties of RNA. Namely, 

RNA molecules can spontaneously fold into multiple, mutually exclusive structures, acting as 

riboswitches with each structure having a different function[72]. RNA can also respond to the binding 

of cellular or viral biomolecules, which can act as a regulatory trigger for further remodelling of 

ribonucleoprotein complexes[73]. 

Hepatitis C virus (HCV) is a model of such complex RNA based regulation[74–76]. The cis-acting 

replicating element (CRE) in the coding region of the NS5B protein forms a long-distance base pairing 

with the highly conserved X-region in 3’ UTR[77–81] (Figure 2.4a). This interaction is required for 

replication, but also acts as a regulatory switch between replication and packaging by masking the 

core protein binding sites present in the 3’UTR[81] (Figure 2.4a). At the same time, the CRE regulates 

HCV genome translation via a long-range intra-molecular interaction with the internal ribosome 
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entry site (IRES) in the 5’UTR[75,82] (Figure 2.4a). Finally, the 3’UTR X-region contains a palindromic 

sequence that promotes homo-dimerization of the HCV genome via a kissing loop inter-molecular 

RNA-RNA interaction[74,83,84] (Figure 2.4a). Since homo-dimerization is incompatible with the CRE-

X interaction, and because it is likely tied to the concentration of genomes and viral chaperones in 

the cell, this mechanism is predicted to inhibit genome replication in favour of packaging late in the 

replication cycle. In this way, HCV elegantly fine tunes its replication using a complex network of 

dynamic and mutually exclusive RNA-RNA interactions[74–76]. 

Unsurprisingly, other viruses use similar principles to regulate their replication. HIV-1 genomic RNA is 

transcribed by the host cell and exported into the cytoplasm as a single pool of RNA that can be 

either selected by the viral Gag protein for packaging into viral particles or translated by host cell 

ribosomes[6]. A long-standing hypothesis is that the HIV-1 5’UTR adopts two alternative structural 

conformations to regulate the balance between genome translation and packaging (Figure 2.4b). 

Many structural models have been proposed, but all of them have the common feature that SL1 is 

presented in one conformation and sequestered in another[85–92]. As previously noted, SL1 is a key 

packaging motif in HIV-1 because the stem of SL1 contains the major Gag binding motif[41,93]. In 

addition to the Gag binding site, SL1 contains a six-nucleotide palindromic loop sequence that 

mediates an inter-molecular kissing loop interaction leading to the formation of genome dimers[94–

96]. Unlike HCV, which produces homodimers that remain in the cell, HIV-1 dimers are packaged into 

virions[97]. This process, known as dimerization, is a conserved feature of retroviral replication that 

is assumed, but not formally proven, to be a pre-requisite for packaging[98]. A series of NMR studies 

have identified a region, U5, in the 5’UTR that base pairs with the loop sequence of SL1, or 

alternatively with a region surrounding the AUG start site[87,89,90,99,100]. When the SL1 loop 

sequence is base paired with U5, genomic RNA is monomeric, which promotes translation (Figure 

2.4b). When U5 is base paired with a region surrounding the AUG start codon, the SL1 loop is 

available for dimerization and packaging[101] (Figure 2.4b). Remarkably, transcription start site 

heterogeneity inherent to the HIV-1 promotor strongly influences the equilibrium between these two 

structures[87,102]. HIV-1 genomes transcribed with a single guanosine favour the dimer 

conformation and are packaged into viral particles, while genomes transcribed with two or three 

guanosines form monomers that are preferentially translated[87,102] (Figure 2.4b). The fact that a 

single GC base-pair perturbs the monomer-dimer equilibrium provides striking proof that viruses 

exploit metastable RNA structures in their regulation.  

Added complexity comes from the fact that RNA viruses also regulate their replication using inter-

molecular interactions between host RNAs and their genomes. The HCV 5’UTR contains binding sites 

for the host micro-RNA miR-122[103–105] (Figure 2.4a). miR-122 is essential for the stability of HCV 

genomic RNA by inhibiting RNA decay by Xrn exonucleases[106–108]. Binding of miR-122 also 

increases HCV genome translation[109–113] and replication[114,115] by other mechanisms. Several 

lines of evidence suggest that miR-122 can act by inducing RNA structural changes in the 5’UTR. 

Specifically, miR-122 either alone or in partnership with Ago, enhances translation by promoting the 

folding of a functional IRES and suppressing alternative folds of the 5′ UTR that interfere with IRES 

function[111,113]. Others have proposed that miR-122 enhances translation by facilitating cyclization 
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of the genome, by promoting stranded separation of the replication intermediates, or by bringing or 

displacing protein co-factors to the genome[114]. Similarly, the HIV-1 5’UTR contains a binding site 

for a host cellular tRNALys3, which is used as a primer for reverse transcription[116,117] (Figure 

2.4b). Its binding results in RNA conformational changes that favour dimerization, and presumably 

packaging[92,118]. 

 

Figure 2.4| RNA structural switches and long-distance interactions regulate the balance between genome 

replication, packaging, and translation. (a) The HCV life cycle is regulated by a complex network of long-

distance intra-molecular interactions and inter-molecular interactions. The packaging site which binds to the 

HCV core protein resides in the 3′ untranslated region (3′UTR). A long-distance base pairing between the cis-

acting element (CRE) in the coding region and the X-tail in the 3′UTR regulates the balance between replication 

and packaging (light green dotted line). A long-distance interaction between the CRE and the internal ribosome 

entry site (IRES) regulates the balance between replication and translation (dark green dotted line). The 3′UTR 

is alternatively structured, leading to the formation of homodimers through an intermolecular interaction. The 

HCV 5′UTR binds the host microRNA miR-122 to regulate different aspects of HCV replication; (b) A structural 

switch in the HIV-1 5′UTR regulates the balance between genome translation and packaging. Transcripts 

beginning with three G residues fold into a monomer conformation and are preferentially translated. 

Transcripts beginning with one G residue fold into a dimer conformation. Structural switching is mediated by 

mutually exclusion interactions between regions U5 (pink), SL1 (blue), the AUG region (green), and a host tRNA 

(purple). 

 

2.4. Intermolecular RNA-RNA Interactions in Segmented Viruses 

Many viruses split their genome into smaller independent segments. This causes problems for 

genome assembly, which is solved using one of two strategies: random vs selective packaging (Figure 

2.5). Tri-segmented bunyaviruses, such as the rift valley fever virus (RVFV) and Schmallenberg virus 

(SBV), use the simpler strategy of random incorporation[119,120] (Figure 2.5a). Single molecule 
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fluorescent in situ hybridisation (smFISH) revealed only 1 in 10 RVFV particles contain the full 

complement of genome segments due to the inherent heterogeneity in this packaging strategy[119]. 

Intuitively, as the number of segments increase, the probability of packaging one copy per particle 

decreases rapidly unless a large number of genome segments are incorporated per particle[121]. As 

this is not very efficient, many segmented viruses have overcome the genome assembly problem 

with specific packaging signals, which allow each distinct segment to be identified and packaged 

(Figure 2.5b). 

A well-studied example is influenza A virus of the Orthomyxoviridae family. Its genome consists of 8 

negative-sense viral RNAs (vRNAs) that are packaged into viral particles as viral ribonucleoprotein 

(vRNP) complexes[121]. Because each vRNA encodes for an essential protein, every infectious viral 

particle must contain at least one copy of each segment. Indeed, smFISH experiments prove that 

most viral particles contain precisely one of each segment[122,123]. Furthermore, numerous 

electron tomography studies demonstrate that influenza vRNPs in budding viruses adopt an 

arrangement, also known as ‘1+7’ conformation, in which seven vRNPs surround a central one[124–

126]. Altogether, these data argue for a selective packaging process. Defective interfering (DI) RNA, 

which naturally arise in cell culture at high multiplicity of infection (MOI), retain 100-300 nucleotides 

from their terminal sequences indicating that these regions contain packaging signals[127–130]. 

Indeed, deletion and mutagenesis studies have grossly defined terminal packaging regions within all 

eight vRNAs[131–140]. Terminal packaging signals are proposed to be bipartite, containing a non-

specific “incorporation signal” in the UTR/promoter region, and a specific “bundling signal” in the 

terminal coding regions[140]. The hypothesized incorporation signal directs vRNP packaging into 

virions, whereas the bundling signal allows discrimination between vRNPs. The mechanism mediating 

this phenomenon is still not completely understood, but the most attractive explanation is that 

packaging signals discriminate between segments by defining direct and segment specific inter-

molecular RNA-RNA interactions (Figure 2.5c). In support of this idea, electron microscopy studies 

show frequent physical contacts through the entire length of each vRNP with a string-like form 

reminiscent of RNA[125,126,141,142], and vRNAs are able to form RNA-RNA interactions in 

vitro[126,143,144]. The prevailing model is that influenza vRNPs are packaged as a supramolecular 

complex that held together through a network of interactions where each vRNA contacts at least one 

other vRNA[8]. This would help explain why mutations to packaging signals in one vRNA often 

affected the packaging of other vRNAs[136,139,145]. Furthermore, the capacity of RNA to tolerate 

mutations without disrupting structure and function would explain why packaging site mutations do 

not always give rise to phenotypic effects. Importantly, several vRNA-vRNA interactions have been 

characterised at the nucleotide level proving that at least some packaging signals define direct RNA-

RNA contacts[143,146,147]. These recent results have spurred efforts to map more completely inter-

segment interactions in influenza using high-throughput sequencing and RNA proximity ligation 

technologies[147,148]. Collectively, these studies have revealed that the inter-molecular RNA-RNA 

interactions are extensive, with frequent contacts seen throughout vRNAs, including in the central 

coding regions. Nevertheless, comprehensive maps of direct vRNA-vRNA contacts have been 

surprisingly difficult to interpret, with many interactions having no apparent functional role. One 

major conclusion could be that vRNA packaging signals are complex and redundant, but it could also 
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reflect biases in contact map technology. Furthermore, the role of protein-RNA and protein-protein 

interactions in this process is not excluded. As a matter of fact, influenza nucleoprotein (NP) provides 

an additional layer of complexity to this process as it incompletely coats the vRNA and helps to 

define which vRNA sequences are available to form inter-molecular interactions[149–151]. 

 

Similar principles seem to apply to dsRNA segmented viruses of the Reoviridae family, which includes 

rotavirus and bluetongue virus. Rotavirus has a genome composed of eleven dsRNA segments of 

different sequences and lengths (0.7 to 3.1 kb)[152]. Paralleling recent results in influenza, inter-

molecular interactions between segments 9, 10 and 11 of the rotavirus RNAs were observed in 

vitro[153]. Disruption of the putative interaction sites by mutation or with oligoribonucleotides 

inhibited complex formation and viral replication in cell culture[153]. Studies with bluetongue virus, 

which has ten dsRNA segments, suggest a model whereby assembly begins with the formation of an 

initial complex built of the small RNA segments[154–156]. This complex would then serve as a base 

for sequentially recruiting the remaining RNA segments to ultimately generate a complete complex 

that is packaged into virions. In the case of influenza, smFISH studies reveal that sequential vRNP-

vRNP interactions occur en route to the plasma membrane where packaging takes 

place[123,157,158]. However, current evidence indicates that there is not a single assembly pathway, 

but a number of alternative preferred pathways that nevertheless prevent the incorporation of more 

than one copy of each segment[123]. How this is achieved at the mechanistic level is still an open 

question. 
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Figure 2.5| Segmented viruses package their genomes randomly or by using segment specific packaging 

signals. (a) Bunyavirus randomly package three genome segments, small (S), medium (M) and large (L), such 

that many progeny virions are empty or incomplete; (b) Influenza A virus package 8 genome segments 

selectively. Genome segments within budding virions are organized into a 1 + 7 arrangement with one central 

segment surrounded by seven others; (c) Influenza vRNAs are packaged as viral ribonucleoproteins (vRNPs). 

vRNAs are bound by nucleoprotein (NP) and a heterotrimeric polymerase. vRNA is incompletely coated by NP 

allowing for inter-segment vRNA-vRNA interactions to occur as a possible mechanism underlying the selective 

packaging process. 

 

2.5. RNA Packaging and Evolution 

RNA based packaging signals play a much broader role in viral life cycles than assembly, and it is now 

appreciated that RNA virus genome structures are optimized to facilitate viral evolution during co-

infection. One widespread strategy is template switching during replication leading to recombination 

and the formation of genome chimeras, which is a conserved phenomenon in retroviruses[10,159] 

(Figure 2.6a). Another common strategy is genome segmentation leading to reassortment, which can 

be seen in rotaviruses and influenza viruses[160] (Figure 2.6b). Recombination and reassortment are 

both non-random processes that are heavily biased by RNA sequence and structure. 

Retroviruses package two near identical copies of the genome as a non-covalently associated 

dimer[97]. One evolutionary advantage for this dimeric genome organization is that it brings 

together two templates for packaging into virions. Template switching during subsequent infection 

and reverse transcription generates a recombinant virus that is genetically distinct from the two 

parental viruses[161–165] (Figure 2.6a). Retroviral recombination is a major mechanism by which 

retroviruses escape selective pressures imposed by the immune system or antiretroviral therapy[10]. 

As previously noted, HIV-1 dimerization is mediated by the palindromic loop sequence of SL1[94–96]. 

Sequence variations that are unable to form the kissing loop interaction are also defective in 

recombination due to their inability to be co-packaged into virions[166]. Indeed, the loop sequences 

in subtype B (GCGCGC), and subtypes A, C and G(GUGCAC) are incompatible. Inter-subtype 

recombination is thus much lower compared to intra-subtype recombination[94,166,167]. 

Interestingly, HIV-1 genomes containing deletions in SL1 are still packaged into virions as dimers, 

albeit at a lower level than wild-type viruses[168,169]. This provides strong evidence that so-far 

undetected inter-molecular interaction exist throughout the HIV-1 genome that may enable the 

formation inter-subtype recombinants even viruses are unable to form the kissing-loop interaction at 

SL1. 

Packaging signal incompatibilities are also thought to be a major restriction to reassortment in 

segmented viruses[146,147,170–173]. This is especially important for influenza where introductions 

of sequence variation from animal reservoirs have led to pandemics in the past[174]. Fortunately, 

divergence in packaging signals between human and animal viruses is one of many steps that may 

block reassortment[171,172]. The molecular mechanism restricting reassortment probably lies in the 
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inability of divergent sequences to form intermolecular vRNA-vRNA interactions required for 

packaging[146,147,170]. This provides hope that in the future, better knowledge of viral structures 

may be repurposed to predict or even direct viral evolution to combat both emerging and endemic 

RNA viruses. 

 

Figure 2.6| Viral RNA packaging influences viral evolution. (a) HIV-1 virions contain two copies of the genome. 

After co-infection, up to 50% of progeny co-package different genomes. Template switching during reverse 

transcription produce cDNA that is a chimera of the two genomes; (b) Influenza A virions contain eight 

different vRNA segments. After co-infection, reassortant progeny virions are produced containing a mixture of 

segments from each parental virus. 

 

2.6 Outlook 

Generally, viral RNA packaging is assumed to be a process dependent on a few clearly defined RNA 

structural motifs specifically recognized by a viral protein. However, when evaluating binding 

affinities and specificities of those RNA-protein complexes in vitro, they often don’t show the 

specificity that is observed for the packaging process in vivo[23]. Thus, it may be reasonable to think 



 

28 

 

of packaging as an integrative process that involves multiple co-occurrent interactions that must also 

take place at the correct time and subcellular localization for genome packaging to occur.   

Excitingly, new methods to characterize RNA virus packaging signals are being developed that may 

help to resolve the details of these integrative processes. Approaches to study viral RNA packaging 

spans disciplines and can now shed light on this process across multiple scales. For example, 

advanced cryo-EM techniques promise to determine RNA structures at high resolution in three-

dimensions[175–177]. Furthermore, cryo-EM[178–181] and X-ray scattering[182,183] may reveal 

RNA-protein interaction sites inside of viral capsids. In parallel, RNA structural probing techniques are 

being developed that enable the detection of structural changes in RNA that may be the result of 

RNA packaging, e.g. by identifying alternative structures[184,185] and/or mapping RNA-protein 

interaction sites on the RNA[186,187]. Continual improvements in quantitative live, super resolution, 

and expansion microscopy will be key for understanding mechanisms of viral assembly in 

cells[123,188–192]. These improvements are beginning to reveal how inherent variability in viral 

assembly allow viruses to replicate and evolve in the face of complex and unpredictable 

environments[123,190]. Finally, comparative high throughput sequencing can identify RNA packaging 

signals, be it historically from identifying genomic constraints of packaging-competent defective viral 

genomes[193–197], or more recently by reverse genetics systems that quantify relative packaging 

efficiencies of large pools of mutants in parallel[43]. Together, these technical revolutions are sure to 

dramatically improve our understanding of the molecular mechanisms of viral RNA genome 

packaging across virus families and scales. In the near future, these insights can be pivoted into novel 

antiviral drugs and vaccines for controlling these important human pathogens. 
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Abstract  

RNA dimerization is the noncovalent association of two human immunodeficiency virus-1 (HIV-1) 

genomes. It is a conserved step in the HIV-1 life cycle and assumed to be a prerequisite for binding to 

the viral structural protein Pr55Gag during genome packaging. Here, we developed functional 

analysis of RNA structure-sequencing (FARS-seq) to comprehensively identify sequences and 

structures within the HIV-1 5' untranslated region (UTR) that regulate this critical step. Using FARS-

seq, we found nucleotides important for dimerization throughout the HIV-1 5' UTR and identified 

distinct structural conformations in monomeric and dimeric RNA. In the dimeric RNA, key functional 

domains, such as stem-loop 1 (SL1), polyadenylation signal (PolyA) and primer binding site (PBS), 

folded into independent structural motifs. In the monomeric RNA, SL1 was reconfigured into long- 

and short-range base pairings with polyA and PBS, respectively. We show that these interactions 

disrupt genome packaging, and additionally show that the PBS-SL1 interaction unexpectedly couples 

the PBS with dimerization and Pr55Gag binding. Altogether, our data provide insights into late stages 

of HIV-1 life cycle and a mechanistic explanation for the link between RNA dimerization and 

packaging. 
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3.1 Introduction 

3.1.1 Overview of human immunodeficiency virus (HIV)  

Human immunodeficiency virus (HIV) belongs to Retroviridae, which attacks human immune system 

and causes acquired immunodeficiency syndrome (AIDS)[1][2]. Since the 1980s, about 55.9-110 

million people have been infected and about 27.2-47.8 million have died of HIV 

(https://www.who.int/data/gho/data/themes/hiv-aids). It can be divided into two major types, HIV-1 

and HIV-2. HIV-2 mainly causes epidemic in west Africa, while HIV-1 is more infective and virulent, 

and is the cause of the majority of HIV infections globally.  

HIV can infect different immune cells, such as helper T cells (specifically CD4+ T cells), dendritic cells, 

microglial cells, and macrophages[3]. HIV weakens the human immune system by killing immune 

cells through several mechanisms, like apoptosis[4] and pyroptosis[5]. Patients usually die from 

severe viral, bacterial or fungal infections or cancers. Even though there is no effective cure for HIV 

infection, it can be controlled with proper medical treatment. 

HIV-1 viral particles have lipid membranes derived from the host cell harbouring the surface 

glycoproteins, gp120 and gp41. The matrix protein lies beneath the membrane, and the capsid core 

of the virus particle contains two copies of positive full length single-stranded RNA, which are tightly 

bound to nucleocapsid, as well as the proteins necessary for HIV-1 replication, including reverse 

transcriptase, protease, and integrase[6][7]. HIV-1 enters cells using CD4 as a receptor and CCR5 or 

CXCR4 as co-receptors.  Upon binding to the host cell, the viral and cell membrane fuse, releasing the 

capsid into cytoplasm[8][9]. After removal of the capsid protein by uncoating[10], the genomic RNA 

is reverse transcribed into cDNA then viral dsDNA by carried reverse transcriptase. Next, the viral 

dsDNA is transported to cell nucleus, and integrated into the host cell genome by the viral integrase. 

The resulting provirus might be dormant and under latency, or be transcribed by host cell RNA 

polymerase II into full-length viral RNA. The full-length positive RNA can be either directly translated 

into Gag or Gag-Pol proteins, or be packaged with the Gag precursor proteins into viral particles to 

function as the genomic RNA (Figure 3.1a).  

 

3.1.2 HIV-1 genome dimerization and packaging  

Like other retrovirus members, HIV-1 packages two copies of its genome into viral 

particles[11][12][13]. These genomes are non-covalently associated at an RNA motif called the 

dimerization initiation site (DIS)[14][15]. This association, known as dimerization, impacts multiple 

steps of the HIV-1 life cycle. Packaging two complete RNAs as genome has the advantage for 

frequent template switching events during reverse transcription, which results in recombinant 

viruses that have distinct heredity from the two parental viruses. Besides, allowing strand transfer 

also act as a rescue mechanism to recover genetic information from an incompletely integrated RNA 
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molecule[16]. It is also linked to a structural switch that may regulate genome packaging and 

translation within cells.  

Many studies have shown that dimerization is highly regulated by the conserved HIV-1 

5’UTR[17][18][19][20][21]. The most essential region is DIS, which is a six-nucleotide long GC-rich 

palindromic sequence within stem-loop 1 (SL1) that initiates dimerization through an inter-molecular 

“kissing loop” interaction[16][22]–[24]. Although SL1 is widely considered the primary dimerization 

motif, numerous studies indicate that genome dimerization is also modulated by sequences outside 

of SL1[25]–[31]. For example, dimerization is promoted by a long-range base pairing between 

nucleotides overlapping the gag start codon (AUG) and the unique 5′ element (U5)[31]–[33] (Figure 

3.1b). Alternatively, it is inhibited when the region containing the AUG folds into a small hairpin, in 

turn freeing U5 to form a pseudoknot interaction with SL1[32][34] (Figure 3.1b). The U5-SL1 

pseudoknot interaction was originally proposed as a liable interaction between the loop region of SL1 

and U5, but a recent NMR study uncovered a more extensive base-pairing between U5 and SL1[34]–

[36]. Furthermore, intrinsic transcriptional start site heterogeneity, which produces transcript 

variants beginning with different counts of G residues (1G, 2G or 3G), has been shown to regulate 

dimerization by shifting the equilibrium between mutually exclusive structures containing either an 

U5-AUG, or a U5-SL1 interaction[35]–[37]: 1G transcripts expose the DIS for dimerization and 

sequester the 5’ cap, whereas 3G variants conceal the DIS whilst exposing the cap to enhance 

translation[36]. In addition to the U5-AUG and U5-SL1 conformations, over 20 structural models of 

the HIV-1 genome have been proposed, suggesting that the 5’UTR may dynamically adopt multiple 

conformational states[17][38]. It seems therefore likely that other structural forms of the HIV-1 

genome exist to regulate genome dimerization, or other critical aspects of HIV-1 biology. 

Dimerization is assumed to be a prerequisite for genome packaging into virions, although the 

mechanistic relationship between dimerization and packaging is still under debate[19], [25], [39]–

[41].  

As it is discussed in Chapter 2[42], HIV-1 recognizes the genomic RNA through specific interactions 

between the viral Gag protein and packaging signals present at the 5′ end of the genome, which was 

initially identified as SL3[39], [43]–[45]. More recent studies proved that SL1 is the primary Gag 

binding site and there was a more significant packaging deficiency when it was deleted or 

mutated[18], [46]–[48]. Later studies demonstrated that U5-AUG interactions also played key roles in 

the Gag selectively binding with genomic RNAs[31], [47], [49]–[51].  

Sequences required for dimerization largely overlap with other conserved functional elements, such 

as those involved with genome packaging.  Indeed, this genetic overlap between dimerization and 

packaging signals is a major reason why dimerization is considered to be a pre-requisite for packaging, 

even though the precise molecular mechanism underlying this phenomenon is unclear.  

 



 

48 

 

 

Figure 3.1| HIV-1 virion structure and genome dimerization and regulation. (a) HIV-1 virion diagram. (b) 
Dimerization is a key step in the HIV-1 life cycle. Monomeric RNA is thought to be preferentially translated, in 
contrast to dimeric RNA, which is a prerequisite for packaging into virions. Dimeric RNA helps maintain genome 
integrity through recombination. (c) The HIV-1 5′ UTR is composed of distinct structural domains linked to 
different functions in the HIV-1 life cycle. TAR stands for transcription. PolyA stands for polyadenylation that is 
inactive in the 5′ UTR. U5 in unique 5 region or PBS, stands for annealing of the host tRNA for initiating reverse 
transcription. SL1–SL3 contain the packaging signal. SL2 contains the splice donor site. Dimerization occurs 
through a kissing loop interaction at a sequence in SL1. LDIs/ alternative folds involving LDIs, such as between 
SL1–U5 and U5–AUG may regulate dimerization. 

 

3.1.3 Methodology to study RNA structure and function  

Mutational interference mapping experiment (MIME) is an unbiased, quantitative single-nucleotide 
resolution method to identify the RNA primary sequence and secondary structures of an RNA 
molecule that are crucial for its function[48][52]. The work flow of MIME includes introducing 
mutations into RNAs randomly, functional selection and next-generation sequencing. In the end, the 
sequences important for the function will be identified. Therefore, it can be applied to identify the 
sequences regulate HIV-1 dimerization easily in vitro. 
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As discussed in chapter 1, chemical probing is a powerful approach to determine RNA secondary 
structure[53]–[55]. DMS-MaPseq has the advantage that the DMS modifications can be read out as 
mutations under certain reverse transcription conditions [56]–[58]. Another method called M2-
seq[59], which is also based on DMS probing and mutation read out, overcomes the limitation of 
DMS-Mapseq that predicts RNA structure based on DMS activity by introducing low frequent 
mutations following DMS probing and identifying the co-related mutations to remodel the RNA 
structure.  

By combining the methods above, we developed a novel approach that we call Functional Analysis of 
RNA Structure (FARS-seq) to disentangle genome dimerization from other steps of the viral life-cycle 
and comprehensively mapped structure determinants of HIV-1 genome dimerization[60]. 

The workflow of FARS-seq includes: RNA mutagenesis, function selection, DMS probing, mutational 

profiling (reverse transcription which encodes DMS modifications as mismatches), mutation co-

relation analysis and RNA structure remodelling.  

 

3.2 Material and methods 

Plasmid 

NL43 sequences were obtained from pDRNL43 ΔEnv plasmid, which is containing full-length NL43 but 

without flanking cellular sequences[61] and contains a deletion in Env for biosafety.  

Protein expression and purification 

Expression, purification and characterization of NL4.3 Pr55Gag with an appended C-terminal His6-tag 

was performed as described by McKinstry et al[62]. 

Mutant library preparation 

DNA templates were prepared by PCR using Taq DNA polymerase (NEB). For NL43, using RNA 

expression plasmid pDRNL43- ΔEnv and forward primers containing T7 RNA polymerase promoter 

and 3G/2G/1G at 5’end AAAgaagacTTggggTAATACGACTCACTATAGGGTCTCTCTGGTTAGACCAG / 

AAAgaagacTTggggTAATACGACTCACTATAGGTCTCTCTGGTTAGACCAG / 

AAAgaagacTTggggTAATACGACTCACTATAGTCTCTCTGGTTAGACCAG and reverse primer 

mGmATCTAAGTTCTTCTGATCCTGTCTG. And for Mal, using plasmid puc19_HIV-1 Mal_5'UTR and 

forward primers containing T7 RNA polymerase promoter and 3G/1G at 5’end 

TAATACGACTCACTATAGGGTCTCTCTTGTTAGACCAG / 

TAATACGACTCACTATAGTCTCTCTTGTTAGACCAG and reverse primer 

mGmATTTAATTTCTTCTGATCCTGTCTTG. PCR amplifications were performed in 1X reaction buffer, 0.2 

mM dNTPs, 250 nM forward primer and reverse primer, 1 ng plasmid as template, 1.25 U Taq DNA 

polymerase (NEB) using the PCR cycling conditions: 98°C for 30 s, followed by 32 cycles of 98°C for 10 
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s, 60°C for 30s, and 68°C for 1 min. Products were visualized by electrophoresis on 1% agarose gels in 

1X TAE buffer and column purified with NucleoSpin Gel and PCR Clean-up kit (Macherey-Nagel). The 

purified PCR products were used as template for error prone PCR using the Mutazyme II DNA 

polymerase (Agilent) and forward primer TAATACGACTCACTATA and the same reverse primers above. 

The PCR reaction volume was 50 μl and consisted of 2 ng of template DNA, 1X buffer, 200 µM dNTPs, 

0.25 mM of each primer, 2.5 U of Mutazyme II DNA polymerase. PCR cycling conditions were 95 °C 

for 2 min followed by 35 cycles of 95°C for 30 s, 35-42°C for 30 s and 72°C for 1 min. Products were 

visualized by electrophoresis on 1% agarose gels in 1X TAE buffer. A final column purification was 

carried out with the NucleoSpin Gel and PCR Clean-up kit (Macherey-Nagel) kit. 

RNA preparation 

Purified WT and mutated PCR products (900 ng) were used as templates for RNA in vitro 

transcription with a homemade T7 RNA polymerase. Reaction contained 1X reaction buffer (40 mM 

Tris pH 7.5, 18 mM MgCl2, 10 mM DDT, 1 mM Spermidine), 5 mM NTPs, 40 U RNasin (Molox), 900 ng 

DNA template, and 0.05 U of Pyrophosphatase, (NEB) and 5 μl of homemade T7 RNA polymerase. 

The reaction was incubated at 37°C for 3 h, followed by DNase I treatment for 30 min at 37 °C. RNA 

was gel purified after electrophoresis on 1% agarose gels in 1X TAE buffer using the NucleoSpin Gel 

and PCR Clean-up kit (Macherey-Nagel) with NTC buffer (Macherey-Nagel). Half of the purified RNA 

was capped with Vaccinia Capping System (NEB). Briefly, 10 µg of RNA was mixed with nuclease-free 

H2O in a 1.5 ml microfuge tube to a final volume of 15 µl. The sample was heated at 65°C for 5 min, 

then placed on ice for 5 min. 2 µl of 10x capping buffer, 1 µl 10 mM GTP, 1 µl 2 mM SAM, and 1 µl of 

Vaccinia Capping Enzyme were added and the sample was incubated at 37°C for 30 min. Capped RNA 

was column purified using the NucleoSpin Gel and PCR Clean-up kit (Macherey-Nagel) with NTC 

buffer (Macherey-Nagel). 

Native agarose gel electrophoresis 

RNA (600 ng) was denatured at 90°C for 2 min followed by chilling on ice for 2 min. RNA was 

incubated at 37°C for overnight (15-17 h) in high salt buffer (10 mM KH2PO4, pH 7.4, 1 mM MgCl2, 

122 mM KCl) or low salt buffer (10 mM NaCl, 10 mM Tris, pH 7.4). Samples were loaded with native 

loading dye (0.17% Bromophenol Blue and 40% (vol/vol) sucrose) on 1% agarose gel prepared with 

1X Tris-Borate Magnesium (TBM) buffer (89 mM Tris base, 89 mM boric acid and 0.2 mM MgCl2) and 

fractionated at 100 V for 85 min at room temperature. In some experiments, 12 pmol of oligos cPBS 

(182-199) GTCCCTGTTCGGGCGCCA and/or cPBS (199-216) TTCCCTTTCGCTTTCAAG were added 

to the RNA before denaturing to assess the effect of disrupting the PBS on dimerization. 

Native polyacrylamide gel electrophoresis 

RNA (800 ng) was denatured at 90°C for 2 min followed by chilling on ice for 2 min. RNA was then 

incubated at 37°C for 30 min in high salt buffer (50 mM sodium cacodylate, pH 7.5, 300 mM, KCl, and 

5 mM MgCl2) or low salt buffer (50 mM sodium cacodylate, pH 7.5, 40 mM KCl, and 0.1 mM MgCl2). 

Samples were loaded with native loading dye (0.17 % Bromophenol Blue and 40 % (vol/vol) sucrose) 
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on 4 % acrylamide non-denaturing gel prepared with 1X Tris-Borate Magnesium (TBM) (89 mM Tris 

base, 89 mM boric acid and 0.1 mM MgCl2) and fractionated at 150 V for 4 h at 4°C, including 2 

reference samples with SYBR gold (Invitrogen), which could be visualized under blue LED light. The 

dimer and monomer bands in samples were cut from the gel according to the position of reference 

samples by scalpel.  

In gel DMS probing 

Each gel piece from the polyacrylamide gel was divided into 2 parts. Half was soaked in 1X TBM 

containing 170 mM DMS (dissolved in EtOH), incubated at 37°C for 15 min, followed by quenching 

with 50% (final) β-mercaptoethanol. The other half was soaked in 1X TBM (89 mM Tris base, 89 mM 

boric acid and 0.1 mM MgCl2) containing the equivalent volume of EtOH as the DMS treated sample, 

and incubated at 37°C for 15 min. Gel slices were crushed into small pieces, soaked in 1X TBM (89 

mM Tris base, 89 mM boric acid and 0.1 mM MgCl2) buffer at 4°C overnight. RNA was extracted using 

NucleoSpin Gel and PCR Clean-up kit (Macherey-Nagel) with NTC buffer (Macherey-Nagel). 

Reverse transcription 

35 ng of DMS modified RNA or 25 ng of control RNA was performed with 200 U SuperScript II reverse 

transcriptase (Invitrogen), 0.1 µM of reverse transcription primer 

mGmATCTAAGTTCTTCTGATCCTGTCTG for NL43 and mGmATTTAATTTCTTCTGATCCTGTCTTG for Mal, 

0.5 mM dNTPs, 50 mM Tris·HCl, pH 8.0, 75 mM KCl, 6 mM MnCl2, 10 mM DTT in 20 µl reactions. The 

RT reaction was incubated at 42°C for 3 h.  

Library preparation 

For the functional probing MIME experiments, reverse transcribed cDNAs were amplified with 250 

nM primers Fw- TCGTCGGCAGCGTCAGATGTGTATAAGAGACAGGGTCTCTCTGGTTAGACC, Rv-

GTCTCGTGGGCTCGGAGATGTGTATAAGAGACAGGATGGTTGTAGCTGTCCCAG, 200 µM dNTPs, 1X Q5 

reaction buffer, Q5 polymerase (NEB) using the PCR cycling conditions: 98°C for 30 s, followed by 32 

cycles of 98°C for 10 s, 55°C for 30 s, and 72°C for 30 s. The PCR products were visualized by 

electrophoresis on 1% agarose gels in 1X TAE buffer and column purified (using the NucleoSpin Gel 

and PCR Clean-up kit (Macherey-Nagel). 25 ng purified products were used in the final sequencing 

library preparation with Nextera DNA Flex Library Prep (Illumina) and Nextera DNA CD Indexes (96 

Indexes, 96 Samples, Illumina), according to the manufacturer’s instructions. For structural profiling 

by DMS, we performed amplicon sequencing. PCR reaction volume was 25 μl, 200 μM dNTPs, 250 nM 

primer pair 1 for NL43 (Fw- TCGTCGGCAGCGTCAGATGTGTATAAGAGACAGggtctctctggttagacc and Rv- 

GTCTCGTGGGCTCGGAGATGTGTATAAGAGACAGGCGTACTCACCAGTCGCC) or primer pair 2 for NL43 

(Fw-TCGTCGGCAGCGTCAGATGTGTATAAGAGACAGcgaaagtaaagccagaggag and Rv- 

GTCTCGTGGGCTCGGAGATGTGTATAAGAGACAGCTCCCTGCTTGCCCATAC), or 250 nM primer pair 3 for 

Mal (Fw- TCGTCGGCAGCGTCAGATGTGTATAAGAGACAGGGTCTCTCTTGTTAGACC and Rv- 

GTCTCGTGGGCTCGGAGATGTGTATAAGAGACAGCGCTCTCGCCTCTTGCTG) or primer pair 4 for Mal (Fw-

TCGTCGGCAGCGTCAGATGTGTATAAGAGACAGAGTGGCGCCCGAACAGGG and Rv- 



 

52 

 

GTCTCGTGGGCTCGGAGATGTGTATAAGAGACAGCTTTCCCCCTGGCCTTAACC), 1X GXL reaction buffer, 

0.625 U of PrimeSTAR GXL DNA Polymerase (Takara Bio). Two PCR amplifications were performed 

using the PCR cycling conditions: 98°C for 30 s, followed by 34 cycles of 98°C for 10 s, 60°C for 15 s, 

and 68°C for 30 s. Amplified libraries were column purified using the NucleoSpin Gel and PCR Clean-

up kit (Macherey-Nagel). Paired end PE150 sequencing was carried out on an Illumina Novaseq 

instrument (Novogene). 

Data analysis 

Sequencing data relating to MIME functional profiling experiments was first preprocessed using 

automated python scripts. First, sequencing reads were quality trimmed and stripped of adaptors 

with CutAdapt with the parameters “--nextseq-trim 35 – max-n 0 -A CTGTCTCTTATA -a 

CTGTCTCTTATA”. Second, reads were aligned to the HIV-1 5’UTR using Novoalign with the 

parameters “-o SAM -o SoftClip”. Sam files were then analyzed using MIMEAnTo 73 to generate 

Kdimer, which is a quantitative metric relating the effect of a mutation on dimerization (derivation in 

supplementary note). Statistical methods used in MIMEAnTo are described in detail 

elsewhere[52][63].  

Sequencing data relating to DMS structural probing was first preprocessed with ShapeMapper2 using 

parameters “--output-parsed-mutations --output-counted-mutations --render-mutation”. EtOH 

treated and DMS treated raw sequencing reads were passed to ShapeMapper2 via the modified and 

unmodified parameters, respectively[64]. DMS reactivities were calculated from ShapeMapper2 

mutation rates using 90% Winsoring[65]. DMS reactivities were saved as XML files for processing 

with rf-fold module of the RNA Framework software package[58][66]. rf-fold was used to calculate 

Shannon entropies and base pairing probabilities with the parameters “-ow -dp -KT -sh -g”. Initial 

RNA structure predictions of monomer and dimer conformations, using DMS reactivities as soft 

constraints, were performed with rf-fold using the RNA folding algorithms in the Vienna RNA 2.0 

package[67]. Refined RNA structure predictions using multidimensional probing results as additional 

hard constraints were performed using RNAfold of the Vienna RNA 2.0 package[67]. Cluster maps of 

DMS reactivities were generated using the clustermap function of the python Seaborn data 

visualization library using ‘kendall’ correlation method and ‘average’ cluster method (v 0.11.1). 

Principal Component Analysis was carried out using the PCA function of the python scikit-learn library 

(v 0.23.2). Variances in DMS reactivities were calculated using the var function from the python 

NumPy library (v 1.19.2). Pairwise comparison of DMS reactivities were carried out using a modified 

deltaSHAPE calculation[68]. This modified deltaSHAPE (v 1.0) analysis uses several criteria to identify 

statistically significant changes in reactivities. First, a z-factor test identifies nucleotides where DMS 

reactivities change by > 1.96 standard deviations of the DMS errors. Second, a standard score 

threshold of 1.5 is applied, meaning that delta reactivity values are at least 1.5 standard deviations 

away from the mean reactivity change. To filter these statistically significant sites for biological 

meaning, we next applied an absolute and a relative threshold filter. The absolute difference 

threshold ensures that a minimum reactivity change of 0.2 is needed for the site to be considered 

biologically relevant. The relative threshold filter was set so that a relative change of at least 0.75-
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fold was needed to remove false positives where DMS reactivities are high in both conditions such 

that a large change in reactivity is unlikely to affect RNA structure. RNA structures were visualized 

using Visualization Applet for RNA (VARNA)[69].  

RNA structural interference by multi-dimensional structural probing was carried out using the M2-

seq pipeline[59]. Briefly, data was preprocessed by ShapeMapper into simple files which are string 

representations of mutations in each read. Simple files were converted into the rich and compact 

rdat format specific for RNA structure mapping experiments[70]. A two-dimensional matrix 

containing mutation rates at pairs of nucleotide positions was constructed. Mutation counts were 

subsequently normalized for total number of mutations along each row to give a true modification 

frequency. RNA structure signatures were further refined by calculating z-scores. A thresholding of 0 

was applied to remove negative values, and a convolution filter was applied to enhance cross 

diagonal features. RNA helixes were finally identified in an unbiased manner by applying a filter for 

stems of Watson-Crick and G-U wobble base pairs of at least 3 base-pairs in length. Best stems were 

predicted by eliminating conflicting stems through selecting the highest scoring stem. Bootstrapping 

analyses were performed using the rna_structure function of the Basic Inference Engine for RNA 

Structure (Biers) (https://ribokit.github.io/Biers/) using the default parameters (100 bootstrapping 

iterations). 

Microscale Thermophoresis 

RNA was labeled at the 3' end using pCp-Cy5 (Cytidine-5'-phosphate-3'-(6-aminohexyl) phosphate) 

(Jena Biosciences) with T4 RNA ligase (NEB) overnight at 16°C, followed by RNA Clean & Concentrator 

Kits (ZYMO). 500 nM labeled and purified RNA was denatured at 90°C for 2 min followed by chilling 

on ice for 2 min. RNA was folded at 37°C for overnight (15-17 h) in high salt buffer (10 mM KH2PO4, 

pH 7.4, 1 mM MgCl2, 122 mM KCl). For each binding experiment, RNA was diluted to 10 nM in high 

salt buffer (10 mM KH2PO4, pH 7.4, 1 mM MgCl2, 122 mM KCl, 0.01% Triton X-100, 10mM DTT and 

0.02% BSA). A series of 16 tubes with Pr55Gag dilutions were prepared in high salt buffer, producing 

Pr55Gag ligand concentrations ranging from 30 pM to 1 μM. For measurements, each ligand dilution 

was mixed with one volume of labeled RNA, which led to a final concentration of 5 nM labeled RNA. 

The reaction was mixed by pipetting, incubated for 30 min at 37°C, followed by 30 min on ice. 

Samples were then centrifuged at 10,000 x g for 5 min. Capillary forces were used to load the 

samples into Monolith NT.115 Premium Capillaries (NanoTemper Technologies). Measurements were 

performed using a Monolith Pico instrument (NanoTemper Technologies) at an ambient temperature 

of 25°C. Instrument parameters were adjusted to 5% LED power, medium MST power, and MST on-

time of 1.5 seconds. An initial fluorescence scan was performed across the capillaries to determine 

the sample quality and afterward, 16 subsequent thermophoresis measurements were performed. 

Data of three independently pipetted measurements were analyzed for the ΔFnorm values, and 

binding affinities were determined by the MO. Affinity Analysis software (v 2.3 NanoTemper 

Technologies). Graphs were plotted using GraphPad Prism 8.4.3 software. 
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In solution DMS-MaPseq (in vitro) 

RNA (300 nM) was denatured at 90°C for 2 min followed by chilling on ice for 2 min. Next, RNA was 

refolded at 37°C for overnight (15-17 h) in high salt buffer (10 mM KH2PO4, pH 7.4, 1 mM MgCl2, 122 

mM KCl). DMS was added to the RNA solution to final concentration 170 mM, incubated at 37 °C for 

6 min, followed by quenching with β-mercaptoethanol and purification with ethanol precipitation. 

The purified DMS probed RNAs followed the same reverse transcription and library preparation 

process as the in gel DMS probed RNA samples. 

In solution DMS-MaPseq (in cells) 

24 h prior transfection, 107 HEK293T cells were plated in 10 mL DMEM media containing 10% FBS. 4 

μg of plasmids expressing HIV-1 WT or HIV-1 mutants were mixed with 48 μl Polyethylenimine 

(1mg/mL, Max 40k, Polysciences) and 500 μl DMEM and incubated for 10 min at room temperature 

before being added dropwise on the cells.  24hr post-transfection the cells were probed by replacing 

the media with 3 mL DMEM containing 170mM DMS and incubated at 37°C for 6 min. Cells were 

then washed with 5 mL PBS buffer containing 140 mM β-mercaptoethanol to quench the DMS. 1 mL 

TRI-reagent (Sigma-Aldrich) is directly added on the cells to extract RNA according to the 

manufacturer’s instructions. DNA contaminants were removed by TurboDNase (Invitrogen) 

treatment for 30 min at 37°C. RNA was purified using NucleoSpin Gel and PCR Clean-up kit 

(Macherey-Nagel) with NTC buffer (Macherey-Nagel) and eluted in 20 μl of 5 mM Tris-HCl pH 8.0. 7 μl 

of the purified DMS probed RNAs were used for the reverse transcription following the same reverse 

transcription and library preparation process as for the in gel DMS probed RNA samples. 

Competition Assay 

24 h prior transfection, 7*105 HEK293T cells were plated in 2 mL DMEM media containing 10% FBS. 

For the co-transfection experiments, equal amount of plasmids expressing WT or mutants (600 ng 

total) were mixed with 7.2 μl Polyethylenimine (1mg/mL, Max 40k, Polysciences) and 100 μl DMEM 

and incubated for 10 min at room temperature before being added dropwise on the cells. Cells and 

viral supernatant were collected at 24 h post-transfection. Cells were washed with 2 mL PBS buffer 

and RNA was extracted with 1000 μl TRI-reagent (Sigma-Aldrich) according to the manufacturer’s 

instructions. Viral supernatant was first clarified for 2 min at 17000 x g, followed by a filtration step 

through 0.45-micron filter. The filtrate was then transferred into a new tube and the virus was 

pelleted for 2 h at 17000 x g. The viral pellet was extracted with 500 μl TRI-reagent (Sigma-Aldrich) 

and DNA contaminants were removed by TurboDNase (Invitrogen) treatment for 30 min at 37°C. RNA 

was purified using NucleoSpin Gel and PCR Clean-up kit (Macherey-Nagel) with NTC buffer 

(Macherey-Nagel) and eluted in 20 μl of 5 mM Tris-HCl pH 8.0. 10 μl purified RNA was heat 

denatured at 65°C for 5 min together with 0.67 μM reverse primer 

(GATGGTTGTAGCTGTCCCAGTATTTGCC) and 1.67 mM dNTPs in 15 μl total volume, then chilled on ice 

for 2 min. RNA was then reverse transcribed by adding 1X SSIV buffer, 5 mM DTT, 20U RNasin, 100U 

SSIV in 25 μl total volume and incubating at 52°C for 1 h. cDNAs were amplified with 250 nM primers 
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Fw- TCGTCGGCAGCGTCAGATGTGTATAAGAGACAGggtctctctggttagacc,  Rv- 

GTCTCGTGGGCTCGGAGATGTGTATAAGAGACAGGCGTACTCACCAGTCGCC, 200 µM dNTPs, 1X Q5 

reaction buffer, and 0.02 U/uL of Q5 polymerase (NEB) using the PCR cycling conditions: 98 °C for 1 

min, followed by 22 cycles of 98 °C for 10 s, 55 °C for 20 s, and 72 °C for 30 s. The PCR products were 

visualized by electrophoresis on 1% agarose gels in 1X TAE buffer and column purified (using the 

NucleoSpin Gel and PCR Clean-up kit, Macherey-Nagel). 40 ng purified products were used in the 

final indexing PCR using 2.5 μl of Nextera DNA CD Indexes (96 Indexes, 96 Samples, Illumina) in a 14 

uL reaction (200 µM dNTPs, 1X Q5 reaction buffer, and 0.02 U/μl of Q5 polymerase (NEB)). The PCR 

cycling conditions were 98 °C for 2 min, followed by 5 cycles of 98 °C for 30 s, 55 °C for 30 s, and 72 °C 

for 1 min. Paired end PE150 sequencing was carried out on an Miniseq instrument (Illumina) 

according to the manufacturer’s instructions. 

 

3.3 Results 

3.3.1 Functional and structural analysis of RNA dimerization  

HIV-1 genome dimerization largely depends on the stem of SL1 and its GC-rich palindromic loop 

sequence. Nevertheless, evidence suggests that RNA sequences and structures outside of SL1 also 

play a role[17], [28], [36], [39], [71]–[73]. We therefore devised a strategy to exhaustively survey the 

5’UTR for nucleotides influencing dimerization whilst at the same time generating information about 

RNA structure. We call this approach the Functional Analysis of RNA Structure (FARS-seq) (Figure 3.2). 

Fundamentally, FARS-seq uses mutational interference to generate complete, unbiased, quantitative 

profiles of RNA function at single nucleotide resolution[48], [52], (Figure 3.2b). These functional 

profiles are generated by physical separation of mutant RNA populations according to functionality 

followed by next generation sequencing and the analysis of mutation frequencies in the ‘functional’ 

and ‘non-functional’ populations. Simultaneously, structural profiles are obtained by treating the 

fractions with dimethyl sulfate (DMS), which is a chemical widely used for probing RNA structure[74], 

[75]. DMS reacts with unpaired adenosine and cytosine bases to form adducts that can be read out 

as mutations on next generation sequencing machines[53], [56], [65]. Normally, DMS only provides 

information on whether a nucleotide is base paired, and not the identity of the base paring partner. 

However, when DMS modification is performed on mutational libraries it enables the direct 

detection of RNA stems[59], [76] (Figure 3.2c-d). That is, when a mutation in the library occurs within 

a stem, it creates an unpaired nucleotide at the position facing the mutation. This newly unpaired 

residue becomes more accessible for DMS modification leading to correlated mutations in the 

sequencing data. Thus, FARS-seq combines two different mutational read outs to experimentally 

couple RNA structural and functional information. 
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Figure 3.2| Functional and structural analysis of RNA dimerization. (a) FARS-seq. Mutant RNA sequences are 

generated by mutagenic PCR and in vitro transcription. Mutant populations are physically separated into 

monomer and dimer fractions and probed with DMS or left untreated. Mutation frequencies are analyzed by 

next generation sequencing. (b) Functional profiles are obtained by mutational interference. Kdimer is a 

quantitative measure of dimerization based on the ratio of mutations in the dimer selected versus monomer 

selected population, corrected for mutations introduced during the library preparation and sequencing. (c) 

Structural profiles are obtained by DMS that specifically reacts with unpaired A and C residues. DMS-MaPseq 

measures DMS reactivities as mutation rates in DMS treated versus untreated controls. (d) Two-dimensional 

analysis identifies RNA stems through correlations between stem-disrupting mutations and mutations induced 

by DMS. 

 

To physically separate mutants according to their effects on dimerization, we took advantage of the 

observation that RNA transcripts containing dimerization signals spontaneously associate in vitro, 

producing a dimeric RNA species that can be physically separated from the monomeric species on 

native agarose gels (Figure 3.3a). Similar gel-based assays have been instrumental in the discovery of 

dimerization motifs in HIV-1[26], [27], [77] and other viruses[78]–[80]. This setup also disentangles 

the effect of RNA structure on dimerization from other factors, such as the binding of protein or 

other co-factors. To assess the effect of transcription start site heterogeneity on the dimerization 

properties of the HIV-1 genome we tested three transcript variants beginning with 1G, 2G or 3G[35], 

[81] (Figure 3.3a). For each of these transcript variants, we also tested whether capping affected 

dimerization and assessed their dimerization properties under low salt and high salt buffers favoring 

monomerization and dimerization, respectively (Figure 3.3a). After physical separation on a native 

gel, bands corresponding to monomeric and dimeric RNA populations were excised and either left 

untreated or soaked in DMS. For the DMS sample (and its control), RNA was reverse transcribed in 
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the presence of Mn2+ to allow mutagenic bypass of the modified nucleotides by the reverse 

transcriptase[56][64]. In the absence of DMS, mutation frequencies in the mutated and non-mutated 

control library were 5.4x10-3 and 3.7x10-4, respectively, and the mutational interference libraries with 

a signal to noise Dm(i) > 2 (Figure 3.3b; details of signal to noise in https://static-

content.springer.com/esm/art%3A10.1038%2Fs41594-022-00746-

2/MediaObjects/41594_2022_746_MOESM1_ESM.pdf). In the DMS treated samples, we saw an 

additional increase in mutation frequencies at the expected A and C residues indicating a successful 

modification of RNA (3.4- and 7.8-fold increase at C and A, respectively, Figure 3.3c). 

 

Figure 3.3| Functional and structural analysis of RNA dimerization. (a) 1G, 2G and 3G capped and uncapped 

transcript variants migrate as distinct monomer and dimer bands on native agarose gels in both low and high 

salt buffers. Experiments were performed four times and representative data shown. (b) Global mutation rates 

for mutated (blue) and unmutated (red) samples that were untreated (left panel), ethanol treated (middle 

panel) and DMS treated samples (right panel). Mutation rates are higher in mutated compared to unmutated 

samples. Untreated samples, and samples treated as DMS control (EtOH) have similar mutation rates. DMS 

treated samples show a greatly increase mutation rate in both mutated and unmutated samples compared to 

the controls. (c) Nucleotide specific mutation rates (A, C, G, U) for mutated (blue) and unmutated (red) samples 

that were untreated (left panel), ethanol treated (middle panel) and DMS treated samples (right panel). 

Mutation frequencies in the mutated samples are consistently higher at all nucleotides in the mutated 

compared to unmutated samples. In the DMS treated samples, mutations are greatly enriched at C and A 

residues, as expected by the selectivity of the DMS chemical. Box plots show quartile 1 (Q1) to quartile 3 (Q3). 

The second quartile (Q2) is marked by a line inside the box. Whiskers correspond to the box’ edges + /− 1.5 

times the interquartile range (IQR: Q3-Q1). Outliers are shown as points. Data are pooled from two 

independent experiments, each consisting of 32 independent samples. 
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3.3.2 RNA dimerization is regulated by the HIV -1 5’UTR  

We first asked which regions of the RNA were required for dimerization using mutational 

interference mapping (MIME) to calculate Kdimer values for each nucleotide position. This metric is 

related to the ratio of mutation frequencies in the monomer vs dimer RNA. For computational 

analysis however, these ratios are corrected for errors introduced during library preparation and 

sequencing (mechanistic derivation in https://static-

content.springer.com/esm/art%3A10.1038%2Fs41594-022-00746-

2/MediaObjects/41594_2022_746_MOESM1_ESM.pdf). Thus, Kdimer is a quantitative measure of the 

relative effect of each mutation on dimerization. Across all samples and conditions, median log2(Kdimer) 

values were heavily skewed towards positive values indicating that most mutations inhibited, rather 

than enhanced, dimerization indicating that the HIV-1 genome is highly optimized to dimerize as a 

key part of its life cycle (Figure 3.4a). By segregating Kdimer values by structural domain we found that 

most dimerization inhibiting mutations mapped to SL1 (Figure 3.4a). Although less prominent than 

SL1, many other domains exhibited skewed distributions. Mutations to SL3, SL4, and polyA were 

biased towards inhibiting dimerization whereas mutations to TAR and SL2 preferentially enhanced 

dimerization. In contrast, mutations to the inter-domain regions were largely neutral with a narrow 

distribution centered around zero (Figure 3.4a).  

We next plotted median log2(Kdimer) values at each nucleotide position for capped and uncapped 

transcript variants measured under the two buffer conditions (Figure 3.4b-e). All conditions exhibited 

a very large peak that localized to SL1, as well as a smaller double peak mapping to SL3 (Figure 3.4b-

e). In high salt buffer most mutations inhibited dimerization, whereas under low salt conditions it 

was possible to distinguish additional dimerization enhancing or inhibiting regions (Figure 3.4b-e). 

Notably, sequences surrounding the AUG start codon and mapping to U5 were both required for 

dimerization in low salt buffer, suggestive of a functionally important U5-AUG interaction (Figure 

3.4c, e). A double peak also emerged within the region 122-141 in low salt buffer (Figure 3.4c, e). 

This region contains the primer activation sequence (PAS) which hints that structural changes in the 

PBS domain may regulate RNA dimerization[82][83]. Conversely, we found regions within TAR, polyA, 

PBS and SL2 that enhanced dimerization upon mutation (Figure 3.4c, e).  The strongest of these 

regions mapped to the 3’ end of PBS and SL2. Taken together, these data reinforce the key 

importance of SL1 for genome dimerization, but also reveal sequences outside of SL1 participate in 

the dimerization process. 
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Figure 3.4| Functional profiling of sequences involved in dimerization. Functional profiling of sequences 

involved in dimerization by analysed by mutational interference. kdimer is a relative measure of the effects of a 

mutation on dimerization. (a)The log2(Kdimer) values binned according to functional domain in the 5′ UTR: TAR, 

U5, PBS, SL1, SL2, SL3 and SL4. None refers to nucleotide positions that do not fall into any structural domain. 

(b-e) Median log2(kdimer) values for each genome position for all three uncapped transcript variants in high and 

low salt buffers. Thin lines are unsmoothed data, whereas thick lines are smoothed with a window size of 5 nt. 
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log2(kdimer) values for (b) high salt uncapped transcripts (c) low salt uncapped transcripts (d) high salt capped 

transcripts (e) low salt capped transcripts. 

 

3.3.3 1G and 3G RNAs have different dimerization properties  

Because the HIV-1 transcription start site has been reported to alter the structure of the HIV-1 5’UTR, 

we next tested which RNA sequences were important for dimerization within the 1G, 2G, and 3G 

uncapped variants (Figure 3.5a-d). We did this by plotting the absolute difference between the 

median log2(Kdimer) values of each variant to the mean values of the three transcripts. In high salt 

buffer, most positions were unchanged in the 1G, 2G and 3G variants (less than D0.25 log2(Kdimer) 

variant – mean) (Figure 3.5a, c). The only exception was nucleotides mapping to the SL1, which were 

functionally more important in the 3G variant, and less important in the 1G variant. Upon performing 

a similar analysis for the low salt condition, distinct functional profiles for the 1G and 3G transcript 

variants emerged, with divergence across regions compared to the mean of the three transcripts 

(Figure 3.5b, d). The 3G variant had increased dependence on a region spanning the U5 and PAS (nts 

105-117 and nts 125-131) and sequences surrounding the AUG start site (nts 335-344). Increased 

dependencies of smaller magnitudes were also observed in the tRNA primer binding site (nts 182-

200), the anti-PAS (nts 217-223), regions flanking SL1 such as the CU rich motif (nts 228-247), a 

region in SL2 (nts 299-300), and a G rich region downstream of the AUG start codon (nts 360-366). 

We note that the regions in TAR, PBS, and SL2 that enhanced dimerization upon mutation in low salt 

conditions behaved identically in 1G, 2G, and 3G variants, meaning that they impact dimerization in a 

way that is unrelated to transcription start site selection. We also remarked that the 1G and 2G 

transcripts variants behaved similar in both buffer conditions with a reduced dependency on regions 

external to SL1 for dimerization (Figure 3.5). Our interpretation is that the 1G and 2G transcripts 

readily fold into a dimer promoting conformation, whereas the 3G variant has a reduced capacity to 

dimerize. Capped and uncapped transcripts had near identical functional profiles (Figure 3.4b-e).  

The only region that differed in capped and uncapped transcripts mapped to polyA, providing 

indirect evidence of a functional interaction between the 5’ cap structure and polyA (Figure 3.5). 
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Figure 3.5| Relative dimerization properties of 1G, 2G, 3G transcripts. log2(kdimer) values of the 1G, 2G, and 3G 

transcript variants compared to the mean of the 1G, 2G and 3G transcripts for (a) high salt uncapped 

transcripts (b) low salt uncapped transcripts (c) high salt capped transcripts (d) low salt capped transcripts. In 

all conditions, regions within SL1 are more important for dimerization in 3G compared to 1G samples. In low 

salt conditions, the 3G variant had increased dependence on regions outside of SL1. Capped and uncapped 

RNAs show very similar profiles, with the exception of a region in polyA in high salt buffer, which was more 

important for dimerization in the 1G sample compared to 3G. 

 

3.3.4 Distinct structural signals in monomeric and dimeric RNA  

So far, the analysis of the functional profiles demonstrate that sequences involved in genome 

dimerization map to distinct regions of the HIV-1 5’UTR. These sequences may fold into RNA 

structures that are necessary for genome dimerization itself, or indirectly regulate genome 

dimerization by altering folding pathways. We therefore next determined RNA structural motifs 

present in monomers and dimers by analyzing the DMS reactivities of the FARS-seq data.  

As before, we analyzed capped and uncapped 1G, 2G, 3G transcript variants in both monomer and 

dimer buffers. Correlations between DMS reactivities at each position amongst all conditions were 

very high (Figure 3.6a; Kendall rank correlation coefficients, mean 0.84, min 0.70, max 1.0) 

suggesting that significant portion of the 5’UTR was folded into a similar conformation under all 

conditions. Nevertheless, hierarchical clustering of the DMS reactivities revealed a clear structural 
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distinction between monomer and dimer, as well as between the 1G/2G and 3G transcript variants 

(Figure 3.6a). In contrast to the functional profiling, where buffer conditions had a very large effect 

on the functional profiles, structural information obtained under both conditions were highly 

correlated (correlation coefficients; low salt 0.84, high salt 0.85), as were uncapped and capped RNAs 

(correlation coefficients; capped 0.85, uncapped 0.84). The first branchpoint separated 1G/2G dimer 

structures from the 1G/2G monomer and 3G structures. Subsequent branching grouped 1G/2G 

monomer structures away from the 3G structures. Finally, 3G structures separated into monomer 

and dimer subclusters. These four structural groupings were also supported by principal component 

analysis (PCA) of DMS reactivities, which separated monomer from dimer, and 3G variants from 

1G/2G variants (Figure 3.6b). Guided by the PCA and hierarchical clustering, we pooled DMS 

reactivity data into 4 structural groups: 3G dimer, 3G monomer, 1G/2G monomer, 1G/2G dimer. 

Interestingly, across all samples, variance in DMS reactivities localized mainly to polyA and SL1 

(Figure 3.6c). To further explore this, we used a statistical approach to compare DMS reactivities in 

the 1G/2G dimer cluster with the 3G monomer cluster as these were the most structurally divergent 

samples (correlation coefficient 0.740) (Figure 3.6d). Between these clusters, we found statistically 

significant changes in reactivity that again remained localized to polyA and SL1 (Figure 3.6d).  
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Figure 3.6| Structural profiling identifies distinct structural conformations of the HIV-1 5′ UTR. (a) Clustering 

of Kendal rank correlations of DMS reactivities across all positions reveals structural relationships between 

monomer and dimer isolated populations from uncapped and capped transcript variants in high and low salt 

buffer. Relationships between sample DMS reactivities was determined by hierarchical clustering using the 

‘average’ linking method. (b) PCA of DMS reactivities identifies structural four structural classes of the HIV-1 5′ 

UTR. (c) Variance in DMS reactivities across genome positions from all samples is enriched at the SL1 and 

TAR/polyA boundary. (d) Statistical analysis of DMS reactivities in 1G/2G and 3G structural classes finds that 

significant differences in reactivities are mainly localized to polyA and SL1. A z-factor test identifies nucleotides 

where DMS reactivities change by >1.96 standard deviations of the DMS errors. An absolute difference 

threshold ensures that a minimum reactivity change of 0.2 is needed for the site to be considered biologically 

relevant. The relative threshold of 0.75-fold is used to remove false positives where DMS reactivities are high in 

both conditions such that a large change in reactivity is unlikely to affect RNA structure. 



 

64 

 

To obtain information on RNA secondary structure differences between these structural classes we 

used pooled DMS reactivities as soft constraints to guide in silico RNA folding[58][67] (Figure 3.7, 

Figure 3.8). For the 1G/2G dimer class we obtained an RNA structure that closely resembled the 

‘canonical’ HIV-1 5’UTR (Figure 3.7 and Figure 3.10). This structure contains the TAR, PolyA, PBS, SL1 

and SL3 stem loops, as well as the AUG-U5 interaction. The basal portion of SL1 folded into an 

extended form containing unpaired purines that are important for genome packaging[47][84]. SL2, 

which can fold into alternative stem loop structures, folded as an imperfect stem-loop that exposes 

part of the U1snRNA binding site within the loop, and SL3 folded into its canonical short stem loop 

structure. We then assessed the robustness of this prediction by computing Shannon entropies of 

base pairing probabilities at each position in the 5’UTR (Figure 3.7b, Figure 3.8). Low entropy values 

throughout the 5’UTR indicated high confidence in the prediction and a well-ordered structure with 

only some ambiguity in the base pairing at the basal portion of SL1. This was confirmed by dot plots 

of base pairing probabilities and a bootstrapping analysis showing high confidence stem loop 

structures for the TAR, PolyA, PBS, SL1 and SL3 stem loops, as well as the AUG/U5 interaction (Figure 

3.7c and Figure 3.8). 

We next analyzed the structure of the 3G monomer sample, finding that it was dramatically 

reorganized (Figure 3.7d). The most striking changes were seen in the polyA, AUG-U5, and SL1. PolyA 

and SL1 no longer folded into their canonical stem-loops. Instead, these stem loops were reorganized 

into a long-distance interaction, with the GCGCGC palindromic loop of SL1 base pairing with the 

apical portion of the polyA stem. The AUG-U5 interaction was also no longer present; U5 now base 

paired with the 5’ stem of SL1, and the AUG containing region fold into a stem loop structure also 

referred to as SL4. Finally, we observed a new long-distance interaction between polyA and a region 

within the Gag coding sequence (nts 358-367). The SL1-PolyA reorganization was well supported by 

the DMS reactivity changes (Figure 3.7 and Figure 3.10). In particular, the unpaired adenosine 263A 

in the SL1 loop, which was highly reactive in the dimer structure, became unreactive in the monomer 

due to base pairing with U87. Similarly, nucleotides C84 and C85 in polyA, which were reactive in the 

dimer structure, became unreactive in the monomer due to base pairing with 265G and 266G in the 

SL1 stem. Finally, A89 in the stem of polyA, which was unreactive in the dimer structure, became 

unpaired in monomer structure and reactive to DMS. Shannon entropies, base paring and 

bootstrapping probabilities at the predicted PolyA-SL1 interaction indicated some uncertainty in the 

prediction, especially within U5 and the 5’ portion of SL1 (Figure 3.7f and Figure 3.8). Remarkably, 

despite the reorganization of PolyA and SL1, a large proportion of the 5’UTR folded identically in 

1G/2G dimer and 3G monomeric populations, with PBS, SL2 and SL3 unchanged. Interestingly, TAR 

was present in all predictions, but in the 3G monomer the first nucleotides in the base of TAR 

became single stranded, and potentially more available for the translation machinery.  

The 3G dimer and 1G/2G monomer populations folded into the population folded into the canonical 

5’UTR structure and the alternative polyA-SL1 containing structure, respectively (Figure 3.8). 

However, these two structural classes showed increased Shannon entropies in polyA, U5, SL1 and the 

Gag coding sequence when compared to the 1/2G dimer and 3G monomer structures. Thus, 3G 

dimer and 1/2G monomer populations are structurally less uniform, even though we selected for 
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pure dimer and monomer structures in the native gels. The most likely explanation is that these 

structures partially return to equilibrium after isolation, probably during the probing reaction at 37oC.  

Altogether, these data support a novel structural rearrangement of the HIV 5’UTR leading to 

extensive base pairing between SL1 and the polyA-U5 region. This monomeric rearrangement 

appears to be favored in the 3G populations, whereas the 1G/2G population tend towards the dimer 

structure. 
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Figure 3.7| Secondary structure model for 1G/2G dimer and 3G monomer populations. (a, d) Secondary 

structure model of dimer (a) and monomer class (d). Models were obtained using DMS reactivities as soft 

constraints for in silico folding in the Vienna RNA structure package. For the dimer structure, the U1sRNA 

binding site within SL2 is shown. Structures of polyA and SL1 stem loops and polyA–SL1 interaction are shown. 

DMS reactivities from dimer samples were mapped to A and C residues of the polyA and SL1 stem-loop 

structures. DMS reactivities from the monomer samples were mapped to A and C residues of the polyA–SL1 

interaction. Red signifies highly reactive positions that are unpaired. Pale yellow signifies unreactive positions 

that are base paired. b,e, DMS reactivities and Shannon entropies for the 1G/2G dimer (b) and 3G monomer 

class (e). Arc plots show base-pairing probabilities (green 70–100%; blue 40–70%; yellow 10–40%; gray 5–10%). 

Gray bar in e signifies the polyA–SL1 interaction. (c,f) Dot plots of RNA base-pairing probabilities for the 1G/2G 

dimer (c) and 3G monomer class (f), reveal alternative folding possibilities. RNA stems are shown along the 

diagonals. 
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Figure 3.8| DMS reactivities and Shannon entropies. DMS reactivities and Shannon entropies for the (a) 

1G/2G dimer class (b) 1G/2G monomer class (c) 3G dimer class and (d) 3G monomer class. Arc plots show base 

pairing probabilities (green = 70-100%; blue=40-70%; yellow=10-40%; gray=5-10%). (e-h) Dot plots of RNA base 

pairing probabilities reveal alternative folding possibilities for the (e) 1G/2G dimer class (f) 1G/2G monomer 

class (g) 3G dimer class and (h) 3G monomer class. RNA stems are shown along the diagonals. (i-l) 

Bootstrapping analysis of the predicted dimer and monomer structure. Predicted structure is shown in red. The 

bootstrap support is shown in greyscale, with darker greys signifying better bootstrap support for the (i) 1G/2G 

dimer class (j) 1G/2G monomer class (k) 3G dimer class and (l) 3G monomer class. 
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Figure 3.9| Bootstrapping analysis for 2-dimensional structural probing. Bootstrapping analysis for 2-

dimensional structural probing. The predicted structure for the enhanced dimer and monomer structures are 

shown in red. Bootstrap support is shown in greyscale, with darker greys signifying better bootstrap support for 

the (a) 1G/2G dimer class, (b) 1G/2G monomer class, (c) 3G dimer class, and (d) 3G monomer class. 
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Figure 3.10| Secondary structure model for 1G/2G dimer and 3G monomer class. Secondary structure model 

for 1G/2G dimer and 3G monomer class. (a, b) Secondary structure model of dimer and monomer class, 

respectively. Models were obtained using DMS reactivities as soft constraints for in silico folding in the Vienna 

RNA structure package. For the dimer structure, the U1sRNA binding site within SL2 is shown. For the insets, 

DMS reactivities from monomer and dimer samples were mapped to A and C residues. Structures of polyA and 

SL1 stem loops and polyA-SL1 interaction are shown. DMS reactivities for the monomer population are shown 

on the left hemisphere, and DMS reactivities for the dimer population on the right. Red signifies highly reactive 

positions that are unpaired. Pale yellow signifies unreactive positions that are base-paired. 

 

3.3.5 Refinement of monomer and dimer structures  

The incorporation of information from RNA structural probing experiments improves the accuracy of 

RNA structure predictions, but structural elements can still be incorrectly predicted because data 

from chemical probing experiments typically provide information on whether a nucleotide is base-

pair or not, but not its base pairing partner[85][86]. FARS-seq enables a more powerful model-free 

approach to RNA structure determination by exploiting information in the mutation library to 

identify RNA helices directly (Figure 3.12a). When mutating a nucleotide in a stem structure, the base 

pairing partner, now unpaired, becomes more reactive to the chemical probe leading to correlated 

mutations in the sequencing data[59][86]. This two-dimensional data can directly detect RNA helices 

(along the diagonal) as well as non-canonical and tertiary interactions that are otherwise impossible 

to predict from classical one-dimensional RNA structural probing experiments.  

Signals for RNA helices were visible in the raw mutational and z-score normalized data along the 

diagonals (Figure 3.12b, e). These signals were refined by applying convolution and threshold filters 

to enhance stems as well as tertiary interactions (Figure 3.12b, e). Finally, high confidence stems 

were highlighted by applying a helix filter and algorithm to select the ‘best’ non-conflicting stems 

with the highest score (Figure 3.12c, f). Stem signals corresponding to SL1 were systematically 

present in dimer selected samples and absent in monomer selected samples (Figure 3.11 and 

https://static-content.springer.com/esm/art%3A10.1038%2Fs41594-022-00746-

2/MediaObjects/41594_2022_746_MOESM1_ESM.pdf). In the 1G/2G dimer sample, both SL1 and 

polyA stem signals were observed. In the 3G monomer, polyA and SL1 stems were replaced with a 

signal matching the long distance SL1-polyA interaction (compare Figure 3.12b and c with e and f). 

Unexpectedly, in the 3G monomer we detected an additional novel interaction between the PBS loop 

and SL1, as well as a weaker signal between TAR and PBS, both of which were supported by a 

bootstrapping analysis (Figure 3.7e, f and Figure 3.9). In the previous structural prediction these 

regions in PBS and SL1 had high Shannon entropies and were poorly resolved (Figure 3.7).  

Intriguingly, and uniquely in the 1G/2G structures, the TAR and polyA stem signals in the filtered z-

scores were accompanied by punctate signals characteristic of tertiary contacts, alternative folds or 

non-canonical base-pairings (Figure 3.11). Because these contacts were consistently present in the 

1G/2G samples and missing from the 3G samples, we speculate that they help to stabilize the 5’ end 
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of the HIV-1 transcript to inhibit the translation of 1G/2G transcripts (Figure 3.11 and https://static-

content.springer.com/esm/art%3A10.1038%2Fs41594-022-00746-

2/MediaObjects/41594_2022_746_MOESM1_ESM.pdf). Additionally, in the 1G/2G monomer, the 

mutually exclusive polyA stem and the polyA-SL1 interaction were both observed, strengthening the 

idea that 1G/2G samples are preferentially dimeric and that some interconversion occurs even when 

monomers are isolated (Figure 3.11). 
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Figure 3.11| Two dimensional plots of mutation frequencies. Two dimensional plots of mutation frequencies 

for the (a) 1G/2G dimer class (b) 1G/2G monomer class (c) 3G dimer class and (d) 3G monomer class. z-scores 

of two-dimension structural probing data reveals RNA stems along the diagonal, as well as non-canonical or 

tertiary interactions. Regions in (e) SL1, (f) PBS-SL1, (g) polyA-SL1, (h) TAR and (i) polyA stem are highlighted. 

For TAR and polyA, detected stems are highlighted with green circles. Putative tertiary or non-canonical 

interactions are highlighted with purple circles and arrows. 
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To obtain enhanced structural models of the dimer and monomer structures we focused on the 

1G/2G dimer and 3G monomer samples as these were the most structurally uniform. Here, the best 

stems obtained by multidimensional chemical probing were used as additional hard constraints in 

RNA structure prediction (Figure 3.12d and g). The enhanced 1G/2G dimer structure was nearly 

identical to that obtained without hard constraints, and contained the TAR, PolyA, PBS, SL1 and SL3 

stem loops, as well as the AUG/U5 interaction as previously predicted (Figure 3.12d). The enhanced 

3G monomer structure contained TAR, polyA-SL1 interaction, SL2, SL3 SL4 and polyA-Gag interaction, 

as before, but now included a stem loop structure due to base paring between PBS and SL1 (Figure 

3.12g). A TAR-PBS pseudoknot interaction was added post-hoc, as it was selected by the best stem 

algorithm and supported by a bootstrapping analysis, although we note that the 2d stem score was 

relatively weak. All in all, multidimensional chemical probing not only provided direct experimental 

evidence that 1G/2G dimer and 3G monomer fractions are structurally distinct, but also identified 

structural features that couldn’t be predicted by classical RNA structural probing experiments. 
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Figure 3.12| Two-dimensional mapping of RNA structure in 1G/2G dimer and 3G monomer populations. (a) 

Mutations disrupting RNA stems lead to increases in DMS reactivity at positions opposite the mutation. 

Positions of DMS modification are read out as mutations leading to correlated mutations at pairs of nucleotides 

involved in RNA structure. RNA secondary structures (blue circles) are identified along the diagonals. Punctate 

signals (purple circles) can signify noncanonical or tertiary interactions. b,e, The z-score analysis of mutation 

frequencies from 1G/2G dimer (b) and 3G monomer populations (e). Raw z-scores (lower diagonal) reveal pairs 

of positions enriched with mutations. Filtered z-scores (upper diagonal) enhance stem signals by applying a 

convolution filter and signal threshold. Insets are zooms of the filtered z-scores for the polyA–SL1, PBS–SL1 and 

SL1 stems. (c,f) Stem detection in 1G/2G dimer (c) and 3G monomer populations (f). All stems (lower diagonal) 

reveal all possible stems of minimum length 3 by applying a filter for Watson–Crick and Wobble base pairs to 

the filtered z-score. Best stem (upper diagonal) selects the best nonconflicting stems by removing conflicting 

stems based on filtered z-score. Colored boxes represent regions that are highlighted in enhance RNA 

secondary structure models. (d,g) Enhanced RNA secondary structure models of 1G/2G dimer (d) and 3G 

monomer populations (g). Colored base pairings were detected in multidimensional mapping and used as hard 

constraints before in RNA secondary structure prediction. Dark blue is TAR. Light blue is polyA. Orange is PBS. 

Mustard is SL1. Dark green is SL2. Light green is SL3. Red represents the polyA–SL1 interactions, pink shows the 

new SL1–PBS interaction and purple the TAR–PBS interaction. 

 

3.3.6 SL1 stability is a key element for genome dimerization.  

One of the strengths of FARS-seq is the coupling of RNA structural and functional information at 

single nucleotide resolution. We therefore mapped the Kdimer values onto the dimer and monomer 

structures. In both buffers, the median mutations with the strongest effects mapped to the apical 

portion of SL1, with mutations to the palindromic loop sequence revealed to be the most 

destabilizing for dimerization, in agreement with their crucial role in the kissing loop interaction 

(Figure 3.13a, see https://static-content.springer.com/esm/art%3A10.1038%2Fs41594-022-00746-

2/MediaObjects/41594_2022_746_MOESM10_ESM.zip). The unpaired adenosine residues flanking 

the loop sequence were less important for dimerization than the palindromic sequences, in keeping 

with the observation that they can be individually mutated without disrupting dimerization[87]. 

Mutations to the stem of SL1 also strongly inhibited dimerization, with apical stem mutations 

generally having a stronger effect on dimerization compared to the basal stem mutants [log2(Kdimer) 

values 0.61-6.85 vs 0.31-3.49] (Figure 3.13a). Surprisingly, mutations at several positions within the 

SL1 internal loop (G247, A271, G272, G273) strongly enhanced dimerization upon mutation (Figure 

3.13a, and https://static-content.springer.com/esm/art%3A10.1038%2Fs41594-022-00746-

2/MediaObjects/41594_2022_746_MOESM10_ESM.zip). Dimer enhancing mutations at these 

positions presumably stabilize SL1 by closing or reducing the size of the internal loop, strongly 

indicating that SL1 stability is a critical parameter for dimerization.  

Whilst two-dimensional structural probing identified SL1 as a short stem loop with an apical and 

basal stem separated by an internal loop (nucleotides 243-277), our data nevertheless reveals 

structural plasticity in SL1. This realization comes from mapping the functional data to different 
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extended forms of SL1 that have been proposed in the literature: a two-internal loop model (2IL), a 

three-internal loop model (3IL), and three-way junction (3WJ) model (Figure 3.13b). Even though 

these models have mutually exclusive internal loop configurations, mutations that closed or reduced 

the size of SL1 internal loops were invariably dimerization enhancing (Figure 3.13b, green arrows). 

For example, A235C, A235U or G281U strongly enhanced dimerization by converting the A235-G281 

internal loop into a base pair in the three-way junction (3WJ) model, even though these mutations 

would have no effect on SL1 stability on the other structural models (Figure 3.13b, green arrows). 

Similarly, G282C and G239C would close the internal loop in the 3 internal loop (3IL) model 

explaining their dimerization enhancing properties (Figure 3.13b, green arrows). To confirm the 

structural plasticity of SL1, we performed in solution DMS-MaPseq analysis of mutants A235C and 

A239C and showed that they reconfigured the SL1 stem, as predicted (Figure 3.14). Interestingly, 

mutations A242C or A242U reduced the size of an SL1 internal loop in all models but nevertheless 

disrupted dimerization (Figure 3.13b and c; red arrows). These functional effects are explained by the 

fact that A242C or A242U extend the PBS-SL1 interaction to stabilize the monomer structure. Thus, 

the core dimerization structure in SL1 comprises an apical 7 nt stem and a basal 4 nt stem separated 

by an internal loop that can be further stabilized by metastable stem extensions or disrupted by a 

base-pairing interaction with PBS. 
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Figure 3.13| Structure/function analysis of HIV-1 dimerization. (a,c) Single nucleotide resolution functional 

profiling data pooled from six low salt samples mapped the dimer (a) and monomer (c) structures expressed as 

log2(Kdimer) values. Each individual mutant shown as one of three circle in the order A, C,G,U clockwise from 

upper position (excluding the WT base). Validation of structural models on 3G RNA by point mutagenesis 

followed by native agarose gel electrophoresis in two different buffer conditions. Experiments were performed 

at least twice, representative data shown. Red circles show mutations inhibiting dimerization, and blue circles 

show mutations enhancing dimerization. log2(Kdimer) values above 2 are capped. (b) Functional profiling data 

mapped to different structural models of SL1 containing mutually exclusive internal loop configurations. The 

two-internal loop (2IL), 3IL and the 3WJ are mutually exclusive models of SL1 structure based on chemical 

probing or biophysical measurements. Green arrows show mutations that improve dimerization by closing or 

reducing the size of internal loops, providing evidence that SL1 is metastable and that alternative SL1 

conformations can form and dimerize. Red arrows show mutations that have complex effects on dimerization 

because they affect the new PBS–SL1 interaction. 
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Figure 3.14| Secondary structure model for SL1 mutants. Secondary structure model for SL1 mutants. Models 

were obtained using DMS reactivities as soft constraints for in silico folding in the Vienna RNA structure 

package. DMS reactivities for each nucleotide position are show in the upper barchart. Shannon entropies are 

shown in the lower chart. Upper arc plots show consensus structure. Lower arc plots show base pairing 

probabilities (green = 70-100%; blue = 40-70%; yellow = 10-40%; grey = 5-10%). DMS reactivities from monomer 

and dimer samples were mapped to A and C residues on SL1. Red signifies highly reactive positions that are 

unpaired. Pale yellow signifies unreactive positions that are base-paired. (a) A235C and (b) A239C reconfigure 

the SL1 lower helix and internal loop to enhance dimerization. Red arrows highlight position 239 showing a 

reactivity change between the A235C and A239C mutations. 

 

3.3.7 Inter-domain interactions regulate dimerization.  

Outside of SL1, we found several structural domains and inter-domain interactions that affected 

dimerization (Figure 3.13). Our data support a role for the AUG-U5 interaction in positively regulating 

dimerization, as conversion of GU base pairs at U107-G342, G108-U341, G112-U337 to either AU or 

GC base pairs consistently enhanced dimerization, whereas mutations disrupting the interaction 

were inhibitory (Figure 3.13a). SL3 stem mutations weakly inhibited dimerization, most likely 

because disruption of SL3 would induce misfolding of the RNA (Figure 3.13a). Finally, mutations to 

SL2 were generally dimerization enhancing, and these types of mutations were especially evident in 

the 3’ SL2 stem (Figure 3.13a).  

We also validated the novel short- and long-range interactions between polyA-SL1 and PBS-SL1. 

Mutations to the base of polyA generally inhibited dimerization, indicating that destabilizing the 

polyA stem favours the formation of the polyA-SL1 interaction (Figure 3.13a). On the other hand, 

mutations to the upper portion of polyA enhanced dimerization by disrupting the polyA-SL1 base 

pairing (Figure 3.13c). In the same vein, we found stretches of nucleotides in PBS that strongly 

enhanced dimerization upon mutation (Figure 3.13c). Functional profiles in the lower PBS stem were 

particularly interesting as this stem structure is universally found in contemporary models of the HIV-

1 5’UTR and contains the primer activation sequence (PAS) known to be important for efficient 

reverse transcription[88]. We found that mutation of two nucleotides G217 and C218 in the lower 

PBS stem very strongly enhanced dimerization, even though mutations to this stem were generally 

inhibitory (Figure 3.13a). This can be mechanistically explained because mutation of these 

nucleotides disrupted a novel base-pairing between PBS and SL1 that stabilizes the monomer 

structure. 

Because these results suggested a functional interaction between primer tRNA binding and 

dimerization, we next assessed whether disruption of the PBS with tRNA mimic oligos affected 

dimerization. cPBS182-199 annealed to the loop region disrupted the putative TAR-PBS interaction, 

whereas cPBS199-216 disrupted the novel PBS-SL1 stem loop (Figure 3.15a). Both oligos enhanced 

dimerization confirming a functional interaction between PBS and dimerization. Surprisingly, 

annealing the cPBS182-199 oligo also led to the formation of a higher, presumably tetrameric molecular 
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species. The TAR apical loop contains a 10-nucleotide palindromic sequence that has been proposed 

to dimerize by a TAR–TAR kissing interaction analogous to the one used by SL1[31]. We therefore 

postulate that cPBS182-199 disrupts the TAR-PBS interaction detected by multi-dimensional structural 

probing, allowing TAR to dimerize independently of SL1. 

Finally, since genome dimerization is thought to be a pre-requisite for genome packaging, we 

selected mutations in adjacent nucleotides with divergent effects on dimerization and measured 

their effects on Pr55Gag binding by microscale thermophoresis (MST) (Figure 3.15b). Importantly, 

none of these mutations resided in the HIV-1 packaging domain (SL1-SL3). In PBS, C218G, which 

strongly enhanced dimerization had higher affinity (Kd 19 nM) to Pr55Gag compared with WT RNA (Kd 

38 nM). In contrast, PBS A220G-G221A, which was unable to dimerize, did not bind Pr55Gag at any of 

the concentrations tested (Kd n.a.). In polyA, dimerization enhancing mutation C84A-C85C bound 

Pr55Gag with higher affinity (17 nM) than WT, whereas dimerization disrupting mutation U86G-A89C 

bound Pr55Gag with lower affinity than WT (110 nM). By performing in solution DMS-MaPseq analysis 

in vitro, we established that mutations in polyA-SL1 and PBS-SL1 alter ensemble reactivities towards 

the profiles seen in the isolated monomer and dimer. (Figure 3.16). Thus, the four mutants not only 

alter the monomer/dimer equilibrium but produce the predicted structural changes that affect 

Pr55Gag binding. We also introduced these mutations into the full-length HIV-1 genome and assessed 

their effects on packaging efficiency in competition assays (Figure 3.15c). In PBS, dimer promoting 

mutant C218G was enriched 1.5-fold in virions compared to the monomer promoting mutant A220G-

G221A. In polyA, dimer promoting mutant C84A-C85A was enriched 2-fold in virions compared to the 

monomer promoting mutant U86G-A89C. In a five-way competition assay between wild-type (WT) 

HIV-1 and the mutants, dimer promoting mutants C218G and C84A-C85A were packaged equivalently 

or better than WT. Conversely, monomer promoting mutants U86G-A89C and A220G-G221A were 

deficient in packaging compared to WT. Lastly, we performed in solution DMS-MaPseq analysis of 

these four mutants directly in cells. Despite complex reactivity changes induced by cellular ligands, 

dimer promoting mutants folded into structures containing SL1, whereas monomer promoting 

mutants folded into structures where SL1 was hidden through long- and short-range interactions 

with polyA and PBS (Figure 3.17). Thus, we conclude that the regulatory mechanism we identified in 

vitro also takes place in cells. 

Taken together, our results provide a clear mechanistic explanation for the link between dimerization, 

Pr55Gag binding and packaging. We also show how changes to the PBS functionally link the tRNA 

binding region to packaging (Figure 3.15d). 
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Figure 3.15| PBS and polyA regulate HIV-1 dimerization, Pr55Gag binding and genome packaging. 

(a) PBS targeting oligos can trigger dimerization of a 3G RNA. cPBS(182–199) disrupts the TAR–PBS 

interaction leading to the formation of a higher order RNA structure. cPBS(199–216) disrupts the 

PAS-anti-PAS stem and enhances dimerization. The effects of both oligos are additive. Experiments 

were performed in duplicate, with representative data shown. (b) Mutations targeting the polyA–SL1 

and PBS–SL1 interaction affect Pr55Gag binding as measured by MST. Data from three independently 

experiments were analyzed. Data are represented as mean with error bars showing standard 

deviations. (c) Competition assays to measure the relative effects of mutations on genome packaging 

into virions. Two-way competition assays show that dimer promoting mutations C218G and C84A–

C85A are enhanced in genome packaging compared to monomer promoting mutations A220G–

G221A and U86G–A89C. Five-way competition assays between WT HIV-1 and mutants show that 

dimer promoting mutants are packaged similar or better than WT, whereas monomer promoting 

mutants are packaged less efficiently than WT. Experiments were performed in duplicate. (d) Model 

showing how the binding of host factors can regulate viral replication, in part, through remodeling 

RNA structure. 
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Figure 3.16| Secondary structure predictions for dimer and monomer promoting mutants. Secondary 

structure predictions for dimer and monomer promoting mutants targeting the polyA-SL1 and PBS-SL1 

interactions. DMS reactivities and secondary structure models for polyA, SL1 and polyA-SL1. DMS reactivities 

for each nucleotide position are show in the upper barchart. Shannon entropies are shown in lower chart. 

Upper arc plots show consensus structure. Lower arc plots show base pairing probabilities (green = 70-100%; 

blue = 40-70%; yellow = 10-40%; grey = 5-10%). DMS reactivities from monomer and dimer samples were 

mapped to A and C residues. Red signifies highly reactive positions that are unpaired. Pale yellow signifies 

unreactive positions that are base-paired. (a-c) DMS reactivities and secondary structure models for polyA-SL1 

mutants. (a) dimer promoting mutant C84A-C85A folds into the canonical 5’UTR structure (b) Monomer 

promoting mutant U86G–A89C contains the polyA-SL1 interaction. (c) Reactivities for both mutants U86G-A89C 

(left hemisphere) and C84A-C85A (right hemisphere) mapped to the structures polyA, SL1, and polyA-SL1. (d) 

Dimer promoting mutant C218G folds into the structure containing SL1 (e) Monomer promoting mutant 

U220G-G221A folds into a structure containing the PBS-SL1 interaction. (f) Reactivities for both mutants 

U220G-G221A (left hemisphere) and C218G (right hemisphere) mapped to the structures polyA, SL1 and polyA-

SL1. 
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Figure 3.17| In cell DMS reactivities and secondary structure predictions for dimer and monomer promoting 

mutants. In cell DMS reactivities and secondary structure predictions obtained for dimer and monomer 

promoting mutants targeting the polyA-SL1 and PBS-SL1 interactions. DMS reactivities for each nucleotide 

position are show in the upper barchart. Shannon entropies are shown in lower chart. Upper arc plots show 

consensus structure. Lower arc plots show base pairing probabilities (green = 70-100%; blue=40-70%; 

yellow=10-40%; grey=5-10%). (a) Wild-type HIV-1 (b) dimer promoting mutant C84A-C85A folds into the 

canonical 5’UTR structure (c) Monomer promoting mutant U86G-A89C contains the polyA-SL1 interaction. (d) 

Dimer promoting mutant C218G folds into the structure containing SL1 (e) Monomer promoting mutant 

U220G-G221A folds into a structure containing the PBS-SL1 interaction. 

 

3.3.8 Dimerization regulation in HIV-1 strain, Mal 

Recently, the structure of the 3G capped transcript for a different strain of HIV-1 (M group subtype A; 

HIV-1MAL) was solved by NMR [36]. In contrast to our results on HIV-1 the NL43 strain, the identified a 

disruption of the polyA stem in 3G transcripts and the formation of a long-range interaction between 

SL1 and U5. Thus, our results obtained from NL43 agree that 3G transcripts are preferentially 

monomeric, yet disagree with some precise structural details, in particular the base-pairing partner 

of SL1. One explanation for these results is that there are different regulatory mechanisms in HIV-1 

strains. Compared to the prototypic subtype B strain NL43, Mal contains a 23-nucleotide duplication 

in the same region in PBS that we found to be a regulator of dimerization. Furthermore, this 

duplication leads to structural differences in the initiation of reverse transcription[82][83].  

To assess the difference of dimerization regulation in Mal and NL43, we applied FARS-seq on HIV-1MAL. 

Using the same process as NL43, we generated the 1G or 3G RNA transcripts with or without Cap 

using randomly mutated HIV-1MAL 5’UTR as templates, followed by dimer/monomer isolation, DMS 

probing, mutational profiling, mutation co-relation analysis, and ultimately, RNA structure 

remodelling.  

Similar to NL43, native gel of HIV-1MAL 5’UTR showed that the dimerization of capped RNAs and non-

capped RNAs were similar, and 1G transcripts favor dimer formation compared with 3G transcript 

(Figure 3.18a). However, it seemed like that for Mal, no matter the buffer condition (low or high salt 

buffer), the monomer population was more dominant than the dimer population (Figure 3.18a); 

while for NL43, the dimer/monomer ratio of 1G/2G RNAs is higher in high salt buffer (Figure 3.3a).  

We next plotted the median log2(Kdimer) values at each nucleotide position for all transcript variants 

tested under the two buffer conditions (Figure 3.18b). As expected, the most significant peak 

localized to SL1 in all conditions. Interestingly, a double negative peak emerged within the 3’ 

sequence on the bottom stem of SL1. Moreover, we identified additional sequences outside of SL1 

involved in the dimerization regulation process: two peaks within the TAR region indicated that these 

regions negatively regulated dimerization, as well as the region surrounding U5 (110-116) and AUG 

(350-352), which indicated that the U5-AUG interaction was important for the dimerization process.  
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Figure 3.18| Functional and structural analysis of HIV-1MAL 5’UTR RNA dimerization. (a) 1G and 3G capped and 

uncapped transcript variants migrate as distinct monomer and dimer bands on native agarose gels in both low 

and high salt buffers. (b)(c) median log2(kdimer) values for each genome position for all transcript variants in high 

buffer. 

We next analyzed the secondary structure of dimer and monomer population based on DMS 

reactivities (Figure 3.19a, c). For the 1G dimer class, we could see that the RNA structure contained 

TAR, polyA (partial), PBS, SL1, SL2 and SL3 stem loops, as well as the U5-AUG interaction, which was 

similar to the dimer structure of NL43. The predicted monomer structure also presented the same 

TAR, polyA (partial), PBS, as well as the U5-AUG interaction, which is different from the published 

results that U5 interacted with SL1. In the monomer structure, the 3’ portion of the SL1 stem was 

predicted to base-pair with the region 114-121 near U5, rather than PBS or polyA. These results 

indicate that HIV-1 can use alternative mechanisms to regulate dimerization. Thus, the metastable 

SL1 was still the key regulator for Mal dimerization, but because of the 23-nucleotide duplication in 

PBS, Mal used a different mechanism from NL43. Further 2D analysis and function validation is still 

on going. 
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Figure 3.19| Predicted secondary structure model for 1G dimer and 3G monomer populations. DMS reactivity 

of dimer (a) and monomer(c); Secondary structure model of dimer (b) and monomer class (d). Models were 

obtained using DMS reactivities as soft constraints for in silico folding in the Vienna RNA structure package.  

 

3.4 Discussion 

Accumulating evidence emphasizes dimerization as a key step in HIV-1 life cycle that is regulated, at 

least in part, through the folding of the HIV-1 genomic RNA[19], [32]–[36], [49], [89]–[92]. Here, we 

resolved the structure of the monomeric and dimeric RNAs using a novel approach that integrates 

information from RNA structural probing with high-throughput functional profiling. This experimental 

strategy has significant advantages over other chemical probing methods that make ensemble 

measurements over all possible conformations of the RNA in solution. Such ensemble measurements, 

unless cautiously interpreted, can lead to false predictions when mapped to a single structure. We 

overcome this problem by physically isolating RNA structural conformations with respect to their 

function, akin to in gel SHAPE which was first developed to resolve structural differences between 

monomeric and dimeric species of the HIV-1 5’UTR[34]. Moreover, by performing chemical probing 
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on mutagenic libraries we obtain model-free information on RNA helices in the same way as “mutate 

and map”[86] or “M2-seq”[59]. Finally, and most importantly, our approach enables a deep 

understanding of how RNA structures relate to RNA function by uniquely coupling structural 

information with a functional read-out. 

Taken together, our data recognizes a core dimerization domain of SL1 comprised of a 7 bp apical 

stem and 4 bp basal stem separated by an internal loop. This core dimerization domain is present in 

most structural models of SL1, but there is significant disagreement on whether SL1 is further 

extended[93]–[96]. In some structures, extensions to SL1 even lead to the complete disruption of 

SL2[32]. Here, we found no direct evidence that SL1 is in an extended form in dimeric RNA and 

consistently observe signals for SL2 as a short imperfect stem containing a bulged adenosine. 

Nevertheless, functional profiling provides strong evidence that mutually exclusive extended forms 

of SL1 can be readily generated, either directly through stabilizing mutations, or indirectly by 

destabilizing SL2. The fact that single point mutations could have such dramatic effects on 

dimerization provides evidence that the 5’UTR is dynamic and metastable. In the context of viral 

infection this is noteworthy because it provides a mechanism to regulate dimerization through the 

binding of viral or cellular factors to the genome (Figure 3.15c). 

The metastable nature of SL1 was strikingly revealed in monomeric RNA. In contrast to SL3, which 

was present in both monomer and dimer structures, SL1 was destructured in monomeric RNA. 

Instead of a stem-loop, SL1 was reorganized into a short-range interaction with PBS and a long-

distance interaction with polyA. These results are in agreement with the prevalent idea that RNA 

conformational switches regulate HIV-1 replication[50][97]. The dimer and monomer structural 

conformations we present here are reminiscent of the branched multiple hairpin (BMH) and long-

distance interaction (LDI) models that were proposed as alternative structures that would regulate 

the dimerization, packaging, splicing and translation of the HIV-1 genome[19], [33], [90], [91]. The 

BMH exposes the TAR, polyA, PBS, SL1, SL2 and SL3 structures, and contains the U5-AUG interaction. 

The LDI model includes the interaction between polyA and SL1, but also includes additional 

rearrangements that we did not observe, such as an extension of SL3 and a disruption of SL2. 

Moreover, the LDI model does not include the novel PBS-SL1 interaction. Nevertheless, certain 

mutants designed to alter the LDI/BHM equilibrium are directly applicable to our structural model. In 

particular, mutations destabilizing the polyA stem inhibit dimerization and packaging[33], [90], 

whereas mutations disrupting the polyA-SL1 interaction enhanced dimerization[91]. These data are 

in agreement with our results showing that polyA-SL1 regulates not only dimerization, but also 

genome packaging. Significantly, recent work has identified the primary Pr55Gag binding site for HIV-1 

as SL1[47], [48], [52], [98] with polyA providing an additional packaging signal in cells[48][99]. The 

fact that SL1 and polyA are completely disrupted in the monomer population provides a mechanistic 

explanation for the long-postulated link between dimerization and packaging.  

Recently the structure of the 3G capped transcript was solved by NMR revealing the disruption of the 

polyA stem in 3G transcripts and the formation of a long-range interaction between SL1 and U5[36]. 

Thus, our results agree that 3G transcripts are preferentially monomeric, yet disagree with precise 
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structural details, in particular the base pairing partner of SL1. One way to reconcile these data is 

that the NMR structure was obtained with the Mal isolate, in contrast to the NL43 isolate used in the 

present study. Therefore, we applied FARS-seq on Mal strain too. Interestingly, our DMS probing 

data showed that the dimer structure of Mal did form an A-rich loop PBS and a U5-AUG interaction, 

but U5 did not interact with SL1 within monomer structure. Further analysis is still on going, we can 

still see that Mal use related, yet distinct, structural rearrangements to regulate dimerization, since 

the Mal isolate contains a 23-nucleotide duplication in the same region in PBS that we find as a 

regulator of dimerization in NL43. Nonetheless, both the polyA-SL1 and PBS-SL1 interactions are 

conserved amongst 800 curated sequences in the Los Alamos HIV-1 sequence database indicating 

regulation of dimerization by polyA and PBS is widespread (https://static-

content.springer.com/esm/art%3A10.1038%2Fs41594-022-00746-

2/MediaObjects/41594_2022_746_MOESM1_ESM.pdf). 

Finally, we identified a novel interaction between PBS and SL1 that acts as negative regulator of 

dimerization, Pr55Gag binding and packaging. We demonstrated that this negative regulation can be 

counteracted through the binding of oligos to the primer binding site.  Disruption of this negative 

regulation would mechanistically explain why tRNA annealing enhances dimerization[17], [100], and 

also opens up the possibility that primer binding to the PBS affects other steps of the HIV-1 life-cycle, 

such as translation, by altering the monomer / dimer equilibrium. It also reveals a general principle 

by which RNA structural changes induced by host factors can regulate key stages of the HIV-1 life 

cycle (Figure 3.15d). 
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Chapter 4 Defining the architecture of the influenza RNA 

genome by RNA-RNA-seq 

This project is ongoing and all data is unpublished.  

Contributions: Redmond Smyth and Liqing Ye designed the project, Liqing Ye performed all 

experiments unless otherwise stated, Uddhav Ambi contributed to virus propagation; Liqing Ye and 

Redmond Smyth performed the sequencing data analysis. 

Abstract 

Influenza A viruses are responsible for recurrent epidemics and occasional pandemics, and are a 

major burden on public health worldwide. Their segmented genome, composed of eight negative-

sense viral RNAs (vRNAs), complicates virus assembly but offers evolutionary advantages by enabling 

reassortment. Current evidence suggests that influenza vRNAs are organized during assembly into a 

supramolecular complex. However, its molecular details are poorly understood. Our goal is to define 

the quaternary RNA architecture of the genome in virions by identifying sites of interaction between 

the eight vRNAs. To this end, we developed RNA-RNA-seq, which can measure direct (RNA-RNA) and 

indirect (protein-mediated) interactions without being limited by specific protein or RNA baits. I 

optimized each step of the protocol and proved that RNA-RNA seq worked efficiently on model 

substrate, like HIV DIS RNA, purified ribosome, as well as influenza A virus infected cells.  

 

4.1 Introduction 

4.1.1 Overview of Influenza viruses  

Influenza viruses belong to the Orthomyxoviridae family, a family of enveloped viruses composed of 

negative-sense (-), single-stranded, segmented viral (v)RNA genomes. There are four types of 

influenza viruses: influenza A, B, C and D[1]–[9]. Influenza virus infects about 5-10% adults and 20-30% 

children, and is responsible for about 250,000 to 500,000 deaths each year according to the World 

Health Organization (https://www.who.int/en/news-room/fact-sheets/detail/influenza-(seasonal)). 

Both Influenza virus types A and B are common causes of acute respiratory illnesses, while influenza 

A viruses are the main cause for large epidemics with high mortality. In 1918, the Spanish flu 

(A/H1N1) killed about 50 million people[10]. Later in 1957, 1.1 million people died from the Asian flu 

(A/H2N2), and the 1968 flu (A/H2N2) pandemic resulted in an estimated 1 to 4 million deaths[11], 

[12] (https://www.cdc.gov/flu/pandemic-resources/basics/past-pandemics.html).  

https://www.cdc.gov/flu/pandemic-resources/basics/past-pandemics.html
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Influenza A viruses are classified based on their glycoproteins hemagglutinin (HA) and neuraminidase 

(NA). There are 18 HA subtypes and 11 NA subtypes have been identified until now 

(https://www.cdc.gov/flu/avianflu/influenza-a-virus-subtypes.htm). On the other hand, influenza B 

has only one type of HA and NA, influenza C and D have only one surface glycoprotein, 

hemagglutinin-esterase-fusion (HEF), which has similar functions to HA and NA of influenza A and 

B[15], [16]. The natural reservoir for Influenza A viruses is wild aquatic birds, in which they often 

cause enteric infections with no apparent disease. In a range of mammals, such as humans, horses, 

canines, pigs, influenza viruses can also infect and cause mild or severe respiratory diseases. The 

symptoms for infected humans include headache, fever, muscle and joint pain, sore throat, dry 

cough, runny nose and weakness[1], [13], [14].  

 

4.1.2 Influenza virus structure  

Influenza viruses have lipid membranes derived from the host cell, embedded with surface 

glycoproteins, hemagglutinin (HA) and neuraminidase (NA). The matrix protein (M1) lies just beneath 

the envelope, and the core of the virus particle is a large complex consisting of segmented negative 

genomic RNAs (eight segments for the influenza A and B viruses, seven for the influenza C and D 

viruses). Each segment encodes at least one essential protein[7]–[9], [13], [17] (Figure 4.1a, Table 

4.1): PB1, PB2, PA, HA, NP, NA, M, NS. Consequently, every infective virion must contain 8 segments. 

Consequently, every infective virion must contain 8 segments. Every segment is packaged with NP 

protein and polymerase into RNP (Figure 4.1b).  

Each genome segment is bound to multiple copies of nucleoprotein (NP) and single copy of the 

heterotrimeric polymerase complex (PA, PB1 and PB2) [17], [18](Figure 4.1). The overall composition 

of viral particles is about 1% RNA, 5-8% carbohydrate, 20% lipid, and approximately 70% protein.  
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Figure 4.1| Influenza A virus structure and genome. (a) Influenza virus has a segmented genome comprising 8 

negative-stranded RNAs, and each segment encodes an essential protein; (b) Influenza virus genome is 

packaged as ribonucleoprotein (RNP), in which the negative single strand RNA is bound by a heterotrimeric 

polymerase complex and nucleocapsid protein (NP). 

Table 4.1 Eight segments of influenza A virus and the encoding proteins and function [19] 

VRNA LENGTH (NT) PROTEIN  FUNCTIONS 

PB2 2341 PB2 Cellular mRNA cap recognition and binding 

PB1 2341 PB1 RNA-dependent RNA polymerase 

PA 2233 PA Endonuclease 

HA 1778 HA Surface glycoprotein, cellular receptor binding and 

viral endosome fusion 

NP 1565 NP Nucleo protein, vRNA binding, vRNP nuclear export 

and vRNA replication 

NA 1413 NA Neuraminidase (cleavage between HA and sialic acid) 

M 1027 M1 Matrix protein, vRNP nuclear export, and virus 

budding  

M2 Ionic channel 

NS 890 NS1 Inhibition of immune response 

NS2/NEP vRNP nuclear export 
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4.1.3 Influenza A virus life cycle  

The first step for influenza virus infection is  binding of HA molecules on the viral envelope to sialic 

acids (SAs) on the surface of cells. Typically, avian HAs prefer to bind with α-2,3-linked SAs that have 

a “linear” structure, while human adapted HAs have higher specificity for α-2,6 linkage SAs. HA-

mediated binding to the receptor triggers endocytosis of the virion[8]. The low pH in the endosome 

activates the M2 ion channel and causes a large conformational change in HA that triggers the fusion 

peptide to fuse viral and endosomal membranes, leading to vRNPs release into the cytoplasm. 

Subsequently, vRNPs traffic to the nucleus by hijacking the host cell machinery and transport 

pathways[18]. Inside the nucleus, the heterotrimeric viral RNA-dependent RNA polymerase carries 

out transcription and replication of the vRNAs to produce messenger RNA (mRNA), complementary 

RNA (cRNA) and vRNA[20][21]. mRNAs are primed by a “cap snatching” mechanism, which provides 

the host like 5’methlyated cap structure[13], [22], [23]. mRNAs are then transported to the 

cytoplasm to be translated into proteins[24]. The newly translated NP, PB1, PB2, PA are transported 

back to the nucleus for RNPs assembly. HA, NA, M2 are co-translationally directed to the 

endoplasmic reticulum (ER) and translocated through Golgi to the cytoplasmic membrane for virus 

assembly and release. Replication of influenza genome is carried out in two steps: cRNA synthesis 

and vRNA transcription. cRNA synthesis starts with the de novo synthesis of a di-nucleotide 

complementary to the 3’ end of vRNA[13][25]. This di-nucleotide functions as transcription primer 

for elongation. vRNAs are produced using a similar strategy, except they are transcribed using cRNAs 

as template. Newly transcribed vRNAs then assemble in the nucleus with translated nucleoprotein 

(NP) and polymerase subunit (PB1, PB2, and PA) into vRNPs. Finally, vRNPs are exported to the 

cytoplasm by M1, NEP proteins, CRM1 (also known as exportin-1). vRNPs are then thought to 

associate in the cytoplasm into sub-bundles on Rab11+ vesicles where they are transferred to the 

plasma membrane for assembly and budding[13], [21], [26].  

4.1.4 Influenza A virus genome packaging 

Historically, there were two different packaging models for influenza [17], [27], [28] (Figure 4.2a). 

The random packaging model hypothesizes that influenza virus packages its genomic segments 

randomly, and as a consequence only a few viruses would be infectious (Figure 4.2b). The selective 

model hypothesizes that each segment is selectively packaged into virion, which is much more 

efficient than the random model, but would presumably require a complex assembly mechanism to 

allow the virus to discriminate between different segments. Current evidence suggests that influenza 

viruses use the selective model to assemble the segmented genome into viral particles. In support of 

this view, Cryo-EM and cryo-tomography imaging showed most virus particle contained 8 segments, 

organized into a characteristic 7+1 structure [29]–[31] (Figure 4.2c, 4.2d, 4.2e). Each vRNA is packaged 

as a rod like vRNP, which contains polymerase and NP. But it is still unclear how these 8 segments 

reassort and assemble. From imaging studies, we can observe connections between segments 

(arrows shown in Figure 4.2d) [30], but its molecular details underlying these connections remain 

unknown. These putative connections might be direct RNA-RNA interactions or alternatively 

mediated by protein-protein or protein-RNA interaction. 
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Our goal is to define the quaternary RNA architecture of influenza genomes in cells and virions, by 

identifying sites of direct and indirect RNA-RNA interactions between the 8 vRNPs. To this end, I have 

developed a proximity ligation and next generation sequencing strategy to define the global vRNA 

organization (inter-molecular RNA interactions) and local RNA structure (intra-molecular RNA 

interactions) of an entire influenza A virus particle. 
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Figure 4.2| Influenza A virus genome packaging. (a) random packaging model and selective packaging 

model[27]; (b) A simple mathematical model of random genome packaging. The probabilities of obtaining one 

copy of each segment in a single virus particle are plotted for random selection with increasing numbers of 

RNPs per virion [using standard probability theory (Enami et al., 1991)][17][32]; (c) Electron-dense dots of 

influenza A virus[30]; (d) Tomograms[31] to show that the 8 segments of influenza virus are organized into 7+1 

structure; (e) 3D surface rendering of the vRNPs in budding H3N2 influenza A virions from electron tomography 

image[29]. 

 

4.1.4 High throughput sequencing-based RNA-RNA interaction methods  

RNA-RNA interactions can be mediated either by direct base pairing or indirectly through RNA 

binding proteins (RBPs). There are several published methodologies for RNA-RNA interaction 

identification[33]–[43], and all have a similar workflow. In brief, duplexes of RNA are crosslinked 

using a variety of reagents, fragmented, and then ligated and sequenced (Figure 4.3). The first 

approach developed for such purpose is called ‘cross-linking, ligation and sequencing of hybrids’ 

(CLASH)[44] and has been successfully applied to identify in vivo targets of small nucleolar RNAs 

(snoRNAs)[44], microRNA[45] and Piwi-interacting RNA[46]. UV light can be used to crosslink RNA-

RNA duplexes and RBP-RNA interactions. In CLASH, RNAs are crosslinked to proteins using UV 

irradiation followed by purification, fragmentation, proximity ligation, sequencing and bioinformatics 

analysis. An interaction between two RNAs is revealed as chimeric reads mapped to two different 

transcripts. Similar to CLASH, RNA hybrid and individual-nucleotide resolution ultraviolet crosslinking 

and immunoprecipitation (hiCLIP)[33][34] can also identify RNA duplexes bound by a specific RBP. 

The workflow includes in vivo UV crosslinking, partial RNA digestion, RNA duplex purification by 

immunoprecipitation, adaptor ligation, proximity ligation, reverse transcription,library amplification, 

and sequencing. hiCLIP uses two adaptors during ligation, which demarks the boundary of interacted 

RNAs, thus achieving higher specificity. RNA antisense purification (RAP)[47] and RNA interactome 

analysis followed by deep sequencing (RIA-seq)[48] are similar methods, and they are designed to 

identify the interaction partners for a specific target RNA. In RAP/RIA-seq, the UV crosslinked 

interacted RNAs are pulled down by biotinylated anti-sense DNA probes (50-120nt for RAP and 

around 20nt for RIA), which are designed to target the full-length of the investigated RNA. After RNA 

pulldown, the enriched interacted RNAs are eluted, reverse transcribed into cDNAs, and sequenced.  

However, these methods can only study interactions between specific RBP-bound RNAs or for one 

target RNA, which limits the exploration of unknown RNA-RNA interactions. 
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Figure 4.3| High throughput sequencing-based methods to study specific interactions between specific types 

of RNAs or for one target RNA. In CLASH, RNAs are crosslinked to proteins under UV irradiation followed by 

protein pull down purification, fragmentation, proximity ligation, proteinase K to digest the crosslinked protein, 

sequencing and bioinformatics analysis; The workflow of hiCLIP is similar to CLASH, but it includes adaptors 

ligation before proximity ligation; in RAP/RIA seq, the UV crosslinked RNAs are pulled down and purified by 

antisense DNA probe, then the interacted RNAs are eluted and sequenced. 

To study RNA-RNA interactions transcriptome-wide, more sophisticated methods have been 

developed that have the potential to cover all RNAs in a cell, such as PARIS, SPLASH, LIGR-seq, 

COMRADES, MARIO and RIC-seq (Figure 4.4). These methods are structurally similar, including the 

main steps: crosslinking, enrichment of crosslinked interacted RNAs, proximity ligation, sequencing, 

and bioinformatics analysis. 

Psoralen Analysis of RNA Interactions and Structures (PARIS)[36], [37] employs a psoralen derivative 

4’-aminomethyltrioxsalen (AMT) as the nucleic acid crosslinker for RNA base pairs. RNA fragments 
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are purified with partial RNase and complete proteinase digestion. Crosslinked duplexes are then 

enriched through two-dimension electrophoresis. The enriched and purified RNA duplexes are 

proximity ligated, reverse crosslinked and sequenced. Similar to PARIS, Sequencing of Psoralen 

crosslinked, Ligated, And Selected Hybrids (SPLASH)[42], [49]–[51] and Ligation of Interacting RNA 

followed by high-throughput sequencing (LIGR-seq)[43] also uses AMT crosslinking. SPLASH crosslinks 

RNA-RNA duplexes using a biotinylated psoralen and enriches the crosslinked duplex by biotin 

selection. LIGR-seq applies a circularization step and enriches the crosslinked RNA duplex by RNase R, 

which has a 3'-->5' exoribonuclease activity to digest the un-circularized RNA. Crosslinking of 

matched RNAs and deep sequencing (COMRADES)[35], [52] uses psoralen-triethylene glycol azide to 

crosslink interacted RNAs and following with biotinylated DNA probes to pulldown the target RNA. 

After fragmentation, crosslinked RNAs are labelled with biotin by click chemistry, which allows a 

second streptavidin-based affinity selection of cross-linked regions. Then the enriched duplexes are 

proximity ligated and reverse crosslinked, and sequenced.  

Besides the methods which detect direct RNA-RNA interaction, Mapping RNA interactome in vivo 

(MARIO)[41] is designed to study the RNA-RNA interactions mediated by protein. RNA In situ 

Conformation sequencing (RIC-seq) can detect both direct RNA-RNA interactions, and indirect 

interactions through proximity [39], [53], [54]. MARIO applies UV-C (254 nm), formaldehyde and 

EthylGlycol bis to crosslink RNA-protein and protein-protein interactions, followed by pulldown the 

crosslinked complex with the biotinylated protein, labelling with a biotinylated adaptor, proximity 

ligation, and finally high throughput sequencing. Similarly, RIC-seq uses formaldehyde to crosslink 

the RNA-RNA interactions in situ, and enriches chimeric reads using a biotinylated cytidine (bis) 

phosphate (pCp–biotin), after that proximity ligation join the interacting RNAs, then the duplex is 

purified and sequenced (Figure 4.4). 

The biggest advantage of these high throughput sequencing-based methods is that they can identify 

unknown RNA-RNA interactions at transcriptome level, which can be mapped with high resolution. 

But none of them can perfectly match our goal. For example, the PARIS protocol uses 2D gels, which 

needs a lot of material, while the amount obtainable from virus RNA is low. SPLASH and LIGR-seq use 

AMT, or psoralen, for crosslinking, which specifically crosslinks RNA-RNA interactions. But it cannot 

yet be excluded that influenza virus assembly is mediated by protein-based interactions. For the 

same reason, we cannot use MARIO for our project, because it is used to detect only interactions 

mediated by protein. RIC-seq was originally designed for cell samples. Later adaptations for virus 

samples, also required large amounts of starting material.  
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Figure 4.4| High throughput sequencing-based methods to study transcriptome-wide RNA-RNA interactions. 

There are two types of methods: to detect direct RNA-RNA interactions (PARIS, SPLASH, LIGR-seq, RIC-seq) and 

to detect the interactions mediated by proteins (MARIO, RIC-seq). In the direct RNA-RNA interaction methods, 

the RNAs are crosslinked by psoralen or its derived chemical AMT, following by fragmentation, then the 

crosslinked RNAs are purified, proximity ligated, reverse crosslinked and sequenced. The difference is that 

PARIS applies 2D-gel electrophoresis to purify crosslinked RNAs, while SPLASH uses magnetic beads to pull 

down the crosslinked RNA and LIGR-seq takes the advantage of RNase R to enrich crosslinked and ligated RNAs. 

In MARIO, RNAs are crosslinked by formaldehyde, following by fragmentation, beads purification, proximity 

ligation, proteinase K to reverse crosslink, and sequencing; the workflow of RIC-seq is similar to MARIO, but the 

protocol is performed in situ until the proximity ligation and beads purification, so it also detects direct RNA-

RNA interactions. 
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Table 4.2 Comparison of high throughput sequencing-based methods to study RNA-RNA 

interactions 

METHODS ADVANTAGES LIMITATIONS 

CLASH ✓ High throughput 

✓ Stringent purification conditions 

remove non-physiological 

interactions 

o Requires prior knowledge of 

an RNA-binding protein 

o Requires an antibody 

o Only detects interactions 

mediated by protein 

HICLIP ✓ High throughput 

✓ Adaptors incorporation demark the 

interacted RNAs boundary 

o Requires prior knowledge of 

an RNA-binding protein. 

o Requires an antibody 

o Only detects interactions 

mediated by protein 

RIA/RAP SEQ ✓ High throughput 

✓ Stringent purification conditions 

o Only identifies RNA 

interactions with specific 

RNA 

PARIS ✓ High throughput 

✓ Many-to-many mapping 

o 4’-Aminomethyl trioxsalen 

(AMT) preferentially 

crosslinks pyrimidine bases 

and may introduce bias 

o Low crosslinking efficiency 

o Only detects RNA-RNA 

direct interactions 

o Gel separation requires a 

lot of start material 

SPLASH ✓ High throughput 

✓ Improves signal-to-noise ratio by 

leveraging biotinylated psoralen 

✓ Many-to-many mapping 

✓ Biotin pull down 

o Psoralen preferentially 

crosslinks pyrimidine bases 

and may introduce bias 

o Low crosslinking efficiency 

o Only detects RNA-RNA 

direct interactions 
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LIGR-SEQ ✓ High throughput 

✓ Many-to-many mapping 

o AMT preferentially 

crosslinks pyrimidine bases 

and may introduce bias 

o Low crosslinking efficiency 

o Only detects RNA-RNA 

direct interactions 

MARIO ✓ High throughput 

✓ Many-to-many mapping 

✓ Biotin pull down 

✓ Incorporation of an adaptor 

between two RNA molecules 

increases ligation efficiency and 

improves accuracy in sequence 

mapping 

o Only identifies the RNA-RNA 

interactions associated with 

proteins 

RIC-SEQ ✓ High throughput 

✓ Many-to-many mapping 

✓ Biotin pull down 

✓ Biotin pCp incorporation to demark 

interacted RNA boundary 

✓ In situ ligation 

o Only identifies the RNA-RNA 

interactions associated with 

any proteins  

o Need large amount of start 

material 

 

4.1.5 RNA-RNA seq 

Taking into account the disadvantages and advantages of the current methods to study RNA based 

interactomes (Table 4.2), we developed our own workflow called RNA-RNA-seq (Figure 4.5). This 

novel protocol can measure direct (RNA-RNA) and indirect (protein-mediated) interactions without 

being limited by specific protein or RNA baits by applying different crosslink reagents. We use on-

bead ligation to avoid difficult 2D-gel isolation that is not suitable for small quantities of RNA isolated 

from viral samples, and we use specific adaptors to clearly demark the boundary between interacting 

RNAs. We also enrich RNA duplexes for sequencing to avoid wasting sequencing depth. 
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Our protocol starts with crosslinking. We use AMT and SHARC to crosslink direct RNA-RNA 

interactions. AMT (4’-aminomethyltrioxsalen hydrochloride) is a psoralen derived, cell-permeable 

and reversible photo-cross-linker that specifically crosslinks RNA-RNA interactions under long 

wavelength UV irradiation, which can then be reversed under short wavelength UV irradiation. 

However, psoralen reagents have low efficiency and crosslinks are biased toward RNA-RNA duplexes 

containing opposing uridine bases. SHARC[55] (Spatial 2'-Hydroxyl Acylation Reversible Crosslinking) 

is a 2′-hydroxyl acylation based crosslinker that is easy to prepare, and has high crosslink efficiency 

for RNA-RNA interactions. The resulting crosslink can be reversed under mild alkaline conditions 

without RNA damage. On the other hand, we use formaldehyde to crosslink indirect RNA-RNA 

interactions. Formaldehyde crosslinks RNA-protein and protein-protein interactions, thus, capturing 

indirect RNA-RNA interactions that occur through protein intermediates as well as direct interactions 

that are flanked or caged by proteins.  

Following crosslinking, we perform RNA fragmentation. Depending on the fragmentation method, 5’ 

and 3’ RNA ends may not be available for subsequent ligation. We therefore performed end repair to 

make the RNA ends suitable for adaptor ligation, and to prevent fragmented RNA from undergoing 

unwanted ligation (e.g. fragmented RNA ligated together or RNA self-ligation) on beads or in solution. 

Our protocol uses two adaptors for ligation. First, a biotinylated adaptor for enrichment of RNA on 

streptavidin magnetic beads. Second, an Illumina adaptor-3’5’P adaptor, for reverse transcription 

and library preparation. Both adaptors contain 3’ and 5’ phosphate, therefore, adaptor self-ligation 

can be avoided. First, ligation is performed with T4 RNA ligase 1, which catalyzes the ligation of a 5’ 

phosphate-terminated adaptor donor to 3’ hydroxyl-terminated RNA ends acceptor through the 

formation of a 3’ → 5’phosphodiester bond with hydrolysis of ATP to AMP and PPi[56]. Then, 

streptavidin magnetic beads are used for biotin selection, ensuring that ligation products containing 

at least one biotin adaptor can bind on beads. The proximity ligation is performed on beads using an 

unusual RNA ligase, known as RtCB, to join the 3’ phosphate end of adaptors to 5’ hydroxyl of RNA 

ends to form a circularized ligation product[57], [58]. In principle, RtCB ligase is simpler than T4 RNA 

ligase used in other methods, as this avoids an additional end repair step thanks to the 3’ phosphate 

group present in our adaptors. Next, the crosslink is reversed and stringent washes are applied to 

remove unwanted side reactions. In the end, only ligation products containing biotin adaptor are left. 

But only the expected ligation products containing one of each of the two adaptors can be reverse 

transcribed and amplified. 
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Figure 4.5| RNA-RNA seq workflow. First, crosslink RNAs with different reagents, AMT/SHARC reagent for 

direct RNA-RNA interactions, and formaldehyde for interactions mediated by protein, following by 

fragmentation and end repairing; then ligate two adaptors with T4 RNA ligase, and RtCB ligase for proximity 

ligation; finally reverse crosslink and prepare the library for sequencing. 

 

4.2 Materials and methods  

Table 4.3 Model subtract RNA oligos, adaptors and primers sequences 

Name  Sequence 

HIV-dimerizing HO5'rArGrGrArCrUrCrGrGrCrUrUrGrCrUrGrArArGrCrGrCrGrCrArCrGrGrCrArArGrArGrGrCrGrA

rGrGrGrC3'OH 

HIV-Non-dimerizing HO5'rArGrGrArCrUrCrGrGrCrUrUrGrCrUrGrArArGrCrGrCrarCrArCrGrGrCrArArGrArGrGrCrGrA

rGrGrGrC3'OH 

RNA-B HO5'rCrUrGrGrCrUrCrCrGrcrUrArUrCrArCrGrCrUrU3'OH 

MS2-Linker  /5Phos/rArArArArArArArArArArcrgrarcrgrarcrgrarurcrarcrgrcrgrurcrgrArArArArArArA

rArArA/3Phos/ 

RNA adaptor /5Phos/rArArArArArCrUrCrGrGrCrGrGrArUrArGrArArArArArArArArArA/3Phos/ 

3‘5’P adaptor /5Phos/rUrGrGACACCGACGATTACCCT/iSp18/GCAATGAAGTrCrGrCrArGrGrGrUrUrG/3Phos/ 

Biotin adaptor /5Phos/rArArACAACAAAcgacgacga/iBiodT/cacgcgtcgrCrArArCrArArCrArArA/3Phos/ 

RRseq RT/PCR-Rv AGGGTAATCGTCGGTGTCCA 

RRseq PCR-Fw GCAATGAAGTCGCAGGGTTG 

RNA_A /5Phos/rNrNrNrNrNAGATCGGAAGAGCGTCGTGTAGGGAAAGAGTGaaaaaaaaaa/3Bio/ 

DNA_B ACACTCTTTCCCTACACGACGCTCTTCCGATCT 

 

Plasmids 

The sequences of PR8 were obtained from pHW2000 vector based 8 plasmids contain 8 segments of 

PR8 [59], [60]  
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Table 4.4 Plasmids name and sequences 

Segment name sequence 

PB2 https://www.ncbi.nlm.nih.gov/nuccore/NC_002023.1?from=28&to=2307&report=genbank 

PB1 https://www.ncbi.nlm.nih.gov/nuccore/NC_002021.1?from=25&to=2298&report=genbank 

PA https://www.ncbi.nlm.nih.gov/nuccore/NC_002022.1?from=25&to=2175&report=genbank 

HA https://www.ncbi.nlm.nih.gov/nuccore/NC_002017.1?from=33&to=1733&report=genbank 

NP https://www.ncbi.nlm.nih.gov/nuccore/NC_002019.1?from=46&to=1542&report=genbank 

NA https://www.ncbi.nlm.nih.gov/nuccore/NC_002018.1?from=21&to=1385&report=genbank 

M https://www.ncbi.nlm.nih.gov/nuccore/NC_002016.1?from=26&to=784&report=genbank 

NS https://www.ncbi.nlm.nih.gov/nuccore/NC_002020.1?from=27&to=719&report=genbank 

 

RNA-RNA seq protocol 

Crosslinking 

AMT: AMT (Biomol) was added to final concentration of 0.25 mg/ml and incubated on ice for 10 min, 

then the sample was irradiated 3 times at 365 nm UV for 10 min. Crosslinking was performed at a 

distance of 15 cm from UV light source on ice with regular mixing.  

SHARC: SHARC reagents were made by dissolving 1-part SHARC reactant (2,6-Pyridindicarbonsäure) 

in 200 μl anhydrous DMSO (Sigma, 276855) and 2 parts 1,1′-Oxalyldiimidazol (CDI, Sigma, 115533) in 

250 μl DMSO. Dissolved SHARC reactant was pipetted into the tube containing CDI. After briefly 

vortex and spinning down, a needle was inserted into the top of the 1.5 mL centrifuge tube to allow 

the CO2 product to escape. Mixed solutions were left at room temperature to react for 60 min before 

crosslinking. The model RNA or biological samples incubated with SHARC reagent at final 

concentration 25 mM (cell or virus) or indicated (test) at room temperature on rotor for 60 min. 
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Formaldehyde: Cells or RNA-Protein complexes were incubated with the indicated concentration of 

formaldehyde at room temperature for 10 min. The reaction was quenched by adding Tris-HCl buffer 

(pH 7.5) or glycine to final concentration at 250 mM.  

Fragmentation 

Mg2+: 2 μg/0.2 μg of a pool of in vitro transcribed RNAs from all 8 segments of the PR8 influenza 

strain were heated to 94°C for 3 or 5 min in RNA fragmentation buffer with 20 mM Tris-Acetate (pH 

8.1), 50 mM K-Acetate, 15 mM Mg-Acetate. Fragmentation was stopped by transferring the reaction 

to ice and adding EDTA to final concentration at 50 mM. Mg2+ fragmentation creates RNA fragments 

with 5  ́hydroxyl and 3  ́phosphate termini. 

Sonication (Bioruptor): 2 μg/0.2 μg of a pool of in vitro transcribed RNAs from all 8 segments of the 

PR8 influenza strain were mixed in folding buffer (100 mM Hepes-NaOH (pH8.0), 100 mM NaCl, 10 

mM MgCl2) or TE buffer (10 mM Tris-HCL (pH 7.5), 1 mM EDTA). Samples were sonicated with the 

indicated sonication time and intensity. 

RNase A:  2 μg PR8 of a pool of in vitro transcribed RNAs from all 8 segments of the PR8 influenza 

strain were mixed with RNase A (Promega) at 1/10/100 μg/ml in 1X T4 RNA ligation buffer (50 mM 

Tris-HCl (pH 7.5), 10 mM MgCl2, 1 mM DTT) and incubated at room temperature for 10/30 min, the 

reaction was stopped by Trizol (Sigma) extraction according to the manufacturer’s instructions.  

S1 nuclease: 2 μg of a pool of in vitro transcribed RNAs from all 8 segments of the PR8 influenza 

strain were mixed with 2 μl of 1:100 diluted S1 nuclease (Promega) in 1X S1 nuclease buffer (50 mM 

sodium acetate (pH 4.5), 280 mM NaCl, 4.5 mM ZuSO4) and incubated at room temperature for 

10/30 min. The reaction was stopped by Trizol (Sigma) extraction according to the manufacturer’s 

instructions. 

RNase If: 2 μg PR8 of a pool of in vitro transcribed RNAs from all 8 segments of the PR8 influenza 

strain were mixed with 12.5 U of RNase If (NEB) in 1X T4 RNA ligation buffer (50 mM Tris-HCl, pH 7.5, 

10 mM MgCl2, 1 mM DTT (pH 7.5) and incubated at 37oC for 10/20/30 min. The reaction was stopped 

by adding Ribonucleoside Vanadyl Complex (RVC) at 1 mM final concentration, followed by Trizol 

(Simga) extraction according to the manufacturer’s instructions. 

Pb2+: 1 µg of purified human ribosome mix with indicated PboAC2 in 1X ribosome resuspension 

buffer (20 mM HEPES-KOH (pH7.4), 120 mM K-Acetate, 2 mM Mg-Acetate) and incubate at 37oC for 5 

min. EDTA was added to stop the reaction at final concentration 50 mM EDTA, and following Trizol 

(Sigma) extraction according to the manufacturer’s instructions. 

End repair 

The fragmented RNA was incubated with 20 U T4 Polynucleotide Kinase and 2 U Shrimp Alkaline 

Phosphatase (rSAP) in 1X T4 Polynucleotide Kinase Reaction Buffer (70 mM Tris-HCl (pH 7.6), 10 mM 
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MgCl2, 5 mM DTT) for 1h at 37oC.  To inactivate the rSAP, incubated the samples at 80 oC for 4 min, 

mix once during the inactivation. 

T4 RNA ligation 

in vitro: 100 pmol of each adaptor and 50 pmol of synthesized HIV-d or HIV-nd RNA were mixed with 

1X T4 RNA ligase buffer (50 mM Tris-HCl (pH 7.5), 10 mM MgCl2, 1 mM DTT), 1mM of ATP (NEB), 12.5% 

of PEG8000 (NEB), 10 U of RNasin (Molox), 10 U of T4 RNA Ligase 1 (NEB, M0204) in a total volume of 

25 μl. Samples were mixed and incubated at room temperature for 2h or overnight. 

in vivo: 4-fold excess of adaptor were added to fragmented RNA or formaldehyde crosslinked cells 

together with 1X T4 RNA ligase buffer (50 mM Tris-HCl (pH 7.5), 10 mM MgCl2, 1 mM DTT), 1 mM of 

ATP (NEB), 12.5% of PEG8000 (NEB), 10 U of RNasin (Molox), 10 U of T4 RNA Ligase 1 (NEB, M0204) 

in a total volume of 25 μl. Samples were mixed and incubated at room temperature overnight. 

Biotin selection 

MyOne Streptavidin C1 Beads (Invitrogen) were made RNase-free by washing twice in Solution A 

(DEPC-treated 0.1 M NaOH, DEPC-treated 0.05 M NaCl) for 2 min using a volume of Solution A equal 

to, or larger than the initial volume of beads originally taken from the vial. Then washed the beads 

once in Solution B (DEPC-treated 0.1 M NaCl) using a volume equal to the volume used for Solution A. 

Resuspend the beads in Solution B. Resuspended washed Dynabeads™ magnetic beads in 2X B&W 

Buffer (10 mM Tris-HCl (pH 7.5) 1 mM EDTA 2 M NaCl) to a final concentration of 5 μg/μL (twice 

original volume). Added an equal volume of biotinylated DNA or RNA (in distilled water) following 

with 15 min incubation at room temperature using gentle rotation. Separated the biotinylated DNA 

or RNA coated beads with a magnet for 2-3 min. Finally washed the coated beads 3 times with 1X 

B&W Buffer and 1 time with 1X RtCB ligase buffer (50 mM Tris-HCl, 75 mM KCl, 3 mM MgCl2, 10 mM 

DTT (pH 8.3 @ 25°C)). 

RtCB ligation 

The magnetic beads coupled T4 RNA ligation product mixed with 1X RtCB ligase buffer (50 mM Tris-

HCl, 75 mM KCl, 3 mM MgCl2, 10 mM DTT (pH 8.3 @ 25°C)), 0.1 mM GTP, 1 mM MnCl2, 40 U of 

RNasin (Molox), 15% of PEG8000 (NEB), 8 μl of homemade RtCB ligase, made volume with H2O to 

200 μl, mix well, incubated on shaker at 37 °C for 1 h.  

RNA elution from streptavidin magnetic beads 

Added 100 μl elution buffer (10 mM Tris-HCl (pH 7.5), 1 mM EDTA) with beads, heated at 90°C for 1 

min, applied magnet, collected supernatant as elution, repeat for 3 times. 

Reverse crosslinking 
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AMT: the sample was irradiated for 10 min at 254 nm, 15 cm from the UV bulb on ice. After reverse 

crosslinking, RNA was purified with three volumes of ethanol, 1/10 volume of 3M NaOAC (pH 5.2), 

and 1μl of GlycoBlue. 

SHARC:  5x decrosslinking buffer (500 mM Boric acid, pH 11) was added to the eluted proximity 

ligated RNA, and nuclease free water was added to bring decrosslinking buffer to 1x. Samples were 

incubated for 2 h at 45°C. After reverse crosslinking, RNA was purified with three volume of ethanol, 

1/10 volume of 3M NaOAC (pH 5.2), and 1μl of GlycoBlue. 

Formaldehyde: the crosslinked sample was incubated with proteinase K (NEB) (final concentration 

0.03 U/μl) in the buffer contain 20 mM Tris-HCl pH 7.4, 10 mM EDTA, 2% N-lauroylsarcosine, 2.5 mM 

TCEP, and incubated at 65°C for 1.5 h. After proteinase K treatment, RNA was purified by phenol 

chloroform extraction and ethanol precipitation. 

RNA purification 

An equal volume of phenol chloroform was added to the sample, vortexed for 1 min and centrifuged 

at 17000xg for 2 min. The upper aqueous phase was collected into fresh tube. An equal volume of 

chloroform was then aqueous phase, vortexed for 1 min and centrifuge again at 17000xg for 2 min. 

The upper aqueous phase was collected into a fresh tube and 1/10 volume of 3M NaOAC (pH 5.2) 

was added along with 1μl of Glycoblue (Invitrogen) and 3 volumes of 100% ethanol. The sample was 

stored at -80oC for 30 min to precipitate the RNA. The RNA was then pelleted by centrifugation for 30 

min at 17000xg at 4oC. The pellets were washed twice with 75% of ethanol and centrifuged for 5 min 

at 4oC at 17000xg. Ethanol was decanted and the pellet was air dried and resuspend in RNase free 

H2O. 

Stringent wash 

200 μl of stringent wash buffer (x2 SSC, 70% formamide, 1 mM EDTA) was added to the magnetic 

beads coupled with RNA and incubated at 40oC for 5 min. Beads were pelleted with a magnet stand. 

Stringent washing was carried out three times. 

Reverse transcription 

Purified RNA was mixed with 0.5 µM of reverse transcription primer, 0.5 mM dNTPs and incubated at 

65oC for 5 min before chilling on ice for 2 min. 100 U SuperScript IV reverse transcriptase (Invitrogen), 

50 mM Tris-HCl (pH 8.3), 4 mM MgCl2, 10 mM DTT, 50 mM KCl was then added to the RNA in a total 

volume of 20 µl. The sample was then incubated at 52oC for 60 min. Reverse transcriptase was 

inactivated by incubating at 80oC for 10 min. 

PCR 
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PCR amplifications were performed on 10-fold diluted reverse transcribed cDNAs with 250 nM 

forward primer and reverse primer, 200 µM dNTPs, 1X Q5 reaction buffer, 0.01 U/µl Q5 polymerase 

(NEB) in 50 µl using the PCR cycling conditions: 98°C for 30 s, followed by 10-34 cycles of 98°C for 10 

s, 55°C for 30 s, and 72°C for 30 s. Products were visualized by electrophoresis on 1% agarose gels in 

1X TAE buffer. 

In vitro transcription 

Plasmids containing sequences of the influenza 8 segments were linearized with BstEII (NEB) in 1X 

Cutsmart buffer (NEB) for 3 h at 37°C. Linearized plasmids are loaded on 1% agarose gel in 1X TAE 

buffer with unlinearized plasmids, followed by phenol chloroform extraction and ethanol 

precipitation. The purified and linearized plasmids were used as templates for RNA in vitro 

transcription with a homemade T7 RNA polymerase. Reactions contained 1X reaction buffer (40 mM 

Tris-HCl (pH 7.5), 18 mM MgCl2, 10 mM DDT, 1 mM Spermidine), 5 mM NTPs, 40 U RNasin (Molox), 

DNA template, 0.05 U of Pyrophosphatase (NEB) and 5 μl of homemade T7 RNA polymerase. The 

reaction was incubated at 37°C for 3 h, followed by DNase I treatment for 30 min at 37 °C. RNAs were 

gel purified after electrophoresis on 1% agarose gels in 1X TAE buffer using the NucleoSpin Gel and 

PCR Clean-up kit (Macherey-Nagel) with NTC buffer (Macherey-Nagel). 

Cell culture 

HEK 293T cells and MDCK cells were cultured in DMEM media containing 10% FBS and 100 U/ml of 

Penicillin-Streptomycin in a 37oC incubator with 5% CO2. 

Ribosome purification 

A confluent 10-cm2 dish of HEK293T cells were harvested by scraping. Cells were collected by 

centrifugation at 1000xg, followed by washing with ice-cold PBS buffer wash by centrifugation at 

1000xg. Cell pellets were resuspended in 150μl lysis buffer (10 mM HEPES-KOH (pH 7.5), 100 mM KCl, 

5 mM MgCl2, 2 mM DTT, 0.16 U/μl RNasin, 1X complete protease inhibitor, 1 mM PMSF) and sheared 

with a 26-gauge needle 20 times. Lysates were centrifuged at 17000xg for 15 min at 4°C, and soluble 

supernatant transferred onto a sucrose-cushion (20 mM HEPES-KOH (pH7.4), 150 mM K-Acetate, 2 

mM Mg-Acetate, 1 mM PMSF, 25% sucrose, 1X protease inhibitor cocktail). Sucrose cushioned 

sampled were then centrifuge 25 min in a MLA130/TLA100-2 rotor at 95000 rpm at 4°C. The 

supernatant was discarded and the ribosome pellet resuspended in 150 μl of lysis buffer. A 5%-45% 

sucrose gradient in lysis buffer was prepared and equilibrated at 4°C for 30 min. Subsequently, 150 μl 

of the ribosomal solution was added to the top without perturbing the gradients, and centrifuged at 

38000 rpm for 2 h at 4°C with the rotor SW40. Fractions were collected the fraction containing pure 

80S ribosome were pooled based on the A260 profile. Pure 80S ribosomes were pelleted by 

centrifugation for 25 min at 95,000 rpm at 4°C in a MLA130 rotor. Finally, pellets were resuspended 

in ribosome resuspension buffer (20 mM HEPES-KOH (pH7.4), 120 mM K-Acetate, 2 mM Mg-Acetate). 

Virus propagation 
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In MDCK cells: A 15-cm2 dish of MDCK cells at 80-90% confluency containing approximately 22x106 

cells was washed with 5 mL of 1xPBS buffer for 3 times.  0.001 MOI of virus inoculum was added in 5 

ml PBS buffer Ca2+/Mg2+ with 0.2% BSA. Plates were incubated at 37°C for 60 min with front-to-back 

and side-to-side rocking every 15 mins. Infected MDCKs were washed 3 times with sterile PBS buffer. 

20 ml of opti-MEM with Pen/Strep and 1.0 µg/mL trypsin-TPCK were added and dishes were 

incubated in a 37oC incubator with 5% CO2 until only ~10% of the cells were still attached (about 36-

48 h for PR8). 

In specific pathogen-free (SPF) embryo eggs:  10-days-old eggs were ordered from Charles River. 

Upon arrival eggs were placed in a humidified egg incubator with an automatic egg turner to rotate 

eggs regularly. Eggs were candled to eliminate any dead embryos, and the air space of the live eggs 

were washed with 70% ethanol and marked with a permanent marker. Virus inoculum was diluted to 

100 PFU/100 μl with PBS buffer. Eggs were placed into a biosafety hood (BSL-2), and a sterile 18G 

needle was used to punch a small hole in the shell over the air sac of each egg. 200 μl of virus 

inoculum was then carefully injected into the allantoic cavity using a 22G needle at a 45° angle. The 

small hole was sealed with a drop of glue from a glue gun, and the eggs were placed back into the 

egg incubator with the air space pointed upward. The infected eggs were then incubated without 

turning at 37°C and ~60% humidity for 48 h. After the incubation period, the eggs were chilled at 4 °C 

overnight to kill the embryo and constrict the blood vessels to reduce the risk of contaminating the 

infected allantoic fluid with blood. After chilling, the eggs were transferred to a biosafety hood. Eggs 

were placed into a holder with the air sac facing up, and the surface cleaned with 70% ethanol. 

Sterile scissors were used to remove the eggshell above the air sac, while being careful not to destroy 

the chorioallantoic membrane. The chorioallantoic membrane was then opened with sterile blunt 

forceps, and without rupturing the yolk, the embryo and the yolk sac were moved aside with a small 

spatula. The allantoic fluid was then carefully collected with a 1 ml pipette and pooled into a 50 ml 

plastic conical tube on ice. One egg yields 5-10 ml of a slightly yellowish fluid. The virus-containing 

allantoic fluid was centrifuged at 1,000xg for 10 min at 4°C to pellet debris. The clear fluid was 

transferred into a new tube and snap-frozen in liquid nitrogen, before transfer to a -80 °C freezer for 

long-term storage.  

Plaque assay 

MDCK cells were seeded into 12-well plate at 1x106 cell per well in 1 mL of DMEM growth medium 24 

h prior to plaque assay to assure a confluent monolayer. 100μl of virus sample was diluted with 900 

μl of PBS buffer (Mg2+/Ca2+) containing 0.2% of BSA, from 10-1 to 10-9 at 10-fold serial dilution. The 

MDCK monolayer was washed 3 times with PBS buffer. 100 μl of each serially diluted viral sample 

was added to each well and mixed well by rocking the plates side-to-side and forward-to-back every 

15 minutes to distribute the virus inoculum evenly over the cells. Samples were incubated at 37oC 

with 5% CO2 for 60 min. During the incubation, the agar overlayer was prepared. For one 12-well 

plate, 6.25 ml of 2x MEM, 2.25 ml of sterile water, 125 μl of 1% DEAE Dextran, 187.5 μl of 7.5% 

NaHCO3, 12.5 μl of 1 mg/mL trypsin-TPCK were mixed in a sterile 50 mL conical tube and incubated in 

a 37°C water bath. 2% agarose to liquefied in a microwave and left in in a 56°C water bath. After the 
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60 min incubation, the virus inoculum was removed by aspiration. 3.75 ml of 2% Oxoid agar was 

mixed with the overlay components and left to cool until 1mL could be added to the cells. The 12-

well plates were then left to rest in the biosafety cabinet for approximately 10 min to allow the 

overlay to solidify, before transfer into the 37oC incubator. For PR8, plaques become visible by eye 

after 48 h. To fix cells and neutralize infectious virus, 1 mL of 5% formaldehyde (in PBS buffer) was 

added to each well followed by incubation plates for approximately 1 h (or overnight). The agar 

overlay was removed from the wells with a spatula, and 500 μl of Crystal Violet Staining solution 

added to each well and incubate at room temperature for 30 min. The plates were then rinsed with 

tap water and the titer calculate based on the plaque number and dilution factor. 

Virus NHS beads binding  

Magnetic beads were equilibrated to room temperature. The appropriate volume of beads were the 

placed into a 1.5 mL microcentrifuge tube in a magnetic stand for 2 min and the supernatant 

discarded. Bead pelleted were activated with 1mL 1mM ice cold HCl by gentle vortexing for 15 

seconds followed by 2 min a magnetic stand so that the activation solution could be discarded. Virus 

diluted in 100 mM HEPES (0.2% BSA) was then added to the activated NHS beads in a minimum 

volume of 500 μl and mixed for 1.5 h at room temperature on rotor. The tube was then placed into a 

magnetic stand for 2 min to collect the beads and discard the supernatant. Beads were washed 

beads with 500 μl 10 mM Tris pH 7-8 (0.2% BSA) for 3 times. 

Benzonase treatment 

Beads were resuspended in in 250 μl of 1X benzonase buffer (50 mM Tris-HCl (pH 8), 1 mM MgCl2, 

0.2% BSA) with 1 μl of benzonase and incubated at 37°C for 1 h on a shaker. 

qPCR 

Each sample was mixed with 5 μl of 10-fold diluted cDNA together with 7.5 μl of X2 Power SYBR and 

350 nM of forward and reverse primer in 15μl total volume using the cycling conditions: 95°C for 30 s, 

followed by 39 cycles of 95°C for 15 s, 55°C for 15 s, and 68°C for 30 s with melting curve and 

appropriate standards. 

Library preparation 

Two-read sequencing library 

There were two step PCR to amplify the two-read sequencing library: 1) library amplification, 20 μl of 

10-fold diluted reverse transcribed cDNAs as template with 250 nM forward primer 

(ACACTCTTTCCGCAATGAAGTCGCAGGGTTG) and reverse primer 

(TCGGAGATGTAGGGTAATCGTCGGTGTCCA), 200 µM dNTPs, 1X Q5 reaction buffer, 0.01 U/µl Q5 

polymerase (NEB) in 200 μl reaction using the PCR cycling conditions: 98°C for 30 s, followed by 10-

20 cycles of 98°C for 10 s, 55°C for 30 s, and 72°C for 30 s. Products were visualized by 
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electrophoresis on 1% agarose gels in 1X TAE buffer and isolated, column purified with NucleoSpin 

Gel and PCR Clean-up kit (Macherey-Nagel); 2) index PCR, half of the purified PCR product was used 

as template with with 250 nM forward primer 

(AATGATACGGCGACCACCGAGATCTACACACACTCTTTCCGCAATGAAGTCGCAGGGTTG) and reverse 

primer (CAAGCAGAAGACGGCATACGAGAT(index7)TCGGAGATGTAGGGTAATC), 200 µM dNTPs, 1X Q5 

reaction buffer, 0.01 U/µl Q5 polymerase (NEB) in 50 μl using the PCR cycling conditions: 98°C for 30 

s, followed by 5 cycles of 98°C for 10 s, 55°C for 30 s, and 72°C for 30 s. Products were visualized by 

electrophoresis on 1% agarose gels in 1X TAE buffer and isolated, column purified with NucleoSpin 

Gel and PCR Clean-up kit (Macherey-Nagel). The final libraries were quantified by NEBNext® Library 

Quant Kit for Illumina (E7630L). Paired end PE150 sequencing was carried out on an Miniseq 

instrument (Illumina) according to the manufacturer’s instructions. 

Four-read sequencing library 

20 μl of 10-fold diluted reverse transcribed cDNAs as template with 250 nM forward primer 

(AATGATACGGCGACCACCGAGATCTACACACACTCTTTCCGCAATGAAGTCGCAGGGTTG) and reverse 

primer (CAAGCAGAAGACGGCATACGAGATTCGGAGAGAG(index7)AGGGTAATCGTCGGTGTCCA), 200 

µM dNTPs, 1X Q5 reaction buffer, 0.01 U/µl Q5 polymerase (NEB) in 200 μl reaction using the PCR 

cycling conditions: 98°C for 30 s, followed by 10-20 cycles of 98°C for 10 s, 55°C for 30 s, and 72°C for 

30 s. Products were visualized by electrophoresis on 1% agarose gels in 1X TAE buffer and isolated, 

column purified with NucleoSpin Gel and PCR Clean-up kit (Macherey-Nagel). The final libraries were 

quantified by NEBNext® Library Quant Kit for Illumina (E7630L) following the manufacturer’s 

instruction. 

 

4.3 Results 

4.3.1 Model substrate 

To establish the RNA-RNA-seq protocol, a short sequence (42nts) from the HIV-1 5’UTR 

corresponding to the dimerization initiation site (DIS) was used as a model substrate [61]–[65] 

(Figure 4.6). This short sequence undergoes spontaneous dimerization in vitro (HIV-Dimerizing, HIV-

d), and dimerization can be prevented with a point mutation within the 6-nucleotide palindromic 

loop sequence (HIV-Non-dimerizing, HIV-nd) (Figure 4.6a). We confirmed the expected behaviour of 

the HIV-d and HIV-nd on a native agarose gel. 
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Figure 4.6| DIS from HIV-1 as model RNA-RNA interaction. The diagram (a) and native agarose gel (b) to show 

the HIV dimer and non-dimer form: HIV-Dimerizing, HIV-d; HIV-Non-dimerizing, HIV-nd. 

 

4.3.2 Ligation test  

Ligation is an essential step in proximity ligation techniques, including RNA-RNA seq. Our protocol 

uses two different ligases for different purposes: T4 RNA ligase 1 for the ligation of the first set of 

adaptors to the RNA, and RtCB ligase for the proximity ligation of RNA duplexes (Figure 4.5).  

To determine the ligation efficiency of T4 RNA ligase, we performed test ligations between the 

adaptor oligos containing a 5’ phosphate and 3’ phosphate block and HIV-d and HIV-nd oligos 

containing 5’ -hydroxyl and a 3’-hydroxyl. This set up ensures that only a single ligation takes place 

and avoids the formation of concatemers that would complicate analysis. To carry out the 

experiment, 50 pmol of oligo with 3’ and 5’ -hydroxyl and 100 pmol of adaptors with 3’ and 5’ 

phosphate were denatured at 90°C for 2 min, chilled on ice for 2 min, then added the mixture with 

1X T4 RNA ligase buffer (50 mM Tris-HCl, pH 7.5, 10 mM MgCl2, 1 mM DTT (pH 7.5 @ 25°C)), 1mM of 

ATP (NEB), 12.5% of PEG8000 (NEB), 10 U of RNasin (Molox), 10 U of T4 RNA Ligase 1 (NEB, M0204) 

in a total volume of H2O to 25 μL. Samples were mixed, and incubated at room temperature for 2 h. 

The ligation products were purified by ethanol precipitation and then loaded on 7.5% of denaturing 

polyacrylamide urea gel. The result showed that T4 RNA ligation was carried out efficiently (Figure 

4.7a). 

To determine RtCB ligation efficiency on adaptors containing a 3’-phosphate, we performed a test 

ligation between an adaptor containing a 3 -́phosphate and 5 -́phosphate block and an RNA 

containing 5-hydroxyl and 3 -́hydroxyl. Like the previous T4 RNA ligase test, in this setup RtCB can 

only carry out a single intermolecular ligation. 50 pmol of oligo with 3’ and 5’ -hydroxyl and 100 pmol 
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of adaptors with 3’ and 5’ phosphate was denatured at 90°C for 2 min, chilled on ice for 2 min, then 

added the mix with 1X RtCB ligase buffer (50 mM Tris-HCl, 75 mM KCl, 3 mM MgCl2, 10 mM DTT (pH 

8.3 @ 25°C)), 0.1 mM GTP, 1 mM MnCl2, 40 U of RNasin (Molox), 15% of PEG8000 (NEB), 2 μL of 

homemade RtCB ligase, in a total volume of 25 μL. Samples were mixed well, and incubate at 37°C 

for 1 h. The ligation product was determined by 7.5% denaturing polyacrylamide urea gel (Figure 

4.7b). The result showed that all of the RNA was ligated with the 3’5’P adaptor. 

       

  

Figure 4.7| Denaturing gel to show the ligation product. (a) T4 RNA ligation, HIV-d, HIV-nd, 3’5’P adaptor and 

biotin adaptor were denatured and loaded on lane 1-4, lane 5 and lane 6 are HIV-d or HIV-nd mixed with two 

adaptors and ligated with T4 RNA ligase 1 product, respectively; (b) RtCB ligation, RNA-B is another model 

substrate RNA has 3’ and 5’ -hydroxyl (lane 1), and 3’5’P adaptor (lane 2), and RtCB ligation product from RNA-

B and 3’5’P adaptor. 

 

4.3.3 Ligation, selection, reverse transcription and library amplification worked on 

model substrate RNA without crosslink  

From the ligation test, we could observe the expected ligation products. Next, we tested whether 

two sequential ligations with T4 RNA ligase and RtCB ligase could produce a ligation product that can 

be reverse transcribed and amplified into a sequencing library. The test protocol included the 

following steps: T4 RNA ligation, streptavidin magnet beads binding (Biotin selection), RtCB ligation, 

washing, elution of RNA from beads, RNA purification, reverse transcription, and PCR amplification.  

T4 RNA ligation and RtCB ligation test results were shown above (Figure 4.7a, 4.7b). For streptavidin 

magnetic beads (S1420S) binding, , I optimized the binding and elution condition with a biotinylated 

oligo following the manufacturer’s recommended protocol (NEB). The optimized conditions for 
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binding were 100 μl of beads per 100 pmol biotinylated oligo, incubation at room temperature in 1X 

T4 RNA ligase buffer for 15 min with regular mixing. The optimized conditions for elution were 

adding 100 μl of Elution Buffer [10 mM Tris-HCl (pH 7.5), 1 mM EDTA] at 90°C for 1 min, repeated for 

three times. 

To test whether the protocol faithfully captured RNA duplexes, and not artificial interactions 

between single stranded RNAs in solution, I carried out the protocol with HIV-d, and HIV-nd as a 

negative control. 50 pmol of HIV-d or HIV-nd and 100 pmol of each two adaptors were ligated using 

T4 RNA ligase I at room temperature for 2 h. 100 μl of streptavidin magnetic beads were added in 1X 

T4 RNA ligase buffer and incubated at room temperature for 15 min with regular mixing. Beads were 

washed with 1xT4 RNA ligase buffer for three times to remove unligated substrate and ligation 

products without biotin adaptor. To perform proximity ligation, 8 μl of homemade RtCB ligase was 

added in 1x RtCB ligation buffer (50 mM Tris-HCl, 75 mM KCl, 3 mM MgCl2, 10 mM DTT (pH 8.3 @ 

25°C)), 0.1 mM GTP, 1 mM MnCl2, 40 U of RNasin (Molox), 15% of PEG8000 (NEB), with a final 

volume of 100 μl, and incubated on shaker at 700 rpm/37oC for 1 h. Samples were applied to the 

magnetic stand, and supernatant collected as flow-through for analytical analysis. Beads were 

washed with elution buffer three times. Finally, ligation products were eluted from the beads with 

elution buffer. Both flow through and eluted RtCB ligation products were precipitated by ethanol 

precipitation and resuspended in 10 μl of H2O. The RNA was reverse transcribed, and PCR amplified 

with specific primer annealing to the 3’5’P adaptor. 

A successful protocol would result in a product of 144 bp for HIV-d and no band for HIV-nd. 

Unexpectedly, for the HIV-d sample, were observed a band at approximately 100 bp, , and for the 

HIV-nd samples, we observed an additional product between 100-200bp (Figure 4.8a). We 

hypothesized that the washing was not stringent enough to remove an unwanted side product that 

only contained 3’5’P adaptor but was captured on streptavidin beads through a non-covalent 

interaction with a RNA containing a biotinylated adaptor (Figure 4.8d, S3-1). We therefore decided to 

increase the stringency of the wash buffer. Using the wash buffer obtained from the PARIS 

protocol[36], [37], [66], I repeated the protocol, this time washing beads with bead wash buffer [100 

mM Tris pH 7.0, 4 M NaCl, 10 mM EDTA, and 0.2 v/v % Tween 20] six times at 37oC/50oC/ 60oC. The 

results were encouraging as the expected product was now present in the HIV-d samples, and 

increased in abundance with increasing wash temperatures (Figure 4.8b). Finally, I increased wash 

temperature to 80oC which gave only a single product in the HIV-d samples and no product in the 

HIV-nd samples (Figure 4.8c). Sequencing of this product showed that it contained the expected 

sequence with inconsequential small deletions at the HIV-d – adaptor junctions (Figure 4.8d). 
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Figure 4.8| RNA-RNA seq on model substrate. (a) Library after RNA-RNA seq on HIV-d and HIV-nd RNA without 

stringent wash; (b) Library after RNA-RNA seq on HIV-d and HIV-nd with different stringency wash; (c) Library 

after RNA-RNA seq on HIV-d with stringent wash, the arrows indicate the expected (duplex) product and side 

product;(d) diagram to show the side products in RNA-RNA seq protocol (side product 1-S1, side product 2-S2, 

side product 3-S3, etc.); (e) duplex product sequence of (c). 

 

4.3.4 Crosslink and reverse crosslink optimization  

Crosslinking is an essential step in RNA-RNA-seq. In our protocol, crosslinking reagents can be varied 

to capture different types of interactions. We applied formaldehyde crosslinking to identify the 

interactions mediated by protein and psoralen derived AMT and SHAPE based SHARC reagents to 

identify direct RNA-RNA interactions. Before processing the biological samples, I first tested and 

optimized crosslinking conditions. 

For optimizing formaldehyde crosslinking, I used a short RNA sequence from the MS2 bacteriophage 

(Figure 4.9a), which can form a specific stem loop[67]; and MS2 coat protein (MCP-MBP)[68] which 

specifically binds to the MS2 stem loop. First, 50 pmol of MS2 RNA was folded in 1x T4 RNA ligase 

buffer at 37oC for 15 min. Then 200 pmol of MCP-MBP protein was added, and samples were 

incubated on ice for 15 min. Formaldehyde was added to final concentration at 0%/2%/4%, and 
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samples were incubated at room temperature for 10 min, and quenched with glycine at final 

concentration of 250 mM. The samples were then purified by Trizol extraction. Crosslinked RNA 

partitions to the organic phase along with the proteins. Non-crosslinked RNA was extracted from the 

aqueous phase and precipitated by isopropanol precipitation. By running the non-crosslinked RNA on 

a 1% agarose gel, we could estimate crosslinking efficiency as a loss of RNA-protein from the aqueous 

phase into the organic phase. The results showed that 4% of formaldehyde can crosslink more than 

95% of RNA (Figure 4.9b). 

After proximity ligation, we need to wash away ligation side products and reverse transcribe the 

ligated duplex to make the sequencing library. Consequently, reverse crosslinking must be carried 

out before stringent washing. Following a published reverse crosslinking protocol[69], the crosslinked 

samples were incubated at 70oC for 10 min, and subsequently purified by Trizol extraction. The free 

RNA is precipitated by isopropanol and determined on a 1% agarose gel. Unfortunately, the results 

showed the reverse crosslink was inefficient by heat (Figure 4.9b). We next tried to reverse the 

formaldehyde crosslink by proteinase K digestion. Here, a 4% crosslinked MS2-MCP-MBP complex 

was incubated in 1% SDS, 1 mM EDTA, 20 mM Tris-HCl pH7.5 with proteinase K (NEB) (final 

concentration 0.012 U/μl) at 42°C for 20 min or 30 min. About 20% of crosslinked RNA was reversed 

by proteinase K, which still could be improved (Figure 4.9c).  

As an additional crosslink and reverse crosslink test model, we used cultured HEK293T cells as it is 

more similar to most biological samples. Here, after 0.5% formaldehyde crosslinking, I tried four 

conditions of proteinase K digestion to reverse the crosslinks : 

1#: 20 mM Tris-HCl pH7.5, 1% SDS, 1 mM EDTA with proteinase K (NEB) (final concentration 

0.015U/μl) at 55 °C for 60min; 

2#: 100 mM Tris-HCl pH 7.4, 150 mM NaCl, 12.5 mM EDTA, 0.5% (w/v) SDS with proteinase K (NEB) 

(final concentration 0.12U/μl) at 55°C for 60 min; 

3#: 16 mM Tris-HCl pH 7.4, 8 mM EDTA, 1.6% N-lauroylsarcosine, 2 mM TCEP, 250mM NaCl with 

proteinase K (NEB) (final concentration 0.03U/μl) at 65°C for 1.5 h; 

4#: 38 mM Tris-HCl pH 7.4, 411 mM NaCl, 7.8mM EDTA, 0.09% (w/v) SDS with proteinase K (NEB) 

(final concentration 0.02U/μl) at 65°C for 2 h 

The results showed that 0.5% formaldehyde was sufficient to crosslink the cellular RNA; and 

condition 3# is the most efficient for proteinase K digestion to reverse formaldehyde crosslinks 

(Figure 4.9d). Therefore, in the later assays condition 3# is implemented. 
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Figure 4.9| Formaldehyde crosslink and reverse crosslink optimization. (a) MS2 RNA and MCP-MBP protein 

are used as a model substrate for formaldehyde crosslink and reverse crosslink test; (b, c) Formaldehyde 

crosslink and reverse crosslink test; (d) Crosslink test on HEK293T cells, and proteinase K to reverse crosslink 

under different condition. 

 

AMT (4’-aminomethyltrioxsalen hydrochloride) is a psoralen derived crosslinker for direct RNA-RNA 

interaction crosslinking. AMT specifically crosslinks opposing uridine bases in AU base pairing under 

long wavelength UV irradiation. The resulting duplex can be reverse crosslinked under short wave 

length UV irradiation[51], [66], [70].  

To test crosslinking, eight in vitro transcribed influenza (PR8) RNAs and the HIV-d short RNA were 

used as model substrates (Figure 4.10a). We tested crosslinking with different concentrations of AMT 

under 365nm UV for 800mJ or (10+10+10) min. With increasing AMT concentration under 365nm UV 

for (10+10+10) min, crosslinking could be observed as an upwards gel mobility shift (Figure 4.10c). As 

a negative model substrate, no crosslink product could be observed on the HIV-d short RNA (Figure 

4.10b), since the kiss loop interaction is mediated by GC based pairing. 

To test the reverse crosslink, the AMT crosslinked PR8 RNAs from in vitro transcription (IVT) were 

irradiated with 254nm UV for 2/5/10 min on ice, following by ethanol precipitation and gel 
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electrophoresis. The results showed that the AMT crosslinking products decreased significantly after 

2 min (Figure 4.10d). However, RNAs started to degrade after 10 min (Figure 4.10d). Therefore, 

254nm UV irradiation for 5 min was used for reverse AMT crosslinks in later experiments. 

 

Figure 4.10| AMT crosslink optimization. (a) diagram to show AMT crosslink and reverse crosslink; (b) AMT 

crosslink test on HIV DIS dimerization short RNA; (c) AMT crosslink test on in vitro transcribed PR8 RNAs, the 

red frame highlights the crosslink product; (d) reverse AMT crosslink test on IVT PR8 RNAs, the crosslink 

product disappeared after 254nm UV irradiation. 

 

Spatial 2′-Hydroxyl Acylation Reversible Crosslinking (SHARC) is another recently developed RNA-RNA 

crosslinking reagent [55]. Unlike AMT, which has a preference for AU base-pair, SHARC was reported 

to have less bias, with the advantage of easy preparation, high efficiency, and ease of crosslink 

reversal.  

To prepare the SHARC reagent, we mixed one part of 2,6-Pyridinedicarboxylic acid and 2 parts of 1,1′-

carbonyldiimidazole (CDI) in DMSO for 1h (Figure 4.11a). To test crosslinking, HIV-d RNA was used as 

a model substrate (Figure 4.11b), with the results showing that SHARC could crosslink HIV-d 

efficiently, as more that 50% of the substrate shifted up when 100mM SHARC reagent was added 

(Figure 4.11c). To reverse crosslinking, decrosslinking buffer was added into crosslinked samples 

(final concentration at 100 mM Boric acid, pH 11), followed by incubation at 45°C for 2 h. The reverse 

crosslink efficiency was fairly high, as at least 90% of the crosslinked model substrate was reversed 

(Figure 4.11c). 
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Figure 4.11| SHARC crosslink optimization. (a) Dicarboxylic acid reacts with 1,1′-carbonyldiimidazole (CDI) in 

DMSO to get SHARC reagent[55]; (b) diagram to show SHARC crosslink and reverse crosslink; (c) Urea-PAGE to 

show the SHARC crosslink and reverse crosslink on HIV-d RNA. 

 

4.3.5 Fragmentation optimization  

Following crosslinking, the next step in RNA-RNA-seq is RNA fragmentation. To accurately determine 

RNA-RNA interaction sites, and RNA duplexes must not be too long, but should have sufficient length 

to align to a reference sequence. The ideal RNA fragment is in the range of 50-200 nts. Here, I tested 

several fragmentation methods: nucleases digestion, heating in the presence of Mg2+, sonication 

(Bioruptor), and Lead (II) fragmentation.  

RNase A is a stable, sufficient endonuclease from mammalian pancreas, which cleaves single-

stranded RNA and forms 3’ -phosphate and 5’ -hydroxyl ends. 2 μg of IVT PR8 RNAs were incubated 

with RNase A (final concentration 0.4 μg/μl) for 10 min or 30 min. The reaction was stopped by 

adding EDTA to 50 mM and heating at 70oC for 10 min followed by Trizol extraction. Under these 

conditions, RNA degradation was complete (Figure 4.12a).  

S1 nuclease is an endonuclease that cleaves single-stranded RNA but forms 5’ -phosphate and 3’ -

hydroxyl ends. Nuclease digestion was carried out on IVT transcribe substrates as indicated above, 

with the inclusion of 2μl of 1:100 diluted S1 nuclease (Promega). The result showed that S1 nuclease 

was similar to RNase A, with complete digestion of the substrate (Figure 4.12a). 

RNase If is a recombinant protein fusion of RNase I which cleaves both single-stranded and double-

stranded RNA but prefers single-stranded, and leaves a 5 -́hydroxyl and 3 -́phosphate. In addition, it 
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can be inhibited by SuperRNasin. The result showed that it could digest RNA very efficiently (Figure 

4.12b). However, similar to RNase A and S1 nuclease, it was difficult to stop the reaction. 

Magnesium can be used to fragment RNA as a divalent cation at elevated temperatures. PR8 IVT 

RNAs were heated to 94oC for 3 or 5 min in 20 mM Tris-Acetate, pH 8.1, 50 mM K-Acetate, 15 mM 

Mg-Acetate. The reaction was stopped by transferring the RNA samples on ice. The results showed 

that the fragmentation was sufficient, and also that it was easy to stop the reaction at the desired 

fragmentation size (Figure 4.12c).  

Sonication is also a common method to fragment DNA or RNA. Here, we tested a Bioruptor 

ultrasonication device to fragment IVT PR8 RNAs. The results indicated that it was not as efficient as 

the previous fragmentation methods, and the efficiency depended on the buffer component (Figure 

4.12d).  

Lead(II) is known to cleave RNA within single-stranded regions at mild temperature, whereas 

cleavages in double-stranded regions are weaker or absent. Thus, it can be used as a method to 

probe RNA structure[71][72].  I used purified human ribosome as substrate to test the PbOAC2 

fragmentation manner at 37oC. The results showed that at 10mM, PbOAC2 could fragment ribosome 

RNA effectively (Figure 4.12e).  

Summarizing these data, we could see that RNase A, S1 nuclease and RNaseIf nucleases can 

efficiently cleave RNA, but they were difficult to control. Magnesium fragmentation was efficient and 

easy to control, but the high temperature was not good for samples with protein and might denature 

RNA to create artificial interactions. Sonication was very easy to control, but was not as efficient as 

RNases and the efficiency depends on the buffer condition. Finally, Lead(II) fragmentation was 

efficient under mild conditions, was easy to stop by EDTA, and in theory also acts as an RNA 

structural probe by cleaving specifically at single stranded RNA. Given the above, sonication or 

Lead(II) were the fragmentation methods that we chose toapply in the biological samples during the 

RNA-RNA seq protocol. 
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Figure 4.12| RNA fragmentation test. (a) RNaseA and S1 nuclease fragmentation test on in vitro transcribed 

PR8 RNAs; (b) RNaseIf fragmentation and SuperRNasin inhibition on in vitro transcribed PR8 RNAs; (c) 

Magnesium fragmentation; (d) sonication (Bioruptor) fragmentation; (e) Lead(II) fragmentation. 

 

4.3.6 Run whole RNA-RNA seq protocol on ribosome 

Ribosomal RNA is the primary component of ribosomes, which is the most abundant cellular RNAs.  

In addition, there are cryo-electron microscopy reconstructions and X-ray crystal structures of 

eukaryotic ribosomes [73]–[75]. Thus, the ribosome is an excellent structural model to validate the 

RNA-RNA seq protocol.  

After optimization of crosslinking and reverse crosslinking conditions, fragmentation, adaptor ligation 

(T4 RNA ligation), proximity ligation (RtCB ligation), stringent wash, and library preparation on model 

substrates, I validated the RNA-RNA seq protocol on the purified eukaryotic ribosome. 

The ribosome was purified from HEK293T cells by sucrose gradient. Here, I had six samples in total: 

1. No crosslink ribosome with low stringency wash buffer; 

2. AMT crosslink ribosome with low stringency wash buffer; 

3. Formaldehyde crosslink ribosome with low stringency wash buffer; 
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4. No crosslink ribosome with high stringency wash buffer; 

5. AMT crosslink ribosome with high stringency wash buffer; 

6. FA crosslink ribosome with high stringency wash buffer; 

4 μg of purified ribosome was prepared following the crosslinking and fragmentation protocols 

determined in the optimization test. RNA fragments were dephosphorylated by Shrimp Alkaline 

Phosphatase (rSAP) at 37oC for 40 min to obtain end repaired RNA with 3’-hydroxyl and 5’-hydroxyl. 

rSAP was then inactivated by heating to 80oC for 4 min. The no crosslink and AMT crosslinked 

samples were purified by RNA Clean & Concentrator™-5 Zymo-Spin™ IC Columns, while 

formaldehyde crosslinked samples were precipitated by ethanol. Next, RNAs were dual ligated with 

excess biotin and 3’5’-P adaptors, then purified by biotin-streptavidin selection to remove unligated 

products and ligation products without biotin adaptor. On bead proximity ligation was then 

performed using optimized RtCB ligation conditions. Following proximity ligation, crosslinking was 

reversed and washing performed with low stringent wash buffer ([x2 SSC, 1mM EDTA], 5 min @ 40°C, 

3 times) or high stringent wash buffer ([100 mM Tris pH 7.0, 4 M NaCl, 10 mM EDTA, and 0.2 v/v % 

Tween 20]: for six times at 80oC). Lastly, RNA was reverse transcribed with a primer designed to 

anneal specifically to the 3’5’P adaptor, so that only the expected duplex ligation products with both 

adaptors can be amplified for sequencing. 

The gel results showed that we were able to successfully obtain a sequencing library using the RNA-

RNA seq protocol (Figure 4.13a). Unexpectedly, we obtained sequencing libraries not only from AMT 

crosslinking samples, but also from the no crosslink control samples, which indicated that washing 

steps were unable to completely remove non-crosslinked interactions. In other words, either these 

interactions are very strong, or there were strong artificial interactions that had been generated 

during the protocol. Unfortunately, the libraries from formaldehyde crosslink sample did not look as 

good as other samples. Nevertheless, we continued the sequencing on all samples that generated a 

sequencing library.  

We successfully obtained sequencing data from no crosslinked, AMT crosslinked samples, and as 

expected from the poor quality of the sequencing library, very few reads from the formaldehyde 

sample. From these data, we plotted the interactions in 28S as heat map matrix (Figure 4.13b), and 

we could see that our sequencing data cover most regions of the 28S ribosomal RNA. By calculating 

an interaction strength based on the read counts, we observed some structured domains such as 

those between 0-100nt, 600-800nt, 1200-1400nt. By comparing to the interaction matrix from the 

crystal structure (Figure 4.13b), we observed that a lot of our interactions were consistent with the 

crystal structure, which indicated that the interactions we detected by RNA-RNA seq were real. 

Interestingly, flexible structural regions missing in the crystal structure were captured by RNA-RNA-

seq indicating that it can provide complementary information. 

However, the sequencing data also revealed that the protocol still needs to be optimized. We found 

many reads without sequences derived from RNA duplexes, rather they are the result of direct 
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ligation between the two adaptors. We suspect that over time the blocking 3’ phosphate on the 

adaptors is degraded resulting in spurious adaptor-adaptor ligation. To solve this problem, we 

purified the two adaptors by HPLC. 

Another adaptation to improve RNA-RNA-seq is the use of limited concentrations of one of the two 

adaptors in a two-step ligation strategy. First, T4 RNA ligation was performed using a limited 

concentration of the biotin adaptor followed by the streptavidin bead selection. Next, a second T4 

RNA ligation was performed using high concentrations of the 3’5’P adaptor. In theory, this strategy 

ensures that the majority of RNA duplexes contain one of each adaptor. However, this strategy did 

not improve sequencing library quality, so it was not pursued further (Figure 4.13d). 

 

Figure 4.13| RNA-RNA seq on purified ribosome. (a) Agarose gel to show libraries after RNA-RNA seq; (b) RNA 

interactions in no crosslink ribosome (Chunk size: 50, threshold: 10); (c) Ribosome RNA interactions from 

crystal structure. The dark region indicates the structure information is missing in the crystal structure of the 

human ribosome  (d) agarose gel to show the libraries after RNA-RNA seq on purified ribosome with limited or 

excess adaptors. 
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4.3.7 Stringent wash optimization  

From the results above, we could see that we can generate library and detect RNA-RNA interactions 

from no crosslinked samples. This was unexpected because stringent washing should remove all non-

crosslinked interactions, suggesting that washing for six times at 80oC with Bead Wash Buffer (100 

mM Tris pH 7.0, 4 M NaCl, 10 mM EDTA, and 0.2 v/v % Tween 20) was not stringent enough to 

remove all non-crosslinked interaction. Optimal wash conditions should remove all side products and 

unspecific interactions whilst keeping the streptavidin-biotin interaction intact. This is not so 

straightforward because conditions that break RNA-RNA interactions may also break the biotin-

streptavidin interaction. Here, I used a biotinylated RNA oligo annealed to a reverse complementary 

DNA oligo as a model to test the stringency of different wash buffer (Figure 4.14a). 

Wash buffers and wash condition: 

wash 1: 4M Urea, 2% SDS, 150 mM NaCl, 1mM EDTA, 5 min @ 60°C, repeat 3 times 

wash 2: 4M Urea, 2% SDS, 150 mM NaCl, 1mM EDTA, 5 min @ 50°C, repeat 3 times 

wash 3: 4M Urea, 2% SDS, 150 mM NaCl, 1mM EDTA, 5 min @ 40°C, repeat 3 times 

wash 4: x2 SSC, 70% formamide, 1mM EDTA, 5 min @ 40°C, repeat 3 times 

wash 5: x2 SSC, 70% formamide, 1mM EDTA, 5 min @ room temperature, repeat 3 times 

wash 6: x2 SSC, 60% formamide, 1mM EDTA, 5 min @ 40°C, repeat 3 times 

wash 7: x2 SSC, 60% formamide, 1mM EDTA, 5 min @ room temperature, repeat 3 times 

First, equimolar amounts of the biotinylated RNA oligo (RNA-A) and the reverse complementary DNA 

oligo (DNA-B) were hybridized by denaturing at 90oC for 2 min, chilling on ice, and annealing in 1x T4 

RNA ligase buffer at 37oC for 30 min to form the interaction. Next, the annealed duplex was coupled 

to streptavidin magnetic beads, as previously described. Flow-through was collected and the beads 

were then washed with the listed wash buffer under indicated condition. Lastly, RNA was eluted 

from the streptavidin magnetic beads and purified by ethanol precipitation and loaded on 10% Urea-

PAGE.  

From the gel we could see, the that the flow-through was clean, which indicated successful coupling 

of the hybrid to the streptavidin magnetic beads. Surprisingly, many of these wash conditions were 

unable to completely remove DNA-B from the RNA oligo coupled to beads. Wash 2, wash 3, wash 5, 

and wash 7 were particularly inefficient, as most DNA-B remained annealed with RNA oligo. Wash 1 

and wash 6 washed were able to partially remove DNA-B, but also disrupt the interaction between 

streptavidin-biotin. Wash 4 was able to remove all DNA-B oligo, although some loss of the RNA-A 

from the beads was still observed. It seems that it is possible to break a strong DNA-RNA hybrid by 
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stringent washing, but that this also results in the weakening of the biotin-streptavidin interaction. 

Thus, there is a trade-off in potential specificity of the protocol and the ability to capture material for 

analysis. 

 

 

Figure 4.14| Stringent wash test. (a) wash test model; (b) Urea-PAGE to show the wash efficiency. The first 

two lanes showed the oligos we used, then flow-through (FT). Comparing with no wash, wash 2, wash 3, wash 5, 

and wash 7 were not efficient enough to wash away DNA-B; wash 1 and wash 6 washed were able to partially 

remove DNA-B, but also disrupt the interaction between streptavidin-biotin; wash 4 was able to remove all 

DNA-B oligo. 

 

4.3.8 RNA-RNA seq optimization on formaldehyde crosslink samples  

One possibility for why the RNA-RNA seq protocol didn’t work on formaldehyde crosslink samples is 

that the fragmentation was not sufficient, resulting in insufficient RNA substate for ligation.To test 

whether Lead(II) fragmentation is impaired in the formaldehyde crosslinked sample, we performed a 

fragmentation test after crosslinking with or without quenching with glycine[76]. We performed this 

fragmentation test on formaldehyde crosslink samples with glycine at different pHs. The gel results 

showed that glycine decreased fragmentation efficiency of Lead(II), especially at lower pH (Figure 

4.15a). Formaldehyde crosslinking itself also decreased fragmentation efficiency. To increase the 

fragmentation of the formaldehyde crosslinked samples, we combined bioruptor sonication and 

Lead(II) fragmentation. The results showed the 0.5% formaldehyde crosslinked polysome can be 

fragmented efficiently by 20 mM of PboAC2 incubated at 37oC for 20 min with 10 min bioruptor 

sonication (Figure 4.15b). 
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Figure 4.15| Fragmentation optimization on formaldehyde crosslink samples. (a) Lead(II) fragmentation 

efficiency is diminished by glycine, low pH, and formaldehyde crosslink; (b) Fragmentation with higher 

concentration PboAC2 and bioruptor. 

 

4.3.9 RNA-RNA seq optimization on cell samples  

 After the optimization of stringent wash and fragmentation on formaldehyde crosslink samples we 

implemented the optimized RNA-RNA seq protocol on virus infected cells. This sample has the 

additional advantage that the protocol can be simultaneously validated on the human ribosome 

structure. 

There are eight samples in total and the experiment is carried out in replicate: 

1. PR8 infected MDCK at 1MOI and harvest at 12hpi; No crosslink; 

2. PR8 infected MDCK at 1MOI and harvest at 12hpi; AMT crosslink; 

3. PR8 infected MDCK at 1MOI and harvest at 12hpi; SHARC crosslink; 

4. PR8 infected MDCK at 1MOI and harvest at 12hpi; Formaldehyde crosslink; 

5. NL43 transfected HEK293T and harvest at 24h; No crosslink; 

6. NL43 transfected HEK293T and harvest at 24h; AMT crosslink; 

7. NL43 transfected HEK293T and harvest at 24h; SHARC crosslink; 

8. NL43 transfected HEK293T and harvest at 24h; Formaldehyde crosslink; 
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The infected or transfected cells were harvest as indicated, using the following conditions: no 

crosslink, AMT crosslink (0.25 mg/ml, 365nm UV irradiate for 10+10+10 min), and formaldehyde 

crosslink (0.5% Formaldehyde).  Next, RNAs from the no crosslink, AMT crosslink and SHARC crosslink 

cells were purified by Trizol extraction and Turbo DNase treatment according to the manufacturer’s 

instructions. Purified RNA was fragmented by Lead(II) and end repaired with rSAP and T4 PNK at 37°C 

for 40 min following by Zymo column purification. Formaldehyde crosslink cells were permeabilized 

and fragmented as the optimized protocol above. End repair was performed with rSAP and T4 PNK at 

37°C for 40 min. Cells were washed with cold PBS buffer and centrifuged at 1200xg for 10 min at 4°C 

between each step. All samples were ligated to excess biotin adaptor and 3’5’P adaptor using T4 

ligase, then bound to streptavidin beads to remove ligation products without a biotin adaptor. 

Subsequently, RtCB ligase was used for proximity ligation on beads for no crosslink, AMT crosslink 

and SHARC crosslink samples. In situ ligation was performed on formaldehyde crosslink samples. 

After, crosslinks were reversed using the optimized protocols: for AMT crosslinked samples, 254nm 

UV irradiation for 10 min on ice; for SHARC crosslinked samples, 5x decrosslinking buffer (500mM 

Boric acid, pH 11) was added to 1x and incubated for 2 hours at 45°C; formaldehyde crosslinked 

samples were incubated with proteinase K (NEB) (final concentration 0.03U/μl) in the buffer contain 

20 mM Tris-HCl pH 7.4, 10 mM EDTA, 2% N-lauroylsarcosine, 2.5 mM TCEP, and incubate at 65°C for 

1.5 h. Subsequently, all purified reversed crosslinked and no crosslinked RNA were subject to high 

stringent wash ([x2 SSC, 70% formamide, 1mM EDTA], 5 min @ 40°C, repeat 3 times) on beads to 

wash away non-specific products. Lastly, the RNA was reverse transcribed with a primer that 

specifically binds to 3’5’P adaptor. This step enriches for the expected duplex ligation product. 

The agarose gel showed that I was able to obtain a sequencing library from all samples (Figure 4.16a), 

especially the libraries from no crosslink, AMT crosslink, SHARC crosslink samples. The library size 

indicated that the inserts were between 20-200bp, as desired. For the formaldehyde crosslink 

samples, the libraries were of poor quality, and had a much smaller predicted insert size.  

We sequenced all libraries, and the results looked very promising. Using the more stringent wash, we 

managed to detect more interactions on the crosslink sample compared to the no crosslink sample. 

For instance, we were able to see a known interaction between 28S rRNA and 5.8S rRNA within the 

large subunit of ribosome.  342 GCACGAGACC 351 (28S) base-paired with 24 GGCUCGUGC 32 (5.8S) 

showed up in no crosslink sample interaction matrix, but was more intensely captured with AMT 

crosslinking. Similarly, an interaction between 2 GCGACCUCAGAUCAGACG 19 (28S) and 138 

CGCCUGUCUGAGCGUCGCC 155(5.8S) showed up in AMT crosslink sample, which was stronger again 

in SHARC crosslink sample. These results indicate that the stringent wash cannot wash away all non-

crosslinked interaction. Nevertheless, these results strongly argue that the interactions from no 

crosslink sample were valid, and likely represent very strong RNA-RNA interactions that cannot be 

broken during stringent washing (Figure 4.16b, 4.16c). As expected from the gel of the sequencing 

library, we didn’t obtain high quality information from formaldehyde crosslink samples.  

Unfortunately, we were unable to recover many viral sequences from this pilot experiment, due to 

the high abundance of ribosomal RNA in the samples. Nevertheless, the quality of the ribosome 
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interaction data indicates that the protocol is able to faithfully capture native and biologically 

relevant RNA-RNA interactions. To perform RNA-RNA interaction analysis on viral RNA, we will need 

to sequence cellular samples deeper, perform ribosomal RNA depletion before sequencing, or 

perform experiments on large quantities of purified virus. 

 

Figure 4.16| RNA-RNA seq on infected or transfected cells. (a) Agarose gel to show the libraries after RNA-

RNA seq on PR8 infected MDCK cells and HIV(NL43) transfected HEK293T cells; (b) interaction matrix to show 

the interactions between 28S and 5.8S rRNA in no crosslink, AMT crosslink and SHARC crosslink samples; (c) 

human ribosome secondary structure (Adapt from http://apollo.chemistry.gatech.edu/RiboVision/#HS_LSU_3D) 

 

4.3.10 RNA-RNA seq on purified influenza virus  

After the optimization of RNA-RNA seq on a model substrate, the human ribosome, and cellular 

lysates, I decided to apply the optimized protocol on virus. Our goal included identifying the intra-

molecular RNA structure within each segment and the inter-molecular interactions between the 

http://apollo.chemistry.gatech.edu/RiboVision/#HS_LSU_3D
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eight segments of the virus genome in high resolution. In principle, we will be able to define the 

nature of the interactions (RNA-RNA interactions vs RNA-protein-RNA interactions) by comparing the 

interactome between formaldehyde crosslink sample and AMT crosslink sample. Ultimately, we 

would aim to obtain a high-resolution view of influenza genome architecture and find out how these 

interactions impact the influenza replication and evolution. For the first attempt on virus, I planned 

to apply the protocol on PR8, which is a laboratory adapted strain and easy to propagate. To test if 

the protocol works well on virus, we prepared the PR8 from specific pathogen free (SPF) chicken 

embryo following the published protocol[77]. The titre was 1.4*10^7 PFU/ml. 10 ml of virus were 

pelleted through 20% sucrose cushion at 17000xg for 3 h and then resuspended with 20 μl of TE 

buffer (10 mM Tris, 1 mM EDTA, pH8.0). 

There were three samples in total: no crosslink/ AMT crosslink/ formaldehyde crosslink. The crosslink 

and fragmentation protocols followed the parameters in the optimization test. Then, the virions 

were permeabilized with 1% NP40.  RNA fragments were dephosphorylated by Shrimp Alkaline 

Phosphatase (rSAP) at 37°C for 40 min to obtain RNA with 3’ -hydroxyl and 5’ -hydroxyl end, followed 

by rSAP inactivation by heating to 80°C for 4 min. The no crosslink and AMT crosslink virus samples 

were purified by phenol chloroform and precipitated by ethanol, while formaldehyde crosslink 

viruses were only precipitated by ethanol. Next, RNAs were ligated with biotin adaptor and 3’5’P 

adaptor, then captured by streptavidin selection to remove ligation products that didn’t have a biotin 

adaptor. Subsequently, RtCB ligase was used for proximity ligation on beads. After crosslink reversal 

we performed stringent washing to remove unwanted side products. Lastly, we reverse transcribed 

the RNA with specific primer that binds to the 3’5’P adaptor. Only the expected duplex ligation 

product would be selected and amplified for sequencing in the end.  

The gel results showed that the RNA-RNA seq protocol worked as expected (Figure 4.17a). Similar to 

the assays on previous biological samples, we obtained sequencing libraries from all samples. 

Importantly, we recovered sequences from all eight segments of influenza virus. Based on read 

number, we plotted the interaction network of PR8 genome. We found interactions between every 

segment pair indicating a complex network that potentially differs between viruses. However, the 

interactions between PB1 and PB2 were detected most frequently. Using an unbiased network 

analysis, we saw that PB2 was organised in the centre of the network. As PB2 is one of the longest 

segments, these results are consistent with the published electron tomography of influenza A 

virions[29] (Figure 4.17b). Intriguingly, we found several positions within the network which were 

able to interact with more than one RNA. This strongly suggests heterogeneity and/or flexibility in 

influenza assembly mediated by RNA-RNA interactions, as recently reported[78][79]. 

Focusing on RNA structure of individual segments, we found intra-molecular interactions, especially 

between the 3’ and 5’ termini of the vRNAs. This is consistent with our knowledge about the 

influenza genome that each segment has conserved region U12 and U13, and these conserved 

sequences are partially complementary and anneal to form a hairpin structure essential for 

transcription and replication[19]. Interestingly, even though I pelleted the virus through sucrose 

cushion, we were able to detect interactions with ribosomal RNA. This could either indicate ribosome 
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contamination, or alternatively that influenza viruses can package ribosomal RNA, as previously 

suggested[80]. Despite a highly optimized protocol, we still obtained large number of sequencing 

reads without biotin adaptor, and for the formaldehyde sample, there was only a few reads after 

adaptor trimming. Formaldehyde may overcrosslink the samples leading to very short insert sizes. 

 

 

Figure 4.17| RNA-RNA seq on PR8 virus. (a) Agarose gel to show libraries after the whole protocol; (b) Inter-

molecular interactions between eight segments; (c) Inter and intra-molecular interactions found in no crosslink 

and (d) AMT crosslink samples, red lines represent intra-molecular interactions, and blue lines represent inter-

molecular interactions;  
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4.3.11 Virus purification 

RNA-RNA-seq was successful on cellular and virus samples, but we didn’t obtain sufficient data from 

the virus genome because of ribosomal RNA was too abundant. In an attempt to reduce this 

potential contamination, I tested several virus purification protocols.  

I first determined the efficiency of pelleting virus through sucrose cushion, which is a common 

method to purify biological samples [81]–[83], and also the method that I used in the previous RNA-

RNA seq run on virus. The result showed that pelleting through sucrose cushion can remove more 

than half of the ribosomal RNA, but the overall recovery of virus was only about 12% (Figure 4.18a). 

We speculate that the reason for the low recovery was that the pellet resuspension was not 

sufficient. I also tried to purify virus by Optiprep gradient[84], which is a powerful technique for 

fractionating particles with different sizes. However, I lost more than 90% of the virus.  Second, I 

tested coupling virus to NHS-Activated Magnetic Beads, which forms covalent conjugation between 

the magnetic beads and amine groups on the virus surface proteins 

(https://assets.thermofisher.com/TFS-

Assets/LSG/manuals/MAN0011758_Pierce_NHSActiv_Mag_Bead_UG.pdf). Here I used 20 μl of beads 

to couple 50 μl of PR8 virus (4*10^8 PFU/ml). The qPCR result showed more than 90% of virus 

coupled to beads (Figure 4.18b), and after benzonase treatment[85] the majority of free ribosomal 

RNA could be removed. Next, I tested the binding capacity of NHS beads, since 50 μl of virus was not 

enough for an RNA-RNA seq run. With fixed amount of NHS beads, I added 50 μl/150 μl/500 μl/1000 

μl of PR8 virus, and quantified the bound and unbound virus. The qPCR results (Figure 4.18c) showed 

20 μl of NHS beads can bind up to 100 μl of virus at 4*10^8 PFU/ml (2-fold to 50 μl of input virus).  

To sum up, both pelleting virus through sucrose cushion and NHS beads coupling can be used to 

highly purify virus from contaminating ribosomal RNA. Even though the virus recovery of sucrose 

cushion pelleting is not high, it can be used for large volume of virus. NHS beads coupling is more 

efficient, but the binding capacity is not high enough for large volumes of virus. 

 

https://assets.thermofisher.com/TFS-Assets/LSG/manuals/MAN0011758_Pierce_NHSActiv_Mag_Bead_UG.pdf
https://assets.thermofisher.com/TFS-Assets/LSG/manuals/MAN0011758_Pierce_NHSActiv_Mag_Bead_UG.pdf
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Figure 4.18| Virus purification test. (a) virus pelleting and purification efficiency through opti-prep cushion; (b) 

NHS beads binding efficiency; (c) NHS beads binding capacity. 

 

4.3.12 Four-read sequencing for RNA-RNA seq library 

As previously mentioned, our RNA-RNA-seq sequencing libraries contain many reads without a biotin 

adaptor. Presumably, these are side ligation products, or RNA molecules non-specifical bound to the 

streptavidin beads, that were not removed by stringent washing. To enrich the expected duplex 

ligation product and avoid wasting sequencing capacity, we developed a custom sequencing protocol: 

four-read sequencing (Figure 4.19a). In standard pair-end sequencing, sequencing follows the order: 

Read1, index 7, index 5, and Read 2, where read 1 and read2 are derived from the illumina adaptors 

attached to the ends of the interacting RNA molecules. In the four-read sequencing includes read X 

and read Y instead of two index reads. Importantly, read X and Y begin on the biotin adaptor itself. 

Using this custom sequencing strategy, only the expected duplex ligation product with biotin adaptor 

would be sequenced. After the clustering, libraries will be sequenced on the following order: Read X, 

Read 1, Read 2, Read Y.   

We sequenced libraries from RNA-RNA seq on purified ribosome and PR8/HXB2 mixed samples 

(Figure 4.19b). As expected, all sequencing reads contained the biotin adaptor, which means the 

four-read sequencing strategy worked (Table 4.5). However, due to loading issues on this pilot run, 

we did not get enough reads as we expected. This issue occurred because ligation products without 

biotin adaptor were quantified by the library quantification kit, even though our custom protocol did 
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not sequence them. Thus, our sequencing run was underloaded compared to typical parameters 

recommended by Illumina. One solution is to quantify the library based using qPCR primers on the 

biotin adaptor. This will ensure correct loading of the Illumina flowcell. In this experiment, we 

obtained many ribosome reads, more than 97%, even the virus was purified through sucrose cushion.  

 

 

Figure 4.19| Two-read sequencing and four-read sequencing strategy. (a) diagram to show two-read 

sequencing and four-read sequencing; (b) agarose gel to show the library of RNA-RNA seq on mixed PR8 and 

HXB2 that purified by sucrose cushion pelleting. 
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Table 4.5 Ratio of different interactions from four-read sequencing 

  

Reads Ratio (%) 

Crosslink Wash 

stringency 

HIV-PR8 

inter 

HIV-HIV PR8-PR8 Total Ribosome HIV-HIV PR8-PR8 

NC low 2197 5718 301 688048 98.81 2.60 0.14 

AMT low 392 2166 171 287019 99.05 5.53 0.44 

FA low 671 2098 96 133277 97.85 3.13 0.14 

NC high 50 369 224 605992 99.89 7.38 4.48 

AMT high 32 2999 208 239455 98.65 93.72 6.50 

FA high 6 76 48 16835 99.23 12.67 8.00 

 

4.4 Conclusion and discussion 

Influenza viruses contain eight segments which form a ‘7+1’ supramolecular complex [29]–[31], but 

how influenza assembles these eight segments into viral particles and the details of the interactions 

are still not well understood. To sum up, I developed a high throughput sequencing and proximity 

ligation-based method, RNA-RNA seq, to study the interactions between the eight genomic segments 

of influenza virus. In developing this protocol, we aimed to maintain the advantages of the published 

high throughput sequencing and proximity ligation-based methods without their disadvantages. In 

principle, our RNA-RNA seq can measure direct (RNA-RNA) and indirect (protein-mediated) 

interactions without being limited by specific protein or RNA baits. Furthermore, two adaptors are 

used to demark the boundary of the interacted RNA and enrich the expected duplex, thus simplifying 

the analysis.  

I validated the RNA-RNA-seq protocol on model substrates in vitro (HIV-d and HIV-nd), optimized the 

AMT, SHARC, formaldehyde crosslinking and reverse crosslinking conditions, RNA fragmentation 

methods including RNase A, S1 nuclease, RNase If, Magnesium and heating, sonication, and Lead(II), 
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T4 RNA ligation for adaptors ligation, and RtCB ligation for proximity ligation. With these optimized 

conditions, I was able to obtain interaction data from biological samples including ribosome, virus 

infected or transfected cells, and PR8 and HXB2 virions. Using the ribosome as a biological model to 

validate RNA-RNA-seq, we were able to identify known intermolecular interactions between the 18S 

and 5.8S rRNA. Importantly, we also obtained information that is missing from ribosome crystal and 

cryo-EM structures. We postulate that RNA-RNA-seq could be used to model the structure of rRNA 

regions that are very flexible, and thus invisible using biophysical structural approaches. Because the 

initial sequencing results showed there were a lot of reads without biotin adaptor, I optimized the 

stringent wash to enrich the expected duplex ligation product on model substrate. In addition, I also 

observed that the protocol was less efficient on formaldehyde crosslink samples compared with no 

crosslink and AMT crosslink samples. The test results suggested that the reason might be the 

fragmentation was not sufficient. With the optimization of stringent wash and crosslink and 

fragmentation on formaldehyde crosslink sample, I finally obtained good quality sequencing libraries 

from PR8 infected MDCK cells and NL43 transfected HEK293T cells.  

So far attempts to perform RNA-RNA-seq on virus samples has been problematic because it is very 

difficult to generate enough start material for viral samples. I observed that in the absence of 

sufficient start material, I obtained poor sequencing libraries with many side products from adaptor 

self-ligation. PCR bias for short products may exacerbate this problem, but it may also reflect poor 

purity of the adaptors. In addition, the purification of virus samples is also very important because 

there were lots of ribosomes in influenza virus that was propagated from MDCK cell and SPF chicken 

embryo. Most likely, ribosomal rRNA is released from dying infected cells. Ultracentrifugation using a 

sucrose gradient to purify virus led to loss of much of the virus. Sucrose cushion pelleting is suitable 

for large amount of material and but results in low purity. I also tested the NHS beads coupling, 

which was very efficient at removing ribosomal RNA but not realistic for large volumes of material.  

An alternative solution is depleting rRNA before starting the RNA-RNA-seq protocol by commercial 

kits or depleting rRNA before library prep by Cas9-based depletion: Depletion of Abundant 

Sequences by Hybridization, DASH[86].  

During the optimization of RNA-RNA seq protocol, there were several similar projects published 

[87][79]. Dadonaite et al. applied SPLASH on WSN (H1N1), PR8 (H1N1), Udorn (H3N2), and a 

reassorted PR8:Udorn virus (PB1+NA) (H1N2). They showed that both intra- and intersegment 

interactions were influenza strain dependent. They were able to validate some interaction hot spots 

between two segments and showed that they were essential for reassortment. Le Sage et al. used UV 

light and psoralen to crosslink WSN (H1N1) and their results were different from Dadonaite et al [87]. 

They observed that a single region could interact with several different segments, and that mutation 

of these hotspots would result in interaction network rearrangement. They claimed RNA-RNA 

interactions between influenza virus genome segments were redundant and flexible. From my point 

of view, the interactions between eight segments of influenza A virus are flexible in some way, 

something which may be evolutionary advantageous for a virus that commonly evolves by 

reassortment. Intriguingly, the interaction networks of WSN (H1N1) in the two publications are very 

different, which indicated that there may be methodical biases that are not understood. 
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More recently, a similar method, RIC-seq[39], [54] has been developed for in situ detection of RNA 

proximity interactions. RIC-seq applies formaldehyde to crosslink the RNA-RNA interactions, and 

similar to RNA-RNA seq, it ligates the duplex with biotin-pCp. In the end the proximity ligation 

products are re-fragmented and following library preparation. I attempted RIC-seq on our 

formaldehyde crosslink sample, but was unable to obtain a good quality library for sequencing. 

Similar to RNA-RNA-seq, RIC-seq requires a very large amount of starting material. 

Overall, whilst there are still some difficulties to overcome, RNA-RNA seq still has the advantage that 

we can choose different crosslink reagent to limit the bias of a specific reagent; and with two specific 

adaptors, we can easily demark the boundary of the duplex, enrich the expected ligation duplex by 

biotin selection, specific primer to reverse transcribe only duplexed RNA.  

In the near future, I will apply the optimized RNA-RNA seq protocol on large amounts of highly 

purified virus. 
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Chapter 5 Summarizing discussion 

RNA viruses are widespread and a lot of them can cause severe pandemics, like influenza, HIV, as 

well as SARS-CoV-2. RNA structure and RNA-RNA interactions play essential roles in all processes of 

RNA virus infection[1]–[15]. My PhD projects focuses on RNA secondary structure and RNA-RNA 

interactions on HIV-1 and influenza A virus genome packaging.  

HIV-1 genome dimerization is assumed to be a requirement for binding to the viral structural protein 

Pr55Gag during genome packing and is a conserved characteristic of retroviral replication[16]–[22]. 

Many studies have shown that the dimerization is regulated by structure within the conserved HIV-1 

5'UTR[23]–[26]. DIS within SL1 is the most essential motif for HIV-1 dimerization[26], other regions 

are reported to play a role in regulation of dimerization. For example, U5-AUG interaction promotes 

HIV-1 RNA dimerization[27]–[29], while when U5 base-pairing with SL1 suppress dimerization[12], 

[30], [31]. However, how HIV-1 regulates dimerization, and the RNA secondary structure features 

within HIV-1 5’UTR in dimer and monomer conformations are still under discussion. I developed 

FARS-seq to investigate how RNA-RNA interactions and secondary structure regulate HIV-1 genomic 

RNA dimerization and packaging. We showed HIV-1 5’UTR of NL4-3 can fold into two distinguish 

conformations: dimer form and monomer form. The dimer form presents the “classic” secondary 

structure which displays TAR, polyA, PBS, SL1, SL2, and SL3, while the monomer RNA folds into a 

structure that sequesters DIS and Gag binding site, which still displays TAR, PBS, SL2 and SL3 and 

without polyA, SL1 stem-loop. We demonstrated that the most essential domain SL1 for dimerization 

is metastable, and the interactions between polyA-SL1, PBS-SL1 negatively regulate HIV-1 

dimerization and genome packaging. Furthermore, we suggest that the binding of host factors to 

genomic RNA, like tRNA, which function as reverse transcription primer for HIV-1, shifts the 

equilibrium of full-length RNA to dimer conformation and promotes genome packaging. I also 

implemented FARS-seq on Mal, another strain of HIV-1 and was reported to adapt different 

dimerization structure and regulation mechanism[30]. Our results on Mal showed that it did have a 

different profile compared to NL43. In general, Mal was much more monomeric, and the MIME data 

showed that TAR was a significant negative regulator for Mal dimerization, as well as U5 and 3’ 

region of stem of SL1. In addition, the secondary structure based on DMS probing indicated that the 

SL1 was reorganized into another stem loop, in which the DIS was sequestered, and 3’ region of SL1 

base-paring with the region close to U5, rather than interacted with polyA and PBS.  These results 

suggest that RNA structures are very dynamic and flexible. FARS-seq is a powerful approach and it 

has the advantage to connect the RNA structure to function. Compared with other structure probing 

methods based on high throughput sequencing, it overcomes the RNA secondary structure 

prediction limitation by mutation correlation analysis; and the mutational interference and function 

selection associates the RNA sequence and function. Here, we applied RNA dimerization as function 

selection to separate functional RNA populations for HIV-1 dimerization. Similarly, RNA secondary 

structure change, RNA translation, RNA splicing, protein or host factor binding can be also applied for 
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function selection. Therefore, FARS-seq can be also applied to other flexible RNAs efficiently, like 

IRES conformation change for protein translation; virus frameshifting motifs, which can result in 

multiple viral proteins without engaging longer coding sequence; or riboswitches, which display 

different RNA secondary structures to regulate gene expression depending on whether the ligand is 

bound. However, FARS-seq is limited by reverse transcription length and the Illumina sequencing 

length. Most critically, the detection of DMS modifications by mutations depend on SSII reverse 

transcription with Mn2+, but SSII is only capable to reverse transcribe a limited length of the DMS 

modified RNA because reverse transcriptases tend to fall off the RNA upon hitting a modified base. 

Solutions to this problem include using ultra processive reverse transcriptases, like Marathon reverse 

transcriptase, or direct sequencing the modified RNA to skip the reverse transcription. Another 

limitation is the mutations correlation (2D) analysis requires mutations from the same sequencing 

read, while the Illumina sequencing reads usually is about 300bp, and maximum 600bp. Rapid 

development in nanopore technologies for sequencing single long RNA molecules give rise to 

substantial improvements in accuracy, read length and throughput, may overcome the limitations of 

FARS-seq. 

I also worked on another project to develop a high throughput sequencing-based method, RNA-RNA 

seq to study the interactions between the eight negative single-stranded segments of influenza A 

virus genome.  Virologists now agree that influenza A virus selectively packages its genome and there 

were evidences showing that the eight segments form a “7+1” supramolecular complex[32]–[35]. I 

optimized the protocol on model substrates and validated the method on purified ribosome, virus 

infected cell, and influenza A virus, and got promising interaction data. The project is still ongoing 

and it will be applied to other influenza A virus strains, as well as reassorted viruses, which will 

decipher the mechanism that influenza A virus genome packaging and help us to understand the 

evolution of influenza. An interesting feature of RNA-RNA-seq is that it identifies both the spatially 

proximal RNAs that do not physically interact, as well as directly interacting RNA. This feature will 

help us to build three-dimensional architectural models of influenza. We hope that combining these 

structural models with functional outcome of reassortment assays will allow us to better predict the 

emergence of reassortment, potentially pandemic, influenza viruses. 

RNA virus genome packaging is a complicated and highly regulated process, and RNA secondary 

structures and RNA-RNA interactions play key roles in the process. The high-throughput sequencing 

and RNA structure determination technologies have revolutionized our ability to decipher the 

relationship of RNA sequence, structure and function, which will definitely reveal new principles in 

RNA virus life cycle. Identification of RNA structure motifs that regulate RNA virus genome packaging 

facilitates our knowledge of virus evolution, which may lead to new therapeutic prospects.  
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