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Abstract: Three-dimensional capturing of underwater archeological sites or sunken shipwrecks
can support important documentation purposes. In this study, a novel 3D scanning system based
on structured illumination is introduced, which supports cultural heritage documentation and
measurement tasks in underwater environments. The newly developed system consists of two
monochrome measurement cameras, a projection unit that produces aperiodic sinusoidal fringe
patterns, two flashlights, a color camera, an inertial measurement unit (IMU), and an electronic
control box. The opportunities and limitations of the measurement principles of the 3D scanning
system are discussed and compared to other 3D recording methods such as laser scanning, ultrasound,
and photogrammetry, in the context of underwater applications. Some possible operational scenarios
concerning cultural heritage documentation are introduced and discussed. A report on application
activities in water basins and offshore environments including measurement examples and results of
the accuracy measurements is given. The study shows that the new 3D scanning system can be used
for both the topographic documentation of underwater sites and to generate detailed true-scale 3D
models including the texture and color information of objects that must remain under water.

Keywords: underwater 3D scanning; structured light illumination; object reconstruction; 3D model
generation; site mapping

1. Introduction

Cultural heritage documentation and the monitoring of underwater objects and sites
is increasingly a task of archeologists and researchers. Recent technical developments have
expanded the available tools and measurement principles for the three-dimensional capture
of certain objects and scenes.

Highly resolved 3D data significantly expand the information of the objects obtained
only through photographs and make possible the accurate determinations of sizes, mea-
surements, and distances.

Examples of underwater sites of historical or cultural interest with the goal of doc-
umentation and collection of geometric information are sunken shipwrecks, submerged
human settlements, and caves.

An extensive overview of applications, reconstruction methods, sensing technologies,
and geomatic techniques for underwater cultural heritage documentation and archeological
site reconnaissance is given by Menna et al. [1]. In this paper, the authors provide a frame-
work for planning reconnaissance campaigns for underwater cultural heritage recording
and documentation such as the reconstruction of submerged structures, seafloor mapping,
wreck exploration, or the 3D view generation of archeological sites.
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One of the standard tasks of underwater archeology is the reconnaissance of sub-
merged sites in shallow water [2]. Typically, mapping of the site is the main goal of such
reconnaissance processes. Georgopoulos and Agrafiotis [3] introduced a photogrammetric
technique for the documentation of a submerged monument leading to metric information
in two dimensions.

Roman et al. [4] presented structured light imaging using laser imaging in comparison
to the multibeam sonar technique and passive stereo reconstruction for mapping tasks of
underwater archeological sites including shipwrecks and objects such as amphoras.

Eric et al. [5] compared different techniques, namely, photogrammetry and the struc-
tured light technique for the documentation of underwater heritage sites.

Drap [6] introduced underwater photogrammetry for archeology and provided exam-
ples of the 3D reconstruction of wrecks and the documentation of sites. The 3D reconstruc-
tion of amphoras is supported by geometrical primitives. Canciani et al. [7] documented
the use of low-cost digital photogrammetry for the documentation of archeological sites
including object fragments.

Bathymetric techniques for the 3D reconstruction of archeological sites were intro-
duced by Passaro et al. [8], Giordano et al. [9], and Roman et al. [4].

Campbell [10] introduced archeology in underwater caves with the focus on the
description of several types of caves, the history of exploration, and significance for hu-
man culture.

Argyropulos and Stratigea [11] reported on many legacies of World Wars I and II
such as shipwrecks, submerged aircraft, and war artifacts in the Mediterranean, which
are considered as underwater cultural heritage. Their first projects, with the goal of 3D
reconstruction of sunken shipwrecks, used photogrammetry for metric reconstruction [12].
Other shipwreck documentations have been provided by Balletti et al. [13], Zhukovsky
et al. [14], and Grzadziel [15].

When underwater objects have been completely captured by 2D imaging and 3D
surface reconstruction, representation and dissemination is an important task. Cejka
et al. [16] introduced an augmented reality guide for underwater cultural heritage sites.
Gambin et al. [17] generated an interesting virtual museum based on the 3D reconstruction
data of Maltese shipwrecks.

The documentation of submerged cultural heritage objects often requires three-dimensional
capturing of the surface of these objects. The goal of solving such tasks is to be fast, accurate,
effective, and robust. According to the specific task and environmental conditions, the most
suitable and effective scanning system should be chosen.

Recently, the progress of technical developments has led to the construction of new
scanning systems based on diverse sensing principles.

Several techniques and measurement principles exist that allow for the acquisition of
the 3D data of sites and objects in underwater environments, for example, techniques using
sonar systems, laser scanning, time-of-flight (ToF) cameras, and photogrammetry.

Sonar systems [18–21] can provide fast measurements of large areas over long dis-
tances, providing a relatively low measurement accuracy. A similar accuracy can be
obtained by ToF-based systems. Here, the company 3D at Depth [22] offers a commer-
cially available system. Synthetic aperture sonar (SAS), as an extension of sonar imaging,
provides improved spatial resolution [23–25]. If underwater SAS images are used for 3D
reconstruction, this technique seems to be suitable for cultural heritage documentation and
3D measurements. Underwater gas pipeline leaks have been successfully detected using
the SAS technique [25].

Fast acquisition, long ranges, high measurement accuracy, and robustness against
water turbidity can be obtained using laser scanning systems [26–29], which allow for data
recording in motion. A big challenge of laser systems is the precise 3D registration and
merging of individual consecutive 3D scans. The potential accuracy of photogrammetric
measurements cannot be obtained by laser systems. However, newly developed commercial
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sensor systems (e.g., by CathXOcean [30] and Voyis [31]) can achieve an increased accuracy
of the generated 3D models.

High-accuracy photogrammetry requires either well-textured objects, support for
structured illumination, or a preparation effort comprising the placement of markers. Ap-
propriate systems have been published by several authors [6,7,32–36]. New developments
have provided systems based on video streams that allow for data to be captured for 3D
reconstruction in motion (e.g., by Beall [37]). A plenoptic camera solution was provided by
Skinner [38]. A novel commercial photogrammetric underwater scanner was offered by
Vaarst [39] that also processes video streams.

The suitability of 3D scanners based on structured extensive illumination for underwa-
ter applications has been examined in several research projects. As a result, it can be stated
that the principle of structured illumination is suitable for a detailed 3D reconstruction
of small objects at short distances. Experimental setup systems have been introduced by
Bruno et al. [40], Bianco et al. [41], and Bräuer-Burchardt et al. [42].

2. Materials and Methods
2.1. Underwater Cultural Heritage Documentation

The documentation of submerged cultural sites and objects has two main requirements.
The first demand is the generation of a map of the site and the second task is the production
of detailed models of certain objects or parts of objects. The balance between these two
aspects may be even or not, depending on the conditions of the specific site. Our new
scanning system, for example, provides the possibility of 3D reconstruction of the whole
area where the color camera, as part of the system, records images with sufficient object
structure for 3D reconstruction using visual odometry [43]. As the result of the process of
simultaneous localization and mapping (SLAM), a map of a certain seafloor region will be
generated and stored [44]. Additionally, certain objects of particular interest can be scanned
three-dimensionally with high detail resolution and measurement accuracy.

2.2. Hardware Setup

For the production of a 3D model, a 3D sensor system can be used that was initially
developed to perform inspection tasks at industrial underwater facilities such as pipelines,
offshore wind turbine foundations and other structures, or to detect damage to anchor
chains [45]. However, because of the properties of this system, it is also suitable to produce
maps of the scanned underwater environment.

The 3D scanning system must be mounted on a work-class ROV (remotely operating
vehicle) and can be used up to 1000 m in depth. The main part of the system is an optical 3D
stereo scanner based on structured illumination, consisting of two monochrome cameras
and a projection unit producing aperiodic sinusoidal fringe patterns using a GoBo [46]
wheel. This part is the main component tasked with generating a detailed 3D model of the
object’s surface. Additionally, two flashlights, a color camera, an inertial measurement unit
(IMU), and an electronic control unit complete the underwater sensor system UWS (see
Figure 1). The color camera is used for navigation, gives detailed information of the surface
of the scanned object, and provides the input data for the rough photogrammetric recon-
struction of the site. The dimensions of the system are approximately 1.2 m × 0.7 m × 0.5 m
with a weight of 65 kg.

The system was realized in two arrangements of the same hardware components
to have different measurement distances and different sizes of the measurement volume.
The first system design (S1) had a standard measurement distance of 2 m ± 0.5 m and
the second one (S2) of 1.3 m ± 0.5 m. Sensor S1 had a field of view of approximately
0.9 m × 0.8 m (at 2.0 m distance) and S2 of 0.7 m × 0.6 m (at 1.3 m distance). The standard
spatial resolution was between 0.8 and 1.0 mm, but this can be changed to 0.4 to 0.5 mm.
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patterns on the ground of the basin at calibration.

2.3. Scanning and Measurement Principles

The sensor system consisted of several components providing different single sensors.
The first sensor unit was the optical stereo sensor based on structured illumination. Two
monochrome measurement cameras, together with the projection unit, deliver 3D point
clouds as a representation of the captured object surface. The second sensor unit is the
color camera, which can also produce 3D point data by connecting consecutive images and
estimated camera poses. The inertial measurement unit (IMU) can support these 3D data
and make the calculation faster and the results more accurate. This principle is also known
as visual odometry [43].

2.3.1. Stereo Camera and Structured Illumination

Structured illumination is a common technique for achieving accurate photogrammet-
ric stereo 3D reconstruction using a stereo camera setup, particularly for large homogeneous
surfaces of the object being measured.

The measurement scene is observed by a calibrated stereo camera. Corresponding
points are found by searching the corresponding grey value profiles in short temporal
sequences. In order to minimize the effort of correspondence search, epipolar geometry [47]
is commonly used. However, in the underwater case, epipolar lines are typically deformed
to curves due to refraction effects. However, the approximation by straight lines is possible
if the expected error is small. This can be predicted by preliminary calculations using
certain parameters (such as port glass material and thickness, distance of the camera to the
port glass, intrinsic camera parameters) of the system (see [48]).

In some cases, pinhole modeling can be used for 3D reconstruction using the com-
mon triangulation principle [47]. The general case of 3D reconstruction using vision ray
intersection has been thoroughly studied [48,49].

2.3.2. Visual Odometry and IMU

The principle of visual odometry [43] is applied to obtain a fast estimation of the
trajectory of the sensor system using the IMU. This happens independently from the 3D
data calculation. The technique is based on VINS-Mono [50] using Harris-feature-detection
(also known as the Shi–Tomasi method) for the automatic extraction of image features for
visual odometry.
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In the beginning, the pose estimation must be initialized, which requires at least three
seconds of motion before the method can be used. The sensor must be moved to generate
enough parallax for an initial, unscaled, structure-from-motion reconstruction (SfM) of the
feature points. Scaling is realized using the recorded IMU data. Once the initialization
process is complete, measurement can begin.

The relative orientation between the color camera and IMU is determined in air. The
parameters of the camera-IMU-transformation are fixed for underwater use. Typically, no
rotations around all sensor axes are produced under water because of the characteristic
ROV movements. Hence, the translation between the camera and IMU is inaccurately
estimated. A fast initialization of the visual odometry is also possible for approximately
linear trajectories if the camera-IMU-transformation is considered as known. The stochastic
error parameters can be determined using the function graph of the Allan variance (see [51])
of the IMU data stream over several hours. However, this is not used for a complete model
of noise behavior and measurement uncertainty, but for the estimation of the weights of
the camera vs. the IMU-based motion estimation.

The time delay between the camera recordings and IMU data is constantly estimated
because no common time trigger process is implemented. The relative motion is calculated
by equalization of the visual and the IMU data in a local environment. Optimization
is performed over a consecutive group of keyframes, which are selected according to a
threshold onto the average parallax of the feature points. It should be noted that this step
does not contain re-localization or the closing of loops according to visual features. The
goal is to obtain a continual trajectory without jumps because visual odometry should also
be used for local motion compensation. A possible drift caused by remaining errors will be
corrected later within the 3D registration process.

2.3.3. Color Mapping onto 3D Data

Whereas color information is already included in the 3D model in case of model
production by the color camera, it must be added to the 3D model obtained from the stereo
data. To realize this, the color camera position and orientation was calibrated according to
the stereo camera.

This was realized within the calibration procedure of the stereo camera (see Section 2.4).
For inclusion of the color information into the 3D model, every 3D model point is

mapped onto one point in a corresponding color image. Finding this correspondence
means the back projection of a 3D model point onto the image plane of the color camera
using the time-closest color image recording according to the time stamp of the 3D point.

2.4. Calibration and Error Estimation
2.4.1. Camera Calibration

Camera calibration for underwater 3D reconstruction tasks is a challenging assign-
ment because of the necessity of considering the refraction and camera model adjustment.
Consequently, much work has been performed on this matter (e.g., by Shortis [52]).

Stereo camera calibration was performed using extended pinhole modeling (see [49])
with ArUco [53] marker and circle pattern boards (see Figure 1) as the calibration patterns.
Initially, it had a priori air calibration according to the applied extended camera model.
Hence, the complete system was initially calibrated in air using the same calibration
patterns. Considering the refraction effects, the air focus was set to three quarters of
the underwater focus distance. The air calibration parameters were transformed to an
underwater calibration parameter set according to the technique described in [48]. For
evaluation and comparison, the calibration parameter set obtained by this procedure was
used for the measurements as well as the parameters obtained by the underwater calibration
procedure described in the next paragraph.

The underwater calibration procedure was developed specifically for the application
of our 3D scanning system. The sensor system was moved slowly along the marker boards
and recorded images in a water environment. Cameras made between ten and twelve
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recordings of the calibration patterns from different positions and varying viewing angles.
Certain common calibration points were automatically selected and provided as input to
the commercially available BINGO software [54].

The first evaluation measurements showed that a priori calibration in air is only
possible under certain preconditions (see [49]). In particular, the perpendicular alignment
between the optical axis of the lens and the port glass surface is necessary for the exact
knowledge of the tilt angle. As we previously reported, deviation from orthogonality of less
than half a degree already disturbs the calculated set of calibration parameters significantly.
If orthogonality cannot be guaranteed, calibration in water seems necessary.

Color camera calibration was performed in relation to the stereo camera simultane-
ously by also using the same calibration patterns and BINGO software.

2.4.2. Estimation of Systematic Measurement Errors

Deviations in the actual physical arrangement from the selected model (i.e., pinhole
model) lead to systematic measurement errors during 3D point calculation. These errors
can be estimated a priori using information concerning the actual deviations from pin-
hole modeling at certain measurement distances and, additionally, should be determined
by experiments.

The theoretical calculation of these systematic errors is described in [48,49]. In princi-
ple, vision ray modeling is performed considering the complete refraction effects on the
one hand, and approximation by the selected (pinhole) model on the other hand, for both
cameras of the stereo rig. A raster is put over the whole measurement volume. At each
raster point, the expected difference in 3D point reconstruction between the two models is
simulated, which yields the expected value of the systematic 3D measurement error. The
simulated error values can be used for the generation of a discrete error function that can
also be used for the approximation of a polynomial error function (see [55]), which can be
used for compensation of the systematic 3D measurement error.

Experimental determination of the error function can also be performed. However, an
effortful experimental design is necessary to obtain a good 3D database for error function
estimation from the experimentally obtained 3D error values. A possible procedure using
ball-bar measurements in different positions and distances is described in [55].

2.5. Underwater Test Scenarios

After building up the sensor system in the laboratory and performing the first func-
tional tests in air, the system was tested in several water basins and finally offshore in the
Baltic Sea. The first tests in water basins with clear freshwater should be regarding the
complete functionality (i.e., concerning the water permeability of the underwater housings,
power supply, data transfer, and control of the hardware components). After the function
tests, calibration was performed, and measurements were conducted on specific test speci-
mens to evaluate the calibration quality and performance of 3D reconstruction in terms of
measurement accuracy. Subsequently, the quality of the measurement data was analyzed.

After successful tests in the water basins, the sensor system was applied in an offshore
test in the Baltic Sea. The sensor was mounted on a work-class ROV (see Figure 2) with
a size of approximately 2.1 × 1.3 × 1.25 m3 (length × width × height) with a weight of
1.130 kg. The ROV was controlled from a vessel. Specific test objects were placed on the
seabed at a depth of approximately twelve meters.
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3. Results

The scanning system was tested in several different experiments to evaluate its features
and strength and to assess its suitability for cultural heritage documentation.

3.1. Measurement Accuracy of the Structured Light Scanner

The measurement accuracy has certain aspects that need to be accurately described.
When we describe the accuracy of one 3D point, we can distinguish between the systematic
and the random component of the measurement error. The systematic part can be divided
into a known and an unknown part. The known part can be estimated or determined
experimentally and can be compensated using an appropriate correction function. The
unknown systematic part cannot be eliminated or corrected. One can assume that this part
of the measurement error has no considerable influence on the local results.

Random errors always occur depending on the properties of the hardware components
and the environmental conditions. These should be estimated experimentally to provide
information about the reliability of a single measurement value.

To estimate the systematic and random measurement errors of the scanner system,
several experiments were performed in both clear freshwater in a water basin as well as
offshore in seawater. The results of the experiments in the water basin have previously been
published [45]. Due to the more difficult conditions concerning the handling of the sensor
system under offshore conditions, not all experiments could be equivalently repeated
in seawater.

The following experiments were performed:

• Determination of the length of a calibrated ball-bar, defined as the distance between the
sphere center points, depending on the measurement distance in repeated measurements;

• Determination of the standard deviation of the sphere surface points;
• Determination of the surface points of a plane normal (1000 mm × 200 mm), evaluation

of the flatness of the measured plane surface and the local standard deviation of the
sphere surface points.

The results of these measurements were used to estimate systematic and random
components of the measurement error occurring under different conditions. Certain
selected values of the ball-bar measurements are documented in Table 1.
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Table 1. Length error of repeated ball-bar measurements in the water basin and offshore. The
calibrated length of ball-bar was 497.612 mm.

Sensor S1 Water Basin Sensor S2 Offshore

Distance [m] Length [mm] n Distance [m] Length [mm] n

1.54 ± 0.00 497.602 ± 0.030 6 1.16 ± 0.02 499.655 ± 0.105 10

1.94 ± 0.01 497.873 ± 0.040 6 1.28 ± 0.01 500.067 ± 0.186 10

2.24 ± 0.00 498.144 ± 0.037 5 1.57 ± 0.03 501.716 ± 0.167 10

Error analysis led to the following statements concerning measurement accuracy:

• Measurements in clear freshwater provide very good accuracy results, comparable to
those of 3D scanners for air applications;

• Measurements in seawater yielded acceptable results (errors obtained were approxi-
mately a factor two larger than those obtained from water basin measurements).

The average standard deviation value of the measured 3D points representing the
measurement noise was 0.086 mm (n = 20) on the sphere surfaces and 0.080 (average
local value) on the normal plane (n = 10). Certain selected values of the ball-bar length
measurements representing the distance dependent systematic error and the error of
repeated measurements are documented in Table 1. Flatness deviation was below 0.5 mm
at the focused measurement distance and below 1.5 mm at the maximum distance. More
measurement values are reported in [45].

3.2. Color Camera Reconstruction

Data from the color camera were used for 3D reconstruction in two ways. First, certain
parts of the 3D model obtained by the stereo camera were mapped to color camera image
points to obtain detailed 3D object information (see examples in Section 3.5). Second,
together with the IMU data, a simultaneous localization and mapping (SLAM) procedure
was applied to generate a map of the complete observed area using visual odometry. Here,
good completeness of the scene capturing was obtained, but the metric accuracy could not
exactly be determined. However, measurements of four ball-bars of the same length of
about 2 m in an area of approximately 10 m × 3 m yielded a standard deviation with the
length values of 11 mm, which means a coefficient of variation of about 0.5%.

3.3. Merging of Single Scans

The merging of single scans to a complete 3D model was performed using the IMU
data and the single 3D scans obtained by the stereo camera. The quality of the results
varies depending on the sensor velocity and the properties of the object surface. Complete
3D models of several objects (e.g., long pipe segments, bomb dummy) were successfully
produced using 3D measurement data and color camera images in both the water basin
and offshore.

3.4. System Performance

In order to describe the system performance, the main features of the 3D scanning
system are given. The system was realized in two arrangements of the same hardware
components to have different measurement distances and different sizes of the measure-
ment volume. The first system design (S1) had a standard measurement distance of
2 m ± 0.5 m and the second one (S2) of 1.3 m ± 0.5 m. S1 had a field of view of approxi-
mately 0.9 m × 0.8 m (at 2.0 m distance) and S2 of 0.7 m × 0.6 m (at 1.3 m distance). The
standard spatial resolution lay between 0.8 and 1.0 mm, but this could be changed to 0.4 to
0.5 mm.

For both systems, three different use-cases were defined with different exposure times
for the cameras. The three use cases were designed for ROV velocities of up to 0.2 m/s,
0.5 m/s, and 1.0 m/s. The different use cases provided 3D frame rates of 12.5, 25, and
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50 Hz and used exposure times of 2.67, 1.56, and 1.1 milliseconds. The frame rate of the
color camera was set uniquely to 25 Hz.

The slowest case provided the best measurement accuracy because motion strongly
influences the quality of the recorded images. In order to correct the image interference
effects due to sensor motion, an image correction algorithm was developed. It reduced
the errors due to motion and provided the best results when the object distance as well as
velocity were constant.

The time delay between the image recording and display of the 3D single scan was
very short (<0.2 s). The display of the current complete merged 3D model needs a small
amount of additional time depending on the 3D data quality.

3.5. Examples of Object Reconstruction

Regarding the tasks of mapping the scanned location and capturing details of the
scanned objects, examples taken from the offshore dataset are presented in the following.

3.5.1. Site Mapping

Site mapping was performed offline using the color camera images and the IMU
data. The 3D model was generated according to the principle described in Section 2.3.2.
Figure 3 shows an example of the reconstructed test area with different test objects. The
reconstructed region had a size of approximately 10 m × 1.5 m. The image recording time
was about 90 s and the reconstruction time was about five minutes.
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Site mapping using the sensor data obtained from the stereo cameras was not success-
ful because of the limited field of view and the restricted range of the illumination source.
However, high measurement accuracy of the stereo sensor is not necessary to generate the
seabed topography and the rough determination of the positions of the object.

3.5.2. Object Reconstruction

Object reconstruction was performed in real-time using the stereo camera images and
additionally offline using the color camera images. Figure 4 shows an example of two
pottery vessels. Figure 5 shows a reconstructed detail of one of the vessels. Whereas the
color camera reconstruction provided a rough surface representation of the obtained 3D
data, the structured light sensor achieved good detail resolution.
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4. Discussion and Conclusions

In this section, the advantages and disadvantages of the new underwater 3D scanning
system, specifically regarding the possibilities of cultural heritage documentation will
be discussed.

The system’s required short measurement distance of a maximal 2.5 m is a significant
restriction for several applications, as ensuring an approximately constant distance between
the sensor and the measurement object is a very challenging task for the ROV pilot. This is
no real problem for the homogeneous scanning of objects such as pipeline systems, walls,
the hulls of shipwrecks, or a flat seabed. More complex measurement objects must be
inspected very carefully and slowly to avoid collisions and equipment damage.

A larger field of view and a longer measurement distance of up to five meters would
greatly facilitate the task of the ROV pilot and considerably improve the performance of
the system. However, this is difficult to achieve using the proposed technique of structured
illumination in the near future.

4.1. Evaluation of the Structured Light Scanner for Cultural Heritage Applications

Structured light-based scanners are widely used in applications in air but rarely
in underwater environments. This is mainly due to the restricted sizes of the covered
measurement volume, the relatively short object distance required, and the high technical
effort for the realization of such systems. However, such scanners may provide very
accurate and detailed 3D measurements of certain objects of interest. When an exact 3D
measurement is necessary, the structured light principle has considerable advantages over
sonar systems, laser scanners, and even passive photogrammetric sensors. Hence, for a
very detailed capture of object parts in high resolution, the structured light system is a very
powerful tool.
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4.2. Potential Application Scenarios

After evaluating the features of the scanners, different scenarios are possible for
their application in cultural heritage documentation. The first scenario is the mapping of
submerged sites on the seafloor, which are not suitable for rescue. Here, a rough 3D model
of the complete site can be produced using visual odometry in a short time. The strength of
the scanning system allows for mapping speeds of approximately 1 m2 per second. When
necessary, details, for example, at the walls or statues, can be captured simultaneously with
high spatial resolution and quality.

The second scenario is in the exploration of underwater caves. Here, the system would
allow for a complete 3D reconstruction of the cave. However, it needs to be possible to
safely navigate the ROV inside such a cave. Narrow passages of less than 1.5 m width
or height prevent the use of the scanner system in caves. The large dimensions of the
system considerably limit its potential use in underwater cave exploration and makes a
miniaturization of the system desirable. Miniaturization would also enable the use of
smaller inspection-class ROVs as the carrier system.

Another application scenario is the documentation of sunken shipwrecks. Here,
the requirements regarding accuracy and attention to detail determine the usage of the
structured light sensor or data from visual odometry. Both principles may be applied at the
same time. Certainly, instead of shipwrecks, other objects of interest such as sunken flying
objects can be documented.

The system could be also used for touristic purposes (e.g., for the generation of data
for augmented reality systems). Here, 3D data can be collected both underwater and above
the water surface, and subsequently combined.

4.3. Suitability of the 3D Scanning System for Cultural Heritage Documentation Tasks

The first offshore application of the system showed the possibilities as well as the
limitations for practical use. First, we reiterate the main advantages. The system provides a
mapping (SLAM) of the observed underwater region in medium quality and simultaneously
a very detailed 3D reconstruction of certain objects of interest with high spatial resolution
and measurement accuracy. Whereas SLAM can be performed quickly with approximately
one square meter per second, an accurate 3D reconstruction of the details of interest
requires a greater time effort because a precise navigation of the carrying ROV is necessary.
Additionally, a theoretically possible ROV velocity of up to 1 m/s for an accurate 3D
reconstruction of the details is only possible under ideal conditions (clear water, constant
measurement distance, constant ROV motion in direction and velocity). Hence, further
experiences obtained by intensive test measurements are necessary to better assess the
possibilities of the system.

4.4. Future Work

The goal for future activities is to generate experimental environments for realistic
test scenarios regarding applications in cultural heritage documentation. Such scenarios
could more effectively demonstrate the possibilities and limitations of the current scanning
system. Additionally, further tests concerning the measurement accuracy, image quality
enhancement, 3D model generation, and flooded site reconstruction should be the focus of
future work.

The reliability of the sensor system should be examined in muddy water, depending
on the level of turbidity. Experiments should also be conducted to evaluate the stability
of the ROV (e.g., in underwater currents). Finally, comparisons of our experimental 3D
measurement results with other 3D techniques such as photogrammetry, the laser technique,
and SAS should be carried out. However, extensive experimental offshore tests using the
3D sensor system are very expensive and require generous funding.

Because of the rare availability and high-operating costs of work-class ROV, which is a
requirement to handle our 3D scanning system, a solution regarding a reduction in the size
and weight of our system would be desirable. Hence, further development of our system
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will focus on minimization without a loss in performance. An advanced system ready
for mounting on an inspection-class ROV or a diver-held system would be a meaningful
challenge for further improvements.

A system with a reduced size and weight would also be better suited for cave explo-
ration or environments with narrow passages such as in shipwrecks.

The effort to bring the system to commercial use would also require another funded
project and should include a reduction in the dimensions and weight of the system by a
factor of about two.
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