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CHAPTER 1

INTRODUCTION AND OUTLINE

This thesis focuses on the investigation of the electronic structure of organic mole-
cules, which have attracted considerable attention in the last decade. The intense
research activities related to these materials have two main motivations: On the
one hand, organic molecules have a technological application as the building blocks
of organic semiconductors. Working transistors [1], solar cells [2], and especially
optoelectronic devices [3, 4] based on organic materials were produced in the last
decade. In order to cost-effectively produce optimized organic electronic devices,
a fundamental knowledge of the electronic properties of the overwhelming mani-
fold of organic molecules and the metal-organic interface is necessary. Therefore,
many studies of the electronic structure of potential candidates for organic elec-
tronics exist. Two of these candidates, namely Cgo (the ‘Buckminsterfullerene’)
and 3,4,9,10-perylene tetracarboxylic acid dianhydride (PTCDA), which also acts
as a model system for many fundamental studies of organic molecules [5-17], are
investigated in this thesis.

On the other hand, organic molecules are the functional elements in biological
systems. A detailed understanding of the interaction of bio-molecules in aqueous
solution with each other, with the solvent, i.e. water, and with other solutes (e.g.
ions) is essential for the life sciences. Since many biologically important interac-
tions are related to steric properties of these bio-molecules, the subject of many
investigations is the geometric structure of bio-molecules, and especially proteins,
carried out by x-ray crystallography on protein crystals and nuclear magnetic res-
onance spectroscopy on protein solutions. However, in many cases, the knowledge
of their geometry is not sufficient to understand the behavior of biological macro-
molecules. An example is the denaturation of proteins due to the presence of salts.
The denaturation strengths of salts follow the Hofmeister series known since 1888,
but it still defies a comprehensive explanation [18, 19]. Another example is the yet
unknown mechanism of the selective permeation of ion channels in bio-membranes
[20, 21].



1 Introduction and Outline

Since all (bio-)chemical interactions are ultimately of electronic nature, the knowl-
edge of the microscopic electronic interactions is often the missing key to understand
the biologically relevant behavior. And, like for all solutes, the electronic structure
of bio-molecules is heavily influenced by the solvent (forming a solvation complex)
and other solutes, like salts. Therefore, it is necessary to study the electronic struc-
ture of bio-molecules in their native environment, namely in aqueous solution.

As the study of the electronic structure of liquids is a very young field of research,
the necessary equipment is not yet commercially available, and only few scientific
results on comparatively simple liquids are reported in literature. X-ray-induced
damage effects further exacerbate the already very restrictive requirements to the
experimental techniques and the instrumentation used. Consequently, the technical
developments necessary to investigate the fascinating world of liquids and organic
molecules are a fundamental part of this thesis, and the studied systems therein
are naturally among the more basic examples, far from the enormously complex
biologically active macromolecules like proteins or even bio-membranes. In the
beginning, some inorganic liquids were investigated: water (H2O), heavy water
(D50), sodium hydroxide (NaOH) and sodium deuteroxide (NaOD) solutions. The
next step towards biologically relevant molecules were preliminary pH-dependent
studies of amino acid solutions, since amino acids are the building blocks of peptides
and proteins.

The thesis is organized as follows: in Chapter 2, the applied soft x-ray photon-
in photon-out techniques are introduced and the novel experimental approach of
recording comprehensive 2-dimensional resonant soft x-ray scattering maps is de-
veloped. Chapter 3 describes the two main pieces of instrumentation emerging from
this work: a high-transmission soft x-ray spectrometer and a temperature-controlled
flow-through liquid cell. Chapter 4 contains the presentation and discussion of the
experimental results: in Section 4.1, the novel possibilities of the high-transmission
x-ray spectrometer are demonstrated with the study of the electronic structure of
Ceo, and Section 4.2 is dedicated to the symmetry-resolved study of the electronic
structure of PTCDA. Afterwards, the above-mentioned liquids were investigated,
with the focus on water in Section 4.3, and on the amino acid solutions at different
pH-values in Section 4.4. The Appendix contains technical detail information on
the methods developed for the design of the new spectrometer and important hints
on its calibration and usage.



CHAPTER 2

SPECTROSCOPIC METHODS

In this thesis exclusively soft x-ray ‘photon-in photon-out’ methods were used.
These techniques probe the local partial density of states (LPDOS). They turned
out to be an excellent choice for the investigated material systems, as will be mo-
tivated in the respective Sections.

X-ray absorption spectroscopy (XAS) probes the unoccupied states, while x-ray
emission spectroscopy (XES) yields information on the occupied states. Resonant
inelastic x-ray scattering (RIXS, see Section 2.2) offers combined information of
all valence states, both occupied and unoccupied. These experimental techniques
require a 3rd generation synchrotron source with tunable monochromatic photon
energy and high intensity. The experiments were performed at beamline U41 PGM
at BESSY, Berlin, Germany and at beamline 8.0 of the Advanced Light Source
(ALS), Berkeley, USA. Combined with the latter, the novel x-ray spectrometer de-
scribed in 3.1 allows to record comprehensive 2-dimensional RIXS maps (see Section
2.3.1). The examples discussed in Sections 4.1 and 4.3 demonstrate, that this novel
approach yields an unprecedentedly detailed picture of the electronic structure. For
these RIXS maps, the differentiation between XAS, XES and RIXS as experimen-
tal methods is no longer sensible, since a RIXS map contains a multitude of XAS,
XES, and RIXS spectra in one data set. In this Chapter, however, we will still
distinguish between XAS, XES and RIXS in order to introduce the fundamental
physics step by step.

All three methods are based on the two processes illustrated in Fig. 2.1, namely
excitation of a core electron to an unoccupied state or into the continuum by an x-
ray photon (absorption), and subsequent radiant de-excitation of an electron from
occupied valence states into the core vacancy (emission). Both processes are dipole
transitions and therefore follow dipole selection rules. In the case of narrow-band
resonant excitation, these two transitions have to be treated as a single quantum
mechanical photon scattering process (the RIXS process as discussed below) in
order to explain the experimental findings.



2 Spectroscopic methods
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2.1 X-ray absorption and emission spectroscopy

X-ray absorption spectroscopy (XAS) gives information on the unoccupied density
of states by measuring the absorption probability of an x-ray photon as a function
of the photon energy huy,, while x-ray emission spectroscopy (XES) probes the
occupied density of states by recording the emission probability as a function of
hveu. The electronic transitions involved in the absorption and emission processes
are illustrated in Fig. 2.1. In first order perturbation theory, the probability W;_,;
for a transition from the initial state ¢ to the final state f caused by a perturbation
Hamiltonian H’ is governed by the transition matrix element (f|H’|i) as derived
by Dirac in 1927 [22]:

Wi o |(f[H)i)[28(Ey — E; F hv). (2.1)

Dirac’s 0-function ensures energy conservation. Note that for absorption the minus
sign has to be used, while the plus sign describes the emission process.

Disregarding multi-photon processes (which can safely be done for synchrotron
radiation) and applying the dipole approximation yields:

> (flexli)

k

2

Wi_>f X 5(Ef — Ei + hV) (2.2)

The sum accounts for all electrons k& at positions x; interacting with the photon
field, the polarization vector of which is &. The dipole approximation considers the
electric field to be constant over the spatial distribution of the affected electron
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2.1 X-ray absorption and emission spectroscopy

wave functions, which is a sufficiently good approximation for our purpose, since
the smallest wavelength used in this work is 2.3 nm at 550 eV, much larger than
a Is orbital and also significantly larger than a molecular orbital for the studied
molecules. However, in angle-resolved photoemission studies of molecules in gas
phase, differences in the experimental angular distribution compared to theoretical
dipole calculations were detected even for photon energies below 100 eV [23-26].
Such deviations from the dipole approximation are of no relevance for this work.

If we integrate Equation 2.2 over all possible valence states while accounting for the
energy-restricting d-function, we get an expression for the spectral XAS intensity
Ixas(hvi), also known as Fermi’s Golden Rule [27]:

2
Ixas(hvi) o | Y (flexili)| ps(Ey) with Ep = E; + hvs,. (2.3)
k
and for XES:
2
Ixps (hvow) o< | Y _(flexili)| pi(E;) with E; = Ef + hw,. (2.4)
k

Since the spectral intensities in Equations 2.3 and 2.4 are weighted with the dipole
transition matrix elements, only states having a local overlap with the localized
core state are accessible. Furthermore, transitions involving states with certain
symmetries are not allowed due to vanishing matrix elements. Therefore only the
local partial density of states (LPDOS) is probed by XAS and XES, as illustrated in
Fig. 2.1. This is a valuable feature, since it makes these methods very specific, far
beyond the intrinsic sensitivity for a chemical element: by choosing an excitation
energy which resonantly excites a certain species of molecules or an atom at a
specific site within a molecule, the local specificity of the XES technique will only
allow emission from this distinct species or site. Additional symmetry-specificity is
accessible for well-oriented samples: the appropriate choice of the direction of the
electric field vector with respect to the sample selects certain symmetries of valence
states. Only orbitals of these symmetries can then participate in the excitation or
emission process. In this work, examples of site- and symmetry-selective XES and
XAS spectra can be found for Cgg and PTCDA molecules in Sections 4.1 and 4.2.

According to the final-state rule [28-30], the observed spectra represent the LPDOS
of the final state, i.e. for XAS the spectrum is influenced by core hole effects (e.g.
excitons), while the XES spectrum does not reflect the core hole, but a valence
hole instead, similar to photoemission spectroscopy (PES). Therefore, XES spectra
can be conveniently interpreted in a one-electron picture on the basis of ground

11



2 Spectroscopic methods
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Figure 2.2: Left: Comparison of the fluorescence and the competing Auger yields for K and L
core levels as a function of the atomic number Z (taken from [35]). Right: The
fluorescence yield of light elements. The elements relevant for this work (C, N, O, and
S) are marked. Numbers taken from [36].

state calculations, while for XAS the more complicated calculation of the core-
excited final state is necessary. A simplification is the Z + 1 approximation [31], for
which the static influence of the additional positive charge is mimicked by replacing
the excited atom by an atom with the next higher atomic number Z + 1 in the
calculations .

When recording an XAS spectrum over a wide energy range above the absorption
edge, the wave function of the ejected electron gets backscattered by adjacent atoms,
causing oscillations in the absorption coefficient which carries information on the
next-neighbor distances. This method is called EXAFS (extended x-ray absorption
fine structure) [32] and is in principle applicable to liquids with the newly developed
equipment described in Chapter 3. However, for the past experiments the stability
of the synchrotron beam was not sufficient over the required wide energy range.
Meanwhile these purely technical problems are solved, so in future experiments
it might be possible to determine next neighbor distances in liquids without the
need for additional instrumentation. This is especially interesting for collecting
information on water and aqueous solutions, since EXAF'S has proven to be sensitive
even to hydrogen atoms, as EXAFS studies on ice demonstrate [33, 34]. In contrast,
for the spectroscopic methods of XES and XAS, hydrogen atoms are invisible due
to their low x-ray scattering cross section.

The XES process is not the only possible relaxation of the core excitation. The
non-radiant Auger decay is much more likely for light elements, as Fig. 2.2 shows.
It compares the fluorescence with the competing Auger yield as a function of the
atomic number (left graph). In this thesis, the K-shell of elements with atomic

12



2.2 Resonant inelastic x-ray scattering

numbers Z between 6 and 8 (carbon, nitrogen and oxygen) and the L-shell of sulfur
(Z=16) were used. The fluorescence yields of these elements are marked with tags
in the right panel of Fig. 2.2, which shows a close-up view of the light elements. In
our case, the respective fluorescence yields range between 2-10~* (S L) and 8-1073
(O K). This is the reason, why a high-brightness source and a spectrometer with a
high detection efficiency are so important for XES.

A detailed introduction to XAS can be found in [31], and a discussion of the com-
bined possibilities of XAS and XES in [37-40].

2.2 Resonant inelastic x-ray scattering

Many resonant effects such as site-, species-, and symmetry-selective XES and XAS
can be readily explained by the theoretical framework of the previous Section 2.1,
which describes the absorption and emission as two independent dipole transitions.
However, some experimental observations are a manifestation of the interference
of the combined excitation and emission event, which can only be explained by
treating the excitation and emission as one single quantum mechanical photon
scattering process (called RIXS or sometimes ‘electronic Raman scattering’). This
is a typical quantum mechanical phenomenon: if the system remains undisturbed
between excitation and de-excitation and, in particular, if no attempt is made
to identify the intermediate state, all alternative intermediate states leading to the
same observable final state interfere with each other, carrying information about the
excitation which can influence the emission process. Examples of such information,
which could not be conveyed by an intermediate state with a single localized core
hole, are the parity in centro-symmetric molecules or the crystal momentum in solid
state samples. Both cases will be discussed in detail below.

This description as a photon scattering process requires second order perturbation
theory, leading to the Kramers-Heisenberg formalism [41]. The application of this
formalism to resonant effects in XES spectra was first proposed by Y. Ma et al.
[42, 43]. Since the intermediate state was historically treated by H.A. Kramers
and W. Heisenberg as infinitely sharp (i.e. with an infinite lifetime), it was later
modified by V. Weisskopf and E. Wigner for intermediate states with finite lifetime
[44]. This modification results in the following resonant term, as developed in detail
in [45]:

Vout |<f’p ' éout‘7n> <m|p : éin|i>’2
i) o SEES RSN

O(hvin — vy, — Ef + E;),

13
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Figure 2.3: Total (T") and partial line widths of the K- (left), Lo- (middle), and Ls-shell (right). T' 4
and I'¢ are the Auger-limited line widths, which dominate for light elements compared
to the radiation-limited line width I'p. Graphs taken from [36].

where i, m, and f are initial, intermediate, and final state (since in our case i is
the ground state, we sum only over all possible m and f). The J-function strictly
determines the energy of the emanating photon, while the incident photon energy
hvy, can be detuned within the limits of I',,,. It is the full width at half maximum
(FWHM) of the Lorentzian broadening of the intermediate state due to its finite
lifetime 7,,, according to Heisenberg’s uncertainty principle:

Tml'm = A (2.6)

The condition for the on-resonance case [46] is a small delimiter in Equation 2.5,
ie. |E, — FE; — hvy| < T'p,. Resonance effects which can only be explained by
a one-step scattering process, are detected with high intensity if this condition is
met.

The lifetime broadening of the core-excited state is proportional to its decay rate.
Possible decay mechanisms are the non-radiative Auger-process and the radiative
fluorescence decay. Fig. 2.3 (taken from [36]) gives approximate lifetime-limited
line widths of core-excited intermediate states as a function of the atomic number
Z for the relevant K- and Lj s3-shells. For the light elements studied in this work
(Z = 6,7,8,16), the total width T" is strongly dominated by the Auger-limited
widths I' 4 and I'¢, which is another manifestation of the overwhelming Auger yield
for light elements compared to the radiative decay as discussed in Section 2.1.
['c is the width limited by Coster-Kronig transitions, which are a special group
of Auger processes. Newer experiments [47-50] confirm the total lifetime widths
given by Krause et al. [36, 51] of 100 meV (lifetime of 6.6 fs) for the carbon Is hole,

14



2.2 Resonant inelastic x-ray scattering
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Figure 2.4: Two different views of the same HOMO-LUMO transition with detuned excitation.
Left: Two-step model of excitation and emission. Right: One-step photon scattering
process.

120 meV (5.5 fs) for the nitrogen Is hole, 190 meV (3.5 fs) for the oxygen Is core
hole, and 60 meV (11.0 fs) for sulfur 2p.

The important difference of the Kramers-Heisenberg formalism compared to the
simpler two-step model is the occurrence of a mixed second-order term, which allows
several alternative intermediate states to interfere with each other. In the two-step
model, the absolute values of the two transition matrix elements are squared before
multiplication, which does not allow for interference of alternative intermediate
states. Fig. 2.4 illustrates the two different views by the example of a HOMO-
LUMO (highest occupied molecular orbital to lowest unoccupied molecular orbital)
transition in a molecule, mediated by the core state, which is represented by a
Lorentzian peak with the width IT',,, due to lifetime broadening, making detuned
excitation possible. The left side shows absorption and emission as two subsequent
transitions, while in the right diagram, a single scattering event is depicted, i.e., the
photon is scattered rather than absorbed and re-emitted, thereby losing the amount
of energy required to excite an electron from the HOMO to the LUMO. However,
when looking at the one-step scattering process, one should not forget, that an
appreciable scattering cross section is only available to photons with an energy
close to an allowed electronic transition, in our case the 1s to LUMO transition.

15



2 Spectroscopic methods

Both descriptions are indistinguishable, since the energy balance is the same, always
leading to an emitted photon energy of:

how = hvin — Erumo + Eromo- (2.7)

In the following, frequently observed effects based on (and only explained by) the
one-step Kramers-Heisenberg formalism, are briefly described.

2.2.1 Raman shift

The energy-loss of the photon hvy, — higy is called Raman shift, if it is constant
over an extensive excitation energy range. Slightly below the absorption edge,
this effect is characteristic of RIXS and can be observed for most sample systems
(compare Sections 4.1 and 4.3). It is the direct consequence of the Lorentzian
resonance condition and the energy-conserving J-function of Equation 2.5. Since
the lifetime broadening of the intermediate state allows for detuned excitation into
short-lived so-called wvirtual states, the emitted photon energy, which is governed
by the d-function, has to make up for the detuned excitation, i.e. the excitation
process can ‘borrow’ small amounts of energy from the emitted photon and vice
versa within the limitations of Heisenberg’s uncertainty principle, leading to a shift
in the emission spectrum for detuned excitation, as previously illustrated in Fig. 2.4
for a HOMO-LUMO transition with a resulting emitted photon energy given by
Equation 2.7. In the excitation energy window, in which this process is resonantly
enhanced, the emission energy shifts parallel with the excitation energy, i.e. with a
constant energy difference of Erumo — EFnomo. Within this work, the Raman shift
is most obvious for the Cgy molecule (Section 4.1).

2.2.2 Elimination of lifetime broadening

An interesting property of the energy balance of the scattering process is its inde-
pendence from the core state energy (compare Equation 2.7 and the right energy
diagram in Fig. 2.4). This allows in principle to acquire both XAS and XES spec-
tra with a resolution better than the lifetime broadening of the core-excited state.
A prerequisite for eliminating the lifetime broadening in XAS is an isolated sharp
occupied valence state ¢, while for XES an isolated sharp unoccupied state ¢y is
required. ‘Isolated’ in this context means, that there are no adjacent states within
the lifetime width I',,, and ‘sharp’ means sharper than I',,,. Further, the combined
experimental resolution of beamline and spectrometer has to be better than I',,,. In
the ideal limit of infinitely sharp ¥o and vy, a partial fluorescence yield XAS scan

16



2.2 Resonant inelastic x-ray scattering

with the emission energy detection window smaller than the lifetime broadening
right at the 1o emission energy then results in an XAS spectrum with an energy
resolution merely limited by the combined experimental resolution of beamline and
spectrometer. The same is true for an XES spectrum excited sharply at the ¢y
absorption energy. In practice, this is only feasible for elements with high atomic
numbers Z, since, as can be seen in Fig. 2.3, the lifetime broadening of their core-
excited state is high enough to be beaten by the experimental resolution. For XAS,
this was first demonstrated at the Dysprosium Lj-edge [52].

2.2.3 The parity selection rule for centro-symmetric
molecules

In addition to the symmetry-selectivity of the dipole selection rules introduced in
Section 2.1, the parity selection rule applies to molecules with inversion symmetry
[53]. It can be observed in the RIXS spectra of Cgy (Section 4.1). This rule states,
that for excitation to a gerade (centro-symmetric) unoccupied orbital, emission is
only allowed from a gerade occupied state, and for excitation to an ungerade state,
emission is allowed only from an ungerade state. In the two-step model, this rule
can not be explained, since the localized core hole of the intermediate state breaks
the molecular symmetry, if it is not located right at the inversion center. And
for an intermediate state without defined parity, no parity-derived selection rule
exists for the emission process. However, in the one-step model and for coherent
excitation of all identical atoms within the molecule, the intermediate state is a
linear combination of all wave functions belonging to possible excited states, which
interfere with each other as long as they remain undisturbed. Such an intermediate
state is delocalized over all identical atoms and possesses the symmetry of the
molecule, conveying the parity information of the excited electron to the emission
process [45].

2.2.4 Crystal momentum-selective RIXS in solids

Another resonant effect which can only be explained on the basis of a one-step
scattering process is the conservation of the crystal momentum k in solids. This
was first found and interpreted by Y. Ma et al. [42, 43, 54], and allows for k-selective
x-ray emission, which is the prerequisite for band structure studies. The theoretical
framework is again provided by the Kramers-Heisenberg formalism (equation 2.5).
If the excitation is coherent over many lattice unit cells, the intermediate state is
a linear combination of all wave functions belonging to possible core-excited states
at all coherently illuminated atoms. This linear combination is delocalized over

17



2 Spectroscopic methods

Excitation
e

Energy

Emission

Crystal momentum k Intensity

Figure 2.5: The bandmapping concept of RIXS. All transitions are marked with blue (excitation)
and red (emission) circles. The excitation energy selects possible k-vectors (vertical
arrows), and due to k-conservation, emission is only allowed from the same place in
the Brillouin zone.

several unit cells, having the form of periodic Bloch wave functions therein. As
such, they carry a defined crystal momentum as long as no disturbance breaks the
equivalence of the coherently excited atoms.

If the momentum transfer of the x-ray photon involved in the RIXS process can be
neglected, k is conserved during the scattering, i.e., the emission must take place at
the same position in the 3-dimensional Brillouin zone of the reduced zone scheme
as the excitation. In the one-step scattering picture, only k-conserving (‘vertical’)
transitions can take place. This situation is illustrated in Fig. 2.5.

A review paper with a detailed introduction and examples of band structure map-
ping was written by S. Eisebitt and W. Eberhardt [55].
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2.2 Resonant inelastic x-ray scattering

2.2.5 RIXS dynamics

The lifetime of the core-excited state, which is a few femtoseconds for light elements
(see Section 2.2), can be used as ‘core hole clock’ in order to study dynamics taking
place on the same timescale. In this work, examples for such dynamics are the
dissociation of water molecules in Section 4.3, vibrational symmetry-breaking in
the Cgo molecule (Section 4.1), and electron-phonon scattering in solids, leading
to an incoherent fraction in RIXS spectra of band structure studies (introduced in
Section 2.2.4). If the core hole lifetime is known, the characteristic time governing
the dynamics (also called ‘dephasing time’) can often be determined from the RIXS
spectra [54-57]. In addition, it is possible to artificially shorten the core hole lifetime
by detuning the excitation energy according to Heisenberg’s uncertainty principle
in Equation 2.6.

A RIXS study of the dissociation of HCl molecules dynamics is reported in [58].
Since the intermediate state of HCI is dissociative, the atoms will start to move
apart as a consequence of the electronic excitation. Especially hydrogen atoms
can move sufficiently far during the core hole lifetime for a significant change in
the resulting emission spectra. Then, the emission spectrum is composed of two
contributions: a molecular fraction with a still significant overlap of electron density
between the atoms, and a dissociated atomic fraction with negligible overlap, i.e.
the molecular bond is no longer existent. This concept, which will be referred to
in Section 4.3, is based on the final state rule introduced in Section 2.1: the final
state with the displaced protons is reflected in the emission spectra. Upon detuning
the excitation energy in [58], the molecular fraction increases: the more detuned
the excitation energy, the shorter the core hole lifetime (Equation 2.6) and the less
emission from dissociated molecules occurs.

Another application of the core hole clock can be found in [59]. Therein, the
characteristic time of charge transfer screening of Ny on graphite was determined.

In order to calculate the characteristic time of dynamics, we have to distinguish
between probabilistic and deterministic dynamics. In the former case (e.g. for a
quantum mechanical tunneling or scattering process), the dynamics has a constant
probability to happen, causing the dynamics to evolve exponential in time. Then,
according to [55, 59|, the fraction f,.,. of the spectral intensity which represents
the system before the dynamics took place, is given by:

Td

fprob. = (28)

Td + Tm

where 74 is the time constant of the dynamics, while 7, is the lifetime of the
intermediate core-excited state. For deterministic or quasi-classical dynamics such
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as the ballistic motion of a hydrogen atom, it is more appropriate to consider the
dynamics taking a constant time to happen. In this case it is obvious, that the
fraction fge. is given by:

d

Jaet. = € ™ (2.9)

Of course, this assumption of a constant duration of the dissociation process is
only an approximation for real molecules, since the ongoing molecular vibrations
lead to an ensemble of interatomic distances and velocities for the initial state
of the electronic excitation. It is also known, that protons can be displaced by
tunneling processes rather than by ballistic motion if the potential energy surface
has a suitable shape. In such cases, Equation 2.8 applies.

A more detailed introduction into RIXS dynamics is given in [56].

2.3 Experimental details

The first half of Chapter 2 briefly described the theoretical framework of the applied
spectroscopic techniques originally developed and published by others. In this
Section, we will address the question how the spectral intensities for XES and XAS
are measured in practice, with the focus on their application to the systems studied
in this work. The methods presented here (namely the RIXS map approach in the
soft x-ray regime and the correction of saturation effects in XAS spectra and RIXS
maps) were developed in this work.

The resonant XES and fluorescence yield XAS experiments shown in Chapter 4
require a high monochromatic photon flux only delivered by undulator beamlines,
which are exclusively available at modern 3rd generation synchrotron sources like
the ones used in this work, namely the Advanced Light Source in Berkeley, USA,
and BESSY II in Berlin. The use of such bright sources for XES is mandatory
due to the minuscule fluorescence yield of light elements discussed in Section 2.1,
which is exacerbated by the shortcomings of earlier XES spectrometer designs, in
particular their small accepted solid angle and moderate detection efficiency. The
latter could be overcome by a novel spectrometer design, which will be introduced
in Section 3.1.

In XAS experiments, the photon energy-dependent absorption coefficient r(hvy,)
of the sample, in the following simplified as kj,, is determined. There are several
substantially different approaches.

The most direct way is to measure the photon energy-dependent transmission of
a thin homogenous sample, since it directly probes the primary process, i.e. the
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absorption itself. The transmitted intensity I1(hvy,) of a sample with a thickness
z and an absorption coefficient k;,, illuminated with an intensity I, and a photon
energy huy, is according to Lambert-Beer’s law:

[T(hl/in> =1 e Fhin, (210)

The negative natural logarithm of the transmission I't(hviy,)/ 1o is then proportional
to the desired absorption coefficient. However, this direct approach is only possible

for materials which can be prepared as a very thin homogenous and freestanding
film.

In most cases, the absorption event has to be detected indirectly via secondary
processes which occur as a consequence of the core hole produced by the absorption
event, one of which is the radiant XES process (fluorescence yield (FY) XAS). Other
examples are the non-radiant electron-emitting Auger process (electron yield XAS),
or the ejection of an ion as a consequence of photon-induced decomposition (ion
yield XAS). The excitation energy-dependent rates of these processes normalized
to the incident intensity are a measure of the absorption coefficient.

If only particles in a certain energy window are detected, one speaks of partial as
opposed to total yield XAS. In the case of electron yield, this can be used to tune
the escape depth. For partial FY, one possible application is the elimination of
the lifetime broadening as it has been discussed in Section 2.2.2. Other concepts
of partial FY spectra will be discussed in the next Section, since they are some of
many possibilities offered by a novel experimental approach introduced there.

2.3.1 RIXS maps

Due to the high detection efficiency of the novel soft x-ray spectrometer presented
in Section 3.1, it is possible to record entire 2-dimensional RIXS-maps within 10 to
45 minutes. This concept of recording and displaying the emission intensity as a
function of both excitation and emission energy in a 2-dimensional color-coded plot
and its potential are introduced in detail in Section 4.1. The good statistics of the
RIXS map allows the extraction of emission spectra at any excitation energy, as
well as partial fluorescence yield absorption spectra at any emission energy inside
the map. This is due to the fact that a RIXS map contains the full electronic
information accessible by soft x-ray techniques. Compared to conventional RIXS
studies with only a few resonant emission spectra at selected excitation energies,
the 2D map is clearly superior, making resonant effects, which are often a complex
interplay of both intensity variations and energy shifts, much more apparent and
comparatively easy to characterize.
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Figure 2.6: Left: Comparison of C K fluorescence yield XAS spectra of Cgo with incidence angles
B of 70° (blue, reproduced from [63]) and 30° (red dotted line). The solid red line is
the saturation-corrected version of the latter. Right: O K FY XAS spectra of water
(blue) and half-saturated NaCl solution (red).

The extraction of partial fluorescence yield spectra with an arbitrary emission en-
ergy detection window is described in literature as ‘selective XAS’ [40]. Apart from
the potential to eliminate the lifetime broadening in XAS spectra as described in
Section 2.2.2, species- or site-selective XAS spectra can be extracted, if emission
features are present which are indicative of a certain species or a special site. Fi-
nally, the intensities of different decay channels can be compared as a function
of the excitation energy (decay channel-specific XAS [60]), yielding local informa-
tion on the wave function overlap of the local partial density of involved electronic
states. Examples of such decay channel-specific XAS spectra are shown for the Cg
molecule in 4.1 together with a detailed analysis of the RIXS map of Cgy. More
RIXS maps can be found in Chapter 4.3 and in [60-62].

2.3.2 Saturation effects in XAS

FY experiments have a large probing depth of hundreds of nanometers, making this
detection channel ideally suited for this work, since it allows the study of buried sys-
tems like liquids behind a membrane (Sections 4.3 and 4.4). Other often important
advantages of the FY are its insensitivity to charging and surface contaminations.

However, the large probing depth of the FY signal leads to a compression of the
resulting XAS spectra, called self absorption or saturation in the literature [64-68|.
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This effect needs to be addressed in detail, since all absorption measurements (and
RIXS maps) in this work are fluorescence yield data and therefore prone to such
artifacts. In order to explain and quantify this effect, it is sufficient to consider
the simple model of an infinitely thick sample with a smooth surface illuminated
with an intensity Iy of photons of an energy huy,. For the sake of simplicity, we
first assume normal incidence and detection geometry. The amount of radiation
0 Iin(hvi, z) absorbed in the depth z is given by the negative derivative of Equation
2.10:

5[in(hVina Z) = [0 * Rin - e Fhin, (211)

If A is a constant factor representing the probability per absorbed photon of emit-
ting a photon in the direction of the detector, the intensity I,y (hvy,) reaching the
detector is:

Lo (hvy) = / A0l (hvy, 2) - e fontdz = A - IOL. (2.12)
0

Rin + Rout

Only in the limit of ki, < Kout, the detected FY signal I,y (hvy,) is proportional
to the sought absorption coefficient x;,, which is the ideal case only reached for ion
yield with its extremely short escape depth of a few A, and, to a lesser extent, for
Auger electron yield. For total or secondary electron yield, the saturation effect
is often significant, depending on the energy-selectivity of the detector. For FY,
the situation is unfavorable: for excitation above the absorption edge, the emitted
photons have a constant photon energy below the investigated absorption edge with
a lower absorption coefficient k., than that of the incident beam. In the limit of
Kin > Kout, €quation 2.12 tells us, that the FY signal is equal to the upper limit
Iy - A, which is a constant. This is due to the fact that in this case all absorption
processes (and eventually, all photons from the incident intensity I will be absorbed
in the sample) are detected with equal probability A, independent of the depth z
in which they occur and independent of the absorption/emission channel. The
FY XAS spectrum of Cgy shown as a red dotted line in the left graph of Fig. 2.6
is clearly an example close to this limit. In such cases, the XAS spectrum is an
almost featureless step. In this work, the carbon K edge shows the most severe
saturation effects due to its high edge jump. This can be explained by the fact,
that most samples contain no elements with edges of lower absorption energies than
the carbon K energy.

Fortunately, there are solutions to this problem. For unburied systems, a geometry
with normal incidence and grazing emission can be used. In this case, the effective
escape depth is reduced to a factor of cos 3, if 3 is the emission angle with respect
to the surface normal, as defined in the inset on the left side of Figure 2.6. This
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will at least lead to a strongly reduced saturation effect, as the comparison of two
Ceo FY spectra in the left graph of Fig. 2.6 with grazing emission angles of 30° (red
dotted line) and 70° (blue solid line, reproduced from [63|) demonstrates. In fact,
the latter spectrum exhibits the weakest saturation effect of all published electron
and fluorescence yield XAS data on Cgy I had access to. It is clearly superior even
to partial electron yield spectra reported in [69].

In the case of liquid solutions, it helps to dilute the solution in order to quench
the saturation effect: for low concentrations, two independent effects mitigate the
self absorption: 1. k;, and ko, become comparable, and 2. the relative variation
of ki, with hvy, gets small. The consequences become obvious when expressing the
normalized fluorescence yield Y (hvy,) = Low(hin) /I as a function of ie-:

Kout

Ki Ki i
Y(—2) = Lpue(— = Ao 2.13
(50 = L () Iy = A (213

Rout

Since this function can be expanded in a Taylor series around ””‘t = 1, decreasing
the concentration of the solution and thereby lowering the relative variation of sy,
leads to the following: the FY signal becomes more and more linear to :—“ and
therefore to ki, (since koy is constant). This effect can be seen in the spectra of
lowly concentrated glycine solution at a pH-value of 12 in Section 4.4, which looks
identical to the total electron-yield spectrum reported in [70]. Another example is
given by the comparison of a liquid water XAS spectrum with that of salt (NaCl)
solution on the right side of Fig. 2.6. Since in the case of the NaCl solution, the
L-edge of the Cl~ ions absorbs below the O K edge at (200 and 270 eV), the ratio
—io for the O K edge gets smaller compared to the pure water, thereby visibly
reducmg the saturation effect. However, since the concentration of water is high
even in the NaCl solution, the resulting spectrum is still severely compressed, as
confirmed by the comparison with spectra in [71].

Besides the two experimental possibilities to mitigate the saturation effects pre-
sented above, compressed spectra with a sufficiently high signal-to-noise ratio can
be reconstructed afterwards, if an unsaturated spectrum is available in literature.
In order to accomplish this, we need the inverse of the function Y (;) defined in
Equation 2.13:

Rin 1

(Y (h)) = ————. (2.14)

/{out Y(hl/in)

This inverse function can be used to obtain ;%= from Y (hvy,). If the raw spectrum
has a constant offset, i.e. if the baseline below the edge is non-zero, it has to
be removed prior to the application of this function, since such an offset would
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Figure 2.7: The C K RIXS map of Cg (left) exhibits strong saturation effects. The same map with
the saturation-correction is shown in the middle, featuring a much higher contrast in
vertical direction (i.e. as a function of excitation energy). On the right-hand side, the
same data is normalized to match the partial fluorescence yield XAS spectrum in [63]
taken at a grazing emission angle of 3 = 70°. The graphs attached to the right of each
map (“absorption spectra”’) show the integrated intensities of the horizontal lines.

influence the intensity expansion. The correction parameter A contains several
factors which are not known with the required precision, namely the probability of
the fluorescence decay channel, a geometry factor depending on the detection setup
and the relative scaling between Iy and I,,;. Valid values of A must be higher than
the maximal value of the fluorescence yield spectrum Y... A = Yiax would cause
an infinite vertical expansion of the spectrum, while A — oo leaves the spectral
shape unchanged.

How is the appropriate value of A which leads to the right unsaturated spectral
shape found in practice? For this, a quantitative property of the unsaturated
spectrum which gets influenced by saturation, must be known. This can be the
width of an absorption feature or the intensity ratio of two spectral features. If
such a quantitative criterion is known, A can be chosen in an unambiguous way,
such that the desired property is matched for the corrected spectrum. Once a good
A has been determined, one should be careful when reusing it for other experiments,
even if nothing has changed in the experimental setup, since the probability of the
fluorescence decay may change with altering the investigated system.

For the demonstration of the correction function and its limitations in Fig. 2.6, the
value for A was chosen such that the correction turns the saturated raw spectrum
(red dotted line) into a saturation-corrected spectrum (red solid line) which matches
an existing unsaturated (or at least weakly saturated) spectrum (shown in blue)
as close as possible. While the first resonances below 290 eV are reproduced quite
well, the correction is not able to inflate the severely saturated flat line of the raw
spectrum (red dotted line) above 290 eV.
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With this correction function, it is even possible to correct a whole 2-dimensional
RIXS map, as demonstrated in Fig. 2.7. The left side shows the raw RIXS map of
Cego taken at an emission angle § of 30°, with the intensities of the single horizontal
lines (each representing an emission spectrum) normalized to the intensity of the
synchrotron beam. This map will be discussed in detail in Section 4.1. Due to
strong saturation effects, the vertical contrast is strongly reduced, as discussed
above. Applying the correction function yields a much higher vertical contrast, as
can be seen in the saturation-corrected version in the center of the same Figure.
For comparison, the same data is shown on the right, this time normalized to
the partial fluorescence yield XAS signal taken from [63|, recorded at a grazing
emission angle of 3 = 30°. Below an excitation energy of 290 eV, both (center and
right panel) are very similar, but above 290 eV, the saturation-correction (center
panel) fails. While the grazing emission map (right panel) is a much more realistic
representation of the electronic structure of Cgp, the high contrast does not allow to
detect weak features. Therefore, both ways of data acquisition (normal and grazing
emission) have their advantages. The optimal way to record such maps with respect
to the signal-to-noise ratio is to use a geometry with maximal intensity (i.e. normal
emission). The strong saturation effect in this geometry is of advantage for getting
high count rates even at excitation energies with low absorption (i.e. below the
edge). In order to be able to correct for the saturation effect, an additional XAS
spectrum of good quality and low saturation should be recorded. The simplest way
is to measure ion or electron yield in parallel with the acquisition of the RIXS map.
With such an unsaturated XAS reference, the vertical intensity of the RIXS map can
be corrected afterwards. In that case, not even the correction function developed
above is required. It is much more straightforward and correct to normalize the
integrated intensities of the horizontal lines such that they follow the unsaturated
reference signal. The result is the same as taking the whole map with saturation-
suppressing geometry (normal excitation, grazing emission, see Section 2.3.2), but
with significantly better statistics in map regions with low absorption. In particular,
the shape in the horizontal direction (i.e. as a function of emission energy) is
independent and unaffected from saturation effects.
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CHAPTER 3

DEVELOPMENT OF NOVEL
INSTRUMENTATION

Like for all scattering techniques, the success and quality of soft x-ray studies
depend on three things: the source (i.e. synchrotron and beamline), the sample (e.g.
a liquid contained in a cell), and the detector (in our case the x-ray spectrometer).
It turned out to be important that these three components are matched to each
other. For the study of light elements in radiation-sensitive samples like organic
molecules, it is vital that the photon flux density is kept low even though in our
case the fluorescence yield is minuscule, ranging from 2-107% to 8 - 1073, as shown
in Section 2.1.

Thus, the most important requirement is a high detection efficiency, meaning that
the optimization process for the whole setup has to start with the x-ray spectro-
meter, the development of which is described in the next Section. Not only a high
throughput and energy resolution are desirable, which are the benchmark numbers
the spectrometer designers usually hunt for. It is of equal importance that the
optical design allows for a large source spot in order to keep the flux density on the
sample low. As an additional benefit, the requirements for the performance and
stability of the source (especially the beamline optics) are then less demanding.

In the next step, sample and beamline have to be tailored to the spot size the
spectrometer calls for. The former is usually the responsibility of the experimen-
talist, while the latter requires a flexible beamline design and beamline scientist.
Both were found at beamline 8.0 of the Advanced Light Source (ALS). Due to the
tireless commitment of the beamline scientist Jonathan Denlinger, the beamline
could always be tailored to the changing requirements of the experiment. Recently,
the beamline was equipped with bendable mirrors, which are described in more
detail in [72]. These allow for maximal flexibility. For example, the optimal spot
geometry for liquid cell experiments is 30 x 1000 microns (the vertical dimension
is limited by the spectrometer requirements and the horizontal dimension by the
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Detector

Figure 3.1: Picture of the soft x-ray spectrometer.

window membrane size of 1000 microns). Such an unusual beam geometry can now
be easily achieved, since the beamline has two independently bendable mirrors for
horizontal and vertical direction.

For the study of liquids presented in Chapter 4, a liquid cell was developed by go-
ing through several iterations with many intermediate prototypes. The experience
gained during this process taught that the only way to achieve reliable results is a
temperature-controlled flow-through cell, as will be described later in this Chapter
(3.2 and 3.3).

3.1 High-transmission x-ray spectrometer

An essential step towards the ability to study the electronic structure of radiation-
sensitive samples and liquids was the development of a novel XES spectrometer
which exceeds the detection efficiency of conventional spectrometers by about two
orders of magnitude. It is shown in Fig. 3.1. Since this instrument allows to
record comprehensive 2-dimensional RIXS maps, it turned out to revolutionize x-
ray emission spectroscopy even beyond the applications discussed in this work, e.g.
for band structure studies [60, 61| based on the theoretical framework described
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S

Figure 3.2: Sketch of the optical path of the soft x-ray spectrometer with source S. The aperture
A can be used to mask the spherical mirror M. G denotes a blazed VLS grating, and
D a back-illuminated CCD detector in normal incidence geometry.

in Section 2.2.4. The RIXS map concept, which is described in detail in Section
2.3.1, is invaluable for all XES studies with subtle resonant effects. In this work,
examples for RIXS maps can be found in Sections 4.1 (Cgp molecule) and 4.3 (liquid
water).

The optical design of the spectrometer covers the photon energy range between 130
and 650 eV and is based on the Hettrick-Underwood principle, i.e., it combines a
light-collecting mirror with a variable line space (VLS) grating. The spectrometer
is able to record the entire spectral range in one shot, i.e. without any mechanical
motion, at a resolving power of 1200 or better. Despite its slit-less design, such
a resolving power can be achieved for a source spot as large as (30 x 3000) um?
which is important for keeping beam damage effects in radiation-sensitive samples
low.

Most soft x-ray spectrometers (e.g. [74-78]) are based on a grazing incidence spher-
ical grating Rowland circle design [79], while novel concepts often make use of VLS
gratings [80-91|. In order to enable RIXS studies of organic and biological samples,
a VLS spectrometer based on the work of Hettrick and Underwood [85-89] was
designed. Since organic materials mostly consist of sulfur, carbon, nitrogen, and
oxygen atoms, the spectrometer is optimized for the S La3 (150 eV), C K (280 eV),
N K (400 eV), and O K (525 V) edges. The major design goal was to yield ex-
tremely high transmission at sufficient resolving power of £/AE > 1200 to allow
the collection of high-quality spectra with comparably low photon flux densities.
The optics were manufactured by InSync, Inc. (spherical mirror) and Carl Zeiss
Optronics GmbH (mechanically ruled plane diffraction grating). The spectrometer
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Table 3.1: Optical parameters as well as calculated reflectivities and efficiencies for the selected
photon energies and diffraction orders. The total detection efficiency is calculated as
the product of calculated mirror reflectivity, measured grating efficiency, and detector
efficiency taken from the operating manual of the detector [73].

Angles and Distances (as defined in Fig. 3.2)

Y = 172° ™ = 400 mm
a — 87.9° ro — 100 mm
g = 84.1° r3 = 1,000 mm

Mirror Specifications

Dimensions: (20 x 80) mm
Radius of Curvature: R—=8,410 mm

Grating Specifications

Dimensions: (20 x 110) mm

Blaze angle: 1.8° for inner (positive) orders
Central groove density:  ap = 600 lines/mm

VLS parameters: a; = 1.19634 lines/mm?

ag = 1.27512 - 1072 lines/mm?
az = 1.11401 - 107 lines/mm*
Rule density [lines/mm|:  n(z) = (ap + a1z + azz® + azz?),z in mm
Detector Specifications

Dimensions: (27.6 x 27.6) mm
Pixel dimensions: (13.5 x 13.5) um

Throughput
Acceptance angle: (11.2 x 18.0) mrad?

Emission line SLys; CK NK OK
Emission energy (eV) 150 280 400 525

Diffraction order +1 +2 +3 +3

Calc. mirror reflectivity 68% 67% 65% 60%
Calc. grating efficiency 25%  22%  19% 19%
Measured grating efficiency | 26%  23% 1% 13%
Detector efficiency [73] 30%  40% 50% 60%
Total detection efficiency 53% 6.2% 52% 4.7%
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mechanics was built by the Center for X-ray Optics (CXRO), Lawrence Berkeley
National Laboratory. The optics were tested at beamline 6.3.2 and the assembled
instrument at beamline 8.0.2 of the Advanced Light Source (ALS).

The optical design

The basic configuration of the spectrometer is shown in Fig. 3.2. It features a
spherical mirror M and a VLS grating G in inner (positive) diffraction order ge-
ometry. This combination, albeit for outer order geometry, was originally proposed
by Hettrick and Underwood [85-89] and allows the use of the detector D in normal
incidence geometry, thereby yielding optimal quantum efficiency of the CCD detec-
tor. A variable aperture A can be used to mask the mirror, which reduces imaging
aberrations at the cost of vertical acceptance angle. In practice, this aperture is
used solely for alignment purposes, since the imaging aberrations are sufficiently
small even with open aperture and do not compromise the overall resolving power,
as can also be seen in Figure 3.3. In this figure, the three resolution limits (spot
size, aberrations, and detector pixel size) are plotted as a function of photon energy
and diffraction order. Only for resolving powers larger than 1200 (for the lower part
of the energy window) and 2000 (for the high part), respectively, i.e. for spot sizes
smaller than 20 microns, the aberration limit starts to play a role at the edges of the
detected energy window. The careful balancing of the three resolution limits lead
to the optical design parameters summarized in Table 3.1. A detailed description
of how these parameters were optimized is offered in Appendix A and in [92].

As described above, one major goal was to keep the photon flux density low to
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minimize or avoid beam-induced effects on radiation-sensitive samples. This can
be achieved by maximizing the spot size on the sample and minimizing the excita-
tion flux. To be able to use large spot sizes while still maintaining a high energy
resolution even without an entrance slit, a low magnification of the source spot
in the energy-dispersive direction on the detector is necessary. By using the inner
orders of the diffraction grating and by optimizing the design parameters of the
spectrometer, a magnification of one has been achieved. This is equal to the case
of the conventional Rowland geometry, but the present VLS design offers a signifi-
cantly improved throughput for the following reasons: The VLS approach cancels
the imaging aberrations sufficiently even for the large solid angle collected by the
spherical mirror. Further, the detector can be used in normal incidence geometry,
which maximizes its detection efficiency. Finally, the use of optimal diffraction
orders (see below) for the different photon energies always keeps the blaze angle
of the grating close to ideal, leading to maximal throughput for the whole energy
range.

The VLS parameters of the grating were selected such that the spherical aber-
rations introduced by the light-collecting mirror are largely compensated in the
desired photon energy range. For only one specific energy and diffraction order it
would be possible to modulate the line density such that the imaging aberrations
vanish entirely, leading to a stigmatic image in the dispersive direction. Instead of
optimizing the VLS parameters in this way for each energy and order separately,
which would require the use of several exchangeable gratings and the translation
of the detector, only one grating is employed with a fixed detector. This setup al-
lows for the simultaneous detection of all four core levels and hence photon energy
ranges of interest, extending from 150 to 525 eV, in appropriate diffraction orders:
the lower energies in 1st order (S Ly 3 emission), the intermediate energies in 2nd
order (C K emission), and the higher energies in 3rd order (N and O K emission).
For higher energy resolution at slightly decreased intensity, even the 4th order can
be used for O K emission. The simultaneous optimization for different orders allows
keeping the imaging aberrations low for the entire energy range with only one grat-
ing, yielding an aberration-limited resolving power of well above 2000 for all four
energy ranges simultaneously (shown in Fig. 3.3 as discussed above). It also moves
the emission lines closer together, which allows studying them simultaneously in
one detector image, while still avoiding overlapping spectra.

In order to find the optimum VLS parameters which are the best compromise for
all four energies in their respective orders, extensive ray tracing calculations were
performed. For this purpose, the imaging aberrations for the relevant energies and
orders were expressed in analytical form. This analytical approach is of advantage,
since the minimization of the imaging aberrations at all four energies simultaneously
can then be done by an optimization algorithm based on Newton’s method, which
makes use of the analytically determined Jacobian matrix resulting in a very robust
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and quickly converging minimization process even in a high-dimensional parameter
space. A more detailed discussion of these special ray tracing calculations can be
found in Section A.6.

The optimized parameter set included up to four VLS parameters (line density
variation up to the quartic term), the detector tilt angle, and the distance between
grating and detector. In the process it became apparent that tilting and shifting the
detector out of the zero order focal plane as well as including higher VLS orders
than the cubic term does not lead to significantly smaller imaging aberrations.
Therefore, in the final design three VLS-parameters were optimized (i.e., up to the
cubic term) with the detector plane in the zero order focus and normal incidence
geometry. The derived parameters are listed in Table 3.1.

The VLS grating has been ruled with the ruling engine GTM6. This engine has
an interferometric control, which is used to govern the line density variation of
the grating. In contrast to the commonly used mechanical ruling under lubricant
protection, a ‘dry’ ruling technique without any lubrication during the ruling pro-
cess was applied. In this way, any molecular contamination is avoided, which is of
importance for the ruling of gratings for synchrotron radiation.

A diamond tool was used to rule the blaze profiles by plastic deformation in a
film of gold which was thermally vapor deposited and optimized for small micro
roughness. After the ruling, a final ion beam etching process was applied to transfer
the blaze profile completely into the blank material. This ion beam etching step
makes use of the difference in the etching rates between gold and silicon, which
differ typically by a factor of 3. So, the master ruling is starting with a larger blaze
angle and ends with the specified profile form. The micro roughness is reduced by
nearly the same factor. Micro roughness values below 0.6 nm r.m.s. have been
achieved with this technique. Consequently, gratings produced by the ion beam
etching technique have an improved stray light compared to those manufactured
by the classical technique.

Performance
Efficiency

Due to the entrance slit-less design, all photons within a solid angle of (11.2 x 18.0)
mrad? emanating from the source enter the spectrometer. While the acceptance
angle in dispersive direction (11.2 mrad) is limited by the size of the focusing optics,
the non-dispersive direction (18.0 mrad) is merely limited by the size of the detector,
since the focusing properties of mirror and grating are negligible in this direction.
The included angles of mirror (¢) and grating (a+ ) were chosen to be 172°. With
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these angles and a nickel coating the reflectivity is above 50% even at the oxygen K
edge for each optical element. In order to maximize the grating efficiency, a blaze
angle of 1.8° was chosen. Due to the special selection of diffraction orders described
in Section 3.1, the blazing concentrates the reflected intensity for all four interesting
energies simultaneously, leading to theoretical grating efficiencies of 18-25% in the
whole energy range at an assumed micro-roughness of 10 A (see Table 3.1). It is
worth noting that the used diffraction orders are the most intense for the selected
energies, not only in theory, but also confirmed by measurements of the grating
efficiency.

For example, at the nitrogen K edge, the 3rd order is more intense than the Oth,
Ist, 2nd or 4th (and so on) order. Figure 3.4 compares the theoretical efficiencies
of the selected orders with efficiency measurements taken at beamline 6.3.2 of the
ALS. The numbers are also given in Table 3.1. The grating performs slightly
better than the theoretical values at the sulfur L and carbon K edge (Fig. 3.4).
This is due to the fact that the actual blaze angle of the grating is slightly larger
(steeper) than the design value of 1.8°. This slight mismatch, together with other
unavoidable imperfections of the grating (e.g., roughness and surface oxidation of
the coating), consequently lead to a reduced measured efficiency (70%) compared
to the theoretical value at the nitrogen and oxygen K edge in 3rd order.

The detector is another crucial component for high spectrometer efficiency. While
many earlier spectrometer designs rely on Csl-coated multi channel plate detec-
tors (e.g. |74-78]), a back-illuminated charge coupled device (CCD) detector from
Andor Technology PLC was used. Comparable detectors are mounted in the in-
struments described in [81, 83, 84, 90, 91, 93]. This choice together with the
optimized detector geometry (normal incidence compared to grazing incidence for
Rowland circle spectrometers) increases the overall spectrometer efficiency further.
A drawback is the high detector sensitivity to visible light, which requires keeping
the experiment dark during data acquisition. A set of baffles between grating and
detector traps the visible light emitted from fluorescing samples.
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The overall efficiency of the VLS spectrometer was compared with the one per-
manently installed at beamline 8.0.1 of the ALS [76]. After adjusting its entrance
slit to a comparable resolving power, the comparison revealed an approximate gain
of two orders of magnitude for all four edges. As discussed in Section 2.3.1, this
significant improvement allows the collection of more than 100 individual spectra
within 10 to 40 minutes. This multitude of RIXS spectra can then be compiled in
a 2-dimensional RIXS map.

Resolving power

The selection of different diffraction orders for the different energies keeps the re-
solving power above 1000 over the whole spectral range despite the use of only one
grating. Fig. 3.3 demonstrates how the resolving power is limited (by source size,
aberration, or pixel size) as a function of photon energy and selected order. For the
energies of interest for our application, we find a resolving power of 1200 or higher
at a source spot size as large as (30 x 3000) pm?. In this case (and as shown in
Fig. 3.3), the resolving power is exclusively limited by the source size.

Since the pixel size of 13.5 um is one third of the full width at half maximum
(FWHM) of the narrowest features (i.e. features in the source size limit), the
sharpest resolvable peaks consist of only 6 pixels in dispersive direction, which
leads to artifacts typical for undersampled data. In order to get rid of such effects,
a software algorithm was developed, which increases the number of effective pixels
by using a ‘super-resolution’ reconstruction technique, the basic idea of which is
published in [93].

It will be described in the following by applying it step-by-step to an extremely
narrow Rayleigh line. During read out of the CCD, in non-dispersive direction, 32
CCD pixels are merged in the read out register, thereby reducing the native CCD
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Figure 3.6: a) The four top spectra (blue) show the sums of four groups of slices selected and
shifted by their sub-pixel shifts. The bottom spectrum (red) is the sum of the four
spectra above. b) The red line with circles is a copy of the lowest spectrum in a),
the gray bars represent the response function of the super-resolution technique to a
o-function, and the black line with triangles shows the spectrum deconvolved by the
response function using 3 van Cittert iterations.
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resolution of 2048 to 64 slices. This accelerates the read out process and decreases
the read out noise considerably. For the ‘super-resolution’ approach, the CCD is
intentionally rotated by approx. 0.1° relative to the emission lines. The resulting
image of an elastic peak (Rayleigh line) is shown in Fig. 3.5, expanded in the hor-
izontal direction by a factor of 100. Each slice contains the same spectrum, but
with a sub-pixel shift relative to its adjacent slices. This additional spatial informa-
tion can be used to reconstruct a super-resolution spectrum. In this example, the
number of effective pixels will be multiplied by 4. In order to achieve this, we first
separate the total shift of each slice with respect to the center slice as calculated
from the CCD rotation angle into a whole and a fractional pixel shift. The whole
pixel shift is eliminated in each single-slice spectrum by appropriate counter-shifts
(e.g. for a single-slice spectrum with a calculated pixel shift of 2.3 pixels, the in-
tensity stored in pixel number ¢ is shifted to pixel number i — 2, leaving a residual
sub-pixel shift of 0.3). In the next step, the resulting 64 sub-spectra are sorted by
their sub-pixel shift into 4 bins. Bin 1 contains all spectra having a shift between
0 and 0.25 pixels, bin 2 from 0.25 to 0.5 pixels, and so forth. The sub-spectra in
each bin are added up and divided by the number of contributing spectra, resulting
in the 4 topmost spectra in Fig. 3.6a, which have been shifted taking the sub-pixel
shifts into account, as indicated by the black line at the left. These spectra are
added up to the super-resolution spectrum (bottom spectrum in Fig. 3.6a).

Applying this super-resolution procedure to a fictional -peak leads to the triangu-
lar response function shown as gray bars in Fig. 3.6b. The FWHM of this narrowest
possible peak is one CCD pixel (or four super-resolution pixels). This means that
in order to resolve features which are narrower than one detector pixel, we would
have to deconvolve the super-resolution spectrum by this response function. A true
deconvolution is impossible (and not necessary: the source size does not allow such
extremely narrow features), since the Fourier transform of the response function
contains zeros. Nevertheless, the spectra can be narrowed to some extent by ap-
plying the iterative van Cittert deconvolution method [94, 95]. Fig. 3.6b shows the
result of 3 van Cittert iterations (black line and triangles) together with the origi-
nal super-resolution spectrum (red line and circles). Note that while the described
super-resolution technique is very useful in order to avoid undersampling artifacts,
deconvolution is not obligatory in our case, since the resolution is always limited
by the source size (see Fig. 3.3) and not by the pixel size, as discussed above. In
consequence, all spectra and RIXS maps shown in Chapter 4 were treated with the
described super-resolution algorithm, multiplying the effective number of detector
pixels by 4, but no deconvolution was applied.
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Summary

A novel soft x-ray emission spectrometer was developed, consisting of a spherical
mirror, a blazed plane VLS grating, and a back-illuminated CCD detector in nor-
mal incidence geometry. It covers the photon energy range from 130 to 650 eV at a
resolving power of 1200 with only one grating by making use of suitable diffraction
orders. This approach also optimizes the detection efficiency. The optical design
(including the variable line spacing parameters) was optimized by a novel analytic
ray tracing algorithm (see also Section A.6). In order to increase the spatial detec-
tor resolution, a super-resolution reconstruction technique was developed. Due to
the two orders of magnitude higher detection efficiency compared to existing spec-
trometers, it is possible to record a complete 2-dimensional RIXS map in less than
one hour. Examples of RIXS maps are given in Sections 4.1 and 4.3. For an even
more detailed discussion of the methods used to develop the optical design of this
spectrometer, refer to [92]. Appendix B contains a detailed instruction describing
the alignment and calibration of the instrument.

3.2 Flow-through liquid cell

This Section describes the design of a temperature-controlled flow-through liquid
cell dedicated to the study of liquids with soft x-rays. It was published in a similar
form in [96].

While the investigation of the electronic structure of gaseous and solid samples with
soft x-ray techniques using synchrotron radiation is well established, their appli-
cation to the vacuum-incompatible liquid phase poses many technical challenges.
This is one of the reasons why even for liquids of fundamental importance (e.g. wa-
ter), the electronic structure is still not completely understood. Therefore, liquids
currently constitute a very popular and controversial field of research, especially in
the case of water [97-103], as also discussed in Section 4.3.

An established technique for investigating the unoccupied electronic states of liquids
is x-ray Raman spectroscopy (XRS) [104], which is a hard x-ray photon-in photon-
out technique with significantly higher penetration depth than soft x-ray techniques
(150 pm as compared to 300 nm [71]), making it easily possible to investigate
liquids under ambient conditions. A comparison of all XAS and XRS techniques
previously applied to water can be found in [71]. The obvious disadvantage of the
XRS technique is its low energy resolution of about 1 eV [71, 104], but, in contrast
to fluorescence yield XAS, it does not suffer from self-absorption saturation effects
[71], which were discussed in Section 2.3.2.

38



3.2 Flow-through liquid cell

Another way to obtain information on the electronic structure of liquids is to use
electron- or ion-yield x-ray absorption (XAS) or photoelectron spectroscopy (PES)
on a liquid micro jet injected directly into the vacuum [99-101, 105-115]. Besides
the technical difficulties to maintain the analysis chamber and the beamline at a
low enough pressure, the liquid in such a jet is far from thermodynamic equilibrium,
which complicates the interpretation of the data, especially in the case of solutions.
In addition, a considerable contribution of signal from vapor surrounding the jet
compromises the results.

A different approach is followed in this work — the liquid is kept at close-to-
ambient conditions and separated from the ultra-high vacuum (UHV) of the analysis
chamber by a thin membrane, which allows the application of soft x-ray photon-
in photon-out techniques for the characterization of the liquid. While with this
method, XAS experiments on liquids [116-118| are comparably simple, the appli-
cation of XES [119-123] is much more difficult, since the higher excitation intensity
needed for this technique causes several problems discussed in Sections 4.2, 4.4,
and 4.3. The reason is the extremely small fluorescence yield for elements with low
atomic numbers (compare Section 2.1) forming most of the liquids, combined with
the extremely low efficiency of conventional XES spectrometers (see Section 3.1).

The simplest conceivable liquid cell is a static cell, in which a definite amount of
liquid is encapsulated by a membrane. All currently available publications of XES
on liquids used such static cells [119-122], except for those reporting results ob-
tained with the liquid cell described below [62, 96, 124| and one recent publication
[123]. For static cells, every change of liquid requires the transfer of the cell out
of the vacuum chamber including venting. In addition, static cells are only ap-
plicable when temperature control is not important, and when dealing with small
molecules, e.g., water. The reason is that the high x-ray intensity needed for XES
deposits a power of up to 0.1 Watts in an extremely small volume of approx. 100
picoliters. This leads to a strong local temperature rise close to the membrane and
often to decomposition of the liquid. The latter is not so much of a problem for
small molecules since the dissociation products are gaseous, causing gas bubbles.
These do not significantly contribute to the spectra, but of course lead to technical
problems like pressure rise and displacement of liquid. For larger molecules (i.e.
organic solutions), the soluble dissociation products accumulate in the liquid itself,
while the insoluble parts form a film on the backside of the membrane. Even thin
layers (< 50 nm) of the latter easily dominate the resulting spectra.

Based on the experience with static cells, a flow cell was planned [125] and con-
structed. The important difference of this design is that the probing volume is
connected to inlet and outlet tubes via which the liquid can be pumped through
the cell during the measurement. Therefore, the exposed liquid is steadily replaced
with fresh tempered liquid, offering a reliable temperature control, much lower
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Liquid cell %
Viton gasket
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Figure 3.7: Close view of the liquid cell sealed with a Vi-
Clamping frame ton o-ring gasket. The quick access from the
front allows an easy membrane exchange and
cell maintenance.

beam damage effects and quick and easy exchange of liquids. It also reliably avoids
gas bubble formation up to the boiling temperature of the liquid. Furthermore, the
flow concept allows to in-situ monitor chemical reactions taking place in the liquid.
This could be for example the growth of wet-chemically produced nanoparticles or
the electrochemical reactions taking place at the interface of the electrolyte and the
electrodes of a fuel cell, just to name a few modern applications.

Mechanical layout

The liquid cell assembly is mounted on a standard sample manipulator (Omniaz,
VG-Scienta) with XYZ-translation and one rotational axis, which can be easily
attached to existing vacuum systems. A small load-lock between vacuum system
and manipulator allows the replacement of the window membrane, and cleaning
and maintenance of the cell without venting the measurement chamber. In order
to provide quick access to the cell for such routine procedures, we use an O-ring-
sealed fixture for the window membrane, consisting of a clamping frame and three
screws (Fig. 3.7). The gasket works very reliably, maintaining a pressure of typically
1-107% mbar in the experimental chamber without prior baking.

A sketch of the liquid cell is shown in Fig. 3.8. The actual cell is 3 mm high, 2 mm
wide, and 0.5 mm thick, resulting in a volume of 3 microliters (ul). In order to
ensure that in case of a membrane leak, only a small volume of the liquid is released
into the vacuum, it is equipped with interlocked fast liquid valves. The channels
to the fast closing liquid valves (Fig. 3.9) contain another 12 ul, i.e., in case of
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Figure 3.8: Sketch (left) and photograph (right) of the liquid cell identifying the important com-
ponents. The solenoids of the valves require cooling and are hence surrounded by a
cooling block. Above the visible region, the two pairs of tubes merge to two double-
walled tubes with the liquid under study in the inner and the temperature controlled
liquid in the outer tubes in order to get the liquid to the desired temperature.

a membrane burst, at most 15 pul of the liquid under study are released into the
vacuum. Since the valves, which are triggered by a fast pressure sensor, close within
1.5 ms after membrane failure, the amount of liquid passing the valves during this
time is negligible. The short closing time is made possible by custom-designed
trigger electronics, which dissipate the magnetic field of the solenoids quickly by
allowing induced voltage spikes of up to 1000 V.

In the case of a window rupture, typically only a small fraction of the 15 pul is
released instantaneously into the vacuum, although the membranes always break
abruptly. The reason is that most of the liquid freezes upon exposure to UHV;
the ice then blocks the channels to the valves and sublimates only slowly. The risk
of releasing liquid into the vacuum has to be considered for the design of the vac-
uum system: differential pumping and a fast interlock system of the measurement
chamber and the beamline are essential.

The total volume of the liquid cell system, including the tubes above the valves,
is approx. 1.6 ml. This means that for changing the liquid under study, the cell
should be purged with 2 ml or more, so the required minimum amount of liquid is
about 5 ml. A peristaltic pump with adjustable pumping speed is used to suck the
liquid under study from the reservoir through the system, thereby always keeping
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Figure 3.9: This cut through the cell reveals the interior
channels in the Teflon body. A magnified image
of the liquid cell section is shown in the lower
right corner. The position of the in- and out-
let holes are located in opposite corners to give
maximum flow velocity at the probed volume in
the center of the cell.

the cell slightly below ambient pressure. For water, for example, we used a flow
rate of approx. 45 ul per second, thus replacing the volume of the cell 15 times per
second. Depending on the availability of the liquid under study and the expected
beam damage, the liquid sucked through the cell can either be reused by feeding
it back into the reservoir or be disposed. Since the only parts wetted by the liquid
under study are the Tygon tubing of the peristaltic pump, the stainless steel tubes
in the manipulator, the stainless steel fast valves, and the Teflon body of the liquid
cell itself, contaminations of the liquid can be avoided, as long as this does not
corrode stainless steel.

The membrane

The membrane is the crucial part of the cell. It has to be extremely thin, free
of impurities, and at the same time rigid enough to endure atmospheric pressure
even under synchrotron irradiation with 106 photons/sec/mm?. The thickness
of the membrane is limited by the attenuation length of soft x-rays, which lies
between 40 and 300 nm in suitable materials depending on the photon energy and
the composition of the membrane. Silicon nitride (Si3N4) membranes (Silson Ltd.)
with a thickness of 100 nm and silicon carbide (SiC) membranes (NTT Advanced
Technologies) with a thickness of 150 nm were found to be suitable. The lateral
dimensions of both membranes are 1x1 mm?. When used complementarily, these
two membrane materials allow the application of photon energies in the whole soft
x-ray range between 10 and 1100 eV except for the range at and slightly above the
silicon L edge (100-200 eV). They suffer from aging under irradiation as discussed
in Section 4.3, so depending on the photon flux and the properties of the liquid,
they need to be replaced after a few hours to a few days of measurements.
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Temperature control

For constant experimental conditions and the possibility of temperature dependent
measurements, a well-defined temperature inside the probed volume of the liquid
is desired. A thermocouple right at the back plate of the cell volume only 0.5
mm away from the window membrane gives a reliable temperature reading during
the measurement. To minimize local heating by the synchrotron beam within the
probed spot right behind the membrane, a high flow rate is necessary. The in- and
outlet bore holes (inset in Fig. 3.9) are located in opposite corners of the cell to
ensure a high flow velocity through the probed volume in the center of the cell.

The temperature control liquid is a 1:1 ethylene glycol-water mixture. This mixture
can be kept at a certain temperature in a range from -15 °C to 200 °C using a
thermostat equipped with an internal pump. The liquid under study is brought to
the desired temperature while it descends through the tubing above the fast valves.
It is double-walled in that section (not shown in the figures), with the liquid under
study inside the inner tube and the temperature control liquid in the outer tube.
Since the solenoid of each fast valve produces 0.3 W of heat in the open position,
the temperature control liquid is also pumped through a cooling block surrounding
the solenoids. The Teflon block containing the liquid cell is temperature-controlled
only by the continuous flow of the liquid under study, making the temperature
response inside the cell slow and limiting the usable temperature range.

3.3 The next generation liquid cell

The main disadvantages of the present design are a) the slow temperature response,
b) the limited temperature range due to the indirect temperature control of the
Teflon block of the cell solely by the flow of the liquid under study, and c¢) the
large amount of liquid necessary due to the relatively long tubing. Recently, these
drawbacks were overcome by abandoning the versatile bolt-on approach in a new
liquid cell design. The total internal volume of this novel cell is significantly lower:
only 10 pul of liquid are released into the vacuum in the case of a membrane break,
and the total liquid volume in the flow circuit (excluding the reservoir) can be
as low as 200 pl, requiring total amounts of liquid of about 1 ml (including the
reservoir). First measurements with this new cell have demonstrated the superior
control of both flow and temperature. It is also more reliable, since many crucial
components like the fast closing valves and the tubing, which were exposed to UHV
in the above-described design, are now located outside, requiring a custom-designed
vacuum chamber with the liquid cell incorporated in its backside, as illustrated on
the right side of Fig. 3.10. The cell is shut off within less than one second by
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Figure 3.10: The next-generation liquid cell is incorporated in the back flange (left side) of a
micro-positioned analysis chamber (right side). The recess in the back of the flange
fits a microscope objective and allows viewing the cell interior through the backside
made of glass. The cell can be isolated from the chamber in a split-second by an
automatic gate valve.

an automatic gate valve in the case of a membrane failure or for maintenance and
membrane change. Another advantage of this design is the possibility to monitor the
cell content even during x-ray spectroscopic measurements by optical microscopy
through the backside of the cell, which is made of glass. Due to the absence of a
sample manipulator, the whole vacuum chamber needs to be adjustable with micron
precision, which was achieved by an external XYZ-stage. The left of Fig. 3.10 gives
a close-up view of the liquid cell back flange.

It is of great advantage to have both liquid cells available. While the new one is part
of a dedicated endstation which requires a beamline for ‘roll-up’ experiments, the
above-described cell based on a standard sample manipulator is a ‘bolt-on’ solution
compatible with most standard analysis chambers.
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CHAPTER 4

RIXS OF ORGANIC MOLECULES AND
LIQUIDS

In this Chapter, the introduced spectroscopic methods are applied to study organic
and biologically relevant molecules, the latter in their natural environment — liquid
water. In all of these studies, the unique properties of the novel equipment described
in the previous Chapter and the RIXS technique are exploited.

In the first Section, the high transmission of the spectrometer is used to apply the
novel RIXS map approach to Cg, fullerenes. Afterwards, the symmetry- and site-
specificity of the RIXS method is demonstrated for an ordered multilayer of PTCDA
molecules. Third, the novel spectrometer was used in combination with the liquid
cell to study the electronic structure of water with the RIXS map approach. In order
to draw meaningful conclusions on the properties of liquid water, the experiments
were extended to deuterium oxide (heavy water) and aqueous solutions of sodium
hydroxide and sodium deuteroxide. The last Section of this Chapter demonstrates
the accessibility of the nitrogen K edge of amino acids in aqueous solutions at
different pH-values by using silicon carbide membranes instead of the standard
material silicon nitride.

4.1 RIXS map of C60

Cgo molecules are used in organic electronics as strong electron acceptors [126]
and have some potential medical applications [127]. They are the only organic
molecules studied in this work which are not subject to beam damage, due to
their strong internal C—C bonds. Moreover, in the condensed state, the electronic
structure is still dominated by that of the single molecule, since intermolecular
interactions are rather weak, leading to very shallow bands with small dispersion.
These properties together with its high symmetry make the ‘Buckminsterfullerene’
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an ideal candidate for demonstrating the properties of the RIXS technique and for
introducing the application of the RIXS map approach to molecules. This novel
technique described in Section 2.3.1 is made possible by the unprecedentedly high
detection efficiency of the x-ray spectrometer introduced in Section 3.1.

Since its discovery [128], the electronic structure of Cgo has been investigated in
great detail by XAS and PES studies (e.g. [63, 69, 129-133]). There are two
published RIXS studies of Cgo [63, 134]. In the former, strong variations of the
relative emission intensities as a function of excitation energy have been found and
explained by symmetry selection rules: Depending on the symmetry of the excited
unoccupied state, the individual emission features are suppressed or enhanced.

In the present study, commercially available Cgy in powder form pressed in indium
foil was investigated. In order to gain an overview over the occupied electronic
structure, we first compare a non-resonant XES spectrum with ultraviolet photoe-
mission spectroscopy (UPS) data reproduced from [131] in Fig. 4.1. Since both
techniques have the same final state, the energy positions of the spectral features of
XES and UPS coincide well, according to the final state rule [28-30] (except for the
constant offset of the core hole binding energy). By plotting the energy positions
of the occupied states relative to the position of the highest occupied molecular
orbital (HOMO), an unambiguous assignment of the HOMO and the peak formed
by the HOMO-1 and HOMO-2 is possible. The other XES emission features below
the HOMO-1,2 energy are groups of many contributing molecular orbitals. The
major difference of XES and UPS are the transition matrix elements (XES: tran-
sition to a core hole, UPS: transition to an unbound state), leading to different
relative intensities. A qualitative difference is the existence of an additional state
in x-ray emission at a binding energy of about 1 eV. Its absence in photoemission
indicates, that this feature is connected to the core hole only present in XES. This
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Figure 4.2: a) RIXS series (23 spectra) of Cgy powder with a data acquisition time of 20 minutes
per spectrum. The HOMO-1 is indicated by a red arrow on the top. The red spectrum
was excited at the first resonance (core exciton at the LUMO). Red lines indicate the
excitation energy at the y-axis of b). b) a RIXS map (151 spectra) taken with 10 s
per spectrum. The section excited below 283.25 eV is multiplied x10 for enhanced
visibility ¢) 23 spectra extracted from b) at the excitation energies of a). Red lines
indicate the excitation energy at the y-axis of b).

interpretation is corroborated by the fact, that Briihwiler ef al. [130] have found
strong core hole excitonic effects in their resonant photoemission study of Cgp.

A RIXS study similar to that in [63] is shown in Fig. 4.2a for Cgo in powder form.
It was taken with the Rowland circle spectrometer of the SXF endstation (ALS
beamline 8.0.1), in the following simply called SXF. Each spectrum was acquired
for 20 minutes, resulting in a total acquisition time of 7 hours and 40 minutes for the
23 spectra shown. By comparing this RIXS series with the data published in [63],
it becomes obvious, that the data taken by the SXF endstation is clearly superior
to the previously published RIXS data [63] in terms of both resolution and signal-
to-noise ratio. In Fig. 4.2b, the same sample was studied with the variable line
space (VLS) spectrometer described in 3.1. Since its superior detection efficiency
requires only 10 s per spectrum, it was possible to record 151 spectra within a total
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acquisition time of 25 minutes. With such a dense multitude of RIXS spectra, the
emission intensity can be plotted in a color-coded 2-dimensional map as a function
of the emission energy (x) and excitation energy (y) instead of individual spectra.
A color scale is given in the lower right corner of the map. The intensities of the
spectral series (a and c¢) were normalized to the maximum, while those in the RIXS
map (b) were normalized to the excitation intensity and multiplied by 10 below an
excitation energy of 283.25 eV for enhanced visibility. In order to demonstrate that
the quality of the VLS RIXS spectra is comparable to that of the spectra from the
SXF spectrometer despite a 120 times shorter acquisition time, 23 RIXS spectra
with the same excitation energies as in the SXF study were extracted from this map
and displayed in Fig. 4.2c. The only significant difference between the SXF and
VLS spectra is the relative intensity of the Rayleigh line. This is solely due to the
detection geometry: the optical axis of the SXF spectrometer was mounted parallel
to the electric field vector of the linearly polarized synchrotron radiation, which
strongly suppresses the Rayleigh line, while the VLS spectrometer was aligned
perpendicular to the polarization, yielding a very intense Rayleigh line, which is
truncated in Fig. 4.2c. The excitation energies of some RIXS spectra are indicated
by red lines drawn to the respective positions at the y-axis of the RIXS map for
both spectral series.

The strong variations of the RIXS spectra with the excitation energy reported in
|63] are also present in Figures 4.2a, b, and c. While some resonant effects are hard
to see in the spectral series due to the confusing manifold of sharp features, the un-
derlying dependencies become obvious in the RIXS map. An example is the region
excited below 284 eV, which is partly enhanced by a factor of 10 in the RIXS map
for improved visibility. With decreasing excitation energy, the spectra in Fig. 4.2a
and c become flatter and featureless, eventually leaving only a wedge-shaped struc-
ture. However, in the 2D-map, the reason becomes obvious: all remaining spectral
features except for the HOMO-1,2 peak marked by a red arrow (top of Figs. 4.2a,
b, and c), get split into two components: one shows a Raman shift parallel to the
elastic Rayleigh line, while the other stays at the emission energies observed for non-
resonant excitation (topmost spectra). The latter component is an experimental
artifact caused by higher undulator harmonics passing the beamline monochroma-
tor in higher diffraction orders, and leading to a very weak intensity of non-resonant
excitation.

The fact that the HOMO-1,2 peak (red arrows) is suppressed in the Raman-shifting
component is explained in [63] by the parity selection rule: as discussed below, the
absorption feature at an excitation energy of 284.5 eV stems from excitation into
the core-excitonic state of the lowest unoccupied orbital (LUMO), which is a state
with ungerade parity. In that case, according to the parity selection rule (Section
2.2) for centro-symmetric molecules, emission is only allowed from ungerade states.
However, the HOMO-1 and -2 are gerade states as identified by ab initio calculations
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Figure 4.8: 2- and 3-dimensional detail view of the RIXS map close to the core exciton resonance.
Left graph: at the HOMO (blue circle), the black dashed line marks the Raman loss
features, the white lines indicate the positions of the non-resonant HOMO and LUMO
emission energies, and the blue lines represent the behavior of the emission features
at the exciton resonance. The red line marks the core exciton emission energy.

in [63]. Therefore, it is surprising, why this feature is only suppressed in the Raman
regime below the edge, while it shows a strong intensity at the LUMO excitation
energy of 284.5 eV (the corresponding emission spectrum is shown in red in both
spectral series). This is due to the fact that the electronic excitation also stimulates
molecular vibrations which cause the molecule to become asymmetric during the
core hole lifetime, thereby breaking the inversion symmetry. For detuned excitation
below 284.0 eV, the core hole lifetime is shortened as discussed in Section 2.2.5,
leading to a more symmetric final state and to the parity conservation demanded
by the parity selection rule.

Figure 4.3 offers a 2- and 3-dimensional view of the closer region around the sharp
resonance of the Rayleigh peak, which occurs when the excitation energy is passing
the emission feature denoted as core exciton in Fig. 4.1. The strong resonant en-
hancement of the Rayleigh line is characteristic of an exciton, since its participator
decay is very likely. This resonance starts at an excitation energy of 284.2 eV, at
which a resonant enhancement of all emission features is observed as a consequence
of the possibility to excite into real accessible states. At that energy, the Raman
regime with constant energy loss ends, and all emission features leave the slope of
the Rayleigh peak indicated in the left graph by the two parallel dashed lines at
the position of the Rayleigh line and the HOMO. The emission energy difference of
these dashed lines is 2.0 0.1 eV, which is the energy a photon loses when exciting
an electron from the HOMO to the LUMO. This energy loss is equal to the (ground
state) HOMO-LUMO distance reduced by the binding energy of the valence exci-
ton in Cgo. Two white lines represent the positions of the non-resonant emission
energy of the HOMO (left line) and the position of the LUMO valence exciton as
determined by the Raman loss given above. The position of the core exciton res-
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Figure 4.4: The map intensities (left) of selected features (defined in the left top non-resonant XES
spectrum) were integrated in the areas defined by colored lines and plotted as decay
channel-selective partial fluorescence yield XAS spectra (right). The lowest spectrum
representing the occupancy of the core-excitonic state below the LUMO was amplified
by a factor of 20 above 285.6 eV for enhanced visibility.

onance is indicated by a red vertical line and the distance of 0.5 eV between this
line and the white LUMO line is the difference of the binding energy of the core
exciton and the valence exciton.

Instead of occurring at a constant emission energy above 284.2 eV, the emission
features still shift with increasing excitation energy, but with a reduced slope, as
indicated by the blue lines. This can be seen best at the HOMO (interesting
region surrounded by a blue circle), since it is the sharpest emission feature. This
behavior can be explained by the fact, that for a core-excitonic intermediate state
and a valence-excitonic final state, the emitted photon has to make up for the
energy difference A F between the core exciton and valence exciton binding energies.
This energy difference is lost compared to the non-resonant HOMO emission energy
(indicated by the white line), leading to the observed deviation of the blue line from
the white line in the blue circle. The highest observed AFE of about 0.4 eV occurs at
an excitation energy of 284.4 eV. This is close to the previously determined energy
difference of 0.5 eV between the core-excitonic state and the valence exciton.
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It is interesting, that the core exciton below the LUMO is observed as an emission
feature even high above the resonance, meaning that it is partly populated even by
non-resonant excitation. Since the RIXS map allows the extraction of partial fluo-
rescence yield (PFY) XAS spectra of individual emission features, the occupancy of
the core-excitonic state can be displayed as a function of the excitation energy. This
is plotted as the bottom curve of the right panel in Figure 4.4 together with the
PFY signal of other selected emission features, namely HOMO, HOMO-1,2 peak,
and features G1 to G4. These are defined in the non-resonant XES spectrum on the
top of the map in the left of Figure 4.4, which shows the detection windows of the
individual PFY features. While all detection windows have fixed emission energies
for excitation above the edge, they shift in a Raman-like manner together with the
emission features below an excitation energy of 284.6 eV with the exception of the
exciton window, which shifts below 284.1 eV in order to keep the elastic peak in
the detection window.

On the right side, the resulting decay channel-selective PFY spectra are shown. In
order to make the low occupancy of the core exciton above the resonance visible,
the respective (lowest pink) spectrum was boosted by a factor of 20 above 285.6 eV.
After the first resonance at 284.4 eV, the occupancy of the core exciton drops down
to zero at 285.5 eV, as visualized by the horizontal black dotted zero line. The
second maximum is reached at an excitation energy of 286.4 eV, 2 eV above the first
peak, revealing the mechanism of populating the core-excitonic state: It requires an
additional energy of 2 eV to excite a second electron from the HOMO to the LUMO
(“second threshold”). This is why the second plot from below (showing the same
exciton population, but shifted by 2 eV to lower excitation energies) bears a basic
resemblance with the other absorption spectra: The exciton is populated by the
electron stemming from the HOMO (requiring 2 eV), while the core electron takes
the ‘normal’ way of excitation to unoccupied states (of course, the two electrons
are indistinguishable, but imagining it this way makes the energy balance easier to
understand).

The significant differences between the PFY XAS spectra of the other decay chan-
nels (HOMO, HOMO-1,2 and G1-G4) are partly explained by the parity selection
rule, although it is weakened by the above-described symmetry-breaking molecular
vibrations. An additional effect is produced by the presence of the excited electron
in an unoccupied state selected by the excitation energy, distorting the individual
occupied molecular orbitals in different ways by its repelling force. For example,
the HOMO-1,2 decay channel shows a pronounced maximum at 286.0 eV. These
two states with gerade parity seem to be pushed towards the carbon atom with the
core vacancy at this excitation energy by the excited electron. The increased spa-
tial overlap with the core vacancy enhances this decay channel for that excitation
energy, while all others are suppressed, as can be seen by the dips in the respective
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4 RIXS of organic molecules and liquids

PFY spectra at 286.0 eV. This is often seen in RIXS maps: Resonantly enhanced
features ‘steal” the fluorescence yield from the other decay channels.

4.2 Symmetry-resolved RIXS study of PTCDA

In this Section, the content of which is partly published in [135], the complex
electronic structure of ordered multilayers of 3,4,9,10-perylene tetracarboxylic acid
dianhydride (PTCDA) on Ag(111) is investigated by means of angle-dependent x-
ray absorption spectroscopy (XAS) and angle-dependent resonant x-ray emission
spectroscopy (XES) at the carbon K edge. Total fluorescence yield (TFY) XAS
is compared with partial electron yield (PEY) data. Beam damage effects, which
occur rapidly during XES, were characterized and special care was taken to avoid
their influence on the XES spectra. Appropriate selection of excitation energies
and detection geometries allows recording element-, atom-, and symmetry-specific
XES spectra by making use of dipole selection rules. This specificity, especially
the ability to distinguish between occupied o and 7 orbitals, gives unprecedented
experimental insights into the electronic structure of a large organic molecule. The
experimental results are compared with recently published density functional theory
calculations of the isolated molecule.

PTCDA is a well-characterized large planar organic molecule serving as a model
system for an in-depth understanding of organic semiconductors [17]. The planar
molecular structure of PTCDA with labeled non-equivalent carbon atoms is given
in Fig. 4.5. The molecule belongs to the point group Dyy,.

The interaction of PTCDA with many different substrates has been investigated
by a large variety of techniques (see [17] and references therein). Depending on
the choice of substrate and its crystallographic orientation, the interaction strength
between molecule and substrate can be tuned, giving insight into substrate-molecule
interactions for a wide variety of systems. This interaction affects many properties
of the organic thin film, including the morphology and the growth behavior as a
function of temperature.

Previous studies of the electronic structure of PTCDA multilayers were mostly
carried out by XAS [5, 6, 8, 14, 16, 136-138] for probing the unoccupied states,
and photoelectron spectroscopy (PES) [5, 13, 15, 16, 138-145] for the occupied
states. Other techniques include inverse photoemission spectroscopy [146, 147],
high-resolution electron energy loss spectroscopy [9, 10, 148, 149]|, scanning tun-
neling spectroscopy [144, 150, 151|, and photoluminescence |8, 152-156]. For an
ordered film, it is convenient to detect the unoccupied states in a symmetry-specific
way (i.e., by separating contributions from ¢* and 7* orbitals) using dipole selection
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4.2 Symmetry-resolved RIXS study of PTCDA

Figure 4.5: Molecular structure of the pla-
nar molecule PTCDA (point group
Doy). The numbers in the
left upper quadrant indicate non-
equivalent carbon atoms.

rules in XAS [5, 6, 8, 14, 16, 31, 136-138|. In contrast, for the occupied states, the
established techniques do not allow a similar symmetry-specific separation. The
comparison of density functional theory (DFT) with ultra-violet PES (UPS) mea-
surements |[15] shows, that almost all UPS features are a superposition of several
occupied electronic states of very similar energies, but possibly of different symme-
try. These states cannot be separated even with high experimental resolution due to
the intrinsic lifetime broadening of the solid-state photoemission process as well as
due to other final state effects (e.g., vibrational broadening). The intermolecular in-
teraction within the multilayer results in the formation of a shallow band structure,
leading to further broadening of the spectral features. For a detailed comparison
of experiment and theory, it is therefore absolutely necessary to have a symmetry-
specific probe for the occupied states. Angle-resolved UPS (ARUPS) with polarized
excitation has very similar symmetry selection rules compared to XES [157], which
in principle allow symmetry-selective studies, but due to strong variations in the
differential cross section, the spectra can not be analyzed quantitatively, making it
impossible to separate contributions of different symmetry unambiguously without
any additional knowledge. ARUPS studies of PTCDA on various surfaces can be
found in [5, 144, 158, 159]. However, none of these publications can distinguish
between o and 7 orbitals without relying on theoretical calculations. In contrast,
angle-resolved resonant XES is able to investigate the occupied states of PTCDA
in such a symmetry-resolved fashion. These purely experimental results can be
directly compared with theoretical calculations.

Compared to UPS, XES is more specific in a variety of ways, in particular due to
the involvement of (resonant) core excitation and by making use of the symmetry
selection rules that apply to XES. Resonant XES is always a one-step process [160],
requiring a detailed description by the Kramers-Heisenberg formalism. For the
interpretation of symmetry-resolved data, however, it is easiest to approximate the
photon-in photon-out XES process by two separate dipole transitions as discussed in
Section 2.1: The absorption process exciting a carbon 1s electron into an unoccupied
orbital, and the emission of a photon by relaxation of an electron from an occupied
molecular orbital into the carbon 1s vacancy. In the two-step picture, the transition
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probabilities of both processes are governed by the dipole matrix elements of Fermi’s
Golden Rule, which leads to several useful properties of the XES technique. XES
is element-specific, because it involves excitation of a certain core level, in our case
carbon 1s, which gives rise to emission at a characteristic photon energy. Further,
XES is atom-specific if the molecule contains non-equivalent atoms with different
core level binding energies which can be resonantly excited. This is the case for the
non-equivalent carbon atoms in PTCDA, as XAS [5, 6, 8, 14, 16, 136-138| and x-ray
PES studies [5, 13, 16, 138] show. Finally, XES can also make use of dipole selection
rules for both excitation and emission, provided that the exciting beam is polarized
and the emission geometry can be varied. These rules can reduce the complexity
of spectra for oriented systems if the excitation and emission geometries are chosen
such that only transitions for molecular orbitals of a certain symmetry are allowed
[31, 37-39, 161, 162]. To date, mainly small molecules like CO, CO,, NH3, Ny or
O,, and some medium-sized molecules like octane, benzene, and glycine adsorbed
on various surfaces have been investigated by angle-resolved XES [37-39, 161-172].
Only few publications of resonant XES on large organic molecules can be found
[173-178], and to our knowledge no symmetry-resolved studies are among them.

Further advantages of XES are its insensitivity to charging and its large informa-
tion depth, yielding reliable bulk information about the occupied states of ordered
molecular layers. One significant drawback, however, is the ever-present possibility
of beam damage by the high-brilliance synchrotron radiation necessary for exciting
a sufficient number of XES processes. Such beam damage effects need to be care-
fully avoided. According to [175], some of the early resonant XES spectra of large
molecules [173, 174] are indeed obscured by beam damage effects. A detailed in-
vestigation of beam damage mechanisms in organic molecules caused by electronic
excitations can, e.g., be found in [179-204]. In our case, as it will be shown shortly,
PTCDA multilayers suffer from beam damage effects already after less than one
second of irradiation, making it necessary to rapidly scan the synchrotron beam
across the sample during data acquisition.

Experimental details

PTCDA multilayers were grown on a Ag(111) single crystal substrate. For prepa-
ration, the substrate was first heated to 850K in order to desorb adsorbates from
the surface. Then, the crystal was sputter-cleaned at room temperature with Art-
ions (1 keV kinetic energy) and subsequently annealed by heating to 850 K. The
quality of the Ag(111) crystal surface was checked by low energy electron diffrac-
tion (LEED). Then, doubly sublimation-purified PTCDA was evaporated onto the
crystal from a Knudsen cell at 540 K (the substrate was kept at room temperature).
The evaporation was stopped when the crystal started to show the typical red color
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of PTCDA. The layer thickness was determined to approx. 800 nm with an atomic
force microscope. Preparation under these conditions is known to yield well-ordered
crystalline layers with flat-lying PTCDA molecules |7, 11, 12, 14, 17, 205]. With
the substrate at room temperature, it is known that PTCDA forms crystallites of
the a as well as the 3 structure [12, 205].

Angle-dependent XES data was collected at the U41-PGM beamline of BESSY
IT, Berlin, using the rotatable spectroscopy apparatus ROSA equipped with a
computer-controlled motorized sample manipulator and a compact soft x-ray spec-
trometer (Scienta Gammadata XES300) [77]. The combined energy resolution of
beamline and spectrometer for the angle-dependent XES spectra was 1.0 eV (full
width at half maximum of the Rayleigh line) at the C K edge. The energy axis
of all XES spectra was calibrated using 10 Rayleigh lines and polynomial fits of
third order in the energy range 264-300 eV. The calibration was performed for
each geometry independently to account for small mechanical shifts of the XES
spectrometer during rotation of the ROSA analysis chamber.

The measurement geometries are described in Fig. 4.6. On the left hand side, the
relevant geometries for absorption (excitation) are shown as a function of polar-
ization of the exciting synchrotron beam (o* excitation for s-polarization and 7*
excitation for p-polarization). Likewise, Fig. 4.6, right, shows the relevant emission
geometries: ¢ emission for detection along the sample normal, and o + 7 emission
for detection in grazing emission.

For beam damage characterization, XES spectra of PTCDA powder pressed in
clean Indium foil were recorded at the Advanced Light Source (ALS), Beamline
8.0.2, with the novel x-ray spectrometer described in Section 3.1. With this experi-
mental setup, spectra with a combined energy resolution of 0.4 eV could be collected
with high signal-to-noise ratio in a very short time. Each angle-resolved spectrum
presented here was accumulated for 30 to 70 minutes, while for each powder spec-
trum 20 seconds were sufficient. Note that, for all measurements, the samples were
continuously scanned. Thus, the given acquisition times are the accumulated total
irradiation times taken from many different pristine spots on the sample.

XAS spectra of a PTCDA multilayer on Ag(111) were recorded at BESSY in total
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electron yield mode and at the ALS in total fluorescence yield mode. The latter are
shown here. A linear correction was applied to the excitation energy such that all

spectral features coincide with data carefully calibrated with an electron analyzer
[206, 207].

Results and discussion

Fluorescence yield XAS spectra of a PTCDA multilayer on Ag(111) are shown at
the top of Fig. 4.7. They were recorded in two different (excitation) geometries,
namely s- and p-polarization, as illustrated in Fig. 4.6, left. The spectra in Fig. 4.7
were (arbitrarily) normalized to give overlap below the absorption edge (i.e., be-
low 283 V) and above 292 eV. The excitation energies used for the resonant XES
spectra (discussed below) are indicated by arrows, labels (A-D), and excitation
energies. A strong linear dichroism, i.e., a significant difference between the s- and
p-polarization spectra in both intensity and shape is evident, which confirms that
the PTCDA multilayer is highly oriented and lies flat on the substrate. Due to
the dipole selection rules introduced in Section 2.1, this orientation in combination
with p-polarization geometry allows only excitation into 7* orbitals. These unoc-
cupied orbitals are anti-symmetric with respect to the molecular plane (xy-plane
in Fig. 4.6). In contrast, for s-polarization only o* orbitals (which are symmetric
to the xy-plane) can be populated.

The p-polarized TFY XAS spectrum in Fig. 4.7 (black solid line) exhibits the same
spectral features as the corresponding partial electron yield (PEY) spectrum (blue
solid line) [207], a detailed discussion of which is given in [6, 14]. Nevertheless,
the intensity ratios do not match due to the self-absorption effects in TFY [64-66].
These effects enhance weak features compared to strong ones, thereby reducing
the contrast (compare Section 2.3.2). In the s-polarized spectra, however, a real
qualitative difference between TFY and PEY can be found: While the s-polarized
PEY spectrum looks similar to the p-polarized one with strongly suppressed 7*
peaks, the s-polarized TFY spectrum exhibits comparably strong features at 284.9,
287.4, and 288.4 eV. The latter two features look similar to the spectral signature
of the p-polarization spectrum, but the feature at 284.9 eV (red vertical line) has
no counterpart in any other multilayer XAS spectrum and can therefore hardly be
explained by misaligned molecules in the multilayer. The reason why this peak is
seen in TFY and not in PEY must rather be related to the different probing depths
of these spectroscopic techniques. While PEY XAS only probes a few monolayers,
TFY in s-polarization geometry, i.e., in normal incidence, has a probing depth of
hundreds of nanometers. In our special case, at 284.9 eV in s-polarization, we are
well below the ¢* absorption edge and therefore in a low-absorption regime with
even higher penetration depth comparable to the multilayer thickness of 800 nm.
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Figure 4.7: The 7* region of total fluorescence-yield (TFY, black) XAS spectra in p- and s-
polarization compared to partial electron-yield (PEY) spectra of the multilayer (blue)
and the monolayer (red). The PEY data was taken from [207]. The excitation energies
used for the resonant XES spectra are labeled A-D and are given in eV.

a7



4 RIXS of organic molecules and liquids

Thus, a possible explanation for the feature at 284.9 eV is the spectral contribution
from the first PTCDA monolayer to the TE'Y spectrum. Since its mirror symmetry
is broken by the presence of the metal surface, the selection rule no longer applies,
making the 7 orbitals visible even in s-polarization geometry. This interpreta-
tion is corroborated by the fact, that the PEY absorption spectrum of a PTCDA
monolayer on Ag(111) (red curve) features a similar peak at 284.9 eV (red vertical
line). This peak is known to arise from covalent bonding of the perylene ring to
the Ag(111) surface [6] and is therefore only detected for the first monolayer.

While beam damage effects are of lesser importance for the XAS spectra due to
their lower excitation intensity, the beam-induced influence on XES spectra has to
be carefully checked. For this purpose, Fig. 4.8 contains a series of non-resonant
carbon (Fig. 4.8a) and oxygen (4.8b) XES spectra, subsequently taken on the same
spot of a PTCDA powder sample. Each spectrum was recorded for 1 s and excited
with a photon energy of 300 eV. Note that the O K XES spectra, which were simul-
taneously measured during the collection of the C K XES series, are only excited by
higher harmonics from the beamline undulator and higher orders from the beam-
line grating, and are thus relatively weak. For better statistics, the experiment
was repeated 20 times on pristine sample spots, and the 20 spectra with the same
irradiation history were summed up, resulting in a total acquisition time of 20 s
per spectrum. The labels show the elapsed irradiation time before the spectra were
taken (i.e. the topmost sum of spectra was taken within the 1st second of irradi-
ation, the one below within the 2nd second, etc.). All spectra were normalized to
the synchrotron beam intensity. For the C XES spectra (Fig. 4.8a), the prominent
effect of irradiation is an intensity variation of the various peaks in the valence
structure, overall leading to a line shape with less pronounced features, while the
overall carbon intensity remains constant. This indicates the presence of carbon in
an increased number of chemical environments. Since the oxygen content decreases
upon irradiation (as discussed below), a likely irradiation product is amorphous
carbon. Indeed, the XES spectrum with an irradiation time of 20 s looks very
similar to C XES spectra of amorphous carbon (compare Fig. 1 in [208]).

Clearly, significant changes are already evident after only 1 s of irradiation. Conse-
quently, all XES spectra discussed in conjunction with Fig. 4.9 have been collected
with a dwell time of only 0.1 s on each pristine sample spot. Note that this very
short dwell time was chosen to also account for accelerated beam damage during
resonant excitation.

Additional information about the beam damage mechanism can be gained from a
detailed analysis of the O K XES spectra (Fig. 4.8b). While the line shape does
not appear to change significantly as a function of irradiation, we find a signifi-
cant decrease of the O K XES intensity by 22%, which is corroborated by other
XES experiments with resonant excitation at the O K edge. It is important to
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Figure 4.8: High-resolution non-resonant C (left) and O (right) XES spectra of PTCDA powder
pressed in In foil (excitation energy: 300 eV), demonstrating beam damage effects.
The topmost spectra were taken within the first second of irradiation; further spectra
were taken successively thereafter (the collection of a single spectrum took 1 s). In
the C spectra (left), first evidence of beam damage can already be observed after 1 s
of irradiation, and after 3 s, significant changes have occurred. The spectral shape of
the O spectra (right) shows only minor changes upon irradiation, while the spectral

intensity drops by 22% after 20 s.
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note, that in the shown experiment, the beam damage effect is mainly caused by
photons with an energy of 300 eV, while the much weaker higher harmonics of the
undulator beamline are used to probe the oxygen atoms. As a side effect of this
approach, the beam damage is governed by the penetration depth of the 300 eV
beam, while the probing depth of the oxygen XES in combination with the higher
harmonics is much higher, considering that the most intense higher harmonic is the
3rd harmonic at 900 eV. Under these experimental conditions, most of the signal
contributing to the O XES spectra stems from a depth which is only weakly affected
by the beam damage of the 300 eV radiation with its low penetration depth. In
consequence, the fraction of O atoms removed within the penetration depth of the
300 eV photons is significantly higher than 22%. The spectra therefore indicate
that one of the decomposition mechanisms is associated with a removal of oxygen
atoms from the terminal dianhydride groups, such that the overall O K XES inten-
sity decreases while the residual (probed) oxygen atoms still exist in a (relatively)
pristine environment.

After the detailed discussion of beam damage effects, we now turn to C XES spec-
tra recorded with an irradiation time of only 0.1 s and correspondingly negligible
beam damage. From bottom to top, Fig. 4.9 shows experimental XES spectra with
increasing excitation energies A-D as defined in Fig. 4.7. All spectra shown here
were excited in p-polarization geometry (no XES line shape changes were observed
when comparing spectra with p-polarized and s-polarized excitation geometry at
identical excitation energy and identical emission geometry). The emission geome-
tries are illustrated in Fig. 4.6, right. For grazing emission, both ¢ and 7 emission
are detected (solid lines in Fig. 4.9), while for flat-lying molecules in normal emis-
sion, only o states are observed (dashed lines). Subtracting the dashed lines from
the solid lines, we obtain the signature from the 7 orbitals alone. This difference
is given as dotted lines. The lines at 284 eV (for spectrum A), 285.6 eV (spectrum
B), and 287.7 eV (spectrum C) represent the elastically scattered lines (Rayleigh
lines). Note that the above-described energy calibration for each geometry leads to
a small discrepancy between the energy scales of the two geometries, as can be seen
in the small shift (0.15 eV) of the Rayleigh lines at excitation energies of 284.0 eV
(A) and 285.6 ¢V (B).

The XES spectra show significant differences between the ¢ and 7 emission, as
well as strong variations with excitation energy (for the total spectra as well as the
o and 7 contributions). The former give direct insight into the contributions of
the various symmetry states to the overall DOS. The latter can be explained by
resonant excitation of selected carbon species within the molecule. The transition
matrix elements for the emission process depend on the site of the core vacancy
and its overlap with the valence orbitals, resulting in the observed variations in rel-
ative intensity of the respective spectral features. Ab initio calculations performed
with Kosugi’s GSCF3 package [209, 210] for 1,4,5,8-naphthalenetetracarboxylic acid
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Figure 4.9: Experimental XES spectra, taken at the four excitation energies A-D (see left panel
for definition). The solid lines were taken in grazing emission geometry (mixed o and
7 emission) and the dashed lines in normal emission (o emission). In each case, the
dotted lines represent the difference between the two spectra (i.e., the 7 emission).
Top: DFT-calculated density of states, broadened by a Gaussion (FWHM 0.5 eV):
Total density (solid line), density of o states (dashed), and density of 7 states (dots).
The short vertical lines designate the energy positions of the occupied orbitals in the
DFT calculations in [15].
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dianhydride (NTCDA, i.e., a very similar molecule in which the perylene core is
replaced by a naphthalene core) [14] and comparison with perylene [6] and unpub-
lished results for PTCDA |207] gives insight into the detailed nature of the various
resonances: Excitation at energy A (Fig. 4.7) thus leads to core hole formation at
carbon atoms 2-5 (Fig. 4.5), energy B allows excitation of carbon atoms 6 and 7,
while energy C creates core holes mainly at carbon atom 1 of the anhydride group.
In contrast, non-resonant excitation at 300 eV allows unspecific core hole creation
at all carbon sites.

This association allows a tentative discussion of the ¢ and 7 contributions in the
experimental spectra. For example, the overall spectrum (and, in particular, the
o contribution) appears particularly different at an excitation energy of 285.6 eV
(B in Fig. 4.9). Of the four investigated excitation energies A-D, this is the only
energy allowing to resonantly excite the carbon atoms 6 and 7. These two are the
only carbon atoms positioned on the central high-symmetry axis of the molecule,
which apparently greatly enhances the transition rate in the o channel. Likewise,
excitation of atoms 2-5 at excitation energy A appears to enhance the low-energy
shoulder of the 7w emission at 279 eV, indicating a different m-electronic structure
(and corresponding XES matrix elements) in that region.

At the top of Fig. 4.9, the B3LYP DFT calculation of a single PTCDA molecule
taken from [15] is shown. Therein, the B3LYP basis set was shown to give the
best agreement with UPS data. In order to be able to display the calculation on a
common energy scale with the experiment, a constant offset was added to the energy
positions of the calculated orbitals, such that the highest occupied molecular orbital
corresponds to an emission energy of 282.6 eV. The short vertical lines mark the
whole set of calculated occupied orbitals. The solid curve above is a representation
of the occupied density of states, assembled as a sum of Gauss-peaks with a full
width at half maximum of 0.5 eV, one for each molecular orbital. The topmost
dashed line is a similarly obtained density of occupied o orbitals, and the dotted
line for 7 orbitals. In these calculations, the approximated dipole-transition rules
by setting the transition rates to 1 for all dipole-allowed transitions and to 0 for all
dipole-forbidden transitions.

If we compare the topmost calculated densities of states with the non-resonantly
excited XES spectra (300 eV, D), we observe a good agreement of the energy po-
sitions of the most prominent features, which are also marked by dashed vertical
lines. In addition, like the experimental data, the calculations show dominant o
orbitals (dashed) at lower emission energy and dominant 7 orbitals (dotted) at
higher emission energy. Note that the relative intensities of the main features, as
expected, differ between theory and experiment, since the dipole matrix elements
for the emission process are not taken into account correctly.
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4.3 RIXS study of water

Water as the most abundant liquid is the medium of most chemical and biochemical
reactions. Before trying to gain a deeper understanding of the latter, for example by
investigating aqueous solutions of biologically relevant molecules like in Section 4.4,
it is of great importance to thoroughly investigate the properties of water. This lig-
uid is a surprisingly complex substance despite the simplicity of its building blocks,
the commonly known HoO molecules, as ongoing vivid discussions on the local struc-
ture of liquid water show |[97-99, 101-103, 123, 124, 211-213]. Publications related
to the liquid water study shown in this Section are [62, 96, 122, 124, 211, 212].

From neutron and x-ray scattering as well as infrared spectroscopy (see, e.g.,
|98, 214|) yielding time-averaged geometry information, it is known that a wa-
ter molecule can have up to four hydrogen bonds (HBs) to neighboring molecules,
preferably arranged in a tetrahedral configuration. This ideal 4-fold coordination
is realized in all of the known modifications of ice. Upon melting, the rigid HB
network becomes dynamic, and some of the bonds break, but the exact nature of
this process and the local structure of liquid water are still under discussion despite
tremendous experimental and theoretical efforts [71, 98, 99, 102, 103, 116, 215-
219].
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4 RIXS of organic molecules and liquids

Recently, it became possible to study the electronic structure of liquids by syn-
chrotron-based methods, viz. x-ray absorption (XAS), photoemission (PES), and
resonant x-ray emission spectroscopy (XES) at the O K edge. As illustrated in
Fig. 4.10, the valence states of water are the occupied 2a;, 1bs, 3a;, and 1b;
orbitals, and the unoccupied 4a; and 2b, orbitals. For liquid water, the former were
accessed by PES [105-114] and XES [119, 122, 220|, while the latter were studied
by XAS [98-101, 116, 215, 218]. For ice, related XES [221], PES [222], and XAS
[116] studies are reported, as is the case for gas phase water XES [223], PES [114],
and XAS [116]. On the basis of this already existing knowledge about the electronic
structure of liquid, gaseous, and solid water, the spectra taken with the equipment
introduced in Chapter 3, which were partly published in [62, 96, 124, 211], will
be discussed in the following. Special attention will be given to proton dynamics,
which is an especially important aspect of liquid water (as outlined below). In
order to detect contributions from proton dynamics, it is very helpful to look for
isotope effects, i.e., to compare the properties of ‘normal’ water (HyO) with that
of ‘heavy’ water (deuterium oxide: D0O). The deuterium atoms in the latter are
chemically identical to the hydrogen atoms of normal water, but they are twice as
heavy due to their additional neutron. Therefore, deuterium dynamics are much
slower compared to proton dynamics.

For an overview over the unoccupied states of water, the solid lines in Fig. 4.11
show total fluorescence yield XAS spectra of HyO (blue) and DO (red), exhibiting
the onsets of the unoccupied 4a; and 2b, orbitals at excitation energies of 534.5
and 536.5 eV, respectively. Due to saturation effects described in Section 2.3.2 and
in [64-67, 71|, the intensity of the 4a; feature in the H,O and DyO spectra appears
enhanced as compared to published data |71, 98-101, 116, 215, 218]. DyO has the
same electronic structure as HoO, except for a slightly less dynamic HB network
compared to HoO at the same temperature [214, 224, 225|. This allows for a stronger
HB interaction of the probed molecule with its neighbors and an energetically more
favorable arrangement in the initial state of the absorption process, consequently
lowering its energy [226, 227]. This effect could explain, why the onset of the
D50 absorption is found at a slightly higher excitation energy compared to HyO
(by approx. 160 meV). A comparable shift is observed for the spectrum of NaOD
compared to NaOH solution (red and blue dashed lines). Both spectra exhibit a
shoulder at lower excitation energies in addition to the already described features
stemming from water, allowing for a resonant excitation of the OH™ and OD™ ions
at 533.5 eV as indicated by the vertical line. This possibility will be exploited
later.

In order to gain a first overview over the occupied electronic states of liquid water,
we compare a non-resonant XES spectrum with PES data reproduced from |114].
Since both techniques have the same final state, the energy positions of the spectral
features of XES and UPS should coincide well (except for the constant offset of the
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4.3 RIXS study of water

Figure 4.11: XAS spectra of liquid HyO (solid
blue line), DO (red line), and of
concentrated (25 wt.%) solutions

T T T T of NaOH in H2O (dashed blue

Photon Ener eV red line). All spectra were taken
gy (eV) at a temperature of 277 K.

Normalized TFY Intensity

core hole binding energy), according to the final state rule [28-30]. The two major
differences of XES and UPS are the transition matrix elements (XES: transition
to a core hole, UPS: transition to an unbound state), leading to different relative
intensities, and the dynamics, which can occur for XES during the core hole lifetime,
but not in the instantaneous photoemission process. In Fig. 4.12, the positions of
the spectral features of XES (red line, plotted versus emission energy, upper axis)
and UPS (black line, plotted versus binding energy, lower axis) in Fig. 4.12 coincide
best when assuming an O 1s binding energy of 538.7 eV with respect to the vacuum
level. This value is reasonably close to the binding energy of 538.1 eV for the O Is
electron in liquid water reported in [107]. Apart from a small shift of approx.
0.5 eV in the 1b, position, there are two significant differences between XES and
PES: a significantly smaller XES intensity of the 2a; feature, which had to be
amplified by a factor of 20 in order to make it visible, and an additional feature
in XES about 0.85 eV below the 1b; peak, which has no counterpart in PES. The
former difference has a simple explanation: the dipole transition matrix element
for a radiant transition to the O Is core level is very low, since the 2a; orbital has
a dominant s-character at the oxygen site, due to its dominating contribution from
the oxygen 2s level (see Fig. 4.10). The latter difference is much more intriguing,
since it is not a pure intensity effect. In XES, the 1b; orbital appears to be split
into two components, with the high-energy (HE) component being at the ‘normal’
(PES) position of the 1b; orbital. While this splitting was reported for XES of
amorphous ice [221], the worse energy resolution of existing XES studies of the
liquid state did not allow to resolve the two components. This new finding suggests
the existence of a second species in liquid water, which is responsible for the low-
energy (LE) component of the 1b; peak. Since this species is absent in PES, it
seems not inherent to the liquid state of water but rather formed by dynamics
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Figure 4.12: Non-resonant XES (red, plotted vs. emission energy, upper x-axis) and PES (black,
binding energy, lower axis, reproduced from [114]) spectra of liquid water. Labels in-
dicate the orbitals contributing to the observed spectral features. Below an emission
energy of 512 €V, the XES spectrum is multiplied by 20.

during the core hole lifetime (3.6 fs for the O 1s state according to [50]).

The dynamics during the core-excited state could be either purely electronic (e.g.
charge transfer or other screening effects, like observed in [59]) or involve atomic
motion, e.g. the dissociation observed in the case of HCI [58]. Due to the large
difference in the mass of oxygen and hydrogen atoms, the latter would be clearly
dominated by proton dynamics, which are known to take place at a high rate in
liquid water, as studies of the unexpectedly high mobility of protons and hydroxide
ions indicate [228, 229|. According to these, protons are easily transferred from
one water molecule to the other along a hydrogen bond. This kind of ion transport
in water is also known as the ‘Grotthuss mechanism’. And even in the absence of
ions and external influences, water is known to “auto-dissociate”, which describes a
proton transfer between two adjacent neutral molecules, leading to an H;O*- and
an OH™-ion.

The question whether proton dynamics is involved in the formation of the uniden-
tified species can be answered directly by comparing XES spectra of heavy water
(D20O) with HyO. Since in D50, the proton dynamics is slower by a factor of almost
two (17/9), the formation of that species should be hindered in D50 if it was linked
to proton dynamics. Apart from that, D,O is known to have the same electronic
structure, except for slightly stronger HBs compared to H,O at the same temper-
ature [214, 224, 225]. An isotope effect in XES of liquid water is reported in [122]
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4.3 RIXS study of water

and explained on the basis of proton dynamics, which are influenced by intact HBs.
However, this study was not able to resolve the two components.

In the left graph of Fig. 4.13, non-resonant XES spectra (excitation energy: 550 eV)
of HyO (blue) and D50 (red) are shown for the solid state of amorphous ice (top) and
for the liquids (below). In addition, at the bottom of the left graph, a temperature-
dependent series of HyO is displayed. The weak 2a; feature is not shown. The
comparison of the intensities of the LE 1b; component of the two different isotopes
demands, that the yet unidentified species is linked to proton dynamics, since its
occurrence is strongly reduced for DO compared to HoO, both for amorphous ice
and for the liquid. Further, there is a clear temperature dependence: the higher the
temperature becomes, the lower the LE component. Consequently, this component
is higher for ice than for the liquid. Gilbert et al. have even observed, that for
crystalline ice, only the LE component remains in the XES spectra [221]. Based on
these experimental findings, the following picture develops: the formation of the
dynamic species requires and involves proton dynamics, and it is promoted by intact
HBs, which number increases for lower temperatures. In crystalline ice, almost all
4 possible hydrogen bonds per molecule are intact, leading to a dominating signal
from the dynamic species in Fig. 2 of [221].

Since ultra-fast dissociation was reported in ice [230] and in water vapor for reso-
nant excitation of the unoccupied 4a; orbital [231], we should consider this dynamic
process as the possible key to the occurrence of our dynamic species. Ultra-fast dis-
sociation on the timescale of the core hole lifetime can lead to two components in
XES [58] and Auger electron spectroscopy [231], namely a molecular and a disso-
ciated fraction. Since water dissociates into a proton and an OH™-ion, it might
be instructive to compare the spectrum of the dynamic water species with that of
highly concentrated NaOH solution.

The strong difference of the intensity of the LE component in D,O and H,O XES
spectra allows to separate the spectral contributions of the dynamic species from the
water spectrum. This is shown in the right graph of Fig. 4.13. The two spectra at
the top are again the non-resonant XES spectra of the liquids. In order to separate
the components, the DyO spectrum was subtracted from the HyO spectrum after
rescaling it such that a minimal residual spectrum remains, while avoiding negative
intensities. The result is the spectral signature of the dynamic species, denoted as
do. The same procedure can be applied for extracting the ‘normal’ water species:
Subtracting the HyO spectrum from that of D>O results in the component d;. Both
difference spectra are shown in the center of the right graph. As expected, the main
features of d; and ds are the HE and LE components of the 1b; orbital, respectively.
While in dy, only the HE component of the 1b; orbital is left in agreement with
the PES spectrum in Fig. 4.12 and with the gas phase XES spectrum in [223], the
do-component resembles spectra of NaOH and NaOD solutions, which were excited
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Figure 4.13: Left: Non-resonant XES spectra of HoO (blue) and D2O (red) for amorphous ice
(top) and the liquids (below). At the bottom, a temperature-dependent XES series
of H>O is plotted. The inset shows the temperature-dependent contribution of the ds-
component (see right panel) to the HyO spectra. Right: Non-resonant XES spectra
of liquid HoO (blue) and DO (red), differences between these spectra (d;: D20-0.62
H-0, dy: H0-0.87 D20O), and resonant spectra of NaOH and NaOD solutions (hv
= 533.5 eV). Unless stated otherwise, the spectra of the liquids were acquired at T
= 277 K, those of ice at T =~ 100 K.
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Figure 4.14: RIXS map of liquid water (left: overview, right: detail view of the absorption onset
at the 1b; feature), taken at a temperature of 277 K.

below the water edge (at an excitation energy of 533.5 eV as shown in 4.11) in
order to suppress contributions from water. Apart from a high-energy shoulder at
the main peak of the dy component, which might be due to intermediate species
occurring during the ultra-fast dissociation process, it looks very similar to the OH™
and OD™ spectra, corroborating the interpretation of dy as the dissociated water
species.

These findings, and in particular the strong observed isotope effect, lead to the
conclusion, that ultra-fast dissociation takes place in liquid water, resulting in the
ds-component in the XES spectra. This dissociation is promoted by the attractive
force of intact HBs towards neighboring molecules, which explains the dominance
of the dissociated species in the XES spectra of crystalline ice [221], and the fact,
that ultra-fast dissociation in gas phase water is only found for resonant excitation
into the highly anti-bonding 4a; orbital [231]. The latter result for gas phase water
suggests, that the dissociative fraction should also dominate in liquid water for
resonant excitation into the anti-bonding 4a; orbital. This can indeed be seen
in the 2-dimensional RIXS map of HyO shown in Fig. 4.14. Below the 2b, onset
(excitation energy: 536.4 €V), which is magnified in the 2- and 3-dimensional plots
on the right side, the HE component of the 1b; feature at an emission energy of
527.4 eV is suppressed. According to the dissociation model derived above, this can
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4 RIXS of organic molecules and liquids

have two reasons: resonant excitation to the 4a; orbital could either lead to selective
excitation of highly coordinated water molecules (i.e. with many intact HB bonds)
with higher dissociation probability, or it could lead to accelerated dissociation due
to a stronger repelling force in that excited state, making dissociation possible on
the timescale of the ‘core hole clock’” even for poorly coordinated molecules. Due
to the results for gas phase water [231], where HBs do not play a role, the latter
explanation seems very likely, but of course both effects could contribute to the
observed finding. The question whether and which distinct HB configurations are
resonantly excited upon excitation to the 4a; orbital is the subject of ongoing vivid
discussions [97-99, 101-103, 116].

From the spectral intensity ratios of d; and ds, neither the concentration of highly
coordinated water molecules (i.e. molecules with a high number of intact HBs)
can be determined, nor the typical dissociation time can be derived by applying
Equation 2.9 (page 20), since the dissociation probability is clearly influenced by
both the number of intact hydrogen bonds and the ‘core hole clock’ timescale, but
the relative strengths of these influences are unknown. We can only give an upper
limit for the typical dissociation time based on the fraction of the dy intensity found
in non-resonantly excited H,O and DO spectra. At 277 K, the fraction of ds is
54 % for HyO and 41.5 % for D,O. Equation 2.9 yields a maximum characteristic
dissociation time of 2.2 fs for HyO and 3.2 fs for D;O when assuming a core hole
lifetime for O 1s of 3.6 fs [50].

Shortly after publication of these results in [124], Tokushima et al. published com-
parable XES data of liquid water in |[123], however with a different interpretation:
they believe, that the two components of the 1b; represent two different HB con-
figurations of the initial state, although this is in conflict with the strong isotope
effect which indicates that the two components occur due to dynamic effects in
the intermediate state. Since this interpretation as well as their criticism [212] on
the interpretation presented in this thesis is based solely on the results of DFT
calculations, it is very interesting in this respect to look at the historical evolution
of the results of DF'T calculations on XES of liquid water. By the time when XES
spectrometers were not able to resolve the two 1b; components, also the DFT cal-
culations resulted in only one 1b; contribution [119, 122]. In contrast, the DEFT
calculations used by Tokushima et al. to interpret the new high-resolution XES
data in [123] and [212] suddenly predict a splitting of the 1b; contribution stem-
ming from different initial state HB configurations. And finally, the most recent
publication of DFT calculations on water XES [213| presents a splitting of the 1b;
contribution based on intermediate state dynamics, in agreement with the inter-
pretation of this thesis. In conclusion, it seems that current DFT calculations of
such a highly complex system like liquid water require empirical assumptions which
introduce too many degrees of freedom, allowing to tune these calculations to yield
a multitude of different results. In this context, it seems to be a good choice to
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base interpretations on pure experimental findings like e.g. the observed isotope
effect, rather than on DFT calculations of insufficiently defined systems.

Beam damage effects at the silicon nitride membrane

A major difficulty in obtaining meaningful and reliable spectra of liquid water was
a beam-induced oxidation of some silicon nitride membranes. It turned out that
with increasing irradiation time, the LE component of the 1b; orbital in the wa-
ter XES spectra sometimes increased due to a formation of silicon dioxide at the
membrane-water interface. Fig. 4.15 shows the most extreme cases found during the
experiments with D,O. The topmost spectrum verifies, that the pristine membrane
showed no spectral contributions at the oxygen edge other than a weak signal (mag-
nified by a factor of 10) presumably from a thin water layer on the inner membrane
surface. Since the 100 nm thin membranes are destroyed by the synchrotron beam
without a cooling liquid behind them, the cell was filled with water-free hexane
(CgHis). The blue spectrum below shows a spectrum of DO taken with the same
membrane. It looks like a typical DO spectrum similar to those discussed above.
The red spectrum shows the same experiment with a used membrane after many
hours in the synchrotron beam. It exhibits additional spectral intensity compared
to the blue spectrum, which was isolated by subtracting the blue spectrum. The
result is shown in the spectrum at the bottom of the graph (solid line). It looks
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very similar to a silicon dioxide reference spectrum (dashed line).

These results suggest, that the excitation of water with x-rays, appearing right at
the membrane-water interface, produces aggressive oxygen and/or hydroxide rad-
icals as a result of the dissociation of water molecules discussed above. Since this
effect was only observed for some membrane batches, it can be speculated, that
membranes with a silicon-rich stoichiometry are more sensitive to those radicals.
According to the manufacturer of these membranes (Silson Ltd.), the stoichiometry
is not thoroughly controlled and checked during and after the manufacturing pro-
cess. Since the spectral contributions of silicon oxide lead to spuriously enhanced
intensity coinciding with the positions of the spectral features of water (as seen in
Fig. (4.15), it is very important to always keep track of membrane contributions
at the oxygen edge. As an additional measure, silicon nitride membranes from
other manufacturers (e.g. NTT Advanced Technologies or SPI supplies) should be
tested.

4.4 XAS and XES study of amino acids

The 22 naturally occurring amino acids are the building blocks of many biologically
relevant macromolecules, with the most prominent representatives being peptides
and proteins [232]. While the geometric structure of such macromolecules is be-
ing studied by x-ray crystallography and nuclear magnetic resonance spectroscopy
[233], little is known about the electronic structure of bio-molecules in their native
environment, i.e., in aqueous solution. Many unanswered questions like the origin
of the Hofmeister series [18, 19|, the mechanism of the selective permeation of ion
channels in bio-membranes |20, 21|, and the interaction of anti-freeze proteins with
water [234] are strongly linked to the electronic structure of proteins in solution
and their interaction with water and ions. And even the local electronic structure
of the seemingly simple system of liquid water itself as the liquid medium of all
biochemical reactions, is still mysterious in many respects, as discussed in Section
4.3.

In literature, the electronic structure of amino acids and peptides was mostly in-
vestigated by x-ray absorption and x-ray photoemission spectroscopy (XAS and
XPS) of the solid state [118, 203, 204, 235-249|. Few investigations of the occupied
valence states of the solid phase are reported, some by ultra-violet photoemission
spectroscopy (UPS) [235, 248|, and one XES study of glycine [169, 237, 238]. Gas
phase studies of the electronic structure of amino acids have been carried out by
means of XAS [244, 250, 251] and PES [252-258].
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Amino acids crystallize in the zwitterionic state, resulting in the salt-like appear-
ance of the amino acid powders, which possess high melting points due to the ionic
intermolecular bonds. A lot more interesting are amino acids in aqueous solutions.
Then, their net charge depends on the pH-value due to its influence on dynamic
protonation and deprotonation processes as discussed below. Studies of the elec-
tronic structure of amino acids in aqueous solution are very rare due to the technical
difficulties described in Section 3.2. Recently, first pH-dependent XAS [70, 259] and
XPS spectra [105] of aqueous solutions of amino acids were reported.

Experimental details

All spectra were recorded at the Advanced Light Source, beamline 8.0.1, the energy
of which was calibrated at the nitrogen K edge by recording an XAS spectrum of
Ny gas. The absorption energies of all vibrational Ny resonances are well-known
from electron energy loss spectroscopy [260]. The XES spectra were taken with the
permanently installed SXF endstation [76], the energy scale of which was calibrated
at the high-energy side with several elastically scattered monochromatic beams of
the calibrated beamline. Due to the known nonlinearity of the energy scale for
Rowland type spectrographs, the low-energy side might be slightly off. The XAS
measurements were acquired in the fluorescence yield (FY) mode. For the half-
saturated liquid solutions (12.5 g/100 ml for glycine and 2 g/100 ml for histidine),
the liquid cell described in Section 3.2 was used in combination with nitrogen-
free silicon carbide (SiC) membranes. The pH-values were adjusted by adding
appropriate amounts of sodium hydroxide (NaOH) pellets.

Radiation sensitivity of amino acid powders

As already outlined in Section 4.2, a problem for synchrotron studies of organic
molecules is the high x-ray intensity, which can cause severe beam damage within
less than a second of irradiation. Such decomposition processes of organic molecules
caused by electronic excitation were studied in much detail with many techniques
[179-204, 251, 261, 262|. For amino acids, possible pathways of beam damage are
dehydration, decarboxylation, decarbonylation, deamination and desulfurization
accompanied by desorption of Hy, HoO, CO,, CO, NH3 and H,S and an increasing
number of C-O and C-N double and triple bonds [203]. Therefore, possible beam-
induced effects have to be ruled out carefully for all techniques involving photon
and electron irradiation, and especially for XES due to the extremely high radiation
intensity.
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Figure 4.16: Neutral (top) and zwitterionic (bottom) chemical structures of glycine (left) and
histidine (right).
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Figure 4.17: Consecutive XAS spectra of glycine (left) and histidine (right) in powder form. The
first scans (blue) were taken on pristine sample spots. Arrows indicate additional
m*-resonances appearing as a result of beam-induced deprotonation.

In Fig. 4.16, the chemical structures of glycine (left) and histidine (right) are shown.
The topmost images are representations of the neutral form. Below, the chemical
structures of the zwitterionic forms are displayed as 3D- and 2D-representations.
Of particular interest are the nitrogen atoms, since their local electronic structure
is probed in the spectra discussed below. The glycine molecule possesses only
one nitrogen atom, which forms the amino group (NHy), while histidine offers 3
chemically different nitrogen atoms, one again of the amino group, and two inside
the imidazole ring: One is involved in a C=N double bond, while the other has a
non-binding lone pair orbital.

Fig. 4.17 shows scan number 1, 3, and 10 of XAS beam damage series of glycine
(left) and histidine (right) in powder form. Each spectrum was normalized to the
photoeffect current of a clean gold grid, which is proportional to the intensity of
the synchrotron beam passing through it. The series spectra started at pristine
spots (bottom spectrum) on the powder samples pressed into clean Indium foil.
For glycine, significant beam damage effects are already evident in the third spec-
trum (black), despite the fact that one spectrum took less than 2 minutes and both
entrance and exit slits of the beamline monochromator were closed to the minimum
settings. The most prominent change is a build-up of several pre-peaks (indicated
by arrows), which are m*-resonances of C-N double and triple bonds resulting from
deprotonation [203]. For histidine (right series of Fig. 4.17), strong 7*-resonances
belonging to the C=N double bond of the imidazole ring are detected already for
the first (blue) scan at 400.0 and 401.6 eV excitation energy. The latter resonance
decreases with increasing beam damage, indicating the deprotonation of the imida-
zole ring. In parallel, at an excitation energy of 398.5 eV, a shoulder is rising with
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increasing beam damage due to the formation of additional C-N double and triple
bonds. The first spectra, i.e., from pristine spots of both amino acid samples, are
similar to published solid state XAS spectra of glycine and histidine [240].

PH-dependence of amino acid solutions

For the study of aqueous solutions with the liquid flow cell, beam damage effects
are far less severe compared to the situation in powders, since the rapid flow will
remove a large fraction of the dissociation products. Of course, the membrane has
to be checked frequently for deposited beam damage products.

In aqueous solution, the carboxyl group (COOH) acts as an acid (proton donor)
in amino acids, while the amino group (NHy) is a base (acceptor). In order to
accurately describe the pH-dependent concentrations of different species of the dis-
solved amino acids, we need to treat the dynamic equilibria of all potential proton
acceptors and donors separately, since they have different acidity constants pK,,
defined in the law of mass action as:

[H"] - [A7]

HA] = —logy, AT pH. (4.1)

pKa = - 10g10(Ka> - = 1OglO [HA]

‘A’ denotes the deprotonated anionic rest. Strictly speaking, the HT ion does not
exist as such. It reacts with water to H3O™, but for the quantitative analysis, this
reaction can be disregarded for the sake of simplicity as long as water is abundant,
i.e. for sufficiently diluted solutions.

If the acidity constant pK, of a certain proton accepting or donating group is known,
the fraction of protonated groups can be expressed as a function of the pH-value,
as derived from Equation 4.1:

[HA] 1

[A]+ [HA] 1+ 100KepH)’ (4.2)

Since the pK, of the carboxylic and the amino group of amino acids are relatively
universal, their average values can be used to calculate the protonated ratios as a
function of pH. According to [263], the pK, of the carboxylic group is 2.1 4+0.3 and
that of the amino group 9.541.5. The error bars are due to differences between the
various amino acids. In the special case of histidine with its imidazole ring, the ni-
trogen lone-pair orbital can accept another proton depending on the pH-value of the
solution. The pK, of the lone pair nitrogen atom in the imidazole ring of histidine is
6.0 [263]. These values were inserted into Equation 4.2 to calculate the protonated
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Figure 4.18: Table: all possible protonation reactions for glycine (left) and histidine (center) and
their pK, values (right) according to [263]. Bottom graph: The protonated fractions
of the carboxylic (red) and amino (blue) groups of glycine and histidine, and the
imidazole (green) group of histidine as a function of pH.
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Figure 4.19: Left: XAS spectra of glycine and histidine powder (black), pH 6 solution (blue) and
glycine in pH 12 solution (red). Arrows indicate additional 7*-resonances appearing
as a result of deprotonation. The black arrows are indicative for a beam-induced
deprotonation of the imidazole group in histidine powder, and the red arrows indicate
deprotonated amino groups in glycine induced by the high pH-value. Right: Non-
resonantly excited x-ray emission spectra of glycine at pH 6 and 12. Two separated
features indicate protonated (blue line) and deprotonated amino groups (red line).

fractions of these three groups. The three possible protonation/deprotonation re-
actions for glycine and histidine (amino group, imidazole ring, and carboxyl group)
with their pK,-values and the fractions of the protonated species as a function of
pH are displayed in Fig. 4.18. The protonation of the amino group is color-coded
in blue, the imidazole ring in green, and the carboxyl group in red.

At moderate pH, the zwitterionic state with its characteristic COO~ and NHj
groups is dominating. This is the reason, why the XAS spectra of the powders
(black) in the left panel of Fig. 4.19 are qualitatively similar to those in aqueous
solution at a pH of 6 (blue). In solutions, the interaction of the nitrogen atoms with
the surrounding water seems to be rather weak, since otherwise significant changes
would be expected in the spectra compared to the solid state. However, there is one
quantitative difference in the histidine spectra, which have been normalized to the
edge jump: the two pre-peaks (marked with black arrows in the left of Fig. 4.19)
are much more intense in the powder spectrum as compared to the pH 6 solution.
According to the bottom graph of Fig. 4.18 these features are indicative of the
deprotonated imidazole ring, since it should have a fraction of ~ 50% at a pH of 6,
and 100% in the powder.

The glycine XAS spectrum at a pH of 12 exhibits two features marked with red
arrows, which are indicative of the deprotonated amino group. This interpreta-
tion becomes obvious when comparing the pH 12 spectrum with a spectrum of
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gaseous glycine [244]. The gas spectrum exhibits exactly the same two features
with comparable intensity compared to the pH 12 spectrum. In contrast to the
solid zwitterionic state, amino acid molecules in the gas phase are in neutral form.
As depicted on the top of Fig. 4.16, this form has a deprotonated (i.e. neutral)
amino group, thus leading to the same local electronic structure at the nitrogen
atom as in the case of the pH 12 solution. Furthermore, both spectra from the
glycine solution are in excellent agreement with the N K spectra at pH 6 and 12
published by Messer et. al. [70], who came to the same conclusion. It is also note-
worthy that for such diluted solutions, the saturation effects of fluorescence yield
XAS spectra are hardly noticeable, as discussed in 2.1. This can be seen in the
relative heights of the two onsets marked by the red arrows at pH 12 compared to
the main edge. The intensity ratios of the three steps at the absorption onset are
equal to those in the electron yield spectra in Fig. 6 of [70].

Similarly obvious changes are evident as a function of pH in the non-resonant x-ray
emission spectra of glycine shown in the right panel of Fig. 4.19. In contrast to the
XAS spectra, which offer distinct spectral features only for deprotonated nitrogen
species, in XES of glycine at pH 6 (protonated amino group) and 12 (deprotonated),
clear spectral features indicative of both protonated (blue line) and deprotonated
(red line) amino groups are evident.

Summary and outlook

The liquid cell introduced in part 3.2 has shown its potential to allow the study
of amino acid powders and solutions at the previously inaccessible nitrogen edge.
PH-induced protonation and deprotonation of the amino group of glycine have a
characteristic influence on the XAS and XES spectra. This important step was
made possible by the use of silicon carbide membranes manufactured by NTT Ad-
vanced Technologies. The analysis of beam damage for the powders shows, that
one must be aware of possible radiation-induced dissociation of the molecules.

The next step must be to record high-quality RIXS maps as described in 2.3.1
with the novel spectrometer introduced in 3.1. An example of a liquid water RIXS
map is given on page 69. Since the preliminary results in this Section have already
demonstrated a high sensitivity of XAS and non-resonant XES for the electronic
state of amino acids, RIXS maps at all relevant edges (C K, N K, and O K and for
some amino acids S Lg3) will probably provide a wealth of novel information, es-
pecially when recorded at selected pH-values. From the bottom graph of Fig. 4.18,
it can be derived, that glycine features three distinct states of protonation at pH 0
(carboxyl and amino group protonated), 6 (amino group protonated), and 12 (de-
protonated). Histidine with its additional protonation path at the imidazole ring
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has even four distinct states at pH 0, 4, 7.5, and 12. The protonation of the car-
boxyl group should have a visible effect on the oxygen spectra even though they
will be dominated by the water signal, the nitrogen spectra will be most sensitive
to changes in the amino and imidazole groups, while the carbon spectra should be
affected by all protonation/deprotonation reactions.

4.5 Summary of Chapter 4

Chapter 4 contains x-ray absorption spectroscopy (XAS) and resonant inelastic x-
ray scattering (RIXS) studies of the electronic structure of organic molecules in
solid (powders) and liquid form (aqueous solutions), thereby demonstrating the
potential of the technical developments shown in the previous Chapter.

In Section 4.1, the RIXS map technique (see 2.3.1) was used to study Cgo molecules
with negligible intermolecular interaction. The results of a previous conventional
RIXS study [63] could be confirmed and extended by experimental data superior
in both quantity and quality. The RIXS map taken in only 25 minutes allows a
quantitative analysis of energy differences and slopes, yielding, for example, the
HOMO-LUMO distance. It also identifies a core-excitonic state and facilitates
a quantitative comparison of its binding energy with that of valence excitons in
Cgo. Furthermore, decay-channel resolved partial fluorescence yield XAS spectra
can be extracted from the RIXS map, yielding information on the population of
the core-excitonic state as a function of excitation energy. All results are of purely
experimental nature without having to rely on quantum-mechanical simulations.

Section 4.2 contains a symmetry-resolved XAS and RIXS study of a highly ordered,
flat-lying PTCDA multilayer on a Ag(111) surface, thereby demonstrating how vital
an efficient x-ray spectrometer is for investigating organic molecules suffering from
beam damage effects. These rapidly occurring effects are characterized on the basis
of irradiation-time dependent series of C and O XES spectra. Upon varying the
excitation energy and emission geometry, atom- and symmetry-specific carbon K
XES spectra with negligible beam damage effects are obtained that give direct
insight into the electronic structure in ¢ and 7© symmetry. A DFT calculation of
the PTCDA molecule [15] reproduces the energy positions of the most prominent
emission features remarkably well. In addition, the energy positions of the o and
7 emissions agree well with the calculated energies of the respective orbitals.

The liquid cell presented in detail in Section 3.2 was used in Sections 4.3 and 4.4 to
record RIXS spectra of liquid water and aqueous solutions of amino acids, respec-
tively. In the case of water, a comprehensive oxygen K RIXS map was recorded
and analyzed in detail. A temperature-dependent comparison with XAS and RIXS
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data of deuterium oxide (heavy water), sodium hydroxide, and sodium deuteroxide
leads to the conclusion, that ultra-fast dissociation takes place in liquid water on
the timescale of the oxygen Is core hole lifetime, resulting in a distinct spectral
contribution in the RIXS spectra. The dissociation is promoted by intact hydrogen
bonds with neighboring molecules.

Section 4.4 contains pH-dependent XAS and XES studies of the amino acids glycine
and histidine at the nitrogen K edge, both for powders and aqueous solutions. For
this purpose, novel nitrogen-free silicon carbide membranes are used. The aqueous
solutions are analyzed at pH-values of 6 and for glycine also at pH 12. A pH-value
of 12 causes deprotonation of the amino group, leading to significant changes in the
nitrogen spectra as compared to pH 6.

The present results were made possible by the technical developments introduced in
Chapter 3, namely the high-transmission x-ray spectrometer and the temperature-
controlled flow-through liquid cell. First results with the meanwhile finished next-
generation liquid cell (see Section 3.3) on acidic acid and amino acid solutions [264]
show, that with this novel experimental setup, it is possible to routinely record
comprehensive high-quality RIXS maps of liquids at different pH-values, tempera-
tures, and concentrations in a short time, which promises to open up completely
new possibilities for studying the electronic structure of liquids. But also for more
conventional experiments like band structure studies on solid state samples, the
novel RIXS map approach reveals unprecedented details, as has been shown in
[60].
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SUMMARY

In this thesis, soft x-ray absorption spectroscopy (XAS) and resonant inelastic
x-ray scattering (RIXS) studies of the electronic structure of selected organic mole-
cules and liquids were carried out. The first part focuses on the used experimental
techniques and the development of the instrumentation necessary for these stud-
ies, namely a soft x-ray emission spectrometer, and a temperature-controlled flow-
through liquid cell. The former was optimized by a special analytical ray tracing
method developed exclusively for this purpose. Due to its high transmission, the
spectrometer facilitates a novel experimental approach of recording comprehensive
‘RIXS maps’, which are 2-dimensional plots of x-ray scattering intensities as a func-
tion of both, excitation and emission photon energy. The liquid cell extends these
possibilities to the study of liquids, especially the interaction of molecules in liquids
and their chemical reactions under well-controlled conditions.

Organic molecules have attracted considerable attention in the last decade. The
intense research activities related to these materials have two main motivations:
on the one hand, organic molecules have a technological application as building
blocks of organic semiconductors, while, on the other hand, organic molecules are
the functional elements in biological systems.

In order to cost-effectively produce optimized organic electronic devices, a fun-
damental knowledge of the electronic properties of the overwhelming manifold of
organic molecules and the metal-organic interface is necessary. Therefore, many
studies of the electronic structure of potential candidates for organic electronics ex-
ist. Two of these candidates, namely Cgo (‘Buckminsterfullerene’) and well-ordered
multilayers of 3,4,9,10-perylene tetracarboxylic acid dianhydride (PTCDA) on a
Ag(111) surface are investigated in this thesis.

For the study of Cgy molecules, a comprehensive ‘RIXS map’ was recorded and
analyzed. The results of a previous conventional RIXS study could be confirmed
and extended. The RIXS map taken in only 25 minutes allows a quantitative
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analysis of energy losses, yielding for example the HOMO-LUMO distance (i.e. the
distance between valence and conduction band). It also identifies a core-excitonic
state and facilitates a quantitative comparison of its binding energy with that of
valence excitons in Cgo. Furthermore, decay channel-selective partial fluorescence
yield XAS spectra can be extracted from the RIXS map, yielding information on
the population of the core-excitonic state as a function of excitation energy.

As a second model system of organic molecules relevant for organic electronics,
PTCDA was chosen. The complex electronic structure of the occupied states of a
highly ordered, flat-lying PTCDA multilayer on a Ag(111) surface was investigated
by symmetry-resolved resonant x-ray emission spectroscopy. The rapidly occurring
beam damage effects were characterized on the basis of irradiation-time dependent
series of C and O x-ray emission spectra. Upon varying the excitation energy and
emission geometry, atom- and symmetry-specific carbon K emission spectra with
negligible beam damage effects were obtained that allow to distinguish between
electronic states with ¢ and m symmetry. A density functional theory calculation
of the PTCDA molecule reproduces the energy positions of the most prominent
emission features remarkably well. In addition, the energy positions of the ¢ and
7 emissions agree well with the calculated energies of the respective orbitals.

In order to shed light on the second aspect of organic molecules, namely their role
in biological systems, first a detailed investigation of the electronic structure and
proton dynamics of liquid water as the medium of most chemical and biochemi-
cal reactions was carried out. Therefore, a comprehensive oxygen K RIXS map of
liquid water was recorded and analyzed in great detail. A temperature-dependent
comparison with XAS and RIXS data of deuterium oxide (heavy water), sodium
hydroxide, and sodium deuteroxide leads to the conclusion, that ultra-fast dissocia-
tion takes place in liquid water on the timescale of the oxygen Is core hole lifetime,
resulting in a characteristic spectral contribution in the RIXS spectra. The dis-
sociation is promoted by intact hydrogen bonds with neighboring molecules. In
consequence, the rate of dissociation directly depends on the initial hydrogen bond
configuration.

In the next step towards biologically relevant systems, the nitrogen K edges of the
amino acids glycine and histidine were investigated in powderous form as well as
in their native environment, namely in aqueous solution. X-ray absorption and
emission spectra of the aqueous solutions were analyzed at pH-values of 6 and for
glycine also at pH 12 and compared to the spectra of powders. A pH-value of
12 causes deprotonation of the amino group, leading to significant changes in the
nitrogen spectra as compared to pH 6.

The results from these four examples demonstrate that a wealth of novel information
can be obtained by using the new experimental tools developed in this thesis,
namely a highly sensitive x-ray spectrometer and a flow-through liquid cell.
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Diese Arbeit beschéftigt sich mit der Untersuchung der elektronischen Struktur
ausgewahlter organischer Molekiile und Fliissigkeiten mittels Rontgenabsorptions-
spektroskopie (XAS) und resonanter inelastischer Rontgenstreuung (RIXS). Der
erste Teil beschreibt die verwendeten spektroskopischen Methoden und die Ent-
wicklung der dafiir notwendigen Gerite, insbesondere eines Rontgenspektrometers
und einer temperierten Durchflussnasszelle. Ersteres wurde mittels einer eigens
dafiir entwickelten analytischen Raytracing-Methode optimiert. Aufgrund seiner
hohen Transmission ermoglicht das Spektrometer einen fiir weiche Rontgenstrah-
lung neuartigen experimentellen Ansatz, ndmlich die Aufnahme einer umfassenden
‘RIXS-Karte’. Das ist eine 2-dimensionale Auftragung der Rontgenstreuintensitit
als Funktion der Anregungs- und der Emissionsphotonenenergie. Die Nasszelle er-
weitert diese experimentellen Mdoglichkeiten auf die Untersuchung von Fliissigkei-
ten, speziell auf deren Wechselwirkungen in Fliissigkeiten und ihre chemischen Re-
aktionen unter wohldefinierten Bedingungen.

Organische Molekiile haben im letzten Jahrzehnt erhebliche Aufmerksamkeit auf
sich gezogen. Die intensiven Forschungsaktivitdten an diesen Materialen haben zwei
Hauptmotivationen: einerseits haben organische Molekiile technologische Anwen-
dung als organische Halbleiter, und andererseits sind organische Molekiile die funk-
tionalen Einheiten in biologischen Systemen.

Um optimierte organische Halbleiterbauelemente kostengiinstig produzieren zu kon-
nen, muss man iiber die elektronischen Eigenschaften der organischen Molekiile
und der Metall-Organik-Grenzfliche genauestens Bescheid wissen. Deshalb wur-
de bereits eine Vielzahl an Untersuchungen potentieller Kandidaten fiir organi-
sche Halbleiterbauelemente durchgefiihrt. Zwei dieser Kandidaten, nimlich Cg
(‘Buckminster-Fulleren’) und wohlgeordnete Multilagen von 3,4,9,10-Perylen Te-
tracarboxylsdure Dianhydrid (PTCDA) auf einer Ag(111)-Oberfliche werden in
dieser Arbeit untersucht.
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Fiir die Untersuchung der Cgy Molekiile wurde eine RIXS-Karte aufgenommen und
analysiert. Damit konnten die Resultate eines fritheren konventionellen RIXS Expe-
riments erweitert werden. Die in nur 25 Minuten aufgenommen RIXS-Karte erlaubt
eine quantitative Analyse von Energieverlusten, woraus sich direkt die HOMO-
LUMO Distanz ergibt (d. h. der Abstand zwischen Valenz- und Leitungsband). Au-
Rerdem lasst sich die Existenz eines rumpfexzitonischen Zustands beobachten, des-
sen Bindungsenergie man quantitativ mit der Valenzexzitonenbindungsenergie in
Cego vergleichen kann. Uberdies konnen aus der RIXS-Karte Zerfallskanal-selektive
Fluoreszenzausbeute XAS Spektren extrahiert werden, die zum Beispiel Auskunft
iiber die Besetzung des rumpfexzitonischen Zustands als Funktion der Anregungs-
energie geben.

Als zweites Modellsystem wurde PTCDA ausgewihlt. Die komplexe elektronische
Struktur der besetzten Zusténde von hochgeordneten, flach liegenden PTCDA Mul-
tischichen auf einer Ag(111)-Oberfliche wurde mittels symmetrieaufgeloster reso-
nanter Rontgenemissionsspektroskopie untersucht. Die dabei rasch einsetzenden
Strahlenschéiden wurden anhand von Bestrahlungsdauer-abhéngigen Serien von Koh-
lenstoff- und Sauerstoffspektren charakterisiert. Durch Variation der Anregungs-
energie und Emissionsgeometrie wurden atom- und symmetriespezifische Kohlen-
stoffspektren mit vernachlidssighbarem Strahlenschaden gewonnen. Diese erlauben
die Unterscheidung von elektronischen Zustidnden mit o- und m-Symmetrie. Eine
Dichtefunktionaltheorie-Rechnung stimmt bemerkenswert gut mit den Energiepo-
sitionen der spektralen Signaturen iiberein. Dariiberhinaus passen die spektralen
o- und 7-Anteile zu den Symmetrien der berechneten Orbitale an den jeweiligen
Energiepositionen.

Um den zweiten Aspekt organischer Molekiile, ndmlich ihre Rolle in biologischen
Systemen zu beleuchten, war es zunéchst notwendig, die elektronische Struktur und
Protonendynamik von fliissigem Wasser zu studieren, das bekanntermafsen das Me-
dium vieler chemischer und biochemischer Reaktionen darstellt. Zu diesem Zweck
wurde eine vollstandige RIXS-Karte der Sauerstoff K Kante aufgenommen und im
Detail analysiert. Ein temperaturabhéngiger Vergleich mit XAS and RIXS Daten
von Deuteriumoxid (schwerem Wasser), Natriumhydroxid und Natriumdeuteroxid
erlaubt die Schlussfolgerung, dass ultra-schnelle Dissoziation auf der Zeitskala der
Sauerstoff 1s Rumpflochlebensdauer in fliissigem Wasser stattfindet, die zu einer
charakteristischen spektralen Signatur in den RIXS Spektren fiihrt. Diese Dissozia-
tion wird gefordert durch intakte Wasserstoftbriickenbindungen mit benachbarten
Wassermolekiilen. Damit hingt die Dissoziationsrate direkt von der Ausgangskon-
figuration der Wasserstoffbriickenbindungen ab.

Im néchsten Schritt in Richtung biologisch relevanter Systeme wurde die Stick-
stoffkante der Aminosduren Glyzin und Histidin sowohl in Pulverform als auch
in wéssriger Losung untersucht. Rontgenabsorptions- und -emissionsspektren der
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wassrigen Losungen wurden bei pH-Werten von 6 und im Falle des Glyzins auch
bei pH 12 analysiert und mit den Pulverspektren verglichen. Ein pH-Wert von 12
fiihrt zur Deprotonierung der Aminogruppe, was zu signifikanten Anderungen in
der spektralen Signatur der Stickstoffspektren fiihrt.

Die Ergebnisse dieser vier Beispiele demonstrieren, dass eine Vielfalt neuartiger In-
formation gewonnen werden kann durch die Anwendung der neuen experimentellen
Werkzeuge, die in dieser Arbeit entwickelt wurden, ndmlich eines hochempfindli-
chen Rontgenspektrometers und einer Durchflussnasszelle.
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APPENDIX A

HOW TO DESIGN A
HETTRICK-UNDERWOOD
SPECTROMETER

This Chapter serves two purposes: on the one hand, it describes the procedure how
the optimum parameters have been found for the spectrometer developed in this
work (as described in Section 3.1), and on the other hand, it serves as a working
instruction for how to find the optimum parameters for future instruments with
different energy ranges, source spot sizes, etc. The goal of the optimization is
to meet the desired energy resolution with well-balanced resolution limits (spot
size, aberrations, and detector pixel size), while maximizing the throughput of the
instrument.

The diffraction grating demagnifies/magnifies the source spot when using inner/out-
er orders, respectively. Hence, realistic source spot sizes are only tolerable when
using inner (positive) diffraction orders. Therefore, the optimization procedure
does not consider the use of outer (negative) orders. A quantitative analysis of this
aspect can be found in [92].

Before starting the design of a spectrometer, it is essential to develop a set of re-
quirements the spectrometer design aims for. The following information is necessary
to optimize the design parameters:

e The photon energies the spectrometer will be used for determine the included
angle ¢ on mirror and grating facets to ensure sufficient reflectivity.

e The characteristic photon energy E,, the spectrometer will be optimized
for. For best results, this energy should be the harmonic mean of all photon
energies of interest, reduced to the 1st order. This step requires well-chosen
diffraction orders for the individual photon energies, as detailed below.

89



A How to design a Hettrick-Underwood spectrometer

The resolving power E/AFE the spectrometer is aiming for.

The vertical source spot size s.

The pixel size p of the used detector.

The distance r; between the source and the center of the first optical element
(i.e., the spherical mirror) as defined in Fig. 3.2 (page 29). This distance
should be chosen as short as possible in order to realize the maximum accep-
tance angle in non-dispersive direction. In practice, the minimum distance is
determined by mechanical boundary conditions like the size of the analysis
chamber.

Especially if the spectrometer is intended for a wide energy range, special atten-
tion should be given to the second step: the spectrometer performance in both
throughput and energy resolution is tremendously improved by the use of suitable
diffraction orders for different photon energies, such that the wide energy range is
translated to a small exit angle range. Using the example of the present instrument,
the four energies of interest are 150 eV (sulfur, 1st order), 280 eV (carbon, 2nd or-
der), 390 eV (nitrogen, 2nd order), and 525 eV (oxygen, 3rd order), an energy range
which could not be covered by a single VLS grating if all emission lines were de-
tected in 1st diffraction order. However, by using the given diffraction orders, these
energies are converted to 150, 140, 195, and 175 eV when reduced to the first order,
and their harmonic mean is 162 eV. With this trick, all emission lines were brought
close together in a narrow exit angle range while avoiding overlapping spectra. In
consequence, the throughput is excellent due to the always close to perfect blaze
angle, and the imaging aberrations are low because the VLS parameters can always
largely cancel the spherical aberrations introduced by the mirror. Furthermore, all
emission spectra fit on the detector area “in one shot”. Care has to be taken, that
the different emission spectra do not overlap when investigating samples containing
many different chemical elements.

A.1 Optimizing the included angle

A sufficiently high reflectivity in the soft x-ray range can only be achieved for
grazing incidence. The reason is the high absorption in this photon energy range.
Since for these energies, the index of refraction in matter is smaller than 1, the
phenomenon of total reflection can (and has to) be exploited. But the higher the
photon energy, the more grazing (higher) the included angle ¢ = a + 3 (all three
defined in Fig. 3.2 on page 29) needs to be in order to achieve a high reflectivity. For
a given photon energy, coating material, and surface roughness, reflectivities R(p)
can be calculated as a function of p with freely available software. One possibility is
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Figure A.1: The merit function M () for photon energies of 150, 280, 390, and 525 eV. Surface
conditions for the calculation: Nickel, micro roughness of 10 A, calculated with [265].

to use the online tools of the Center for X-ray Optics (CXRO), Lawrence Berkeley
National Laboratory [265]. Note that usually, the parameter is not the included
angle ¢ chosen here, but rather the grazing incidence angle 90° — /2.

For maximizing the throughput, the merit function M (p) defined as:

M(p) = (90° — ©/2) - R*(¢p) (A1)

needs to be maximized. R(p) is squared because the photons undergo two reflec-
tions (at mirror and grating). The factor (90° — ¢/2) takes into account, that for a
given mirror and grating length, the acceptance angle in energy dispersive direction
(and consequently, the throughput) is linear to sin(90° — ¢/2) ~ (90° — ¢/2). The
approximation is valid for grazing included angles ¢ close to 180°.

Fig. A.1 shows the merit function for the four photon energies the present spec-
trometer was optimized for. The chosen ¢ of 172° (dashed line) leads only to an
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A How to design a Hettrick-Underwood spectrometer

11% loss for 525 eV and a 2.5% loss for 150 eV while being optimal for 280 and
390 eV and hence constitutes a good compromise.

The resulting included angle is then chosen for the center photon energy Egp.

A.2 Optimizing the grating line density

After the optimum value for ¢ considering all photon energies of interest has been
found, the next step is to find a suitable grating line density n meeting the design
goal for the resolving power. This has a high impact on both throughput and res-
olution. In general, the higher the line density, the higher is also the achievable
resolving power, but since for a given included angle ¢, the incidence angle a on the
grating increases (i.e., gets more grazing) with increasing line density, the accep-
tance angle goes down rapidly. In addition, with increasing line density, it becomes
increasingly difficult to manufacture the grating with a high surface quality, lead-
ing to an overall drop in performance. Therefore, the design goal for the resolving
power should be chosen carefully.

As already discussed in conjunction with Fig. 3.3 on page 31, three factors limit the
overall resolving power: spot size, aberrations, and detector pixel size. The spot
size limited resolving power is best suited to find the optimum line density, since
its final form (equation A.6), which will be derived in the following paragraphs, is
independent from other design parameters, in particular from rs.

The central equation describing the energy dispersion of the grating is the so-called

grating equation:
he
' — S =n-m-— A2
sin(a) —sin(f) =n-m o (A.2)

where a and (3 are the grating incidence and exit angle, respectively (see Fig. 3.2),
n is the line density to be optimized, m is the diffraction order, h is the Heisenberg
constant, c is the speed of light, e is the elementary charge, and E is the photon
energy.

Solving the grating equation for $ and taking the derivative with respect to F yields

an expression for the angular dispersion g—g of the grating:

dg c-h-m-n

E:e-EQ-COSB' (4.3)

This equation by itself does not suffice to optimize the line density n. In addition,
one must consider the vertical dimension s of the source spot and find an expression
for the source-size limited resolving power. To accomplish this, the magnification of
mirror and grating have to be calculated. While the mirror naturally has an angular
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A.2 Optimizing the grating line density
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magnification of 1 (incidence angle equals reflected angle), that of the grating is

% = Zgzg The total magnification M with the arm lengths 71, 79, and r3 (according

to Fig. 3.2) is therefore given by:

To + T35 T3 COS (X
: 3
M = SLERPY . (A.4)
1 r1CO8 (3

In the second step, M was approximated by neglecting the distance between mirror
and grating ro, which should anyway be kept as short as mechanically possible for
the sake of a high acceptance angle in non-dispersive direction.

The sought source-size limited resolving power is then given by:

g g
E :E-d—E-rg,:E-d—E-rycos@ (A5)
AFource s-M S+ COS

Inserting equation A.3 and expressing a by arcsin #Sh(;/?) +¢/2, as derived from
the grating equation and the relationship ¢ = a + 3 yields a source-size limited

resolving power of:

B
ZE e N . (A.6)
AEjsource S cos(arcsin #:(;/2) + @/2)
With this equation, x EE can be plotted as a function of the line density n and

from this plot, n can be chosen according to the desired resolving power. For this
plot, the photon energy F should be chosen to be representative for the future use
of the spectrometer. A good compromise is usually E,, the harmonic mean of
all photon energies to be studied with the instrument, reduced to the 1st order.
Fig. A.2 shows the plot for the present instrument with E,,, = 162 eV. The source
size s was assumed to be 30 microns, ¢ is 172°, and ry is 400 mm.
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A.3 Optimizing the exit arm length 73

Now, the pixel-limited resolving power can be matched to the design goal by choos-
ing an appropriate distance between grating and detector r3. The pixel-limit is
closely connected with the angular dispersion (equation A.3). Considering the
pixel-size p in energy-dispersive direction, the pixel-limited resolving power is:

A-E’pixel p

(A7)

After inserting the line density n and E,, determined before, the equation can be
solved for r3. 73 should be chosen such that the pixel-limited resolving power is
about 3 to 4 times higher than the source-limit in order to avoid undersampling
artifacts for extremely narrow features. For a more detailed discussion of this
aspect, please refer to Section 3.1.

A.4 Finding the right radius of curvature for the
spherical mirror

For calibration purposes (see Appendix B), it is very helpful to have the Oth diffrac-
tion order focused on the detector. At least for the present spectrometer, no gain
in performance could be achieved by moving the Oth order out of focus. Since in
Oth order, the grating does not contribute to the focussing, it is sufficient to con-
sider the focus condition for a spherical concave mirror at an included angle ¢ with
entrance arm length r; and exit arm 75 + r3 and solve it for the radius of curvature

R:

B 21y (rg 4 13)
cos(p/2)(r1 + 1o + 13)

(A.8)

In the present case, R is calculated to 8.41031 m.

A.5 Optimizing the grating blaze angle

For a high efficiency, it is important to use a blazed grating. The highest efficiency
boost is given, if the incidence angle on the blaze facets is equal to the exit angle
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relative to the facets. This condition yields for the blaze angle :

_a-p
7= (A.9)

« and 3 can be calculated from the grating equation for any photon energy (and
order). Normally, this should be the design energy E,,:. For the present spectrom-
eter, the photon energy of 525 eV in 3rd order (effectively 175 eV) was chosen for
the blaze angle optimization, yielding a blaze angle of 1.79°. The resulting blaze
efficiency as a function of the photon energy is shown in Fig. A.3. This plot also
shows the advantage of using the selected diffraction orders. It brings the emission
lines close together, leading to a high blaze efficiency above 90% for all photon
energies of interest.

A.6 Optimizing the VLS grating parameters

The line density in the grating center was already chosen in Section A.2. Optimiz-
ing the VLS parameters means to modulate the line density of the grating along
its surface by a polynomial function such, that the spherical aberrations of the
mirror are canceled as well as possible for the set of interesting photon energies
in their respective diffraction orders. The polynomial coefficients are called VLS
parameters. Two optimization approaches are possible: 1. The local line density is
chosen such that a stigmatic (aberration-free) image results for the central photon
energy Eope. 2. The local line density is optimized for all photon energies of interest
simultaneously. Both approaches require ray tracing.

For the present spectrometer, the latter (and more complex) approach was chosen.
Since no freely available ray tracing software is capable of optimizing several energies
simultaneously, a novel analytic ray tracing algorithm based on the symbolic math
software Mathematica® was developed. Ray tracing means, that the propagation
of rays emanating from the source spot within the accepted solid angle of the
instrument is calculated.
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For conventional numeric ray tracing programs, this is done in a sequential way:
First, a ray leaving the source in a random direction is defined. Second, the in-
terception point and incidence angle on the spherical mirror is calculated. Third,
the new direction of the ray after reflection on the mirror is determined. Fourth,
the interception point and incidence angle on the grating is computed. At this
point, the software can compute the exit angle on the grating, which would lead
to a stigmatic image, i.e., the exit angle which would allow the ray to end up on
the optical axis (which is the position of the central ray) on the detector. With
the information on the incidence angle, interception point, exit angle, and photon
energy to optimize the VLS parameters for, it simply requires the grating equa-
tion to compute the “right” line density for this point on the grating. Of course,
this only works for a single photon energy. Performing this numeric computation
for a sufficient number of rays yields the sampling points of line densities on the
surface required to define the polynomial. The higher the order of the polynomial
(and thus, the higher the number of calculated VLS parameters), the higher is the
number of required calculated rays.

For the novel analytic approach, all required quantities (i.e., incidence angle and
interception point on the grating, exit angle, and interception point on the detector)
are computed as symbolic functions of all relevant design parameters (i.e., photon
energy, VLS parameters, mirror radius, distances r1, ro, and rs, tilt angles of mirror,
grating, and detector). By applying the grating equation, it is then straightforward
to give the optimum line density variation on the grating as a function of the
position on the grating for any photon energy. This analytic function can then be
expanded in a Taylor series of arbitrary order, delivering the optimal VLS parameter
set for a given photon energy in one shot.

Even more powerful is the possibility to derive a quantitative measure () for the
overall imaging aberrations of a whole set of photon energies and diffraction orders
as an analytic function of all relevant design parameters. () is defined as the sum
of the squares of the imaging aberrations of 8 equidistant rays for each of the
four photon energies of interest. Figure A.4 visualizes the definition of () using the
example of the already optimized imaging aberrations. For each emission line (N, O,
S, C) as well as for their harmonic mean (162 V), the distance from the central ray
(optical axis) on the detector in dispersive direction is plotted as a function of the
angular deviation from the optical axis. Ideally (i.e., without imaging aberrations),
this deviation would be zero for all deviation angles within the accepted solid angle
of the spectrometer. For the optimized VLS parameters, this ideal case is realized
for the harmonic mean (black dotted line). The 8 deviation angles of the equidistant
rays are given as dashed vertical lines. At these angles, the imaging aberrations of
all 4 emission lines are marked with filled circles and @ is the sum of the 32 squares
of these marked points.

96



A.6 Optimizing the VLS grating parameters

= N
o o

o

Imaging errors (um)

_20 1 ] 1 | 1 | | 4 l . 1 l 1
6 -4 -2 0 2 4 6

Angular deviation (mrad) from the optical axes

Figure A.4: The imaging aberrations for the four emission lines (N, O, S, C) as well as for their
harmonic mean (162 €V) is plotted as a function of the angular deviation from the
optical axis. The x-axis extends over the whole acceptance angle in dispersive direc-
tion. The angular deviations of 8 equidistant rays covering this acceptance angle are
marked by dashed vertical lines. The imaging aberrations of the four emission lines at
all of these angles are marked by filled circles. These are the values the quantitative
measure @ for the overall imaging aberrations is composed of.
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With this analytic form of @), it is possible to optimize arbitrary sets of design pa-
rameters including VLS parameters, mirror radius, distances ry, r5, and r3, and tilt
angles of mirror, grating, and detector. This optimization is in fact a minimization
algorithm for (). For this minimization it is of great value, that since @) is given
in closed analytical form, also symbolic derivatives of () with respect to all design
parameters (the elements of the “Jacobian matrix”) are available in Mathematica.
With this information, a minimization algorithm based on Newton’s method can
be applied, which quickly converges reliably even in a high-dimensional parameter
space, allowing to optimize a large set of parameters simultaneously. In practice,
the limits of this minimization algorithm were never reached during the optimiza-
tion of the present spectrometer. A full optimization of all free design parameters
revealed in a very early design stage, that introducing additional tilt angles on the
optical elements, especially the detector, does not significantly improve the perfor-
mance of the instrument. The same is true for changing the mirror radius or arm
lengths such that the Oth diffraction order is no longer in focus.

The VLS parameters found by the symbolic ray tracing algorithm are given in table
3.1 on page 30.
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APPENDIX B

SPECTROMETER ALIGNMENT
PROCEDURE

This Chapter describes the proper alignment of the optical elements of the newly
designed spectrometer introduced in Section 3.1 as developed during this work. The
proper alignment is very important for achieving a good performance, especially a
good energy resolution, and hence must be documented for future users.

The top of Fig. B.1 illustrates the function of the knobs adjusting the optics, while
at the bottom, the optical path is illustrated with the same color code for the
optics. In addition to these knobs, there are two more settings to be adjusted:
the vertical detector position and the alignment of the spectrometer as a whole
relative to the source. The latter is the most important and difficult alignment
with the purpose to get the optical axis (defined by the central ray from the source
to the center of the mirror as indicated by the black line at the bottom of Fig. B.1)
centered on the grating. This adjustment is done by turning the vertical threaded
struts supporting the spectrometer, thereby tilting it with respect to the laboratory
coordinate system. In the spectrometer system, this adjustment effectively defines
the vertical position of the source. It is sufficient to either adjust the front or the
back struts. Which one to turn is merely a question of the bellows between the
analysis chamber and the spectrometer, since for the optical alignment, it does not
matter whether to move the front struts up or the back struts down and vice versa.
In the following, this adjustment will be referred to as ‘spectrometer tilt’.

The alignment is perfect if the following conditions are met:

1. The source is 400+5 mm away from the mirror center (278.4+5 mm from the
flange of the spectrometer valve).

2. The optical axis is centered on the grating.

3. The zero order is in focus, i.e., the incidence angle ¢ /2 on the mirror is correct.
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Figure B.1: The spectrometer mechanics (top) and its optical path (bottom) with the same color
code for the optics A (aperture), M (mirror), G (grating), and D (detector). The
pink beam represents direct light passing mirror and grating due to the too far open
aperture A.
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4. The first order of 162 eV is in focus, i.e., the grating incidence angle « is
correct).

5. The whole mirror is illuminated while the direct (not reflected) light (pink
beam in Fig. B.1) is blocked by the Aperture A.

6. The image spreads over the whole CCD in non-dispersive direction, i.e. the
spectrometer is aligned symmetrically to the source in horizontal direction.

7. Only applicable for an elongated source spot: the source spot has to be aligned
parallel to the optical elements of the spectrometer

The main difficulty is the fact that conditions 2. and 3. are interdependent. It is
relatively easy to adjust the spectrometer tilt and the mirror angle such that the
zero order is focused on the detector. But doing so, one will not necessarily hit the
center of the grating with the center ray (defining the optical axis) on the mirror.
This is especially crucial for VLS gratings since their line density varies along the
grating surface. Therefore it is necessary to follow an iterative approach: after
centering the optical axis on the grating, the zero order has to be focussed. Then
the ray needs to be centered on the grating again, which will partly cancel the focal
adjustment. Hence, the iteration loop has to start over until both conditions are
met satisfactorily.

Grating and mirror are equipped with LVDTs (Linear Variable Differential Trans-
formers), which output a reliable and reproducible voltage linear to the tilt angle.
After the spectrometer has been calibrated, there are a few important numbers
to keep in a save place, which make a later readjustment simple. These numbers
are:

e The detector position +10 microns (mechanical scale)

The voltage of the mirror LVDT

The voltage of the grating LVDT for zero order mode
e The pixel position of the zero order light in zero order mode

e The voltage of the grating LVDT in normal operation mode

Once these numbers are known, it is fairly easy to move the source to the right
distance and to adjust the spectrometer tilt such that the zero order light in zero
order mode shows up at the right pixel position. After checking the knife edge
position blocking the direct light (condition 5) and adjusting the spectrometer tilt
in the non-dispersive direction such that condition 6 is fulfilled, the alignment
should be restored.
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Finding the above-mentioned numbers is a complex task, since not only the angles
of mirror and grating have to be adjusted, but also the tilt angle of the whole
spectrometer with respect to the vacuum chamber has to be right to ensure a proper
source spot position with respect to the mirror. Even a high-precision mechanical
calibration of the mirror and grating angles is not sufficient to guarantee a good
adjustment, since the mirror radius could easily be off by several percent, requiring
an individual in-situ correction (i.e. with x-rays) of both mirror and spectrometer
angle. Still, a mechanical angle calibration, which is typically done on a granite
bench with a water-level, is valuable for finding a good starting point for the in-
situ optimization, namely an angle of ~ 4° of mirror and grating relative to the
spectrometer base.

The initial adjustment procedure consists of the following steps:
1. bring source to the right distance
2. tilt mirror and grating ~ 4° to base

3. position the detector close to the lower hard stop or at the last known mea-
surement position

4. prepare synchrotron, sample, and software

5. find mirror center (zero order)

6. find grating center (zero order)

7. overcompensate defocus in the mirror center (zero order)

8. iterate steps 5—7 until zero order is in focus

9. find grating angle which brings the 1st order in focus
10. set aperture knife edge to block direct light
11. align optical axis parallel to the synchrotron plane
12. align spectrometer in non-dispersive direction
13. check detector rotation and setting in the software
14. calibrate the energy scale

In this Chapter, the quite complex steps 4-11 and 14 will be explained in detail.
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B.1 Step 4: Preparing synchrotron, sample and
software

In zero order, which is used for the mirror alignment (steps 5-8), the grating does
not demagnify the image. Therefore, the vertical size of the source has to be as small
as possible (max. 15 microns). In case the horizontal dimension of the synchrotron
spot is significantly higher (in this case it is more appropriate to speak of a ‘source
line’ instead of a ‘source spot’), it is also important to check that the source line
is aligned parallel to the optical elements of the spectrometer. Otherwise, the
spectrometer ‘sees’ a vertical spot size which is enlarged by the horizontal spot
length multiplied by the sine of the misalignment angle due to the absence of an
entrance slit.

Since in zero order the photon energy does not matter, it is favorable to go for
a high intensity at the cost of energy resolution. In contrast, for the first order
alignment (step 9), the photon energy should be between 157 and 167 eV, with a
full width at half maximum (FWHM) of not more than 0.1 eV, which corresponds
to a resolving power of = 1600 or a dispersion of 2 pixels FWHM on the detector.

For calibration purposes in first order, a high-intensity Rayleigh line of about 162 eV
is required. Therefore the sample should have a high elastic reflectivity at 162 eV.
A good candidate is, e.g., a cadmium sulfide single crystal oriented in mirror reflec-
tion geometry (incidence angle = exit angle), since it possesses unoccupied states
excitable at 162 eV. In principle, any sample material which does not emit too
much visible light can also be used, at the cost of intensity and consequently longer
adjustment duration.

For preparing the data acquisition software, it is essential to check the slope setting
of the linear curvature, which has to match the mechanical detector alignment.
Otherwise, all measured peaks are artificially broadened.

B.2 Step 5: Finding the mirror center

A movable aperture with a knife edge to block the light passing the mirror and
several discrete slits of varying widths to mask the mirror illumination is installed
directly in front of the mirror (green element in Figure B.1). A detailed picture of
the aperture is given in Fig. B.2. For steps 59, the smallest of the slits is used to
limit the illumination of the mirror to a small stripe. When driving this aperture
up and down, this stripe moves across the mirror. Along the way, the imaging
aberrations of the system can be watched on the CCD image. In order to interpret
them correctly, it is helpful to simulate the aberrations with a special ray tracing
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Mirror
illumination:

Figure B.2: Sketch of the aperture defining the mirror illumination (green
element in Fig. B.1). The knife edge is used to block the
direct light (pink beam in the bottom of Fig. B.1) at a mirror

95% illumination of 100%. This is the normal operation mode.

The 95% slit can be used to block light hitting the front of

the mirror holder in the case this causes stray light on the

¢Knife edge detector. The smallest slit with 10% illumination is used for
the adjustment procedure described in this Chapter.

software which was written in IGOR®. This software allows to plot the imaging
aberrations of the spectrometer, i.e. the channel number on the CCD as a func-
tion of the illuminated spot on the mirror, for every conceivable tilt of the optical
elements and for arbitrary diffraction orders and photon energies. The interesting
information is not the absolute line position on the detector, since the CCD posi-
tion could easily be off by many channels, but rather the relative movement on the
detector due to the motion of the photon beam along the mirror. Since it is very
important to always make sure that the optical axis is centered on the grating, it
is often necessary to determine the slit position which illuminates the center of the
mirror (and thereby defines the optical axis) during the alignment procedure and
is hence described in advance.

The center of the mirror has to be found in zero order, because only then the grating
is ‘long enough’ to reflect light from the whole mirror length towards the detector
in order to find the edges of the mirror. Once the illuminated areas on mirror and
grating are roughly centered, the mirror length is limiting the light path on both
ends in zero order. To accomplish this, the zero order intensity on the detector has
to be maximized by tilting the spectrometer with the vertical struts, while mirror
and grating are tilted ~ 4° relative to the spectrometer base plate. During this,
the aperture knife edge always has to be kept in a position which blocks the direct
light but still illuminates the mirror fully.

After this rough centering of the mirror light on the grating, we will now use the
aperture for fine-tuning. With the smallest aperture slit moved in, we have to find
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B.3 Finding the grating center

the slit positions where the line on the detector just vanishes due to slipping off the
mirror or the grating. After placing the slit there, the grating must be tilted towards
the mirror. If then the line reappears, the grating length was limiting on this side.
In this case the whole spectrometer has to be tilted in order to bring the footprint
on the grating closer to its center. If the line does not reappear due to tilting
the grating, the desired slit position has been found for this edge of the mirror.
The same procedure must be repeated for the opposite end of the mirror. The
mean value of these two positions finally gives the slit position which illuminates
the mirror center. This will be referred to as ‘center slit position’ hereafter. It
depends slightly on the spectrometer tilt, hence it has to be redetermined after
each iteration. Exclusively changing the mirror angle does not affect the center slit
position.

B.3 Step 6: Finding the grating center

In the center slit position, the mirror should reflect the ray right towards the grating
center. This has to be checked by turning the grating drive clockwise. As the grating
turns to more and more grazing angles, the zero order shifts up on the detector
while higher orders enter the detector from below. Follow the second order with
the detector until it vanishes due to slipping off the grating. Then adjust the mirror
angle to bring the signal back. Find the mirror angle that keeps the second order
visible for the most extreme grazing grating angles. For the next step, tilt the
grating back to 4° and move the zero order roughly to channel 1024 by moving the
detector back down.

B.4 Step 7: Overcompensation of the zero order
defocus

Since in zero order the grating acts like a plane mirror, the focus is only determined
by the incidence angle on the spherical mirror, which varies upon changing the
spectrometer tilt or the mirror angle. Even a perfectly focussed zero order is still
about 30 pixels (400 microns!) wide on the CCD due to the not corrected higher
order imaging aberrations of the mirror. This image width is quite insensitive to the
focus condition and therefore not suitable for determining whether the spectrometer
is in focus or not. One rather has to use the manifestation of the defocus term as a
slope in the imaging aberrations at the center of the mirror. The mirror is in focus,
if the line position on the detector gets extremal when the slit passes this center
slit position. In practice, instead of evaluating the slope in the mirror center, it
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is easier to compare the line position on the detector at both ends of the mirror.
If the zero order is in focus, the emission line should appear at roughly the same
position for both ends of the mirror. This situation can be achieved by adjusting
the spectrometer tilt (vertical struts) and subsequently checking the focus condition
repeatedly. For a quick convergence of the iterative adjustment approach, it is not
sufficient to tilt the spectrometer to the perfect focus condition, but rather to
overcompensate, i.e. to tilt the spectrometer twice as far. Since the spectrometer
tilt has no scale, this can only be guessed. This overcompensation is necessary, since
by tilting the spectrometer, the center ray moves out of the grating center, which
has to be corrected by turning the mirror in the next iteration. This correction will
exactly halve the effect the spectrometer tilt adjustment has on the incidence angle
of the mirror. Continue the iteration in Section B.2 until no further improvement
is possible.

B.5 Step 9: Adjusting the focus of the first order

Before trying to focus the first order, it is important to have finished the previous
steps, i.e. the center ray needs to be centered on the grating and the zero order has
to be in focus.

The first order focus should be adjusted with a photon energy between 157 and
167 eV and a beamline resolving power of at least 1600. At these energies, the
imaging aberrations should be close to zero once the grating angle is correct.

First, with the aperture still at the center slit position, adjust the detector such that
the zero order appears at channel 1024. Turn the grating drive clockwise until the
first order shows up at channel 1024. Record the first order peak in order to have a
reference peak width. Then move the aperture out until it barely blocks the direct
light, illuminating the whole mirror. Tilt the grating until the first order peak is
as narrow as possible. It should now be almost as sharp as the reference peak. To
further quantify the focal properties, it is useful to put the narrowest aperture slit
back in and watch the motion of the peak on the detector while moving across the
mirror. The motion should not exceed one pixel width.

B.6 Step 10: Set aperture knife edge to block
direct light

If the aperture is fully retracted, the direct light path is open. At the bottom of
Fig. B.1, this path is shown in pink color. Since light following this path is neither
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reflected at the mirror nor at the grating, it is very intense, forming a characteristic
bright band on the detector image. The goal is to position the knife edge of the
aperture in a way, that it just blocks the direct light while still allowing a full
illumination of the mirror. In order to achieve this, the aperture has to be lowered
until the direct light band just disappears completely. Then, in order to avoid
spurious intensity from direct light, lower the aperture further by 0.6 mm. This
distance is 0.1 mm less than the thickness of the mirror holder frame of 0.4 inch
projected onto the aperture plane. Thus, in this position, the knife edge shades the
mirror holder frame almost completely, avoiding reflections from there, while still
allowing a full illumination of the mirror.

B.7 Step 11: Aligning the optical axis parallel to
the synchrotron plane

Since an elongated synchrotron spot which is tilted with respect to the spectrometer
optics dramatically decreases the achievable resolving power (compare the discus-
sion at the beginning of Section B.1), it is important to ensure that the optical axis
is aligned parallel to the synchrotron plane spanned by the synchrotron beam and
the direction of its elongation. Thereby, it does not matter whether this elongation
is intrinsic (i.e. the synchrotron by itself delivers an elongated spot) or is induced
by the experimental geometry (e.g. grazing incidence or grazing emission geome-
try). The only way to ensure that the geometry reduces the resolving power under
no circumstances, is to align the sample rotation axis (if there is one) perpendicular
and the optical axis of the spectrometer parallel to the synchrotron plane.

The latter can be achieved by choosing an extremely grazing emission geometry
and tilting the spectrometer with the vertical adjustment rods, such that the peak
width on the CCD is minimized while maintaining the peak position on the CCD.

B.8 Step 14: Calibrating the energy scale

At this point, the energy resolution and the throughput are optimized. In order
to get the energy scale right, we now need to adjust two parameters: the detector
position which directly introduces a pixel offset, and the grating angle which in-
fluences the energy dispersion. While the first does not influence the adjustments
made in the previous Chapter, the latter has already been adjusted for optimal
energy resolution in Section B.5. Nevertheless, the grating angle has to be checked
and fine-tuned for a good energy scale.
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B Spectrometer alignment procedure

The central equation describing the energy dispersive diffraction of the grating, is
the so-called grating equation (equation A.2 on page 92). Solving it for the photon
energy F combined with the known incidence angle «, the exit arm length r3, and
the pixel size s yields an expression for F as a function of the diffraction order m
and the pixel number p = % + po on the CCD:

-m-h- 60052 L4y L By -
b= o ( f sy - T?+107721 28)-13.5 (B.1)
e(sina —sin #=22)  e(sin(87.886°) — sin -+ ey

The pixel offset py was chosen such that the photon energy of 162 eV in first order
is assigned to the center pixel 1024.

For fine-tuning the grating angle, it is favorable to use the nitrogen K edge, since
the beamline can be easily calibrated with Ny gas absorption, and the spectrometer
is able record the second and third order around 400 eV simultaneously. The first
vibrational resonance of Ny appears at 400.88 eV [260], so we use this photon energy
for calibration. At the right grating angle, the spread between the second and third
order of a photon energy of 400.88 eV is 1339.5 channels. If the detected spread
is smaller, turn the grating drive clockwise, and vice versa. It should be possible
to correct the grating angle for the right energy spread without compromising the
energy resolution.

Finally, the detector position needs to be adjusted by matching a known photon
energy with the calculated energy scale. For example, the first nitrogen K resonance
(400.88 €V) needs to appear at pixel 1689.0 (second order) and 349.5 (third order).
This calibration procedure should provide an accurate energy scale over the whole
detector range and for all orders, i.e. for photon energies between 130 and 650 eV.
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