
Epitaxy and Spectroscopy of Two-Dimensional
Adatom Systems: the Elemental Topological Insulator

Indenene on SiC

Dissertation zur Erlangung des
naturwissenschaftlichen Doktorgrades

der Julius-Maximilians-Universität Würzburg

vorgelegt von
Maximilian Josef Xaver Bauernfeind

aus Heilbronn

Würzburg 2022



Eingereicht am: 11. Juli 2022

bei der Fakultät für Physik und Astronomie

1. Gutachter: Prof. Dr. Jörg Schäfer

2. Gutachter: Prof. Dr. Matthias Bode

3. Gutachter:

der Dissertation

Vorsitzender: Prof. Dr. Haye Hinrichsen

1. Prüfer: Prof. Dr. Jörg Schäfer

2. Prüfer: Prof. Dr. Matthias Bode

3. Prüfer: Prof. Dr. Giorgio Sangiovanni

im Promotionskolloquium

Tag des Promotionskolloquiums: 03. Februar 2023

Doktorurkunde ausgehändigt am:



Abstract

Two-dimensional (2D) topological insulators are a new class of materials with properties that are
promising for potential future applications in quantum computers. For example, stanene repre-
sents a possible candidate for a topological insulator made of Sn atoms arranged in a hexagonal
lattice. However, it has a relatively fragile low-energy spectrum and sensitive topology. There-
fore, to experimentally realize stanene in the topologically non-trivial phase, a suitable substrate
that accommodates stanene without compromising these topological properties must be found.
A heterostructure consisting of a SiC substrate with a buffer layer of adsorbed group-III elements
constitutes a possible solution for this problem. In this work, 2D adatom systems of Al and In
were grown epitaxially on SiC(0001) and then investigated structurally and spectroscopically by
scanning tunneling microscopy (STM) and photoelectron spectroscopy.
Al films in the high coverage regime (ΘML ≈ 2 ML) exhibit unusually large, triangular-

and rectangular-shaped surface unit cells. Here, the low-energy electron diffraction (LEED)
pattern is brought into accordance with the surface topography derived from STM. Another Al
reconstruction, the quasi-one-dimensional (1D) Al phase, exhibits a striped surface corrugation,
which could be the result of the strain imprinted by the overlayer-substrate lattice mismatch.
It is suggested that Al atoms in different surface areas can occupy hexagonal close-packed and
face-centered cubic lattice sites, respectively, which in turn lead to close-packed transition regions
forming the stripe-like corrugations. On the basis of the well-known herringbone reconstruction
from Au(111), a first structural model is proposed, which fits well to the structural data from
STM. Ultimately, however, thermal treatments of the sample could not generate lower coverage
phases, i.e. in particular, a buffer layer structure.
Strong metallic signatures are found for In high coverage films (ΘML ≈ 3 to ≈ 2 ML) by

scanning tunneling spectroscopy (STS) and angle-resolved photoelectron spectroscopy (ARPES),
which form a (7× 7), (6× 4

√
3), and (4

√
3× 4

√
3) surface reconstruction. In all these In phases

electrons follow the nearly-free electron model. Similar to the Al films, thermal treatments could
not obtain the buffer layer system.
Surprisingly, in the course of this investigation a triangular In lattice featuring a (1 × 1)

periodicity is observed to host massive Dirac-like bands at K/K ′ in ARPES. Based on this
strong electronic similarity with graphene at the Brillouin zone boundary, this new structure is
referred to as indenene. An extensive theoretical analysis uncovers the emergence of an electronic
honeycomb network based on triangularly arranged In p orbitals. Due to strong atomic spin-orbit
coupling and a comparably small substrate-induced in-plane inversion symmetry breaking this
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Abstract

material system is rendered topologically non-trivial. In indenene, the topology is intimately
linked to a bulk observable, i.e., the energy-dependent charge accumulation sequence within the
surface unit cell, which is experimentally exploited in STS to confirm the non-trivial topological
character. The band gap at K/K ′, a signature of massive Dirac fermions, is estimated by
ARPES to approximately 125 meV. Further investigations by X-ray standing wave, STM, and
LEED confirm the structural properties of indenene. Thus, this thesis presents the growth and
characterization of the novel quantum spin Hall insulator material indenene.
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Zusammenfassung

Zweidimensionale (2D) topologische Isolatoren sind eine neue Materialklasse mit vielversprechen-
den Eigenschaften für potenzielle zukünftige Anwendungen in Quantencomputern. Stanene stellt
hier beispielsweise einen möglichen Kandidaten für einen topologischen Isolator dar. Diese 2D-
Schicht besteht aus Sn-Atomen, angeordnet in einem hexagonalen Gitter. Allerdings weist
dieses Gitter ein relativ fragiles Niederenergiespektrum und eine empfindliche Topologie auf.
Um Stanene daher in der topologisch nicht-trivialen Phase experimentell realisieren zu können,
muss ein geeignetes Substrat gefunden werden, das Stanene aufnehmen kann, ohne die topol-
ogischen Eigenschaften zu beeinträchtigen. Eine Heterostruktur aus einem SiC-Substrat mit
einer Pufferschicht aus adsorbierten Gruppe-III Elementen stellt hier eine mögliche Lösung für
dieses Problem dar. Im Hinblick darauf wurden für diese Arbeit 2D-Adatomsysteme aus Al und
In epitaktisch auf SiC(0001) gewachsen und mittels Rastertunnelmikroskopie (engl.: scanning
tunneling microscopy, STM) und Photoelektronenspektroskopie strukturell und spektroskopisch
untersucht.
Al-Schichten mit hoher Bedeckung (ΘML ≈ 2 ML) weisen ungewöhnlich große, dreieckig

und rechteckig geformte Oberflächeneinheitszellen auf. Hierbei wird das Beugungsmuster der
niederenergetischen Elektronenbeugung (engl.: low-energy electron diffraction, LEED) mit der
aus STM abgeleiteten Oberflächentopographie in Einklang gebracht. Eine andere Al-Rekonstruk-
tion, die quasi-eindimensionale (1D) Al-Phase, zeigt eine gestreifte Oberflächenkorrugation, die
ein Ergebnis der Verspannung durch die Fehlanpassung des Al-Gitters auf dem Substratgitter
sein könnte. Es wird vorgeschlagen, dass Al-Atome in verschiedenen Oberflächenbereichen sowohl
jeweils hexagonal-dichtgepackte als auch kubisch flächenzentrierte Gitterplätze einnehmen kön-
nen. In Übergangsregionen zwischen beiden Bereichen erzeugt dies dicht gepackte Al-Atome,
die wiederum die streifenartigen Korrugationen hervorrufen. Auf der Basis der bekannten Fis-
chgrätenrekonstruktion von Au(111) wird ein erstes Strukturmodell vorgeschlagen, das gut mit
strukturellen STM-Daten übereinstimmt. Letztendlich konnten jedoch durch thermische Be-
handlungen der Probe keine Phasen mit geringerer Bedeckung, das heißt insbesondere die Puffer-
schichtstruktur, erzeugt werden.
In-Hochbedeckungsphasen (ΘML ≈ 3 bis ≈ 2 ML) weisen ein ausgeprägtes metallisches Ver-

halten auf in der Rastertunnelspektroskopie (engl.: scanning tunneling spectroscopy, STS) und
winkelaufgelösten Photoelektronenspektroskopie (engl.: angle-resolved photoelectron spectrosco-
py, ARPES). Zudem bilden diese Phasen eine (7×7)-, (6×4

√
3)-, und (4

√
3×4
√

3)-Oberflächenre-
konstruktion aus. In all diesen Phasen folgen die Elektronen dem Modell der quasifreien Elek-
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Zusammenfassung

tronen. Ähnlich zu den Al-Filmen konnte auch hier nach thermischen Behandlungen der Probe
keine Pufferschichtstruktur erzeugt werden.
Überraschenderweise tritt im Laufe dieser Untersuchung ein Dreiecksgitter aus In-Atomen

mit einer (1 × 1)-Periodizität auf, das bei K/K ′ massive Dirac-artige Bänder in ARPES zeigt.
Aufgrund der starken Ähnlichkeit mit der Graphene-Bandstruktur am Brillouinzonenrand, wird
dieses neuartige Materialsystem Indenene benannt. Eine umfangreiche theoretische Untersuchung
legt die Entstehung eines elektronischen Honigwabennetzwerks offen, dass sich aufgrund von
dreieckig angeordneten In p-Orbitalen bildet. Durch starke atomare Spin-Bahn-Wechselwirkung
und einen vergleichsweisen schwachen substratinduzierten Inversionssymmetriebruch in der Ebene,
ist dieses Materialsystem topologisch nicht-trivial. In Indenene ist die Topologie eng mit einer
Volumenobservablen, genauer die energieabhängige Ladungsakkumulationsequenz innerhalb der
Oberflächeneinheitszelle, verknüpft. Diese Sequenz wird mittels STS experimentell ausgenutzt,
um den topologisch nicht-trivialen Charakter zu bestätigen. Die Bandlücke bei K/K ′, charak-
teristisch für massive Dirac-Fermionen, wird mittels ARPES auf ungefähr 125 meV abgeschätzt.
Weitere Untersuchungen basierend auf stehenden Röntgenwellen, STM, und LEED bestätigen die
strukturellen Eigenschaften von Indenene. Dementsprechend wird in dieser Arbeit das Wachstum
und auch die Charakterisierung des neuartigen Quanten Spin Hall Isolators Indenene vorgestellt.

iv
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1 Introduction

Given the limited further miniaturization of transistor components, the computer industry is cur-
rently undergoing a profound transformation in which new types of computers are being explored.
In the future, quantum computing could replace the "classical" way of processing information
by using qubits, especially for certain computationally intensive tasks [1]. This fundamentally
different computer architecture may circumvent the miniaturization limit of current computers.
Topological insulators are promising candidates for use in quantum computing devices [2–4].

Their 2D version, also called a quantum spin Hall insulator (QSHI), is the focus here due to
the importance of miniaturizing potential devices. This new class of materials accommodates
spin-polarized, counter-propagating edge currents at their boundary, allowing dissipationless
electron transport while their interior remains insulating [5, 6]. Moreover, electrons at these
interfaces exhibit a linear band dispersion, which renders them Dirac fermions. All of these
properties are protected by the fundamental time-reversal symmetry and were first demonstrated
experimentally in the quantum spin Hall effect (QSHE) in a HgTe quantum well structure [7].
In the last 15 years, enormous efforts have been made worldwide to explore novel topological
materials. The main objective is to find material candidates with a technologically relevant band
gap that will allow potential applications at room temperature and above. References [8, 9]
provide here an overview of this active research field.
Graphene, the purely 2D hexagonal carbon lattice, is another famous candidate predicted to

host a quantum spin Hall insulating phase [10, 11]. Based on the model from Kane and Mele, the
inherently present spin-orbit coupling (SOC) renders this material non-trivial [10, 11]. However,
SOC enters as a second-nearest neighbor hopping term, which results in a minute band gap
at K/K ′ on the order of 1 µeV [12, 13]. Since the size of the non-trivial band gap in general
scales with the atomic SOC, hexagonal lattices made of high-Z elements offer a more promising
route. Extensive research has been conducted on buckled group-IV graphene analogs such as
silicene (Si), germanene (Ge), and stanene (Sn) [14, 15]. With the exception of silicene, all
exhibit relevant band gap sizes in their freestanding form. However, in order to utilize these
graphene analogs technologically, these 2D lattices must be synthesized on a substrate. It is
important to note, however, that a substrate can strongly influence the structural, electronic,
and topological properties of the adlayers. Stanene, for example, was experimentally realized
on three-fold symmetric (111) surfaces of various metallic substrates such as Ag, Au, Sb, Cu,
and Bi2Te3 [16–23]. In all these cases, the strong substrate interaction renders stanene metallic,
which promotes the hybridization of the edge states with substrate surface states and eventually
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1 Introduction

prevents a quantized edge state transport. Moreover, due to strong compressive strain stanene
exhibits a trivially insulating ground state on PbTe(111) [24]. Also germanene renders metallic
when accommodated on MoS2 [25].
It is therefore crucial to find a suitable substrate that matches the symmetry and lattice con-

stant of the 2D layers without compromising their sensitive electronic and topological properties.
Si-terminated SiC(0001) is an insulating substrate that fulfills all requirements described above
to accommodate stanene [26, 27]. Nevertheless, strong covalent bonding of stanene to the sub-
strate would be detrimental for the topological character. Passivating the dangling bonds on
the substrate surface with hydrogen would result in a weak van der Waals-like bonding of the
adlayer [26], which would be challenging for its epitaxial growth.
Group-III elements are well-known to passivate other semiconductor surfaces efficiently, since

one adatom is covalently bonded to three unsaturated bonds on the (111) plane [28, 29]. In a
collaborative study, Di Sante et al. proposed therefore to use a buffer layer made of group-III
elements between the SiC substrate and stanene [27]. By doing so, the passivated surface reduces
the stanene-substrate interaction, leaving the non-trivial properties intact. At the same time,
the bonding is still sufficiently strong enough to support stanene on a substrate. Since Al and
In are known for passivating the structurally related Si(111) surface [28–31], both elements were
chosen as buffer layer material here.
This is the starting point of this dissertation with the goal of experimentally synthesizing

buffer layers of Al and In on SiC(0001) and subsequently characterizing their structural and
spectroscopic properties. In pursuing this goal, a triangular monolayer of In atoms was surpris-
ingly found to feature massive Dirac fermions based on an electronic hidden honeycomb network.
Moreover, the influence of the substrate enables the robust classification of the topological char-
acter purely on bulk-observables in contrast to commonly employed edge state spectroscopy. The
simple triangular geometry allows for large-scale domain growth that utilizes edge state trans-
port, which is technologically valuable. Hence, this novel QSHI opens up a new design concept
for non-trivial quantum matter, which are also potentially relevant in quantum computing.

The thesis structure is as follows: In Chapter 2 the theoretical basis of topology in hexagonal
lattices and the buffer layer concept will be presented. Chapter 3 will introduce structural and
electronic properties as well as the surface preparation method of the 4H-SiC(0001) substrate.
An overview of different experimental surface analysis methods utilized in this work will be given
in Chapter 4. The epitaxial growth of buffer layers on SiC(0001) made of aluminum and indium
will be discussed in the subsequent Chapters 5 and 6. The occurrence of massive Dirac fermions
in an indium monolayer – indenene – sparked a thorough theoretical analysis on the emergent
honeycomb connectivity, which will be presented in Chapter 7. Subsequently, Chapter 8 will
focus on a full experimental characterization of indenene with the topological classification based
on bulk observables detected in STS. Lastly, a general conclusion and outlook will be given in
Chapter 9.
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2 Theoretical background of the
buffer layer concept on SiC(0001)

The demand for a buffer layer made of group-III elements on SiC(0001) to host a decoupled
stanene layer will be addressed from a theoretical stand point in this chapter. Using graphene,
topologically non-trivial properties of 2D hexagonal lattices will be derived on a general basis,
eventually culminating in the Kane-Mele model, where SOC plays the crucial role. The resulting
minute topological band gap at K/K ′ can be boosted by utilizing high-Z group-IV elements such
as tin (stanene), which render these graphene analogs technologically promising QSHI candidates.
In order to preserve their sensitive topology on a substrate, however, a buffer layer is necessary to
decouple the graphene analog from detrimental substrate interactions, as it will be exemplarily
demonstrated for stanene. Here, aluminum and indium are identified as promising group-III
elements for the realization of a buffer layer on SiC(0001).

2.1 Graphene and the Kane-Mele model

2.1.1 Lattice structure and tight-binding model

The fundamental crystal structure of graphene, a planar 2D layer of hexagonally arranged carbon
atoms, is depicted in Figure 2.1a. The lattice unit cell (gray rhombus) is spanned by the vectors
a1 and a2. Within this unit cell a bipartite atomic basis is present, which creates two equivalent
sublattices A and B (blue and red circles, respectively) rotated by 120° with respect to each
other. In the flat graphene layer the orbitals of the C atoms undergo a sp2 hybridization [32, 33].
This results in three in-plane oriented, energetically degenerate sp hybridization orbitals, which
are responsible for the in-plane covalent bonding (σ-bonding) between neighboring C atoms. In
addition, non-hybridized pz orbitals pointing out of the 2D layer create an out-of-plane covalent
π-bonding. Because the in-plane bonding is much stronger than the π-bonding, the σ-bonding
and -antibonding states are energetically far away from the Fermi level [32]. Only the π-states
in the low-energy sector of graphene are pivotal for the relevant physics, including the quantum
spin Hall insulating phase, which will be discussed in more detail. The low-energy electronic
dispersion of these states can be expressed within the tight-binding formalism as [34]:

E±(k) = ε2p ± γ0
√
f(k)

1± s0
√
f(k)

with f(k) = 1 + 4 cos2
(
kya

2

)
+ 4 cos

(√
3kxa
2

)
cos

(
kya

2

)
. (2.1)
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Figure 2.1: Structural and electronic properties of graphene – a, Schematic illustration of the 2D hexagonal
graphene lattice spanned by the lattice vectors a1 and a2. The unit cell is depicted in gray. Both sublattices A and
B connect the next-nearest-neighbors in the lattice with blue and red dashed lines, respectively. b, Tight-binding
derived band structure along KMΓK′ (see schematic) of graphene based on Equation 2.1 with the orbital energy
of the 2p level ε2p = 0, the hopping/transfer integral γ0 = −3, and the overlap integral s0 = −0.13. Inset: The
zoom-in highlights the linear dispersing bands at and around K/K′ with the Dirac point at zero energy.

In Equation 2.1 only the nearest-neighbor interactions are included. The + and − indicate the
valence and conduction states, respectively. Plotting this band dispersion along KMΓK ′ yields
a distinctive band crossing of the valence and conduction band at the corner of the Brillouin
zone, the K/K ′ points (see Fig. 2.1b). In the vicinity of those points, the bands disperse linearly
and electrons behave as massless Dirac particles [35, 36]. Therefore, the Dirac-Hamiltonian can
be expressed as follows close to the K points:

H(k) = v(τzkxσx + kyσy), (2.2)

where v is the Fermi velocity, and τ and σ represent the Pauli matrices for the valley and
sublattice degree of freedom, respectively [37].

For a potential technological application as a digital transistor, for instance, an energy gap
between the valence and conduction band is necessary [38]. This can be introduced via a diagonal
mass term that renders the sublattices inequivalent and break the inversion symmetry [36, 37].
A staggered sublattice potential for example lifts the doubly degenerate bands at the K points
and renders the Dirac Hamiltonian [37]:

H(k) = v(τzkxσx + kyσy) +Mσz. (2.3)

The band gap opening is described in Equation 2.3 with the last term and leads to a gap size of
2M . Electrons close to K/K ′ behave in this situation as massive Dirac fermions.
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2.1.2 Non-trivial topological properties of graphene

The Chern number of a 2D system classifies the topological nature of the occupied states [39]
and can be obtained via [37]:

C = 1
2π
∑
n

∫
d2kΩn(k)

with Ωn(k) = −
∑
n′ 6=n

2Im〈un|vx|un′〉〈un′ |vy|un〉
(ωn′ − ωn)2 .

(2.4)

In Equation 2.4 Ωn represents the z-component of the Berry curvature of the n-th valence band,
|un〉 is its periodic Bloch function, and vx(y) is the velocity operator. Non-zero Chern systems
are topologically non-trivial and become topological insulators in the case of an excitation gap
at the Fermi level [39]. The band gap opening via a staggered sublattice potential, as described
above, preserves the time-reversal symmetry. In the 2D hexagonal Brillouin zone this symme-
try operation connects K and K ′ and requires further opposite Berry curvature and therefore
opposite Chern numbers in each valley [37]. The total Chern number vanishes and eventually
describes a topologically trivial material system [37]. A 2D layer of hexagonal boron nitride
(h-BN) represents an example, where the two sublattices are made of two inequivalent chemical
species. The Chern number also determines the number of chiral edge states due to the bulk
boundary correspondence [39]. In the case of h-BN, though, none of those conducting edge states
are present.

Haldane theoretically proposed another approach to obtain a gapped spectrum with a non-
zero Chern number in graphene [40]. Here, an alternating periodic magnetic field perpendicularly
penetrates the 2D hexagonal lattice and leaves a vanishing total magnetic flux. This leads to
mass terms of opposite sign at K and K ′ and, thus, breaks the time-reversal symmetry [37]. The
spinless Hamiltonian from Eq. 2.3 can be extended to [41]:

H(k) = v(τzkxσx + kyσy) +Mσz +mτzσz . (2.5)

The last term in Equation 2.5 originates from the second-nearest-neighbor hopping between the
two sublattices [37]. As the Chern numbers for both valleys are identical, the total Chern number
is non-zero and describes a topologically non-trivial system [37]. A single edge mode on either
side of the boundary emerges, which is characteristic for the quantum Hall effect (QHE) in a 2D
system.

2.1.3 The Kane-Mele model

Both aforementioned approaches to induce a band gap in graphene break either the inversion
symmetry (e.g., in h-BN) or the time-reversal symmetry (Haldane model). By considering now
the spin-orbit coupling as a new mechanism that gaps the bulk spectrum at K/K ′ but respects
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2 Theoretical background of the buffer layer concept on SiC(0001)

all symmetries present in graphene leads to the Kane-Mele model [11]. Here, the SOC is intro-
duced as a second-nearest-neighbor hopping term between both sublattices, which yields a bulk
Hamiltonian of [37]:

H(k) = v(τzkxσx + kyσy) +mτzσzsz . (2.6)

The z-component of the spin-Pauli matrix is expressed as sz in Equation 2.6. Pivotal in this model
is the effective breaking of the time-reversal symmetry for each spin channel [37]. Therefore, the
Kane-Mele model can be viewed as two copies of the Haldane model, in which spin-up and
spin-down electrons have opposite mass terms [37]. Thus, the Chern numbers are integers but
spin-dependent and eventually yield two counter-propagating and spin-polarized edge states [37].
Both are hallmark features of the QSHE [11]. The forbidden backscattering of electrons between
the two edge modes in the presence of time-reversal symmetry is characteristic of a QSHE. In
turn, this guarantees a dissipationless and quantized electron transport in the non-interacting
case. The first experimental realization of the QSHE was performed in HgTe quantum wells and
indeed yielded a quantized edge conductance of G = 2e2

h , where e is the electron charge and h
the Planck constant [7].
Not only does breaking the time-reversal symmetry by a magnetic field destroy the quantum

spin Hall phase. Kane and Mele also reported about the detrimental impact of the Rashba
interaction and a staggered sublattice potential on the non-trivial properties [10]. The Rashba
effect comes into play when the mirror symmetry is broken. For instance, placing graphene on
a substrate surface could render it topologically trivial. However, as Kane and Mele found out
both adverse impacts leave the quantum spin Hall phase intact until the Rashba interaction
and/or staggered sublattice potential reach a specific value that exceeds the SOC strength [10].
In summary, the lattice symmetries of graphene in combination with SOC renders this materials
system a QSHI.

2.2 Heavy group-IV elemental QSHIs

It is important to note the technological limitation of using the QSHE in graphene. The bulk band
gap at K/K ′ of graphene is on the order of 1 µeV due to the second-order SOC term [12, 13].
Also, because SOC scales with the atomic number Z, the relatively light C atom introduces
in general a weak SOC effect. Therefore, thermally activated electrons can easily overcome this
small band gap and impede a sole quantized edge state transport, even at cryogenic temperatures
[13]. In order to boost the SOC-driven band gap size of graphene one can replace the C atoms
by high-Z elements. Graphene analogs from group-IV elements, like silicene (Si), germanene
(Ge), and stanene (Sn), also form 2D hexagonal lattices with much larger non-trivial band gaps
at the K points. For example, the band gap in stanene was theoretically predicted to be as
large as 100 meV [15] (see Fig. 2.2b). A key characteristic of those 2D systems is the buckled
hexagonal lattice as depicted in the side view of Figure 2.2a. The buckling of size δ originates in
the larger interatomic distances found in these monolayers [14]. This reduces the pz-overlap and,
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Figure 2.2: High-Z honeycomb structure with electronic properties of stanene – a, Lattice structure
given in top and side view. High-Z graphene analogs exhibit a buckled structure with a height δ. b, Stanene
exhibits a non-trivial band structure with a band gap of approximately 100 meV at K/K′ after SOC is included
(solid red line; black dash-dotted line without considering SOC). The + and − sign at Γ represent the parity of
the Bloch wave functions. Figure in b was adapted with permission from Ref. [15]. Copyright © (2013) by the
American Physical Society.

thus, weakens the resulting π-bonding, which is responsible for the flatness of the 2D layer [14].
Therefore, the atoms move closer together in the buckled structure, which in turn maintains a
more stronger π-overlap. The resulting orbital hybridization deviates from pure sp2 as in planar
graphene and leads to sp3-like hybridized orbitals [14]. The buckling also has a crucial impact on
the spin-orbit interaction. Liu et al. derived a low-energy Hamiltonian for silicene with a strong
first-order SOC term next to the minute second-order contribution [14]. All group-IV graphene
analogs are therefore theoretically predicted to show the QSHE at much higher temperatures
than in graphene, which could be potentially relevant for technological applications at and above
room-temperature.

2.3 Decoupling of detrimental substrate interactions for
group-IV QSHIs

A substrate is paramount when synthesizing such buckled hexagonal lattices. However, the mere
presence of a substrate surface leads to a much stronger interaction of the adlayer atoms closest
to the surface than the atoms farther away (cf. blue and red spheres in Fig. 2.2a, respectively)
[27]. This staggered sublattice potential is, as described above, detrimental for the quantum
spin Hall phase and can potentially destroy the non-trivial topological properties [10]. In this
context, the topology of group-IV graphene analogs can be described as fragile or sensitive, which
most likely originates from the exposed π-electrons forming the non-trivial low-energy spectrum.
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2 Theoretical background of the buffer layer concept on SiC(0001)

The experimental realization of germanene on MoS2 and stanene on Bi2Te3 yield for example
a metallic ground state [21–23, 25]. Stanene was also realized on various metallic substrates,
which however induce a large charge transfer and render the adlayer metallic as well [16–20].
Therefore, the realization of group-IV graphene analogs requires an insulating substrate that
prevents short-circuiting of the non-trivial metallic edge state and thus preserves a sole quantized
edge transport. Furthermore, the lattice parameters and symmetry must match the adlayer. In
the case of stanene, the wide band gap material SiC meets all these requirements. Based on the
in-plane lattice parameters of stanene (aStanene = 4.68Å [9, 15]) and of the underlying SiC(0001)
substrate (aSiC = 3.08Å [42]), a (2×2) stanene registry coincides with a (3×3) substrate surface
periodicity [27]. However, the substrate surface could still destroy the topological properties of
stanene due to its strong interaction.

a b

Sn top

Sn bottom

Buffer element

Si

C

Figure 2.3: Stanene accommodated on buffer layer/SiC(0001) heterostructure – Structural model of
stanene on top of buffer layer-SiC(0001) heterostructure in top-view (a) and side-view (b). a, The buffer layer
elements form a triangular lattice with a (

√
3×
√

3) periodicity and a coverage of 1/3 ML. A (2× 2) periodicity of
stanene is commensurable with a (3× 3) SiC(0001) periodicity. b, The distance d between the stanene layer with
buckling height δ and the substrate strongly influences the topological character. Figure in a and b were adapted
with permission from Ref. [27]. Copyright © (2019) by the American Physical Society.

To diminish this substrate-adlayer interaction, Di Sante et al. proposed in a detailed density
functional theory (DFT) study to use a buffer layer between the substrate and the stanene lattice
on top, as depicted in Figure 2.3 [27]. The main purpose of the buffer layer is to passivate the
unsaturated bonds on the substrate surface [26]. Group-III and -V elements such as Al, In, and
Bi are arranged in a triangular (

√
3 ×
√

3) lattice with a coverage of 1/3 ML to form the buffer
layer (see Fig. 2.3a). Al and In are particularly well-known to passivate the structurally related
Si(111) surface [28, 29] and are assumed to do so on Si-terminated SiC(0001) as well. The decisive
part, however, is the strength of the ever-present potential acting on the stanene layer. In the
DFT study, it became apparent that the antibonding state of the buffer layer made of Al and In,
even in the structurally relaxed situation, still interacts inordinately with the bottom part of the
buckled stanene lattice. The imposed staggered potential thus drives the entire system into the
topologically trivial regime. The study also found indications of a detrimental covalent bonding
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2.3 Decoupling of detrimental substrate interactions for group-IV QSHIs

between this group-III buffer layer and stanene. According to Di Sante et al., the quantum
spin Hall insulating behavior of stanene persists only when group-V buffer layer elements on
the C-terminated SiC surface are considered [27]. On this C-terminated surface, a buffer layer is
generally bound more strongly and closely to the substrate than on the Si-terminated SiC surface
due to the higher difference in electronegativity between the buffer layer element and substrate.
This leads to a larger excitation gap for the group-V buffer layer and moves the antibonding state
further away from the Fermi level, compared to its group-III buffer layer pendant. Thus, in this
configuration, the stanene layer on top of the group-V buffer layer becomes quasi-freestanding
with a relatively weak van der Waals-like coupling to the substrate.
As already suggested by Kane and Mele the staggered sublattice can leave the quantum spin

Hall insulating phase intact (see Sec. 2.1.3). For instance, in a recently published theory study, it
was shown that the non-trivial properties of strained stanene accommodated on Al2O3 survive,
despite its interaction with the substrate [43]. However, upon reaching a critical strength the
non-trivial state transitions to a trivial one accompanied by a band gap closure and a subsequent
reopening of a trivial band gap [27]. This impact crucially depends on the distance d between
the buffer and the stanene layer [27], as illustrated in the structural model in Fig. 2.3b.
It is important to note that the critical part of the presented theory from Di Sante et al.

is the energetical position of the antibonding state of the buffer layer [27]. The DFT method
that was employed tends to significantly underestimate this energy position, which could leave
stanene accommodated on the Al and In buffer layer on the Si-terminated substrate surface in
the non-trivial regime.

In conclusion, high-Z graphene analogs such as stanene are technologically promising QSHI
candidates. Synthesizing these high-Z graphene analogs requires an insulating substrate that also
matches the symmetry of the adlayer in order to take full advantage of all of their properties. In
addition, the strong substrate-adlayer interaction needs to be reduced to preserve the topological
nature, as theoretically derived for the case of stanene [27]. The SiC(0001) surface passivated
with a buffer layer made of group-III and -V elements adsorbed in a (

√
3×
√

3) lattice fulfills these
requirements. Here, aluminum and indium turn out to be promising elements for the realization
of this buffer layer, which will be investigated experimentally in the following work.
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3 4H-SiC(0001) substrate

SiC(0001) is the preferential substrate material that meets all requirements to accomodate
stanene, as outlined in the previous chapter. This chapter here is dedicated to highlighting
the structural and electronic properties of SiC(0001) in more detail on the basis of Ref. [44].
In addition, the gas phase etching preparation of SiC prior the epitaxial growth process of the
adlayers will be presented.

3.1 Structural and electronic properties

The term polytypism describes that a crystalline solid can occur in different lattice structures.
Silicon carbide (SiC) is a prominent example because more than 200 different polytypes exist.
Among the most studied polytypes are the 3C-, 4H-, and 6H-SiC crystals. The prefix denotes,
firstly, the stacking sequence within the unit cell between different Si-C bilayers and, secondly,
the type of crystal structure (C for cubic and H for hexagonal). The following elaboration on
the structural and electronic properties is restricted to the 4H-SiC polytype.

[21 10]

[0001]

[1210]

c
4
H
-S

iC

[0001]

[1100]
[1120]

A

B
a

b

[1120]

[1100]
[0001]

a b c

Si C

Figure 3.1: Lattice structure of the 4H-SiC(0001) substrate – The unit cell in a three-dimensional rep-
resentation (a) and in the (112̄0) plane together with its lattice constant in c-direction c4H−SiC (b). In a and
b the fourfold stacking sequence in [0001]-direction is highlighted in cyan. c, Si-terminated (0001) surface unit
cell with broken in-plane symmetry due to the underlying C atom depicted with two different triangles A and B.
The in-plane lattice constants a and b are also shown. In all three panels the unit cell is highlighted in blue. The
images of the crystal structure were generated with the VESTA software [45].

The crystal structure of 4H-SiC is illustrated from different perspectives in Figure 3.1. This
lattice comprises of Si atoms coordinated tetrahedrally with C atoms and stacked with a fourfold
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3 4H-SiC(0001) substrate

sequence along the [0001]-direction (marked in cyan in Fig. 3.1a, b) [46]. In this configuration the
Si and C atoms are sp3 hybridized. The height of a full unit cell amounts to c4H−SiC = 10.08Å
and the in-plane periodicity is approximately a = b = 3.08Å (see Fig. 3.1b, c) [42].

In this thesis, the Si-terminated (0001) surface plane was utilized. Due to a missing bonding
partner in c-direction, an unsaturated bond per Si atom results. Electrons hopping from one
site to another experience a strong Coulomb repulsion, which renders this (1× 1) surface system
a Mott-Hubbard insulator [47, 48]. As it will be discussed further below, a gas phase etching
procedure passivates the surface with hydrogen and creates however an uncorrelated, common
band insulator.
An important feature of the surface unit cell is the in-plane asymmetry depicted in Fig. 3.1c.

The C atom of the uppermost bilayer renders both sides of the unit cell A and B structurally
inequivalent. Thus, 2D lattices accommodated on this surface plane, in particular those following
the (1×1) periodicity of the substrate, will experience the in-plane inversion symmetry breaking.
This bears some intriguing consequences for the topology, as it will be presented later in Chapter 7
and 8.
The size of the band gap in 4H-SiC is 3.27 eV rendering it a wide band gap semiconductor [49].

Spectroscopic measurements, especially at low temperatures, require therefore a high doping level
to prevent charging effects. Highly nitrogen-doped (n) 4H-SiC samples with a nominal specific
resistance of ρ = (0.01 − 0.03) Ω cm were used throughout this work. The resistance translates
to a sheet doping concentration of nSiC = (1.0 − 8.5) · 1012 cm−2 at room temperature [44].
The samples were cut down in rectangular pieces with dimensions of 12 mm × 2.5 mm. Prior
the epitaxy of buffer layer elements, the SiC(0001) samples were prepared in a gas-phase etching
procedure based on hydrogen in order to create an atomically flat and well-ordered surface lattice.

3.2 Substrate preparation in flowing hydrogen atmosphere

In the following, this preparation approach will be presented based on a detailed STM and
ARPES study published in Ref. [50]. Due to the wafer polishing the commercially purchased
SiC wafer pieces usually exhibit deep scratches covered with a thick oxidation layer. This highly
disordered surface is therefore unsuitable for any epitaxy. Since the Si-terminated SiC surface
is in focus here, the use of wet-chemical treatments known to produce a smooth Si(111) surface
can be considered. Hydrofluoric acid, for example, is widely used in the surface preparation of Si
samples. After such treatment, the oxidation layer is effectively removed and leaves a hydrogen-
terminated Si(111) surface behind [51–53]. Owed to the hardness and chemical inertness of
SiC, those treatments lead however to insufficient results [50, 54, 55]. Only with a gas-phase
hydrogen etching treatment an epitaxy-ready SiC(0001) surface down to the atomic scale is
achievable [50, 56, 57].
Prior the gas-phase etching, the SiC wafer pieces used in this work were treated ex situ with

acetone and isopropanol in an ultrasonic bath for about two minutes to remove a protective
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3.2 Substrate preparation in flowing hydrogen atmosphere

Figure 3.2: Atomistic view of the hydrogen etching process on SiC(0001) – Molecular hydrogen (brown)
dissociates on the hot sample surface (T ≈ 1200 − 1300 °C) and subsequently binds to unsaturated bonds pref-
erentially on step edges, where Si and C atoms are bound weaker to the SiC lattice compared to the 2D bulk.
During hydrogenation, silane and methane are formed, which removes the SiC lattice in a layer-by-layer fashion.
This eventually results in an atomically smooth and well-ordered SiC(0001) surface. Eventually, hydrogen atoms
passivate the Si dangling bonds and render this surface chemically inert. Adapted with permission from Ref. [50].
Copyright © 2016, American Chemical Society.

coating. Subsequently, both edges of these pieces were roughened with a diamond tip in order
to increase the surface area. This reduced the contact resistance after the sample was clamped
into the sample carrier. Before that, however, loosely bound organic compounds and dust were
removed by a treatment in ultrapure acetone, isopropanol, and methanol for two minutes each.
Finally, the sample edges were wrapped with rhodium foil to further reduce the contact resistance
before being clamped into the carrier.
Next, the sample was inserted into a dedicated ultra-high vacuum (UHV) etching chamber.

A degas step around 900 − 950 °C for about 1 h removed residuals and a larger part of the
oxidation layer. The sample temperatures throughout this thesis were measured pyrometrically
with an emissivity of ε = 85%. To minimize any oxygen contaminations, ultrapure hydrogen
and helium (purity 7.0) from gas bottles were further filtered and introduced into the UHV
chamber with a flow rate of 2 slm (standard liter per minute). In principle, the helium gas would
dilute the hydrogen atmosphere and also would act as a carrier gas, which would remove the
etching products faster from the chamber. In this hydrogen-helium atmosphere with a pressure
of 950 mbar the sample was slowly ramped with direct current to a temperature of 1230 °C and
kept constant for 2 min.

The etching process at the atomic scale is visualized in Figure 3.2. At such elevated temper-
atures the molecular hydrogen dissociates at the surface of the sample. Atomic hydrogen then
binds preferentially to the dangling bonds of the exposed Si and C atoms at defects and step
edges, where both elements are bound weaker to the SiC crystal. This hydrogenation eventually
leads to the formation of silane (SiH4) and methane (CH4). Si and C are thus leaving the SiC
lattice in the gas phase, which results in a layer-by-layer etching at the atomic scale. Since a high
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sample temperature leads to a high etching rate, this first, coarse etching step described above
removes the residual oxidation layer and large amounts of the deep scratches. However, silane is
likely to redeposit and decompose on the surface due to its positive formation enthalpy compared
to the thermodynamically more stable methane [58]. Therefore, this step was followed by a sec-
ond, milder etching step at 1180 °C for 5 min. The result is an atomically flat and well-ordered
SiC(0001) surface on large-scales as reported in Ref. [50]. As depicted in Fig. 3.2 the surface
is passivated by hydrogen after the etching process. This chemically inert surface protects the
substrate from oxidation and prevents any other covalent bonding to adsorbates [50, 56].
The samples used in this thesis were then transferred in situ with a UHV suitcase to the

desired epitaxy or analysis UHV chamber in order to minimize detrimental adsorbates of any
kind on the surface.
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4 Experimental methods for surface
analysis

This chapter presents the main experimental analysis methods utilized in this work to characterize
the epitaxially grown Al and In films. LEED and STM were used to determine their lattice
symmetry and structural parameters, which are discussed at the beginning. Subsequently, the
STS and ARPES techniques are presented with which information about the electronic properties
of the adlayers were obtained, followed by the X-ray photoelectron spectroscopy (XPS) method
that was employed to determine the chemical composition and estimate the coverage of these
films. The chapter ends with a brief presentation of the X-ray standing wave (XSW) method,
which was utilized to resolve the bonding distance of an In-monolayer to the substrate. Adsorbate
contamination layers on the surface would impede the applicability of these surface sensitive
methods. Therefore, all methods presented here demand the use of a UHV environment.

4.1 Low-energy electron diffraction

After the discovery of diffracting electrons and their characterization on crystalline surfaces by
Davisson and Germer in 1927 [59], the technique of low-energy electron diffraction evolved into
a common surface characterization tool. The working principle is based on the interference of
electron waves, i.e. quantum mechanically, the wave-particle duality of free electrons. Those
electrons can be ascribed a wavelength of λ = h√

2meEkin
where h, me, and Ekin are the Planck

constant, the electron’s free mass and kinetic energy, respectively. At typical electron energies
in a LEED experiment (the range of approximately 50 eV to 100 eV was used in this thesis), the
wavelength lies in the same order of magnitude as the lattice constants of solids (approximately
1Å). This eventually allows for electron diffraction on the periodic atomic lattice.

Moreover, at these typical kinetic energies, electrons interact highly with solids, which can be
described by an inelastic mean free path. The pronounced minimum at around 50 eV is generated
by an inelastic scattering of the impinging electrons on plasmons (see Fig. 4.1a). This process
limits the penetration depth of electrons into the material. Interestingly, the electron’s inelastic
mean free path follows for the vast majority of elements and material compounds roughly the
same dependency described by the universal curve [60]. This is because the plasmon excitation
depends on the electron density, which is roughly equal for all materials [61]. Therefore, using
the aforementioned kinetic energies renders LEED a highly surface sensitive method, where the
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diffraction mainly occurs in the uppermost surface layers of the solid. And vice versa, the
information depth is strongly limited to the first few structural layers when excited electrons
escape a material. This renders the photoelectron spectroscopy (PES) techniques in Sec. 4.3 also
highly surface sensitive.
A conventional static LEED setup consists of an electron emitting filament (also called electron

gun) and an electronic lens system to collimate and eventually accelerate the electrons onto the
sample (see Fig. 4.1b) [62]. To eliminate unwanted deflections of their trajectory, the drift tube
is, as well as the sample, on ground potential. After the diffraction the outgoing electrons pass
several hemispherical grids, which mainly suppresses inelastically scattered electrons. Finally,
the last grid accelerate the electrons onto a fluorescent screen where the diffraction pattern of
the reciprocal surface lattice is displayed. The grids in between ensure a field-free space.
Constructive interference of elastically scattered electrons occurs only when the Laue condition

is fulfilled:
K = k′ − k0, (4.1)

where K is a vector of the reciprocal lattice and k0 (k′) is the incident (scattered) wave vector.
When the wave vector changes by a reciprocal lattice vector during a scattering event it ultimately
generates a diffraction spot. As LEED is highly surface sensitive the reciprocal space is restricted
to the 2D surface lattice with the vector K:

K = h1 · a1
∗ + h2 · a2

∗. (4.2)

Here, both h1 and h2 are integers and a1
∗ and a2

∗ span the in-plane unit cell in reciprocal space.
The relationship between the 2D real-space unit cell vectors (a1 and a2) and their respective
reciprocal space counterpart is as follows:

a1
∗ = 2π · a2 × a3

a1 · (a2 × a3) and a2
∗ = 2π · a3 × a1

a1 · (a2 × a3) , (4.3)

where a3 represents the unit cell lattice vector normal to the surface.
Another consequence of the surface sensitivity is the inability to probe the lattice periodicity

perpendicular to the surface. This leads to infinitesimally small reciprocal lattice vectors or, in
other words, so-called reciprocal lattice rods [63]. With the Ewald circle illustrated in Fig. 4.1c
the resulting scattering vectors and, thereby, the diffraction pattern can be determined. Here,
the incident wave vector k0 defines the radius of the circle. At every intersection of the circle
with the lattice rods, the Laue condition is fulfilled.
Upon varying the electron kinetic energy the size of the circle changes which directly influences

the scattered wave vectors (cf. Eq. 4.1) and results in moving diffraction spots on the fluorescent
screen. The appearing diffraction pattern determines the surface periodicity and lattice symmetry
in reciprocal space, which constitutes a qualitative study of the sample in LEED. A quantitative
analysis on the size of a diffraction spot can further conclude the degree of the long-range lattice
order and, for instance, gain information on the domain sizes [62, 64]. Defects, disorder, and
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Figure 4.1: Universal curve and working principle of LEED – a, Inelastic mean free path λ of electrons
in SiC as a function of their kinetic energy E. For this, the empirical function λ = A/E2 +B

√
aE with A = 2170,

B = 0.72 and a = 0.251 nm (vertical spacing between Si-C bilayer in 4H-SiC) after [60] was used. Electrons scatter
on the first layers of the material between 20 eV and 100 eV, rendering LEED a highly surface sensitive technique.
This universal curve is also applicable to the PES methods discussed in Sec. 4.3. b, Conventional static LEED
setup after [63] illustrating the working principle. c, Ewald circle (radius defined by the incident wave vector
k0) intersecting reciprocal lattice rods and construct exemplary scattering wave vectors, which then appear as a
diffraction image on the fluorescent screen.

other types of lattice imperfections give rise to incoherent electron scattering, which leads to a
broadening of diffraction spots and an increase of the background intensity [64].

In summary, with a conventional LEED apparatus used in this thesis qualitative information
on lattice symmetry and long-range atomic order of a sample surface were obtained.
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4 Experimental methods for surface analysis

4.2 Scanning tunneling microscopy and spectroscopy

Information on the corrugation and electronic properties at the atomic level is essential to get
a full understanding of a surface lattice structure. Based on the pioneering work by Binnig and
Rohrer in 1982 [65] STM and STS became prominent measurement techniques in the surface
science community. This section introduces the principle behind STM/STS and presents the
theoretical concept of the tunneling current based on Ref. [66].

4.2.1 Fundamental working principle

The central aspect of STM is positioning a sharp, metallic tip a few Ångstrom from the sample’s
surface, separated by a vacuum barrier. Applying a bias voltage between the tip and the sample
promotes an electron current based on the quantum mechanical tunneling process. Accordingly,
electrons have a finite probability to penetrate through the potential barrier and reach the tip
or sample, depending on the polarity of the bias voltage. The transmission coefficient T for
electrons with energy E tunneling through a 1D potential barrier of height Φ =

√
V0 − E is

proportional to:

T (E) ∝ exp (−2κ · s) with κ =
√

2mΦ
~2 , (4.4)

where κ denotes the energy-dependent decay rate. The exponential dependency in T on the
tip-sample-distance s is imprinted in the tunneling current and renders STM highly sensitive to
surface corrugations, even at the atomic scale.
Such an experimental setup therefore requires proper damping of mechanical vibrations and

shielding of electrical noises. Piezoelectric-driven actuators are used to position the tip with
the demanding accuracy on all three axes. Figure 4.2 illustrates schematically the basic STM
setup. By applying a voltage to these actuators, the in-plane position of the tip is controlled.
This allows one to scan laterally over the sample surface with atomic precision. Furthermore,
the sharp tip, which hosts ideally a single atom on its apex, probes only the surface area right
underneath it and as a result, generates the high spatial resolution of STM.

Constant current operation mode

Topography data on the atomic scale can be obtained in STM with essentially two different
modes of operation. In this work, the constant current mode was mainly used to characterize
the Al and In surface reconstructions. The principle of this mode of operation can be described
as follows. The STM tip is approached to the sample surface with a z-piezo actuator until a
previously defined tunneling current I is reached. While the STM tip then scans over the sample
surface, the recorded current is fed to a control unit, which maintains a constant current. This
is achieved by applying a voltage to the z-piezo actuator, which leads to a vertical displacement
of the tip. Thus, the piezo voltage signal constitutes a measure of the surface corrugation and
results in topography maps at the atomic scale. However, not only the topography affects the
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Figure 4.2: Schematic illustration of the working principle of STM – A sharp metallic STM tip is placed
with piezoelectric actuators at an Ångstrom distance from the surface of a conducting sample. By applying a bias
voltage U between the tip and sample promotes a tunneling current I. In the constant current mode (depicted
on the left) the I signal is used to control the z-position of the tip via the control unit. The applied voltage to
the z-piezo is then used as a height measure of the surface and yields a corrugation landscape on the atomic scale
(illustrated on the right with a topography map of an In-monolayer on SiC). Both, the topography as well as the
electronic properties (blue spheres) on the surface influences I and the resulting corrugation profile. Illustration
after [65].

tunneling current. The local electronic properties of the surface also leads to a tip displacement.
A contour map acquired in this operation mode represents therefore more a constant current map
and needs to be analyzed with great care. The theoretical description of the tunneling current
presented in Sec. 4.2.2 addresses this characteristic relationship.

Constant height operation mode

The other method to obtain surface topography information is based on the constant height
mode of STM. In this case, the tip is positioned and scanned over the surface at a predefined z-
position. The surface corrugation determines the tip-sample distance and thus the modulation of
the tunneling current. Topography information is then reflected in the recorded tunneling signal.
A major drawback of this technique however is that it can only be applied to flat surfaces, where
the corrugation amplitude is smaller than the configured tip-sample distance. This method is
therefore mainly applied to small areas that were scanned previously with the constant current
mode. In order to resolve a charge accumulation in real-space within a single unit cell of indenene,
the constant height mode in combination with STS was used in this thesis.

4.2.2 Theoretical concept of the tunneling current

The tunneling current I can be derived from perturbation theory as:

I = 2πe
~
∑
µ,ν

{
f(Eµ)[1− f(Eν + eU)]− f(Eν + eU)[1− f(Eµ)]

}
· |Mµν |2δ(Eν − Eµ) , (4.5)
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4 Experimental methods for surface analysis

where f(E),Mµν , and δ(Eν−Eµ) denote the Fermi-Dirac function, the tunneling matrix element
between unperturbed tip Ψµ and sample surface states Ψν , and the delta function ensuring an
elastic tunneling process, respectively. The two different parts in the curly brackets describe a
tunneling process from occupied states of the tip to unoccupied states in the sample and vice
versa. The tunneling matrix element is central for the tunneling current, as can be seen in
Eq. 4.5. It is defined as:

Mµν = −~
2

2m

∫ (
Ψ∗µ∇Ψν −Ψν∇Ψ∗µ

)
dS , (4.6)

and requires knowledge about both states. In general, however, the wave function of the tip and
sample surface are unknown. Tersoff and Hamann assumed a local spherical symmetry of radius
R for the tip apex centered around r0, i.e., an s orbital-like wave function [67, 68]. In the low
temperature as well as low tunneling voltage regime (eU � EF ), the tunneling current from
Equation 4.5 can be expressed as:

I ∝ U · nt(EF ) · exp (2κR) ·
∑
ν

|Ψν(r0)|2 · δ(Eν − EF )︸ ︷︷ ︸
ns(EF ,r0)

, (4.7)

where the nt(EF ) and κ describe the density of states (DOS) of the tip at the Fermi energy and
the decay rate of the tunneling current through a barrier of height Φ (cf. Eq. 4.4), respectively.
The last part of Equation 4.7, ns(EF , r0), represents the local density of states (LDOS) of the
sample surface at the Fermi level. Hence, the local electronic structure of the sample surface
also contributes to STM contours, as illustrated exemplarily for the constant current mode in
Fig. 4.2. It is important to note that this mathematical expression is only valid in the low bias
regime.

Throughout this work, SiC(0001) with a band gap of approximately 3.3 eV [49] was used as
a substrate, which requires, however, high tunneling biases in STM. At such voltages, both the
tip and sample wave functions are heavily distorted along with their respective energy states. In
a first order approximation the finite bias voltages can be taken into account with a rigid energy
shift of the sample LDOS by eU relative to the tip. Additionally, the tip and sample wave
functions Ψµ and Ψν , respectively, are assumed to be not perturbed. As a result, the expression
for the tunneling current derived in Equation 4.7 transforms to:

I ∝
∫ eU

0
nt(±eU ± ε) · ns(ε, r0)dε , (4.8)

where all energies ε are given with respect to the Fermi level. As can be seen in Equation 4.8 all
states between the Fermi level and the applied bias voltage contribute to the tunneling current.
Assuming the local spherical symmetry of the tip apex and applying a WKB-type approximation
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Figure 4.3: Tunneling process at different bias voltages – a, Schematic illustration of electrons tunneling
from occupied states of the tip to unoccupied states of the sample surface after applying a positive tunneling
voltage (U > 0). b, A sign change in the bias voltage (U < 0) reverses the tunneling process described in a. The
length of the arrows represent the electron’s transmission probability, which is highest for electrons at the highest
occupied energy level but decreases towards lower energies. The work function of the tip and sample is denoted
as φt and φs, respectively. Illustration after [69].

to the tunneling barrier, leads to a new expression of the tunneling current:

I ∝
∫ eU

0
nt(±eU ∓ ε) · ns(ε) · T (ε, eU)dε , (4.9)

with an energy and bias-dependent transmission coefficient T (ε, eU):

T (ε, eU) = exp
(
−2(s+R)

√
2m
~2

(
φt + φs

2 + eU

2 − ε
))

. (4.10)

This coefficient determines the exponential decay of I with increasing tunneling barrier thickness
and has a similar form as Equation 4.4. Electrons occupying the highest possible energy level
therefore have the highest transmission probability and contribute the most to the tunneling
current, whereas the probability decreases towards lower energies. This relation is schematically
illustrated with black arrows in Fig. 4.3. Applying a positive bias voltage (U > 0) promotes
electrons to tunnel from occupied states of the tip to unoccupied states of the sample (see
Fig. 4.3a). In this case, the unoccupied part of the sample LDOS is probed. Reversing the bias
voltage (U < 0) allows the occupied sample LDOS to be examined (see Fig. 4.3b).
The decay rate κ presented in Eqs. 4.4, 4.7, and 4.10 also depends on details of the electrodes’

band structure involved in the tunneling process. Since elastic tunneling is assumed, the in-plane
momentum of the electron is conserved, which can be approximated as follows: κ2 ∝ k2

‖. This
means that the strongest contribution to I comes from electrons located near the center of the
2D Brillouin zone Γ . In contrast, electrons with large in-plane momentum k‖, for example at
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4 Experimental methods for surface analysis

the boundary of the Brillouin zone, have a smaller contribution to I. This comes into play when
the Dirac-like states at K/K ′ of indenene are probed (see Chap. 8).
The s-orbital character of the tip wave function in the Tersoff-Hamann approximation intends

to give only a rough estimation of the tunneling current. In this work, for instance, an angular
dependence of the tip wave function can be expected since a tungsten tip with primarily d states
at the Fermi level was used [66, 70]. However, this does not fundamentally change the tunneling
process derived from the Tersoff-Hamann theory.
In this thesis, prior STM or STS related measurements, the tip was examined and conditioned

on a clean Ag(111) reference crystal. The distances and height values obtained from STM scans
were taken from corrugation profiles. The measurement uncertainties are primarily based on the
calibration of the STM stage and the accuracy of reading. To cover all of these contributions an
uncertainty of 3% was estimated.

4.2.3 Scanning tunneling spectroscopy

In general, the topography as well as the electronic structure of the sample contribute to the
tunneling current in STM, as derived in the previous section. In order to extract the LDOS
information of the sample, Equation 4.9 needs to be differentiated yielding the expression:

dI
dU (U) ∝ ent(0) · ns(eU) · T (eU, eU) +

∫ eU

0
nt(±eU ∓ ε) · ns(ε) ·

dT (ε, eU)
dU dε . (4.11)

Because the energy-dependent variation of the transmission coefficient is low at a fixed position,
the latter term can usually be neglected. Additionally, with the assumption of a constant DOS
of the tip, the detected differential conductivity dI/dU gives a measure of the sample LDOS:

dI
dU (U) ∝ ns(eU) . (4.12)

Experimentally, there are two different approaches to measure the LDOS of the sample, which
will be presented in the following.

Current imaging tunneling spectroscopy (CITS)

In this method, the bias voltage is ramped in a predefined interval while the tunneling current
is recorded at a fixed position, yielding a I(U) curve. Preset tunneling setpoint parameters (Iset
and Uset) stabilize the tip-sample distance, when the feedback loop is switched off during data
acquisition. The LDOS is then obtained via a numerical differentiation of the I(U) curve. By
repeating this procedure on a virtual, predefined grid, all spectroscopic information is acquired
where the electronic properties of the sample are resolved spatially and energetically. In general
however the experimental noise level in a single I(U) curve can be fairly high to extract adequate
information on the LDOS by differentiation. Therefore, the noise contribution can be reduced
by averaging over many curves.
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Figure 4.4: STS signal from lock-in amplifier – On top of the constant bias voltage U the lock-in amplifier
modulates a sinusoidal signal Umod(t), which leads to the modulation of the tunneling current ∆I, which is
proportional to the slope of the I(U) curve (black line as tangent). With ∆I ∝ dI/dU (cf. Equation 4.13) a direct
measure of the sample’s LDOS is obtained.

STS with a lock-in amplifier

The derivative can also be obtained directly from the experiment by using a lock-in amplifier. The
constant tunneling bias voltage is modulated here with a small sinusoidal voltage of Umod(t) =
Umod · sin (ωt), as schematically depicted in Figure 4.4. The frequency ω is chosen to be far
from the cutoff frequency of the feedback loop to ensure a constant distance between the tip and
sample. In addition, the frequency should be outside typical electrical noise frequencies (e.g.,
50 Hz) and their higher orders. The first-order Taylor expansion around the bias voltage reveals:

I(U(t)) = I(U + Umod · sin (ωt)) ≈ I(U) + dI(U)
dU · Umod︸ ︷︷ ︸

∆I

· cos (ωt) , (4.13)

of which the lock-in amplifier detects only the periodic response of the system with frequency
ω, i.e., the differential conductivity in the ∆I term (cf. black tangent in Fig. 4.4). Thus, this
method obtains the LDOS information of the sample directly from experiment. Due to using a
lock-in amplifier, disturbing noise frequencies are filtered out. However, applying a modulation
voltage decreases the energy resolution of the spectroscopic method in addition to the thermal
broadening at finite temperatures of the sample.

All spectroscopy data presented in this work were acquired at approximately 4 K. At that
temperature, the energy broadening is dominated by the contribution from the modulation volt-
age, which was in the most cases set to eUmod,rms = 10 meV. For the In high coverage phases
presented in Chapter 6 grid measurements together with a lock-in amplifier were used. The
single dI/dU curves were obtained by numerical differentiation.
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LDOS mapping

Depending on the experiment, both the constant-current and constant-height LDOS maps are
obtained simultaneously with the topography STM scan. The fixed energy, however, prevent
the detection of the entire spectroscopic information over an energy interval, which is the main
disadvantage of this approach. Despite this disadvantage, the high spatial resolution set by the
STM scan is directly translated to the LDOS map. In contrast to the LDOS maps here, the
tunneling setpoints in the spatially resolved CITS measurements dictate a constant tip-sample
distance for the entire probed energy window. In Chapter 8 LDOS maps of a triangular In unit
cell at different energies were obtained with the utilization of the lock-in technique discussed here.
Identical setpoint parameters for all probed energy windows were used to make the tip-sample
distances comparable.

4.3 Photoelectron spectroscopy

In general, PES allows information on the occupied electronic structure of materials to be ob-
tained. With XPS for example, a subtype of PES, the material’s chemical composition can be
identified, whereas ARPES reveals the electronic band structure in reciprocal space. In this
section, an overview of the basic work principle of the photoemission process is given, followed
by a theoretical description of the three-step model on the basis of Refs. [61, 71]. Building on
this, a brief introduction on estimating the adlayer coverage with XPS and determining the
substrate-overlayer bonding distance with XSW will be provided.

4.3.1 Basic work principle

Historically, a photo-induced emission of electric charges from a solid was first discovered by
H. Hertz [72] in 1887 and later theoretically described by A. Einstein in 1905 [73]. The key
mechanism is based on electrons absorbing the energy and momentum1 of incoming photons
with energy Eph = ~ω. Free electrons are only generated when the photon energy exceeds both
the binding energy of the electron Eb in its initial state and the work function of the material Φ,
i.e., the difference between the vacuum Evac and the Fermi level EF . This relation defines the
kinetic energy Ekin of emitted photoelectrons:

Ekin = ~ω − Φ− |Eb| , (4.14)

which is usually measured by an energy analyzer as a function of kinetic energy and is illustrated
in Figure 4.5a. Thus, the measured photoemission spectrum corresponds directly to the electronic

1In photoemission experiments with low-energy photons, e.g. at 21.2 eV, the photon momentum is negligibly
small. It becomes however relevant in the high photon energy regime. For example, at Eph = 6 keV the photon
momentum is approximately 3Å−1, which covers a wide range of the Brillouin zone from common crystalline
materials.
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Figure 4.5: Schematic illustrations of the photoemission process – a, Energy relation between valence
and core-level electrons with binding energy Eb in a solid and the spectrum of photo-emitted electrons measured
by an energy analyzer. N(E) represents the DOS and Φ and V0 denote the work function and inner potential,
respectively. b, Momentum relation of photoelectrons emitted at an angle of θ with respect to the surface normal
at the crystal-vacuum interface. The perpendicular momentum component of the internal electron is not conserved
in the photoemission process, i.e., kint,⊥ 6= K⊥. c, Emission angles θ and φ together with the kinetic energy of
a photoelectron define the parameter spectrum necessary to obtain a full band structure with a hemispherical
analyzer (see Equation 4.18). Illustrations in a and b after [61, 71]. Schematic in c after [71].

structure of the sample. Depending on the photon energy, electrons from core-levels and/or
valence states leave the solid and can be studied spectroscopically. A finite lifetime of the created
core-hole and a restricted instrumental energy resolution lead to a Lorentzian and Gaussian
broadening of the detected spectrum, respectively. Valence states of metallic samples are further
cut-off at the Fermi level by the Fermi-Dirac function, whose width is defined by the sample
temperature.

4.3.2 Three-step photoemission model

A simplified overview of the photoemission process is provided by the three-step model:

1. Electron excitation from the initial to the final state after absorption of a photon.

2. Excited electron travels through the solid towards the surface.

3. Escape of the photoelectron into the vacuum and subsequent detection.

First step – The sudden approximation is a central aspect of the photon-induced high-energy
excitation. The instantaneous creation of a photohole inhibits the interaction of the photoelectron
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with the remaining system. Hence, a small perturbation ∆ induced by the electromagnetic field
generate a transition from the initial Ψi to the final state Ψf . The transition rate w can then be
described within Fermi’s Golden Rule as:

w ∝ 2π
~
|〈Ψf |∆|Ψi〉|2δ(Ef − Ei − ~ω) , (4.15)

where the delta function ensures the energy conservation during the photoemission process. The
final photoelectron current is proportional to w. With the vector potential of the photon field
A and the momentum operator p = i~∇ the perturbation induced by the electromagnetic wave
turns into ∆ = e

mcA ·p. Here, two-photon processes were neglected, which are usually irrelevant
when low-intense standard light sources in laboratories are used [74]. Surface photoemission
effects were also disregarded [74]. In the vacuum ultraviolet (VUV) range the dipole approxi-
mation can be further applied, where the electromagnetic field is treated as a constant. In this
regime, the photon wavelength is significantly larger than the interatomic distances in solids.
It is important to note that at higher photon energies this dipole approximation does not hold
anymore.

So far, no approximation of the considered wave functions for the initial and final states were
made. The simplest picture provides the one-electron view where an interacting many-body
system is disregarded. The detected photoemission intensity, defined by Fermi’s Golden Rule in
Eq. 4.15, is then directly proportional to the DOS of the sample. In strongly correlated systems
however a more complex picture emerges. Depending on the strength of this interaction, satellite
lines can emerge next to their main line in core-level spectroscopy [61]. ARPES can reveal for
example distinct kinks in the band dispersion close to the Fermi level as a signature of materials
with a strong electron-phonon coupling [75]. The thin Al and In films presented in this thesis
were not investigated with regard to correlation effects.

Second step – After its creation, the photoelectron travels to the surface of the solid. The
main inelastic scattering mechanism of those electrons is based on electron-electron interactions.
This defines the information depth obtained by photoemission and is depicted as the inelastic
mean free path in Figure 4.1a. The photon energies of 1486.6 eV (Al-Kα line) and 21.2 eV (He-I
radiation) used for the XPS and ARPES experiments in this thesis, respectively, reveal a highly
surface sensitive technique. In particular, ARPES probes only the first few monolayers of the
sample.

Third step – The photoelectron then escapes the solid crystal and transitions into the vacuum.
Only electrons with a sufficiently high kinetic energy are able to overcome the surface potential
barrier or inner potential, V0 (see Fig. 4.5a) [71]. All other electrons are reflected back into the
bulk. Due to the translational symmetry at the surface this transition process conserves the
in-plane electron momentum. Considering now a parabolic dispersion of the final state therefore
leads to [71]:

|kint,‖| = |K‖| = |k‖| =
√

2mEkin
~

· sin θ , (4.16)
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which connects the internal and external in-plane components via the emission angle of the pho-
toelectron θ (see Fig. 4.5b). The potential gradient created by a surface leaves the perpendicular
momentum component kint,⊥ not conserved in this process (kint,⊥ 6= K⊥) and yields [71]:

|kint,⊥| =
√

2m(Ekin · cos2 θ + V0)
~

. (4.17)

A hemispherical analyzer with a 2D detector is then able to measure the electronic band struc-
ture dispersion I(Ekin,Kx,Ky,Kz) based on the kinetic energy and the emission angles of the
photoelectron (see Fig. 4.5c). The separate momentum components are [71]:

Kx =
√

2mEkin
~

· sin θ cosφ

Ky =
√

2mEkin
~

· sin θ sinφ

Kz =
√

2mEkin
~

· cos θ .

(4.18)

4.3.3 Film coverage estimation with XPS

The total integrated intensity of a photoemission line Ii,X of core-level i and element X is given
by [61, 76]:

Ii,X = K · T (Ei,X) · Li,X(γ, ~ω) · σi,X(~ω,Ei,X) · nX · λ(Ei,X) · cos θ , (4.19)

where K is an instrumental constant, T (Ei,X) the transmission function of the analyzer as a
function of kinetic energy of the photoelectrons Ei,X , and σi,X(~ω,Ei,X) the total photoabsorp-
tion cross section of the core-level i, respectively. The latter strongly depends on the utilized
photon wavelength and generally decreases with increasing photon energy [77]. In addition, this
parameter was calculated by applying a Hartree-Fock-Slater one-electron central potential model
to free isolated atoms [77]. The angular asymmetry factor Li,X(γ) in Equation 4.19 is derived
to be [61, 77, 78]:

Li,X(γ, ~ω) = 1 + βi,X(~ω)
4 · (1− 3 cos2 γ) , (4.20)

where γ is the angle between the incident photon and escaping photoelectron trajectory. The
last three parameters are the density of the element nX , the inelastic mean free path for pho-
toelectrons as a function of kinetic energy λ(Ei,X), and the escape angle of the photoelectrons
from the solid θ with respect to the surface normal (cf. Fig. 4.5b, c).

Figure 4.6 illustrates the scenario of a uniformly covered substrate of material B with an
overlayer of material A and thickness d. Due to this overlayer, the photoemission signal from
the substrate is damped according to Beer’s law. In order to estimate the density of the film
from XPS, and later the film thickness d, the intensity ratio of the detected photoelectrons from
both materials IA/IB needs to be considered. This cancels the instrumental constant K from
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Substrate B

Overlayer A d

Figure 4.6: Assumed heterostructure to estimate the XPS coverage – A schematic illustration of an
overlayer of material A completely covering a substrate of material B. The overlayer has a uniform thickness d.

Equation 4.19. According to Ref. [79], the ratio is derived as follows:

IA
IB

= IA,∞ · [1− exp (−d/λA(EA) cos θ)]
IB,∞ · exp (−d/λA(EB) cos θ) . (4.21)

The numerator and denominator represent the photoemission intensity of the overlayer A and
substrate B, respectively. Photoelectrons of kinetic energy EB from the substrate B scatter
inelastically in the overlayer A, which is described by the inelastic mean free path λA(EB).
In addition, photoelectrons from the overlayer itself scatter inelastically, which yields λA(EA).
Inserting the prefactors from Eqs. 4.19 and 4.20 into Eq. 4.21 yields the following:

IA
IB

= nA · T (EA) · σA(~ω,EA) · λA(EA)
nB · T (EB) · σB(~ω,EB) · λB(EB) · L̃A,B(~ω) · [1− exp (−d/λA(EA))]

exp (−d/λA(EB) (4.22)

with:

L̃A,B(~ω) =
1− βA(~ω)

4 · (3 cos2 γ − 1)
1− βB(~ω)

4 · (3 cos2 γ − 1)
. (4.23)

For γ ≈ 54◦, the angular asymmetry factor L̃A,B(~ω) in Eq. 4.23 reaches unity irrespective of
the element studied. The 2D atomic density of the overlayer and substrate (nA, nB) can be
calculated from the crystal structure of the respective bulk material. Solving Equation 4.22 for d
yields the thickness of the overlayer. The coverage ΘML of the element A on substrate of material
B can then be calculated from ΘML = d/l, where l denotes the bulk layer spacing of material A.
In general however both values should be treated with great caution as many assumptions were
taken. For instance, the cross section parameters were derived in a Hartree-Fock-Slater model
in the non-interacting ground state electron configuration for isolated atoms [77]. Additionally,
a homogeneously covered substrate surface was assumed. All of these assumptions make the
analysis easier but are not necessarily applicable to the specific problem in the experiment.
Thus, an error bar of up to 30% is not uncommon in determining the coverage with XPS [61].
However, the resulting thickness and coverage values obtained with the equations above still
gives an estimation and places the overlayer, for example, in the high or low coverage regime.
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With the XPS analysis approach derived here, the coverage of Al and In films on SiC(0001) were
characterized in this thesis.
The technical details of the photoemission setup with which the XPS and ARPES measure-

ments were conducted and presented in this thesis are described in the following. For both
techniques, a hemispherical analyzer from Specs (PHOIBOS 100) and a 6-axis manipulator was
used. The light source in XPS was an unmonochromatized X-ray tube emitting Al-Kα radiation
with 1486.6 eV photon energy. For ARPES measurements, the He-I line with a photon energy of
21.2 eV generated by an unmonochromatized He-VUV lamp (UVS 300) was utilized.

4.4 X-ray standing wave

To reveal the structure of 2D systems, LEED and STM are suitable tools, but lack element
specific information. XSW, on the other hand, is a diffraction technique combined with the
chemical sensitivity from PES that characterizes the structure with atomic resolution. As it will
be discussed in Chapter 7, theory predicts that the vertical bonding distance of an In monolayer
to the substrate has a drastic impact on its topological character. Using XSW, this bonding
distance was revealed and will be presented in Chapter 8. In order to get an understanding
of this technique, the principle behind XSW will be presented in the following based on the
Refs. [80, 81].

-e

z z

Amplitude Intensity

E1E2

K1K2

Standing wave field

H 2θ

a b

dH

Figure 4.7: Formation and basic working principle of XSW – a, An incoming X-ray beam (blue) under
grazing incidence of angle θ is Bragg-reflected from the crystalline sample (red). The superposition of both plane
waves form an X-ray standing wave. K and E represent the propagation and electric field vectors of the photon
beams, respectively. The diffraction vector H fulfills the Laue condition of H = K2 −K1 with |H| = H = 1/dH ,
where dH denotes the diffraction plane spacing illustrated in b. b, Close-up of the planar standing wavefield
(pink) at the surface of a substrate (black and orange spheres) accommodating a covalently bonded overlayer (blue
spheres). The periodic intensity profile of the XSW peaks locally at the overlayer and triggers the emission of a
photoelectron that contributes to the total photoelectron yield measured by a hemispherical analyzer. Panels a
and b after [80, 81].
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4 Experimental methods for surface analysis

A schematic illustration of the formation and utilization of the XSW technique is given in
Figure 4.7. The actual XSW (pink lines) is generated by the superposition of incoming (blue)
and Bragg-reflected (red) X-ray plane waves. The Bragg equation relates the scattering angle θ
of the incident X-ray wave on a given diffraction plane (hkl) to the photon wavelength λph and
energy Eph:

2dhkl
m

sin θB = λph
m

= hc

Eph
. (4.24)

In Equation 4.24 m and θB denote diffraction at higher order planes and the Bragg angle,
respectively. Note that diffraction planes do not generally correspond to lattice planes in a
crystalline solid. When the Bragg condition is met, the vertical periodicity of the standing
wavefield coincides with the spacing of the scattering planes dhkl of the substrate crystal lattice
(see Fig. 4.7b). The standing wavefield extends over a considerable volume even outside the
crystal, since the incident X-rays penetrate deep into the sample. Adatoms or an overlayer on a
sample surface are thus fully contained in this standing wavefield.
Varying the grazing angle θ or the photon energy around the Bragg condition changes the

phase difference between the incoming and reflected X-ray beam by π. At the same time, the
high reflection range of the solid’s reflectivity curve is traversed. This essentially moves the
planar standing wavefield along the z-axis of the sample lattice. When the maximum intensity
is located in the vertical center of the overlayer, as depicted in Fig. 4.7b, the X-ray photons are
absorbed and trigger a photoemission process. A hemispherical analyzer subsequently detects
the photoelectrons and, thus, one is able to gain element specific information in combination
with the overlayer location relative to the substrate diffraction planes.
In general a characteristic photoelectron yield YA(θ,Eph) of an element A is recorded as func-

tion of scattering angle or photon energy. With neglected multipole contributions the photoelec-
tron yield can be expressed as:

YA(θ,Eph) ∼
∫
ρ(r)I(θ,Eph, r)dr , (4.25)

where ρ(r) and I(θ,Eph, r) are the spatial distribution of the photoemitter of element A and the
standing wavefield intensity at position r, respectively. This intensity results from the sum of
the incident and scattered X-ray waves with amplitudes E1 and E2, respectively:

I = |1 + (E2/E1) · exp (−2πiH · r)|2 , (4.26)

where H · r = z/dH and z is the perpendicular distance of the photoemitter with respect to
the diffraction planes separated by dH . The reflectivity R = |E2/E1|2 and the phase difference
between incoming and reflected X-rays, Φ, simplifies Equation 4.26 to:

I = 1 +R+ 2
√
R · cos (Φ− 2πz/dH) . (4.27)

Atoms of an overlayer can generally be found in different positions, for example, when affected
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4.4 X-ray standing wave

by lattice vibrations, statistical disorder, or simply because different lattice sites are occupied.
This position distribution f(z) is incorporated into Equation 4.27, which yields:

I = 1 +R+ 2
√
R

∫ dH

0
f(z) · cos (Φ− 2πz/dH)dz

= 1 +R+ 2
√
Rfco · cos (Φ− 2πD/dH) .

(4.28)

In Equation 4.28, fco and D describe the coherent fraction and coherent position, respectively.
Both parameters dictate the structural dependence of the measured photoelectron yield function
given in Equation 4.25 and are determined by fitting the experimental data. Assuming a singly
occupied layer with no disorder and a certain distance to the sample, fco becomes one and the
coherent position is defined by the actual bonding distance.
For the investigation of the In monolayer presented in Chapter 8, the (0004) diffraction plane of

the 4H-SiC(0001) substrate was used. The XSW experiment was conducted in normal incidence
geometry at the I09 beamline at the Diamond Light Source (United Kingdom).
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5 Al on SiC(0001): Growth and
Characterization

In this chapter, it is shown that Al high-coverage phases form a triangular and rectangular
surface reconstruction with a surprisingly large unit cell. Their distinct LEED pattern is brought
into accordance with the lattice structure found in STM. After thermal treatments, quasi-1D
structures emerge on the surface that are similar to the herringbone reconstruction from Au(111).
With the help of the latter, a first structural model for the quasi-1D Al phase is proposed. A
(
√

3×
√

3) lattice, i.e., the Al buffer layer, could not be found experimentally. All phases presented
here are unknown in the literature.

5.1 Experimental prearrangements and growth process

For the growth, an Al foil of 99.999% purity was used. Prior to the growth process, the Al
effusion cell was ramped up to 1075 °C and kept there for approximately 2.5 to 3 hours. Due to
the large temperature difference between the melting points of Al (660 °C [82]) and oxidized Al
(e.g. Al2O3: 2054 °C [83]), this preheating step effectively clears the surface of the Al melt by
moving the solid oxidized content aside. This minimizes Al oxides in the molecular beam that
would impinge on the SiC surface. Also, the molten Al material is known to tend to creep out
when it wets the crucible walls. The cold lip at the upper end of the crucible (see, e.g., Ref. [84])
prevents further damage of the effusion cell and the UHV system in general.

The growth process of Al on SiC comprises of a two-step approach where the sample’s temperature-
time profile is depicted in Fig. 5.1. In each of the steps, the hydrogen passivation of the SiC
surface was removed by heating the substrate with direct current to approximately 600 °C and
kept constant for t1 = 1 min. This process step is kept short to prevent the generation of a Si-rich
(
√

3×
√

3) reconstruction of the SiC substrate, which also occurs at such elevated temperatures
[56, 85]. Other studies determined that this thermal treatment effectively desorbs the hydrogen
coverage from the substrate resulting in an unreconstructed SiC(0001) surface [56, 85, 86].

Only after removal of this passivation layer is it possible to have the Al adlayer covalently
bonded to the substrate. Simultaneously, Al is continuously evaporated on to the sample. Due
to holding the sample at such high temperatures and having the hot Al effusion cell in close
distance, Al atoms are too mobile to adhere to the substrate surface, which prevents the formation
of a closed film. Therefore, the substrate temperature was lowered to roughly 250 °C in an Al
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Figure 5.1: Substrate’s temperature-time profile during two Al growth steps – For hydrogen desorption
the sample was heated to 600 °C with a direct current ramping rate of ∆ = 0.05 A s−1 and kept at that temperature
for 1 min (t1). Al accumulation took place in two subsequent process steps for 5 min and 10 min (t2) at 250 °C.
This forms uniformly closed Al films.

accumulation step. In a t2 = 5 min (first growth step) and 10 min (second growth step) long
process, most of the Al enrichment took place. Two enriching steps are necessary to form well-
ordered Al surface lattices over long ranges, as it will be presented below. The formation of such
lattices is also promoted by the temperatures used here, which sufficiently activate Al atoms on
the surface.

5.2 Triangular and rectangular Al high-coverage phase

5.2.1 Analysis of Al-induced LEED pattern

After the growth procedure and an annealing step at 400 °C for two minutes to desorb loosely
bound surface contaminants, the sample was characterized by LEED (see Fig. 5.2). As depicted
in Fig. 5.2a, the intense but broad diffraction spots suggest a thin and insufficiently ordered Al
overlayer with no characteristic surface reconstruction. The LEED pattern represents essentially
the SiC(0001) substrate (cf. Fig. 5.2b) with its characteristic spots highlighted by red circles.
Only after the second Al deposition additional bright spots (green circles) next to the most intense
diffraction spots emerge (see Fig. 5.2b). The symmetry of the pattern follows the substrate
surface and is marked by the unit cell (red dashed rhombus).
A more detailed insight can be seen in Fig. 5.2c and d, which show the LEED image of a sample

rotated by approximately 15°. The substrate-induced diffraction spot is clearly surrounded by a
hexagon-like spot arrangement, indicated by a black dashed hexagon. In between the substrate-
induced and hexagon-like spot arrangement, another bright diffraction spot appears, which is
highlighted by a white circle. In both LEED patterns the diffraction spots appear along the
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Figure 5.2: Emerging of Al-induced LEED spots – After the first Al deposition, only substrate diffraction
spots are visible in LEED (a; highlighted by red circles). Additional diffraction spots only emerge after a second
Al deposition step (b; highlighted by green circles). The most intense spots coincide almost completely with the
characteristic substrate spots, as shown by the intensity profile (e) taken along the black and red dashed lines in
both LEED images. This is indicative for a strained Al film. The small LEED image depicts a clean SiC(0001)
surface. The (0,0) spots are hidden by the electron gun. The substrate unit cell is depicted as a red dashed
rhombus in a and b. c, The LEED image rotated away from the (0,0) spot by approximately 15°, highlights the
diffraction spots of the Al surface reconstruction. d, Close-up of c shows the hexagon-like pattern (dashed black
hexagon) around the substrate-induced diffraction spots. An additional bright spot appears (white circle) close to
this substrate-induced spot in the center. e, Intensity profile from the LEED images in b. A slight misalignment
of the sample distance to the LEED setup is attributed to the deviation of a complete fusion of the diffraction
spots.

high-symmetry directions and around the substrate-induced LEED spots more intensely than
elsewhere in reciprocal space. This could be due to a structure factor that modulates the intensity
distribution within the diffraction pattern [62]. Further insights could be provided by the spot-
profile analysis LEED (SPA-LEED) technique. However, this was not the focus here. Overall, the
sharpness and the low level of background intensity of the LEED pattern suggest an atomically
well- and long-range ordered Al-induced surface reconstruction.

An XPS analysis of a representative sample also demonstrates the high growth quality, where
only characteristic Al and substrate core-level peaks are found. The Al coverage is estimated
by XPS to approximately ΘML ≈ 2.2 ML (see Sec. A.1 for full XPS analysis). Thus, the rather
long Al deposition steps during the growth lead to the formation of an Al high-coverage phase
on SiC(0001). The attenuated substrate-induced LEED spots shown in Fig. 5.2b also indicate a
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5 Al on SiC(0001): Growth and Characterization

thicker Al layer.
Taking an intensity profile along the black and red dashed line, depicted in Fig. 5.2e, shows

that the most intense spots coincide almost completely with the substrate-induced spots. The
deviation from complete fusion of the diffraction spots is attributed to small misalignments of the
sample distance to the optical LEED setup. The present fusion is indicative of a strained Al film.
A relaxed Al(111) overlayer on the other side exhibits a lattice constant of 2.85Å (bulk value)
[87]. In this case, the distance between the diffraction spots of the corresponding LEED pattern
would be approximately 7.4% larger compared to the substrate. Interestingly, the characteristic
bright spot next to the main substrate-induced one is also clearly visible in the black intensity
profile in Fig. 5.2e. It is important to note that both LEED images in Fig. 5.2b were taken at
the same electron energy.

5.2.2 Investigation of the Al surface lattices at the atomic scale
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Figure 5.3: Triangular and rectangular Al phases in STM – a, STM overview scan displays large substrate
terraces covered with the two most prominent coexisting surface reconstructions: the triangular (b and c) and
rectangular Al phase (d and e). Their lattice parameters and unit cells are illustrated in c and e. The height
profiles of the triangular and rectangular phases taken along the colored lines in c and e are depicted in f and g,
respectively.
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5.2 Triangular and rectangular Al high-coverage phase

To get a more comprehensible picture of the Al reconstruction and to understand the resulting
LEED pattern, the surface topography was investigated by STM. The overview topography
image displayed in Fig. 5.3a shows large substrate terraces covered with Al. Step heights and
edges are analyzed in detail in Section A.2, and referred to in the following. Characteristic for
the 4H-SiC(0001) substrate unit cell, the step heights are in the range of approximately 5 to
10Å, although a first indication of an Al film thickness is present. Additionally, the terrace edge
geometry reflect the threefold symmetry imprinted by the SiC(0001) substrate.
Close-ups taken at different positions in the overview scan reveal two prominent and coexisting

Al phases: the triangular phase in Fig. 5.3b and the rectangular Al phase in Fig. 5.3d. The unit
cell dimensions of both phases were found to be surprisingly large (see Fig. 5.3c and e) and
are presented in Table 5.1. Atomically resolved STM topography images of both phases, which
would provide information about the structural configuration at the atomic level, could not
be obtained. Both phases occur basically everywhere on the sample surface, irrespective of a
temperature gradient of about 10 to 15 °C during growth.

Triangular Al phase
aT (Å) bT (Å) αT (deg)

41.52± 1.25 41.52± 1.25 59.1± 1.0

Rectangular Al phase
aR (Å) bR (Å) αR (deg)

23.46± 0.70 36.64± 1.10 87.4± 1.0

Table 5.1: Unit cell dimensions of the triangular and rectangular Al phases from STM – All items
listed here are depicted in and taken from Fig. 5.3c, e-g.

5.2.3 Emergence of the diffraction pattern

Upon determining the geometrical properties of the unit cells, it is now possible to trace the
diffraction pattern observed in LEED and understand its formation. The unit cell geometries
from Tab. 5.1 are utilized to simulate the respective LEED pattern with the LEEDpat software
[88] and are illustrated in Figure 5.4. A lattice constant of 3.07Å [42] and the hexagonal space
group P63mc [89] is assumed for the underlying substrate surface.

To confirm the simulated diffraction patterns of each Al phase, they are overlayed with Fourier-
transformed and symmetrized STM data of the triangular and rectangular Al phases from
Fig. 5.3c and e, respectively. Since the macroscopic electron spot averages spatially over multiple
domains in the experiment (see for example Fig. 5.5c), the 2D fast Fourier transform (FFT) pat-
terns are symmetrized by 120◦ to account for the threefold-symmetric substrate. Along the same
line, all possible domains are included in the simulation. As can be seen in Fig. 5.4b and d, both
simulated LEED pattern fit well to the 2D FFT images. A commensurate surface reconstruction
of

MT =
(

14 0
14 14

)
and MR =

(
5 9
−12 0

)
(5.1)

for the triangular and rectangular Al phase is identified, respectively. The absolute values of
the unit cell dimensions listed in Tab. 5.1 would result in decimal matrix entries in Eq. 5.1.
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Figure 5.4: Diffraction patterns of triangular and rectangular Al phases – a-d, The symmetrized 2D
FFT images based on Fig. 5.3c and e agree well with the respective overlayed and simulated diffraction patterns.
The surface reconstruction is expressed in matrix notation in Eq. 5.1. For the simulated diffraction pattern, the
underlying substrate lattice is assumed to have a lattice constant of 3.07Å [42] and the hexagonal space group
P63mc [89]. The unit cell dimensions for the Al adlayer was taken from Tab. 5.1. e-f, The superposition of
simulated LEED patterns derived in a-d yield a hexagon-like spot arrangement around substrate-induced spots
(black dashed hexagon). The zoom-in (f) shows a concentric spot arrangement within this hexagon. g, The
simulated LEED pattern laid on top of the experimental one from Fig. 5.2d agree well. Both coexisting Al phases
therefore form the observed LEED pattern.

Measurement uncertainties from STM are therefore taken into account by rounding these entries
to the nearest integers. The lattice constants of the reconstructions derived in Eq. 5.1 yield
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5.2 Triangular and rectangular Al high-coverage phase

a∗T = 42.98Å, a∗R = 23.98Å, and b∗R = 36.84Å. The values are, except for a∗T , within the error
bars of the values presented in Tab. 5.1. Although, even a∗T is still close to the upper error bar
of aT .
A superposition of both identified simulated diffraction pattern is further generated (see

Fig. 5.4e, f). Around the center of the first- and higher-order Brillouin zones, a hexagonal
spot arrangement emerges (black dashed hexagon) that reproduce the observed LEED pattern
to a great extent. And indeed, the superposition of both simulated diffraction pattern agrees well
with the LEED image from experiment, as can be seen in Fig. 5.4g. Also the concentric arrange-
ment of spots around the substrate-induced main spot in the center, fits to the experimental
data well
Hence, the LEED image is a product of both Al-induced reconstructions coexisting on the

sample surface, in accordance with the STM data shown in Fig. 5.3. Interestingly, the bright
spot (small red circle in Fig. 5.4g) next to the main spot in the center, originates in the triangular
Al phase. Compared to the simulated diffraction pattern, many spots in the experimental LEED
image are absent. As mentioned previously, this could possibly be due to a kinematic structure
factor.

5.2.4 Other rarely occurring Al phases

In addition to the described triangular and rectangular reconstruction, Figure 5.5 illustrates other
rarely occurring Al phases that are also observed on the surface of one sample. These phases
occurred directly after Al deposition. The overview STM topography image in Fig. 5.5a shows
large substrate terraces with different surface reconstructions. The least frequently occurring
Al phase is the distorted triangular reconstruction depicted on the right side of Fig. 5.5b. It is
directly adjacent to the triangular phase and separated by a domain wall.
On length scales of several hundred nanometers, a triangular-like Al reconstruction, shown in

Fig. 5.5d, appears. This phase is called triangular-like to avoid confusion with the triangular
Al phase. The lattice constant of (44.01 ± 1.32)Å for the triangular-like phase is of the same
order of magnitude as that of the triangular and rectangular Al phase. In addition, the height
distribution across the triangular and triangular-like reconstruction reveals (1.37 ± 0.14)Å (see
Fig. 5.5e and f), which differs significantly from substrate step heights dictated by the unit cell.
Hence this value indicate the film thickness of the triangular Al phase. However, corrugation
values from STM generally depend on the tunneling parameters used and the local electronic
structure of the surface, which prevents an unambiguous thickness determination here. No traces
were found in LEED that would indicate Al phases other than the triangular and rectangular
reconstructions. This is probably due to the seldom occurrence of the Al phases on the sample
discussed here.
Furthermore, different domains of the rectangular phase, each rotated by a 120◦, are found,

which reflect the threefold symmetry imprinted by the substrate surface.
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Figure 5.5: Rarely occurring Al phases in STM – a, The overview STM image host two rarely observed
Al phases shown in b and d. Due to their seldom occurrence, a characteristic LEED pattern could not be
identified. b, A patch of a triangular (left) and a distorted triangular Al phase (right) separated by a domain
wall. c, A rectangular phase with different domains induced by the substrate symmetry. d, The triangular-like Al
phase is well-ordered on a scale of hundreds of nanometers and appears significantly different than the triangular
Al reconstruction. e, The step height between a triangular-like and triangular Al film patch indicates a layer
thickness of the latter Al phase. f, Height profiles along the black and red line in d and e, respectively.

5.3 Quasi one-dimensional Al phase

5.3.1 The striped Al-(7×
√

3) reconstruction in STM

After annealing at 500 °C for approximately 30 min, the Al coverage start to reduce and larger
patches of less covered SiC appear, as indicated by black arrows in Fig. 5.6a. However, on some
terraces the triangular and rectangular Al high coverage phases seem to be present (see Fig. 5.6b
and g).
Upon closer inspection, however, the rectangular phase is now interrupted over a large area, as

can be seen particularly well in Fig. 5.6b. Changing to the occupied states uncovers linear, quasi-
1D stripes that separate domains of the rectangular phase (see Fig. 5.6c). When extrapolated
diagonally through the rectangular unit cell (white dashed line), the quasi-1D stripes appear to
connect directly to another domain of the rectangular phase. In a small section, the rectangular
phase also seem to wind around a defect and form a vortex-like feature, which is highlighted by
a dashed white circle in Fig. 5.6c and d.
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Figure 5.6: (7×
√

3) quasi-1D Al phase at the atomic scale – a, Annealing at 500 °C for approximately
30 min led to Al desorption and the creation of larger patches of less Al coverage (black arrows). The triangular
(g) and rectangular Al phase are still present, although the latter exhibits disconnected domains that are well
visible in b. c, Changing the bias voltage reveals a quasi-1D Al phase within those separated areas, that extends
diagonally (dashed white lines) through the rectangular unit cell (black rectangle) to another domain. d, The
dashed and solid white arrows mark two areas of different heights within the pairwise feature. In addition, a
vortex-like winding of the rectangular phase around a defect (dashed white circle) is present. e, High-resolution
close-up of the quasi-1D phase. The red and gray line profiles (depicted in f) determine the (7 ×

√
3) unit cell

(black rectangle) of this quasi-1D Al phase. The black arrow indicates a zigzag-like corrugation on either side of
the double-row.

Interestingly, the areas in between the pairwise stripes are on two different height levels. Here,
a deep trench clearly separates a double-row of the quasi-1D phase, as indicated by the solid and
dashed white arrow in Fig. 5.6d and e, respectively. At other bias voltages, a zigzag-like formed
corrugation on either side of the double-row marked by a black arrow can be identified (see
Fig. 5.6e). The lower-lying trench in between however reveals a zipper-like structure (solid white
arrow in Fig. 5.6e). With the height profile in red and gray shown in Fig. 5.6f the dimensions
of the unit cell are determined to be (21.07± 0.63)Å and (5.34± 0.16)Å. Along with the other
found Al phases on SiC, the quasi-1D phase also exhibits a surprisingly large surface lattice
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5 Al on SiC(0001): Growth and Characterization

constant perpendicular to the pairwise features. With respect to the SiC(0001) surface lattice
constant, this periodicity represents a factor of 7, whereas a factor of

√
3 is found in between the

double-row parallel to the stripes. Thus a commensurate surface reconstruction of (7 ×
√

3) on
SiC(0001), depicted as a black rectangle in Fig. 5.6e, is identified.

5.3.2 Similarities with the Au(111) herringbone structure

In the following, the focus lies on understanding the occurrence of this new Al phase. These
pairwise, quasi-1D structures have some striking similarities with the well-known herringbone
reconstruction on the Au(111) surface [90–93]. The most obvious similarity is the pairwise,
atomically corrugated structure separated by a deep trench, as observed in STM. But also the
height of the double-row marked by the black arrow in Fig. 5.6e is with roughly 15 pm (see red
height profile in Fig. 5.6f) close to the (20± 5) pm observed for Au(111) [91].
Due to these striking similarities, the key mechanism that forms the herringbone reconstruction

will be transferred and adapted to the Al lattice of the quasi-1D phase in the following. In doing
so, a first structural model can be proposed.
The driving force behind the formation of the herringbone reconstruction is that 23 Au atoms

on the surface are sitting on top of 22 atoms of the second layer [91, 94]. Due to the result-
ing uniaxial compression along one direction, Au atoms occupy on the surface both hexagonal
close-packed (hcp) and face-centered cubic (fcc) sites and, thus, forming a (22×

√
3) surface re-

construction [92–94]. Au atoms in transition regions between a fcc and hcp stacking domain are
arranged fairly compact, which forces them to occupy a vertically elevated position with respect
to the surface plane [93]. The sequence of fcc and hcp regions lead then to the characteristic
pairwise structures, i.e., the herringbone reconstruction [94].

5.3.3 Proposing a first structural model for the quasi-1D Al phase

Adapting this principle on a commensurate Al overlayer on SiC(0001) is schematically illustrated
in Figure 5.7. Here, Al atoms on the surface are either located on the hcp (left, blue spheres)
or fcc sites (right, red spheres). The underlying strained Al lattice (gray spheres) adapts the
SiC(0001) registry. In the transition regions, highlighted by the overlapping backgrounds, both
domains coalesce leading to densely packed Al atoms. In regions marked by yellow boxes, this
dense packing generates a corrugated topography, i.e., the striped features observed in the quasi-
1D structure, which bears a resemblance to the herringbone structure. The white arrows mark
Al atoms occupying the characteristic edges of the transition regions. Furthermore, the distance
between the center of these close-packed regions represent exactly the

√
3 factor of the substrate

surface lattice constant, which was determined in Fig. 5.6f (gray height profile).
The transition regions occur pairwise within the (7 ×

√
3) unit cell that spans perpendicular

across a hcp and fcc stacking domain, respectively (see Fig. 5.6e). However, there are essentially
two different ways of forming the identified pairwise quasi-1D features. Either both stacking
domains share the total unit cell length equivalently, i.e., 3.5 unit cell lengths for both a hcp
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5.3 Quasi one-dimensional Al phase

hcp fcc

Transition
region

√3aSiC

Figure 5.7: Design principle behind the proposed structural model for the quasi-1D Al phase –
Schematic illustration of the transition from Al atoms occupying hcp (left side, blue spheres) to fcc sites (right
side, red spheres) on the surface of a Al lattice (gray spheres) commensurable with SiC(0001). Yellow boxes mark
the particularly densely packed Al atoms in the transition region, which form the striped features of the quasi-1D
phase. They are periodically separated by

√
3 · aSiC (cf. gray height profile in Fig. 5.6f). White arrows highlight

Al atoms at the edge of the transition region. This design principle depicted here is inspired by the herringbone
structure from Au(111) and serves as basis for the proposed structural model. After [95].

and fcc region or as the herringbone structure on Au(111) favors [91], a slightly smaller hcp
region compared to its fcc counterpart. Both scenarios are illustrated in Fig. 5.8b and e with the
(7×

√
3) unit cell indicated as dashed black box.

After the design principle of both structural models is understood, they will be overlayed with
high-resolution topographic STM images from two different regions, as depicted in Fig. 5.8c-g.
The shape of the close-packed parts in the transition regions agree well with the STM data. In
addition, the lattice periodicity in between the quasi-1D features correspond particularly well
with the experimental observation. The two regions depicted in the STM data are only a few
nanometers apart (see Fig. 5.8h). Therefore, it seems that both models occur simultaneously
and are equally present on the surface.
The sharp diffraction spots of the symmetrized 2D FFT from Fig. 5.8h coincide well with

the simulated diffraction pattern of the (7 ×
√

3) unit cell, as can be seen in Fig. 5.8i. For the
simulation, the unit cell dimensions derived in Fig. 5.6e, f are used. The well-matching diffraction
patterns further support the characterized geometry and dimensions of this unit cell. However
some spots, in particular close to the center, are missing in the 2D FFT image. A possible
explanation could be the local electronic contribution that alters the tunneling signal in STM,
since Figure 5.8h does not necessarily represent the atomically resolved structure. Thus, the
corresponding 2D FFT pattern in Fig. 5.8i lack structural information. Atomic force microscopy,
for example, would provide here a much better insight of the topography at the atomic level. The
unit cell can then be mapped more accurately, allowing for more detailed structural analysis, for
example. This could uncover internal symmetry operations, such as glide reflections that would
also affect the simulated diffraction pattern.
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Figure 5.8: Proposed structural models for the quasi-1D Al phase – a, Schematic illustration from
Fig. 5.7. b, Equally large hcp and fcc regions form the 3.5/3.5 unit cell structural model. c-d, Overlay of the
structural model from b and constant current STM topography scans. e, Slightly larger fcc region compared to hcp
lead to the 3.0/4.0 unit cell structural model. f-g, Overlay of the structural model from e with constant current
STM topography scans. The (7 ×

√
3) unit cell is depicted as a dashed black rectangle in b-g. h, STM image

from Fig. 5.6e highlights two regions in which the structural models occur. i, Symmetrized 2D FFT data of h
overlayed with the simulated diffraction pattern of the (7×

√
3) reconstruction (red circles) underpin the correctly

identified geometry and dimensions of this unit cell. For the simulation, the substrate surface lattice constant was
assumed to be 3.07Å [42] with a hexagonal space group symmetry of P63mc [89]. j, Simulated LEED pattern of
the triangular Al phase entirely mask the pattern of the quasi-1D phase. The coexistence of both phases leads to
the indistinguishability of both patterns in LEED. Figure in a, b, and e after [95].

Nevertheless, a clear indication of this Al phase could not be found in LEED. One possible
explanation is that all diffraction spots of the quasi-1D phase coincide with those from the
triangular Al phase (see Fig. 5.8j). Since both phases coexist on the sample surface, the diffraction
pattern of both phases can not be distinguished after LEED spatially averages the sample surface
on a macroscopic scale. Another possibility is that this phase occupies only a small fraction on the
sample surface, which results in low-intense diffraction spots in LEED. Overall, a first potential

44



5.4 Annealing of Al/SiC(0001)

structural model of the quasi-1D Al phase is proposed, which fits well to the obtained STM data.

5.3.4 Quasi-1D structures of metal adlayers – A literature overview and
comparison

Interestingly, heteroepitaxial growth of metal films in the (multi-) monolayer regime on metallic
as well as semiconducting substrates form similar striped corrugations on the surface. Famous
examples are Cu on Ru(0001) [96–98], Fe, Co, and Cr on Re(0001) [99], and Pb on Ge(111) and
Si(111) [100]. In the case of, e.g., Cu/Ru(0001) the strain induced by the lattice mismatch is
reduced in the second layer by forming periodic unidirectional misfit dislocations similar to the
herringbone structure on Au(111) [96, 98]. The free energy of such a surface system depends
on the adsorbate-substrate coupling strength and the strain induced by their respective lattice
mismatch [101, 102]. By minimizing this free energy a self-organization of the heteroepitaxial
grown films can occur in theory with the formation of a striped, honeycomb, and triangular
structure on length scales of up to a micrometer [101, 102]. The periodic length scale of the
striped superstructure crucially depends on the strain and coupling strength and increases with
the latter parameter [102].
Due to a lattice constant of 2.85Å of a bulk Al(111) layer [87], the Al film on SiC(0001) exhibits

a lattice mismatch of approximately 7.4% and is, thus, tensile strained (cf. Fig. 5.2b and e).
Hence, the quasi-1D Al phase is likely to result from an interplay of a yet unknown coupling
strength of the Al overlayer with the SiC(0001) substrate and their lattice mismatch. In addition,
the theoretical model derives a honeycomb pattern under certain conditions, where atoms occupy
alternately fcc and hcp lattice sites [102]. The resulting structure resembles strongly the observed
triangular Al phase.

5.4 Annealing of Al/SiC(0001)

In order to explore potential lower Al coverage phases, the Al-SiC sample was annealed in
several, successive steps in a temperature range of 500 to 630 °C for 100 min in total. Similar
desorption temperatures to obtain low-coverage Al phases on Si(111) are reported in literature
[103, 104]. After every annealing step the surface reconstruction was characterized by LEED.
The high annealing temperatures generally lead to more intense and sharper diffraction spots
(cf. Fig. 5.2b-d), as shown in Fig. 5.9a. However, the characteristic bright spot of the triangular
Al phase is absent, as indicated by a black circle in the close-up sections. The surface at the
atomic scale indeed reveals no trace of the triangular phase and only shows the rectangular
phase present on large substrate terraces (see Fig. 5.9b). Some traces of the previously described
quasi-1D structure were also found. Moreover, the sizes of the patches (black arrows) increase
with annealing at such high temperatures, compared to milder annealings before (cf. Fig. 5.6a).
This underpins that the Al coverage reduces significantly during the thermal treatment. The
triangular phase could exhibit thus a higher coverage than the rectangular phase. A stronger
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Figure 5.9: Al desorption after annealing – a, LEED pattern rotated by approximately 15° of a sample
after several annealing steps between 500 and 630 °C. Hexagonally arranged diffraction spots appear around the
substrate induced ones (red circles), whereas the characteristic bright spot of the triangular Al phase (black circles)
is absent. b, In accordance, the STM scan exclusively reveals the rectangular phase on a large scale. The thermal
treatment also forms larger holes in the Al film (black arrows) indicative of a significant Al desorption. c, Blurred
and low in intensity, hexagonally arranged diffraction spots (green circles) after annealing between 630 and 850 °C.
Strong thermal treatments result in a highly disordered surface at the atomic scale as confirmed by STM (d). No
further Al phases in the low-coverage regime are discovered. Also additional, unassignable diffraction spots appear
(blue circle).

binding of the Al atoms to the substrate could also be present in the rectangular phase.

With further, successive annealing steps at temperatures between 630 and 850 °C for 80 min,
the formerly sharp and relatively intense LEED spots induced by the rectangular Al surface re-
construction drastically start to blur out and lose intensity (see green circles in Fig. 5.9c). New,
unassignable diffraction spots emerge, which are marked by a blue circle. In between all these
annealing steps the sample was characterized by LEED without any significant change of the
diffraction pattern. As already expected from the LEED pattern, the surface at the atomic scale
is highly disordered without long-range atomic order (see Fig. 5.9d). These high temperatures
ultimately lead to a disintegration of the Al lattice on the SiC surface without forming further
Al low-coverage phases. Therefore, the Al buffer layer, i.e., the Al-(

√
3 ×
√

3) lattice, could
not be experimentally obtained. However, in general, this is not a proof of its non-realizability.
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5.4 Annealing of Al/SiC(0001)

Nevertheless, the absence of any structural evidence may still indicate a thermodynamically un-
stable lattice in experiment. The Al buffer layer could for example represent a local but not a
global energetic minimum in the DFT calculation from Ref. [27]. The LEED pattern in Ref. [27]
demonstrated the successful realization of a Al buffer layer on SiC may have also originated from
a Si-rich (

√
3×
√

3) reconstruction of the SiC substrate [56]. This could have been created during
a thermal treatment of the Al/SiC sample.

In summary, various surface reconstructions of a fairly thick and strained Al overlayer on
SiC(0001) were first discovered and structurally characterized by LEED and STM. Surprisingly,
in contrast to common adlayer systems, the observed surface unit cells of the triangular, rect-
angular, and quasi-1D Al phase are gigantic. Interestingly, the latter phase shows structural
resemblance to the characteristic herringbone reconstruction from Au(111), with which two in-
equivalent structural models were derived. Both fit to the STM topography in two respective
regions well. The formation of the quasi-1D Al phase could likely be the result of an interplay of
the Al overlayer and the SiC(0001) substrate with unknown coupling strength and their lattice
mismatch. Similar structures are reported for other heterostructure systems of metal adlayers
on metallic and semiconductor substrates [96–100]. Therefore, the triangular, rectangular, and
the other rarely occurring Al phases can also most likely be a product of the strained Al lattice
on SiC(0001).
All derived Al surface unit cells or even structural models in the case of the quasi-1D phase,

however, are not fully established. With all the uncertainties in the lattice parameters given by
crystalline imperfections and dislocations, other potential surface reconstructions are in principle
possible. Furthermore, the STM topography signal depends strongly on the electronic states
close to the surface. This could also lead to incorrect interpretations of the lateral atom position
within and the dimensions of the unit cells. Since the experimental realization of an Al buffer
layer eventually did not match the theoretical predictions, the focus was set to In.
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6 In on SiC(0001): Growth and
Characterization

In this chapter the structural and spectroscopic characterization of In surface reconstructions
in the high coverage regime (ΘML ≈ 2 − 3 ML) are presented. The In-(7 × 7), -(6 × 4

√
3),

and -(4
√

3 × 4
√

3) phase exhibit strong metallic character in STS and ARPES. Interestingly,
the lowest observed reconstruction forms a triangular In-lattice following the substrate lattice
periodicity and surprisingly exhibits linearly dispersing bands at the K points of the Brillouin
zone. This eventually leads to the discovery of a novel QSHI, which will be thoroughly analyzed
theoretically and experimentally in Chapters 7 and 8. An In buffer layer, however, could not be
found in experiment. All data presented here were collaboratively acquired with Jonas Erhardt
and are published in Ref. [105].

6.1 Experimental prearrangements and growth process

The In deposition took place in a similar fashion as the Al growth described in the previous
chapter (cf. Fig. 5.1). Here, the source material was ultra-pure In droplets (99.9999 % purity),
which were evaporated at 770 °C in an effusion cell. To ensure complete hydrogen desorption from
the SiC substrate and thus the formation of a large, well-ordered, and defect-free In overlayer,
the entire growth process was repeated seven times. During the In enriching process steps of
about 5 min, the temperature was held at 250 °C to increase the mobility of In atoms on the
surface. As the first goal was to investigate high-coverage phases, In was allowed to accumulate
for 60 min during the last growth step.

6.2 Metallic In-(7× 7) and -(6× 4
√

3) high-coverage phases

Structural characterization with LEED and STM

Subsequent to the growth procedure, the sample was characterized by LEED and STM. The
results are depicted in Figure 6.1. The overview STM topography image in Fig. 6.1a reveals wide
substrate terraces covered with a uniform In overlayer of high structural quality. Figure 6.1b
presents a clear (7 × 7) surface periodicity with sharp spots and a low degree of incoherent
scattering from LEED, in line with the STM image from Fig. 6.1a. The intense spots also indicate
a strong atomic scattering potential at the surface. This influences the electronic structure as
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Figure 6.1: In-(7 × 7) and -(6 × 4
√

3) lattices characterized by LEED and STM – a, The overview
constant current STM image after the growth shows large-scale In covered substrate terraces. b, The LEED image
and the intensity profile along the black line expose a (7× 7) diffraction pattern, which is aligned to the substrate
surface periodicity. A dashed red and blue rhombus indicate the substrate’s and overlayer’s unit cell, respectively.
c, A close-up of the In overlayer shows the two coexisting main surface reconstructions: the (7 × 7) (left) and
(6 × 4

√
3) (right). For comparison, the substrate unit cell, not drawn to scale, is depicted in black on top of the

STM image. d, e, Corrugation profiles from c demonstrate the sizes of the respective unit cells.

well, which will be demonstrated further below. Both the substrate and the (7× 7) unit cell are
aligned with each other, as can be seen by the red dashed and blue unit cell.
However, at closer inspection this overlayer consists of two different but coexisting surface

reconstructions as depicted in Fig. 6.1c. The height profiles taken along the black lines of
both the left and right side are shown in Fig. 6.1d and e, respectively. Lattice constants of
a(7×7) = (22.52 ± 0.68)Å and b(7×7) = (22.27 ± 0.67)Å are found on the left side of the image,
both of which are particularly close to seven times the SiC(0001) surface lattice constant. Hence,
the (7×7) surface reconstruction, known from LEED, is present on the left half of Fig. 6.1c. The
height profiles of the adjacent lattice uncovers lattice constants of a(6×4

√
3) = (19.02±0.57)Å and

b(6×4
√

3) = (21.97±0.66)Å. Here, a(6×4
√

3) is roughly a factor of six larger than the substrate unit
cell, which is depicted in black on top and follows the dashed line of the (1× 1) periodicity. This
unit cell further highlights the 30° rotation of the b(6×4

√
3) vector with respect to the two lattice

vectors of the In-(7× 7) phase. The length of b(6×4
√

3) must therefore be an integer multiple of
√

3 to be commensurable with the SiC(0001) surface lattice, and is finally determined to be 4
√

3.
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6.2 Metallic In-(7× 7) and -(6× 4
√

3) high-coverage phases

The unit cell on the right side of Fig. 6.1c therefore becomes (6 × 4
√

3R30°), in the following
(6× 4

√
3).

A thermal gradient of about 10 to 15 °C along the sample during growth is attributed to the
formation of the different In-phases. The gradient also determines the surface ratio between both
phases. Depending on the position on the substrate, only one of these surface reconstructions
are present on a scale of approximately 50 to 100 nm, as can be seen in Fig. 6.2a, b. The
LEED image shown in Fig. 6.1b was therefore taken in a region where predominantly a (7× 7)
periodicity occurs. However, when the fairly large electron spot (∼ 1 mm in diameter) averages
spatially over regions where both the (7× 7) and (6× 4

√
3) lattices occur on large scales, both

phases contribute to the resulting diffraction pattern (see Fig. 6.2c). This is particularly evident
when the simulated diffraction pattern of both In surface lattices are superimposed with the
LEED image, where the simulated pattern agree well with the characteristic LEED spots of both
reconstructions.
Interestingly, the threefold-symmetric substrate surface offers the (6 × 4

√
3) lattice three dif-

ferent adsorption configurations, each rotated by 120°. A domain wall emerges at the interface of
these domains, which is highlighted by white arrows in Fig. 6.2b. On the contrary, the In-(7×7)
lattice is not rotated with respect to the substrate leading to a single adsorption configuration
and, hence, no domain wall formation. Occasionally, small regions of a (7 × 7) reconstruction
within a (6× 4

√
3) matrix are found, marked by a red arrow in Fig. 6.2b.

XPS measurements confirm the high chemical quality of the In overlayer, in which no spectro-
scopic signatures other than indium and SiC were found (see detailed XPS analysis in Sec. B.1).
Moreover, the In coverage was estimated to be roughly 2.9 ML. This places both the (7× 7) and
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Figure 6.2: Large areas of the In-(7× 7) and -(6× 4
√

3) phase in STM and LEED – STM constant
current scans of In-(7× 7) (a) and In-(6× 4

√
3) (b). The respective unit cells are colored in red and overlayed in

the insets. White arrows highlight domain walls that form between differently oriented domains of the In-(6×4
√

3)
reconstruction. The red arrow marks a small patch of In-(7× 7) lattice surrounded by the In-(6× 4

√
3) matrix. c,

LEED image rotated away from the (0, 0) spot of a sample region in which both coexisting reconstructions were
present and overlayed with the simulated diffraction pattern. For the simulated pattern, the substrate surface
lattice is assumed to have a lattice constant of 3.07Å [42] and the hexagonal space group P63mc [89].

51



6 In on SiC(0001): Growth and Characterization

(6× 4
√

3) reconstruction in the high-coverage regime, i.e., ΘML > 1 ML.

Electronic characterization with STS and ARPES
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Figure 6.3: Metallic behavior of In-(7×7) and -(6×4
√

3) phases probed by STS – STS dI/dU spectra
of the In-(7× 7) (left) and In-(6× 4

√
3) reconstruction (right), respectively. All dI/dU curves displayed here are

derived numerically from I(U) curves recorded over a grid depicted in the insets. During data acquisition, the
feedback loop was switched off at U = 0.5 V, I = 300 pA and U = 3.0 V, I = 100 pA, respectively. The modulation
voltage of the lock-in amplifier was set to Urms = 20 mV. Spatially resolved spectra within the unit cells (depicted
in red) were averaged over several equivalent positions. The black dI/dU curves were averaged over several unit
cells.

To get a better understanding of the electronic properties of both In high-coverage phases,
STS measurements were conducted with the results illustrated in Figure 6.3. Both phases show
strong metallic behavior since close to the Fermi level, i.e., at zero bias voltage, the differential
conductance and thus the LDOS is finite, which is characteristic for metallic systems. Inter-
estingly, all STS spectra taken at different positions within the (7 × 7) and (6 × 4

√
3) unit cell

differ slightly quantitatively but follow the same curve qualitatively. Discrepancies might be due
to a spatially varying tunneling transmission coefficient. The STS signal colored in black was
averaged over several unit cells and serves here as a guide to the eye.
Since both In high-coverage phases were present on large scales with high structural quality

(cf. Fig. 6.1a and Fig. 6.2a,b), the sample was qualified to be investigated further by ARPES,
with the results illustrated in Figure 6.4. Several bands cutting through the Fermi level are
clearly evident, which render those In phases metallic, in agreement with the results from STS.
Other In high-coverage phases on Si(111) also show strong metallic character in STS and ARPES
[107–109]. The characteristic substrate valence bands of SiC(0001) are present at approximately
2 eV below the Fermi energy at and around the Γ -point as shown in Fig. 6.4a [50, 106, 110].
Interestingly, all bands primarily follow the SiC(0001)-(1× 1) substrate periodicity (see path in
reciprocal space in Fig. 6.4c). From this observation, however, a slight deviation occurs that is
described further below.
Ultra-thin layers of gallium (Ga) (2 to 3 ML thick) and In (2 ML thick) intercalated to the

graphene/SiC(0001) interface reveal a similar band situation that upon first inspection closely
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Figure 6.4: Metallic band structure of the In-(7×7) and -(6×4
√

3) phases characterized by ARPES
and STS – a, Comparison between the ARPES band map along KMΓK (path in reciprocal space illustrated
in c) and the spatially averaged dI/dU signal from the In-(7× 7) phase. The black arrows highlight pronounced
band features to compare the ARPES outcome with the literature results in Ref. [106]. b, Constant energy
contour (CEC) at the Fermi level. The electron pockets from the first and higher Brillouin zones, overlapping at
the K/K′ points, are traced in orange and are further schematically illustrated in c. Discrepancies between the
data and the orange lines are attributed to a small misalignment during tilt scans. Black circles in b highlight
discontinuities in the band arcs between K and K′ and originate in electron Umklapp processes at the In-(7× 7)
surface periodicity. Faint satellite bands close to the Fermi level around Γ originate from the unmonochromatized
He lamp. The STS spectrum was recorded with the feedback loop switched off and stabilized at U = 3.0 V and
I = 100 pA and is averaged over several (7× 7) unit cells.

resembles qualitatively the one in Figure 6.4a and b [106]. In particular, pronounced band
characteristics of the 2D-Ga and -In layer can also be found in the ARPES data of the high-
coverage In phases (highlighted with black arrows) discussed here. Among others, the intense
band dispersing across the entire Brillouin zone from the M -point over Γ to K agrees well with
the literature. Also, a steep dispersing band crossing the Fermi level close the M points can be
clearly identified. It can therefore be concluded that all additional bands, in particular the ones
close to the Fermi level, must be In-induced. Additionally, the XPS analysis for the In-(7 × 7)
and -(6× 4

√
3) reconstruction suggests a coverage that is close to the ultra-thin In and Ga films

(see Sec. B.1 for more information). On the example of graphene intercalated with a 2D Ga
film, Briggs et al. attributed the large s-orbital band Fermi velocity to the small lateral distance
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Figure 6.5: Scattering of electrons on the In-(7× 7) unit cell – a, Sixfold rotated CEC at the Fermi level
from Fig. 6.4b defines the SiC(0001)-(1 × 1) Brillouin zone (black line). A simulated Fermi surface map in red
is overlayed and agrees well with the experimental data set (see text for simulation details). b, Band map taken
along the black dashed line in a demonstrates replicated bands shifted by a (7 × 7) unit cell vector in reciprocal
space (orange arrows).

between the Ga atoms with a considerably high valence electron filling in the p-shell [106]. A
Fermi velocity of almost as high as in bulk Al or Ga arises [106]. Electronic states in the low-
energy sector can therefore essentially be described within the nearly free-electron model [106].
Due to the strong resemblance with these films, it is plausible that the In-(7× 7) and -(6× 4

√
3)

reconstructions also follow this model. Similar cases are known to occur from Pb adlayers on
Si(111) [111].
The intense In-band cutting through the Fermi level in ΓM direction in Fig. 6.4a translates

in the Fermi surface map to an electron pocket originating in the next higher Brillouin zone (see
orange highlighted Fermi arcs in Fig. 6.4b). The same applies to the next higher Brillouin zones,
which are partially occupied by electron pockets from the first Brillouin zone. The overall band
situation close to the boundary of the first Brillouin zone is schematically illustrated in Fig. 6.4c.
Upon further inspection, the Fermi surface of the electron pockets reveal some discontinuities.

In particular, between K and K ′, the arcs seem to be interrupted as highlighted by black circles
in Fig. 6.4b. This indicates electron scattering on the strong (7 × 7) surface potential, which
also affects the LEED pattern (see Fig. 6.1b). In order to reveal and highlight this scattering
effect, a CEC was simulated and overlayed. The simulation features non-shifted electron pockets
from the first and adjacent Brillouin zones that are convoluted with pockets shifted by a (7× 7)
reciprocal unit cell vector. This accounts for a first order scattering process of electrons on the
In-(7 × 7) reconstruction. All points of intersection between those shifted electron pockets and
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√

3) surface reconstruction

the initial electron pockets are represented in red. The CEC was then defined as a cut at a
specific energy through a parabolically dispersing band. As depicted in Fig. 6.5a, the simulated
CEC agrees well with the one from ARPES. Furthermore, the energy cut along the black dashed
line clearly reveals replicated bands from the K-point that are shifted by a (7×7) unit cell vector
(orange arrows) in reciprocal space. Hence the strong periodic atomic potential of the (7 × 7)
reconstruction promotes a scattering of electrons. However, signatures of an Umklapp process
induced by the In-(6 × 4

√
3) reconstruction are not resolved. Either, the atomic potential on

which electrons scatter is too weak or the amount of the In-(6 × 4
√

3) phase on the surface is
negligible compared to the In-(7× 7) lattice.
Comparing the spatially averaged dI/dU signal of the (7× 7) reconstruction with the ARPES

band structure yields a good agreement. In particular, the LDOS onset at approximately −0.8 V
and the distinct peak at roughly −2 V correspond clearly to In-induced bands, as indicated by
black dashed lines in Fig. 6.4a. Both features represent key signatures for In high-coverage
phases in ARPES and STS and are also reported for other In phases presented below. The
intense STS peak can be attributed to the high tunneling probability of electrons occupying the
fairly low dispersing In-band close to Γ . Additionally, the In-induced band along KM and the
band crossing at a binding energy of approximately 1.3 eV atK/K ′ are characteristic components
of the ARPES signal as well (see black arrows in Fig. 6.4a). The key properties identified here
are also reported for graphene intercalated with 2D-Ga and -In layers [106].

6.3 Metallic In-(4
√

3× 4
√

3) surface reconstruction

Structural characterization with LEED and STM

Motivated by the search of low coverage phases, i.e., the buffer layer, the sample was successively
annealed at a temperature of 480 °C for 5 min each. After several cycles, a new In-induced
surface reconstruction of high structural quality emerged as illustrated in Figure 6.6a, b. Similar
desorption temperatures are known from high-coverage In films on Si(111) [107–109]. The lattice
parameters are a(4

√
3×4
√

3) = (20.35± 0.61)Å and b(4√3×4
√

3) = (19.63± 0.59)Å, respectively
and are derived from the STM height profiles shown in Fig. 6.6c. The discrepancy between
a(4
√

3×4
√

3) and b(4
√

3×4
√

3) might originate from the fast and low scanning speed direction of
the STM tip. Since both values are close to a factor of 4

√
3 of the SiC(0001) surface lattice

constant, this phase is a commensurable In-(4
√

3 × 4
√

3) surface reconstruction. Like for the
(6 × 4

√
3R30°) lattice described above, the unit cell here is also rotated by 30° with respect to

the underlying substrate, which is visible particularly well in Fig. 6.8a. This characterizes an
In-(4

√
3× 4

√
3R30°) reconstruction.

Interestingly, the STM topography results shown in Fig. 6.6a and b reveal a kagome-like lattice
structure. In general, kagome lattices are per se rich on exotic physical phenomena based on
topology and correlations [112–115]. However, a characteristic spectroscopic signature, i.e., a flat
band state, was found neither in ARPES nor in STS (see Fig. 6.7a, b). Based on these results,

55



6 In on SiC(0001): Growth and Characterization

In-(7×7)
In-(4√3×4√3)

92 eV

5 nm

30 pm

0

10

20a(4√3×4√3)

b (4
√3

×4
√3

)

U = +3.0 V, I = 20 pA 

2 nm

60 pm

0

20

40

U = -0.5 V, I = 150 pA 

30

20

10

0
1086420

40

30

20

10

0

H
e
ig

h
t 
(p

m
)

Distance (nm)

b(4√3×4√3)

a(4√3×4√3)

a b c

d

Figure 6.6: In-(4
√

3×4
√

3) surface lattice characterized by STM and LEED – a, STM constant current
image of an In-induced (4

√
3×4
√

3) lattice. The height profiles are taken along the black and blue line, respectively
and are depicted in c. The unit cell with its side lengths is illustrated in red in the inset. b, STM constant current
image clearly shows the kagome-like appearance of this In-lattice, which is highlighted exemplarily by a black
kagome lattice. The (4

√
3 × 4

√
3) unit cell in red is overlayed. d, The experimental LEED pattern comprises of

a superposition of the In-(7 × 7) and -(4
√

3 × 4
√

3) reconstruction. Additional diffraction spots are highlighted
by black arrows and are characteristic for the (4

√
3 × 4

√
3) lattice, which can be confirmed after the simulated

diffraction patterns of both In phases are overlayed. For the simulated pattern, the substrate surface lattice is
assumed to have a lattice constant of 3.07Å [42] and the hexagonal space group P63mc [89]. The LEED image
was recorded by Judith Gabel, Pardeep K. Thakur, and Tien-Lin Lee [I09, Diamond Light Source (UK)].

the realization of true kagome physics in the In-(4
√

3× 4
√

3) lattice can be excluded.
A temperature gradient during annealing also defines the occupation ratio of different In phases

on the surface. The large electron spot allows for spatial averaging over a macroscopic sample
area. Figure 6.6d reveals therefore a superposition of the In-(7 × 7) and -(4

√
3 × 4

√
3) lattice

diffraction. However, the characteristic but low-intense spots of the (4
√

3 × 4
√

3) phase (see
black arrows in Fig. 6.6d) suggest a rather low surface occupation in this case.
Figure 6.8a shows the In-(4

√
3 × 4

√
3) reconstruction bordering a low In coverage phase in

STM. Here, the corrugation profile across both of the In-phases depicts a height difference of
approximately (56.3 ± 5.6) pm (see Fig. 6.8b). In addition, the coverage was estimated from
XPS to be roughly 1.9 ML, which places this phase in the high-coverage regime as well (see
Sec. B.1 for a detailed coverage analysis). With these facts at hand, a second In layer on top
of the low In coverage phase, seen in the left part of Fig. 6.8a, can be hypothesized. However,
the exact adsorption configuration and arrangement of the In-atoms within this second layer
remains elusive. A trimer-like arrangement of In atoms could be in the realm of possibility as,
for instance, was predicted in the case of In on Si(111) [116].
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6.3 Metallic In-(4
√

3× 4
√

3) surface reconstruction

Electronic characterization with STS and ARPES

To obtain a complementary picture of the electronic properties in real and reciprocal space, the
In-(4

√
3 × 4

√
3) structure was investigated by STS and ARPES. The results are combined in

Figure 6.7. Like the previously discussed In high-coverage phases, the In-(4
√

3×4
√

3) reconstruc-
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Figure 6.7: Metallic band structure of the In-(4
√

3 × 4
√

3) phase probed by ARPES and STS –
a, ARPES band structure along KMΓK compared with STS spectra (b). The STS spectra was taken from a
grid shown in the underlying constant current STM image. The faint bands around Γ close to the Fermi level
are due to satellites of the unmonochromatized He-lamp. b, dI/dU curves displayed here were averaged over the
positions schematically shown in the STM image and were differentiated numerically from I(U) curves recorded
with an lock-in amplifier. During STS data acquisition the feedback loop was switched off and the tunneling tip
was stabilized at U = 1.0 V, I = 150 pA and U = 0.6 V, I = 250 pA (inset), respectively. The modulation voltage
of the lock-in amplifier was set to Urms = 10 mV and Urms = 7 mV (inset), respectively. Due to electronic noise
a binning procedure over three adjacent data points was applied to all dI/dU curves displayed in the inset. c,
CEC at the Fermi energy shows electron pockets (orange lines) from different Brillouin zones overlapping at K.
Discrepancies between the data and the orange lines are attributed to a small misalignment during tilt scans.
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6 In on SiC(0001): Growth and Characterization

tion also shows electronic states at the Fermi level in STS and ARPES, which proves its metallic
behavior (see Fig. 6.7a-c). In addition, the STS spectra taken at different positions within the
unit cell vary only slightly quantitatively but qualitatively follow the same signal curve, as can
be seen in Fig. 6.7b. The black line represents dI/dU curves averaged over several unit cells and
serves as a guide to the eye.
The ARPES band structure and Fermi surface in Fig. 6.7a, c resembles to a great extent the

one from the In-(7 × 7) and In-(6 × 4
√

3) reconstruction described above. Electron pockets of
the first and second Brillouin zones meet here at the K/K ′ points and form a triangular-like
contour in addition to the pronounced band arcs around the M points (cf. Fig. 6.4b, c). In
general, all hallmark features of the other In high-coverage phases in ARPES can be found here
as well. Even the characteristic peak in the dI/dU signal closely located to −2 V corresponds
to the weakly dispersing In-band near Γ in ARPES that overlaps with the valence bands of the
substrate (see black dashed line in Fig. 6.7a, b). Another kink in the dI/dU curve can be further
associated with the distinct In-band maximum in ΓK direction.

In contrast to the previously described In high-coverage phases, no discontinuities due to
Umklapp processes were observed in the Fermi surface and band map from ARPES (see Fig. 6.7a,
c). This suggests that the atomic potential of the In-(4

√
3 × 4

√
3) reconstruction is too weak

to enable electron scattering on it. The bands, therefore, only follow the SiC(0001)-(1 × 1)
periodicity.

6.4 The In-(1× 1) low coverage phase – In atoms in a triangular
lattice

Upon further annealings, another new In reconstruction emerged. The characterization results
from STM and ARPES are presented in Figure 6.8. Interestingly, the In atoms are arranged
here in a triangular lattice with an in-plane distance identical to the SiC(0001) substrate, which
renders this phase an In-(1× 1) reconstruction (see Fig. 6.8a, b).
Such a sample with a mixture of the In-(4

√
3 × 4

√
3) and In-(1 × 1) phases was investigated

by ARPES. On top of the reproduced In-(4
√

3×4
√

3) bands, a faint but distinct band structure
is clearly visible (see red arrow in Fig. 6.8c), which is significantly different from the well-known
insulating SiC band structure [48, 50]. Therefore, this band structure must originate from the In-
(1×1) reconstruction. Surprisingly, quasi-linearly dispersing bands appear near the Fermi level at
K/K ′ (see red circles in Fig. 6.8c, d). Because of its similarity to the graphene band structure,
this In phase is interesting for exhibiting Dirac fermions. Also, the small height difference of
(56.3± 5.6) pm depicted in Fig. 6.8b suggests a thinner In film with a coverage close to 1 ML.
Further annealing showed that this In phase has the lowest coverage observed. Most of the lat-

tice order deteriorate drastically and leave only small patches where an In-(1× 1) reconstruction
was present (see Fig. 6.8e). Therefore, like the previously investigated Al phases, an In-buffer
layer could not be observed experimentally. Also in this case, generally speaking, this does
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6.4 The In-(1× 1) low coverage phase – In atoms in a triangular lattice
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Figure 6.8: Characterization of the lowest In coverage phase by STM and ARPES – a, Interface of a
In-(1 × 1) and In-(4

√
3 × 4

√
3) phase in STM topography with a height profile presented in b. The (1 × 1) and

(4
√

3 × 4
√

3) unit cells are depicted in white and blue, respectively. A rotation angle of 30° between both unit
cells is evident. b, The in-plane lattice distance underpins the (1× 1) periodicity. c, d, ARPES band map along
KMΓK (path in reciprocal space illustrated in the small schematic) and CEC at the Fermi level, respectively.
The unmonochromatized He-lamp produces faint satellite bands close to the Fermi level around Γ . The red arrow
and circles in c and d indicate ARPES signatures of the In-(1 × 1) reconstruction. Orange lines in d mark the
electron pockets of the first and higher Brillouin zones. Discrepancies between the data and the orange lines are
attributed to a small misalignment during tilt scans. e, Long annealing steps lead to small patches of the In-(1×1)
phase being surrounded by a disordered surface that renders it the phase with the lowest observed In coverage.

not prove the non-realizability of an In-buffer layer on SiC(0001). Nevertheless, the absence of
any structural evidence may still indicate a thermodynamically unstable structure in experiment.

In summary, for the In films presented here, a passivation layer as predicted by theory (see
Sec. 2.3) could also not be realized. Thicker In films (ΘML ≈ 2.9 and ≈ 1.9 ML) with a surface
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6 In on SiC(0001): Growth and Characterization

reconstruction of (7 × 7), (6 × 4
√

3), and (4
√

3 × 4
√

3) exhibit strong metallic behavior, in
which electrons can be described within the nearly-free electron model. The lowest observed
coverage reveals a triangular In lattice following the substrate’s periodicity. Surprisingly, this
reconstruction features a quasi-linear band dispersion at K/K ′, well-known from 2D hexagonal
lattices, such as graphene (cf. Chap. 2). This eventually will lead to the discovery of a novel
QSHI, which will be thoroughly analyzed theoretically and experimentally in Chapters 7 and 8.
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7 Emergent Dirac fermions in a
two-dimensional triangular lattice

The quasi-linear bands at K/K ′ observed for the lowest In coverage phase in the previous chapter
sparks an in-depth theoretical examination of this triangular lattice, which is the scope of this
chapter. The emergence of a hidden electronic honeycomb network within a triangular lattice af-
ter chiral orbitals are placed on the triangular lattice sites is a key result. In the SOC-dominating
case, massive Dirac fermions at K/K ′ emerge, which characterizes a QSHI. All discussed effects
condense in an indium monolayer on SiC(0001) – indenene, for which a theoretical low-energy
model based on DFT is provided. Importantly, a novel approach to identify the non-trivial char-
acter in indenene by a distinct charge localization sequence will be presented. The theoretical
elaboration presented here was conducted in a collaborative work by Eck et al. and is published
in Ref. [117].

7.1 From honeycomb to triangular lattices

Hexagonal lattice systems are well-known for exhibiting non-trivial Dirac properties (see Chap-
ter 2). Aside from graphene, a prominent candidate is bismuthene on SiC(0001). Honeycombs
made of the high-Z element bismuth (Bi) are covalently bound to the substrate, which promotes
large on-site SOC and renders it a high-temperature QSHI candidate [118]. In general, however,
heavy elements tend to form triangular instead of hexagonal surface lattices when deposited on
hexagonal substrates (see Sec. C.1 for a literature overview). Those surface lattices are known
for their astonishing physical properties that range, for instance, from topological and uncon-
ventional superconductivity to spin liquids [119–123]. An interesting question that now arises is:
Can triangular lattices also host a quantum spin Hall insulating phase [124]?

In a joint study, Eck et al. theoretically derived an emergent electronic honeycomb connectivity
when in-plane chiral orbitals are arranged in a 2D triangular lattice [117]. Hence, Dirac physics,
known from 2D hexagonal lattices, occur within a triangular network, which potentially opens a
new route to realize novel QSHIs.

7.1.1 Hidden honeycomb network within a triangular lattice

Structurally, both the honeycomb as well as the triangular lattice are closely related and share
the same space group. But, as illustrated in Figure 7.1a, the main structural difference is the
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7 Emergent Dirac fermions in a two-dimensional triangular lattice
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Figure 7.1: Emergent honeycomb connectivity in a triangular lattice – a, Hexagonal lattice (black dashed
hexagon) with a bipartite atomic basis (blue (A) and red circles (B)) including the unit cell in gray. The triangular
lattice unit cell (black solid line) with monopartite basis (black circles) is overlayed. b, Lattice (orange arrow)
and orbital Bloch phase (green arrow) accumulated by electrons in this triangular network. This leads to a charge
localization at A/B, i.e., the center of the voids in the triangular unit cell (c), yielding an effective honeycomb
configuration (thick solid black line in c). The triangular lattice sites with the unit cell (gray line) are overlayed. An
in-plane inversion symmetry breaking (ISB) render the sublattices inequivalent (large gray circles). d, Schematic
low-energy band structure situation at K/K′ in the trivial and non-trivial case with a distinct energy-dependent
charge localization sequence. λISB and λSOC represent the strength of the ISB and on-site SOC. Figure in a after
[117]. Figure in b and d were adapted from [117] and [110], respectively.

bipartite hexagonal lattice, where atoms reside on the A and B positions (see blue and red
circles, respectively). This is directly evident from the additional atomic position within the
gray unit cell (red circle) that span the hexagonal lattice depicted by dashed black honeycombs.
In contrast to that, atoms in a triangular lattice are located on one site only (see black circles),
which renders it monopartite. The triangular unit cell is depicted as a black line and overlayed
with the honeycomb lattice. Note, the two sublattice sites of the honeycomb coincide with
the voids in both halves of the triangular unit cell. The band structures in both lattice types
differ substantially. In the 2D Brillouin zone at K and K ′, however, the Bloch eigenvalues of
both lattices are identical based on their shared symmetry. In the following, a more precise
understanding of how an electronic honeycomb network within a triangular lattice emerges is
given by a single Bloch wave function of momentum k:

Ψk(r) = 〈r|Ψk〉 =
∑
R

eikR〈r|wR〉 . (7.1)

In Equation 7.1 wR represents a local chiral orbital situated on a triangular lattice site in the unit
cell defined by the corresponding lattice vector R. Special interest is now given to the phases
that this Bloch wave function accumulates within this network, as illustrated in the unit cell in
Fig. 7.1b. Upon hopping between nearest-neighboring sites, the electronic wave function collects
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7.1 From honeycomb to triangular lattices

a lattice phase factor of ω = e±i
2π
3 at K/K ′, which reflects the threefold symmetric lattice and is

depicted as an orange arrow. Additionally, while doing that, electrons gain an orbital phase factor
indicated by a green arrow. The lattice phase factor here leads to a valley-dependent Bloch orbital
angular momentum characterized by an eigenstate Y latt

K/K′ with a magnetic quantum number of
mlatt = ±1. As the chiral orbitals themselves are eigenstates of the angular momentum operator
L̂, their angular contribution to the total Bloch phase is described by a spherical harmonic
Y orb(R) with a magnetic quantum number morb. Both phases discussed here contribute to the
total valley-dependent Bloch wave function ΨK/K′ (cf. Eq. 7.1) at the triangular lattice sites,
which at the void positions becomes, i.e. at r = {A,B} (blue and red circles in Fig. 7.1a-c,
respectively):

〈r = {A,B}|ΨK/K′〉 ∝
∑
R

〈r|Y latt
K/K′(R) · Y orb(R)〉

∝
2∑

n=0
[ωmlatt · ωmorb ]n

= 3δ(mlatt+morb) mod 3,0 = 3δmtot mod 3,0 .

(7.2)

The total angular momentum mtot described in Equation 7.2 imposes electronic charges from
K/K ′ to localize in real space at A/B. However, localization can only occur in the case of a
constructive interference between the participating local wave functions weighted by the Bloch
phase. This takes place, in particular, only when the total angular momentum follows the C3

symmetry of the K/K ′ points in reciprocal space, or in other words, when mtot is a multiple of
three. The square of the total valley-dependent wave function at the void positions define the
real-space localization and with the given argument renders to:

|ΨK/K′(r = {A,B})|2
> 0, if mtotmod 3 = 0

= 0, if mtotmod 3 6= 0 .
(7.3)

In conclusion, chiral orbitals with a suitable set of Bloch phases satisfying the formal conditions
derived in Eqs. 7.2 and 7.3 and placed on triangular lattice sites induce a real space charge local-
ization in the center of both unit cell halves. These positions simultaneously coincide with the
atomic positions of a honeycomb lattice (see Fig. 7.1a-c). Thus, a hidden honeycomb connectiv-
ity defined by an electronic charge localization emerges, as highlighted with a black hexagon in
Fig. 7.1c. Interestingly, this effective honeycomb network is completely decoupled from a physi-
cal honeycomb lattice arranged by atoms. A specific example is given with the chiral orbitals of
p± = (px ± ipy)/

√
2 that results in a localization of p+ (p−) at B (A) and A (B) at K and K ′,

respectively. In the following, the competing impacts of on-site SOC and in-plane ISB on the
low-energy spectrum is elaborated.
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7 Emergent Dirac fermions in a two-dimensional triangular lattice

7.1.2 Local spin-orbit interaction and in-plane inversion symmetry breaking

Again, by restricting the investigation to K/K ′, group theory identifies the symmetry at both
valley momenta asD3h [117, 125]. Assuming a p± basis, this implies two doubly degenerate states
at this momenta, i.e., at the Dirac points. The on-site SOC introduced with the Hamiltonian:

ĤSOC = λSOC
#–

L̂ ·
#–

Ŝ = λSOCL̂z ⊗ Ŝz , (7.4)

lifts this degeneracy and creates a twofold degenerate valence and conduction band. In Equa-
tion 7.4 λSOC , L̂z, and Ŝz represent the strength of the SOC and the z-component of the orbital
and spin angular moment operator, respectively. The opened band gap is of topologically non-
trivial nature. However, by considering an in-plane ISB that renders the A and B sublattice
inequivalent, as depicted by gray circles in Fig. 7.1c, the symmetry gets further reduced to C3h

[117, 126]. In this case, each of the former doubly degenerate valence and conduction states split
up into two single, spin-polarized bands, respectively. The impact of the ISB can be expressed
with its Hamiltonian as:

ĤISB(K/K ′) = ±λISBL̂z , (7.5)

where λISB represents the strength of the ISB. In Equation 7.5 it is directly evident that the in-
plane ISB causes orbital angular momentum (OAM) polarization along the surface normal. The
chiral p± orbitals considered above, for example, are OAM eigenfunctions and posses opposite Lz
eigenvalues. This characterizes the valence and conduction bands at K/K ′. The full Hamiltonian
taking both the SOC as well as the in-plane ISB effect at K/K ′ into account, reads as follows:

Ĥ(K/K ′) = ĤSOC + ĤISB(K/K ′)

= L̂z ⊗
(
λSOC Ŝz ± λISBŜ0

)
.

(7.6)

As the origin of the ISB is a staggered sublattice potential (see Fig. 7.1c), the ISB-induced split-
ting is topologically trivial. Therefore, a competition between the relative strength of the SOC
and ISB effect dictates the band gap size, its non-trivial nature, and also the charge localization
in real space (see Fig. 7.1d). Generally, to determine the topology of a system robustly the
analysis needs to be expanded over the entire Brillouin zone. At K/K ′, for example, this can
result in a topologically trivial band gap in the large λISB limit. In this case, the charge from
the valence and conduction band localizes on one of the sublattices A or B only, respectively.
On the other side, in the large λSOC limit the triangular lattice represents a QSHI and valence
and conduction electrons localize on both sublattice sites A and B, respectively. It is impor-
tant to note that in the latter case each valence and conduction band contribute to only one
single sublattice, respectively (see Fig. 7.1d). This is implied by the C3 symmetry argument
from Eq. 7.3. Figure 7.1d summarizes the results in a schematic way. The charge localization
sequence is strongly connected to the topology in this triangular lattice and allows for the trivial
and non-trivial case to be distinguished.
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7.2 Theoretical low-energy model of indenene on SiC(0001)

In the following, it will be shown that an In monolayer hosting triangularly arranged in-plane
chiral p orbitals form this hidden honeycomb network. Further, the impact of a homogeneous
substrate, and later the SiC(0001) surface, on the low-energy spectrum is presented in a peda-
gogical way. This results in the theoretically predicted model of indenene. All results shown in
the following are adapted from the publication by Bauernfeind et al. [110].
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Figure 7.2: Low-energy indenene model in the tight binding picture – a-c, Band structures for a p+, p−, pz
basis arranged in a triangular network depicted without (with) considering SOC in the main panels (insets)
and corresponding structural models (d-f). a, d, Metallic band structure with linearly dispersing bands at
K/K′ promoted by the orthogonality of pz and in-plane p orbitals. Considering SOC results in split valence
and conduction bands with J = 1/2 and 3/2 character, respectively. b, e, The broken mirror symmetry after
introducing a homogeneous substrate yields hybridization gaps between bands with in- and out-of-plane p-orbital
character. A quantum spin Hall insulating ground state is realized after including SOC. c, f, Indenene on
SiC(0001). Additionally, the substrate surface breaks the in-plane inversion symmetry (ISB) and renders the A
(blue) and B (orange) side of the triangular unit cell inequivalent. Without SOC, in the topologically trivial phase,
charges of the valence and conduction band at K/K′ localize solely on the A and B side, respectively. Considering
SOC leads to a non-trivial scenario with spin-split Dirac bands. The charges of the valence and conduction states
from K/K′ condense in this case on both sides of the indenene unit cell. This distinctive charge localization
pattern is identical for both K points. Taken from [110].

The theoretical results are summarized and presented in Figure 7.2. The triangular lattice
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7 Emergent Dirac fermions in a two-dimensional triangular lattice

model is based on three spherical harmonics of In 5p orbitals:{
p± = 1√

2
(px ± ipy), pz

}
. (7.7)

A linear combination of in-plane p orbitals form a torus-like structure. Both, the in- and out-of-
plane p orbitals are depicted in Fig. 7.2 in green and red, respectively. In the freestanding case
the triangular lattice has a symmetry of D6h, which yields in the tight-binding picture a Dirac
crossing of the p±-induced bands at K/K ′. Also, the p± and pz orbitals are orthogonal to each
other and form a metallic band structure (see Fig. 7.2a, d). Considering now local, i.e. atomic,
SOC, as discussed above, opens a band gap at K/K ′ and split the degenerate bands into J = 3/2
and 1/2 states (see inset of Fig. 7.2a).

In general, a substrate underneath the In layer must be considered if this 2D layer is to be
synthesized. The presence of a homogeneous substrate here breaks the mirror symmetry along
the surface normal (see Fig. 7.2e). This leads to a coupling between the in- and out-of-plane
orbital components and, thus, to hybridization gaps, as can be seen in Fig. 7.2b. In addition,
atomic SOC splits the spin-degeneracy and renders a quantum spin Hall insulating ground state
(see inset of Fig. 7.2b). States with mixed p± and pz orbital contributions undergo a Rashba-like
splitting, whereas the low-energy states at K/K ′ are protected by the C6v symmetry imposed
by the In-atoms in the triangular lattice.

By considering now 4H-SiC(0001) as a specific substrate with an atomic surface corrugation,
further reduces the symmetry to C3v. Here, the C atom of the uppermost SiC bilayer breaks the
in-plane inversion symmetry and renders both halves of the unit cell inequivalent, as schematically
illustrated in Fig. 7.2f (see Fig. 7.4a and another schematic representation in Fig. 7.1c). The
ISB effect promotes a global band gap and under the consideration of SOC splits the valence
and conduction bands into two singly degenerate pairs, respectively (see inset of Fig. 7.2c).
As elaborated above, at this stage the SOC and ISB term compete with each other. In the
topologically non-trival case, i.e. when λSOC > λISB, electrons of single valence (conduction)
bands at K/K ′ localize either on the A or B side of the triangular unit cell, as depicted in the
inset of Fig. 7.2c. Therefore, this allows for the trivial and non-trivial band configuration at
K/K ′ to be distinguished.

Moreover, as discussed above the in-plane ISB induces a OAM polarization in the Dirac bands.
This is illustrated with band structures of indenene in the topologically trivial and non-trivial
case in Figure 7.3. Without SOC the valence and conduction band at K and K ′ exhibit opposite
Lz eigenvalues, respectively (see Fig. 7.3a). By introducing weak SOC, i.e. λSOC < λISB, the
trivial band configuration persists. However, boosting SOC pushes indenene into the non-trivial
regime and produces a OAM polarization that is distinctly different from the trivial phase.
Within the split valence and conduction bands at K/K ′ the Lz eigenvalues change sign (see
Fig. 7.3c). Probing this unique, energy-dependent OAM polarization sequence allows for the
topological character to be classified. An ARPES experiment with circular polarized light is a
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Figure 7.3: Connection between OAM and topology in indenene – Topologically trivial band structures
without/with SOC (a/b) but with λISB = 0.2. c, Non-trivial band structure with SOC and λISB = 0.075. The
OAM polarization in the non-trivial case differs distinctly from the trivial case, which allows a direct classification
of the topology of this system. Taken from the supplemental material of [110].

potential approach to access this OAM at K/K ′ [127–129]. With this method a characteristic
OAM texture of the Weyl semimetal TaAs was revealed and allowed the identification of its
non-trivial topology [130].
In the theoretically predicted structural model of indenene, every Si atom of the uppermost

SiC bilayer is covalently bonded to an In atom (T1 site), which results in a In-(1 × 1) recon-
struction (see Fig. 7.4a, b). The T1 adsorption site is confirmed by a detailed DFT study (for
more information see Sec. C.2). The full band structure including the 4H-SiC(0001) substrate
with SOC calculated by DFT with a Heyd–Scuseria–Ernzerhof (HSE)06 exchange-correlation
functional is presented in Fig. 7.4c. All bands in the low-energy sector are of In p character
with the exception of the substrate-related bands at −1.5 eV and below around the center of the
Brillouin zone. In particular, the split Dirac bands at K/K ′ originate from indium in-plane p
orbitals. At energies of approximately 0.5 eV, the bands mostly possess In pz character, which
will become important later in the localization of In atoms in STM. Overall, this band structure
reproduces the bands predicted in the tight-binding model presented above. In particular, DFT
reveals a fundamental band gap of size Egap,DFT = 70 meV at K/K ′.
Interestingly, like in the case of stanene on a buffer layer (see Sec. 2.3) the topological nature

of the indium monolayer depends strongly on the distance d to the underlying substrate (see
Fig. 7.4b). The DFT results for non-relaxed, i.e. fixed, bond lengths show that the staggered
potential induced by the ISB renders indenene topologically trivial at small distances (d < dcrit),
whereas at large distances (d > dcrit) the non-trivial properties survive. The equilibrium distance
derived from DFT is with dDFT = 2.68Å sufficiently larger than the critical distance of dcrit =
2.57Å. Thus, fully relaxed indenene is placed by DFT in the non-trivial regime.
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7 Emergent Dirac fermions in a two-dimensional triangular lattice
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Figure 7.4: Structural model and band structure of indenene – a, b, Monolayer of In-atoms adsorbed to
the uppermost Si-atoms (T1 position) of the SiC(0001) substrate form a (1×1) surface reconstruction. Due to the
C-atom of the substrate an in-plane ISB is introduced and renders the left (A) and right (B) half of the triangular
unit cell inequivalent. b, ISB strength influences the non-trivial character of indenene and depends on the bonding
distance d between the indenene layer and SiC. A topological phase transition occurs at a critical distance of
dcrit = 2.57Å accompanied by a gap closure at K/K′. The equilibrium distance of the relaxed structure derived
from DFT is dDFT = 2.68Å which, thus, defines indenene as a QSHI. c, DFT calculated band structure with
HSE06 exchange correlation functional of fully relaxed indenene on 4H-SiC(0001) including SOC. The Bloch wave
functions are projected on In s, p and SiC sp3 bases. Figure in a and b were adapted from [110]. Figure in c was
adapted from the supplemental material of [110].

In summary, an electronic honeycomb network emerges when in-plane chiral orbitals are placed
on triangular lattice sites, which results in Dirac fermions at K/K ′. The driving force behind
the formation of the honeycomb network is the constructive interference of Bloch wave functions
in the voids of the triangular lattice. In-plane ISB and atomic SOC compete with each other,
form the band gap size, and dictate the topology of this system. The SOC-dominated case
results in a non-trivial ground state with massive Dirac fermions. A distinct charge localization
pattern within the triangular unit cell is a key signature of this system. A possible realization
of this scenario would be achieved by in-plane p orbitals. Based on these results a monolayer
of indium atoms adsorbed to SiC(0001) – indenene – is predicted to host a quantum spin Hall
insulating phase. However, not only the in-plane p orbitals have a key role here, but also their
substrate-induced hybridization with the out-of-plane pz-orbital, for example, ultimately leads
to a global band gap. In addition to the distinct charge localization pattern, the Dirac bands
at K/K ′ exhibit a unique OAM polarization that also allow for a clear identification of the
topological character. The theoretical prediction given here is explored experimentally in the
following chapter.
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8 Indenene on SiC(0001) – Dirac
fermions in a triangular In lattice

The scope of this chapter is to present the experimental realization of indenene on 4H-SiC(0001),
which was theoretically introduced in the previous chapter. A thorough spectroscopic analysis
by ARPES confirms massive Dirac fermions at K/K ′. XSW measurements further determine
the bonding distance to the substrate and give a first indication of the non-trivial topology in
indenene. The detection of an alternating charge localization sequence within the triangular unit
cell by STS identifies indenene unambiguously as a QSHI. Apart from XSW, all data presented
here were collaboratively acquired with Jonas Erhardt. The results depicted in this chapter are
adapted from the publication by Bauernfeind et al. [110].

8.1 Structural analysis

8.1.1 Large-scale growth of indenene

In order to directly access and identify the proposed effects in indenene, the In monolayer was
epitaxially grown as a single phase on the 4H-SiC(0001) substrate. A first structural character-
ization after growth by STM reveals In-covered substrate terraces on a length scale of several
hundred nanometers, as can be seen in Fig. 8.1a. The red and black height profiles show that
these terraces are vertically separated by a single (1 nm) and a half (0.5 nm) 4H-SiC(0001) unit
cell, respectively (see Fig. 8.1b). Inspecting this In film on smaller length scales reveals the highly
ordered triangular indenene lattice with bright defects occasionally appearing (see Fig. 8.1c, d).
The impact of these defects on the local electronic structure in their vicinity will be discussed
further below in Sec. 8.2.2.

8.1.2 Indenene – A In-(1× 1) surface reconstruction

The structure and symmetry of indenene was further inspected by STM and LEED with the
results presented in Figure 8.2. A small topography section imaged by STM with a bias voltage
of U = 1.5 V is shown in Fig. 8.2a. At this high bias voltage, the pz-orbital contribution of the In
atoms is primarily probed (cf. Fig. 7.4c). This allows for the bright protrusions in Fig. 8.2a to
be linked directly to the atomic position of the In atoms on the surface. Moreover, the structural
model from DFT (cf. Fig. 7.4a) can now be arranged correctly on the topography data yielding
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Figure 8.1: Topographic imaging of indenene on large scales in STM – a, Large-scale STM topography
image (500 nm × 500 nm) of indenene covered SiC. The black and red corrugation profiles are depicted in b and
reveal half (0.5 nm) and full (1 nm) 4H-SiC(0001) unit cell steps separating the indenene film. c, d, Both close-ups
demonstrate a highly-ordered triangular indenene lattice on a scale of 10 nm interrupted by occasionally occurring
defects altering the local electronic structure (see Sec. 8.2.2 for more information). Adapted from the supplemental
material of [110].

a great accordance. Further STM measurements confirm the T1 adsorption position of the In
atoms (see Sec. C.2 for more information). This lattice structure translates to a (1× 1) surface
periodicity, as demonstrated by the LEED image in Fig. 8.2b. The red rhombus depicts the
substrate surface unit cell. Indicative for such a surface reconstruction is the identical in-plane
lattice constant as the substrate. The red and gray height profiles from Figs. 8.2a and d, depicted
in Fig. 8.2c, indeed prove this relationship. The orange corrugation profile further highlights the
inequivalence between the A and B half of the unit cell introduced by the C atom of the first
bilayer of the substrate.

An indenene layer next to the uncovered SiC substrate, as shown in Fig. 8.2d, highlights
the structural equivalence between both triangular lattices appearing in STM. However, their
electronic properties unveiled in the differential conductivity curve differ significantly, as shown
in Fig. 8.2e. Here, indenene exhibits pronounced electronic states within the wide band gap of
SiC [49].
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8.2 Massive Dirac fermions in indenene mapped by ARPES
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Figure 8.2: Structural and spectroscopic characterization of indenene by LEED, STM, and STS –
a, STM topography image of indenene overlayed with the structural model from DFT. This lattice configuration
yields a (1×1) surface reconstruction confirmed in LEED (b). c, The orange corrugation profile demonstrates the
structural inequivalence between the A and B side of the indenene unit cell induced by the C atom of the topmost
SiC bilayer. d, A film edge showing uncovered SiC next to the indenene layer illustrates their identical lattice
structures, which is further confirmed by the gray and red height profile in c. Electronically, however, they differ
significantly as shown by the dI/dU spectra (e) measured on either side of the edge in d. The tip stabilization
and lock-in parameters for the indenene and SiC STS spectrum were U = −600 mV, I = 500 pA, Umod = 10 mV
and U = 1.75 V, I = 70 pA, Umod = 20 mV, respectively. The conductance minimum indicated by the black arrow
is attributed to the Dirac point. Figures in a, c-e were taken from [110]. Figure in b was adapted from the
supplemental material of [110].

8.2 Massive Dirac fermions in indenene mapped by ARPES

Figure 8.3a shows, in addition to the experimental ARPES data, the theoretically predicted
band dispersion of the fully relaxed indenene-substrate combination from DFT (red curve; cf.
Fig. 7.4c). It is directly evident that the experimental and theoretical dispersion agree well. The
theoretical energy scale was adapted here to the experimental one. In the process, the DFT
bands were shifted by approximately 250 meV towards higher binding energies to account for the
large electronic charge transfer induced by the strong n-doped SiC substrate (see Sec. 8.2.1 for
more information). This rigid band shift allows for the band gap to be probed directly in ARPES.
However, before a detailed gap-fitting procedure is employed, a first indication of the presence of
this energy gap can be seen in the inset of Fig. 8.3a, depicting a close-up of the bands around the
K-point. Highlighted by white lines, the quasi-linear dispersing valence and conduction bands
are clearly not connected. Figure 8.3b depicts the K-point band dispersion on a larger energy
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Figure 8.3: Band gap and charge transfer estimation in indenene by ARPES – a, DFT band structure
from Fig. 7.4c (red curve) overlayed on the experimental ARPES data. The probed high symmetry directions
in the Brillouin zone are illustrated in the lower right inset. The presence of an energy gap at the K-point is
demonstrated with non-connectable linear dispersing valence and conduction bands in the upper inset. b, Close-
up of the K-point overlayed with the DFT predicted Dirac bands. c, EDC (red curve) fitting at the K-point (sum:
blue curve) decomposed the spectrum in three distinct peaks (dashed orange lines) of the valence (VB, VB-1) and
conduction band states (CB, CB+1), respectively. This yields the orange markers in b and allows a band gap
Egap estimation of 125 meV. d, CEC at the Fermi level around the K-point averaged over an energy interval of
14.76 meV. MDC spectra (black data points) taken horizontally through the circular electron pocket were fitted
with three single Voigt peaks (orange curves) accounting for the branches of the first conduction band (CB) and
additional intensity induced by the second conduction band (CB+1). This fitting yields orange markers that trace
the electron pocket and is highlighted with a dashed yellow circle on top. With that, the charge transfer from the
substrate can be estimated. An unmonochromatized helium discharge lamp that produces faint satellite bands
close to the Fermi level was used as a light source. Figures in a-c were taken from [110]. Figure in d was adapted
from the supplemental material of [110].

scale. By fitting the peaks of the energy distribution curve (EDC) spectra for selected k values,
as demonstrated for the K-point in Figure 8.3c, the ARPES band dispersion can be retraced
by orange markers, which agree well with the DFT predicted bands on top. The employed fit
procedure is based on three distinct peaks representing the first two valence band states (denoted
as VB-1 and VB) and the lowest lying conduction band state (CB). The next higher conduction
band state is cut-off by the Fermi-Dirac function. With this fitting, a band gap value for the
smallest separation between the valence and conduction band state at the K-point is derived
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8.2 Massive Dirac fermions in indenene mapped by ARPES

to approximately Egap = 125 meV. Compared to the DFT value (Egap,DFT = 70 meV), this is
in acceptable correspondence, as DFT predicted band gaps typically tend to be lower than the
experimental values [131]. The conductance minimum around −0.3 eV in the LDOS, marked by
an arrow in Fig. 8.2e, can then be identified as the Dirac point.

8.2.1 Charge transfer induced by the heavily n-doped SiC substrate

As mentioned earlier, the strongly n-doped SiC substrate induces the metallic behavior in in-
denene. With a nominal specific resistance of ρ = (0.01 − 0.03) Ω cm of the SiC substrate, the
sheet charge carrier concentration at room-temperature amounts to nSiC = (1.0−8.5) ·1012 cm−2

[44] (see Sec. 3.1). In the following, the charge carrier concentration in indenene will be esti-
mated experimentally. For this, the size of the electron pocket centered around the K-point at
the Fermi level was measured in a CEC by ARPES (see Fig. 8.3d). By fitting the momentum
distribution curve (MDC) spectra (black data points; total fit: red curve) taken horizontally
through the circular pocket with three single Voigt peaks (orange curves), a Fermi wave vector
of kF = (0.029±0.009)Å−1 can be identified. Two peaks account for the outer branch of the first
conduction band (CB) while the third peak in the center represents additional intensity induced
by the second conduction band (CB+1). Repeating this fitting procedure for many MDCs, the
circular electron pocket (dashed yellow circle) can be retraced by orange markers. The relation-
ship n ≈ k2

F /π = (2.7 ± 1.7) · 1012 cm−2 allows the charge carrier concentration in indenene to
be estimated [132]. And indeed, the experimentally derived charge carrier concentration is of
the same order as the one from the substrate, which proves the strong charge transfer. The
uncertainty of the fit, the instrumental resolution, and local Fermi level fluctuation contribute
to the error bar in kF .

8.2.2 Fermi level fluctuations at the atomic scale

As presented above, a strongly doped substrate can alter the local electronic structure of the
adlayer. Dopants are in general stochastically distributed in the bulk substrate material. The
inhomogeneous dopant distribution in the subsurface of SiC causes a spatial Fermi level fluctu-
ation, which leads to an uneven lattice corrugation of the indenene layer on top, as displayed in
Figs. 8.4a and 8.1c. In the vicinity of film defects, marked by a red arrow in Fig. 8.4a, the de-
tected height is for example lower than in the surrounding area. It is important to note that due
to the topography as well as the local electronic properties contributing to the tunneling current,
the STM technique is unsuitable to detect a clear structural influence of the dopant distribution
on the indenene lattice on top. Atomically resolved atomic force microscopy (AFM), however,
would be a qualified method that in principle would be able to obtain structural information.
In order to show the impact of the fluctuating potential landscape on the electronic structure,

different locations on indenene separated by several nanometers were investigated by STS. To
exclude any z-dependent effects induced by the tip, the tip-sample distance, at which point
spectra were taken, was readjusted to the height difference between probing sites. The onsets of
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Figure 8.4: Fermi level fluctuation of indenene displayed in STM and STS – a, The apparent height in
the STM topography image of indenene varies strongly over the scanned area, which is a result of an inhomogeneous
dopant distribution in the SiC subsurface. In the vicinity of dopants (red arrows) the indenene film above appears
in STM with a particularly low height. b, STS spectra, averaged over 100 single dI/dU curves, taken at different
positions in the scan area are highlighted by colored circles in a. Band onsets created by pz-dominated states at
∼ −800 mV and ∼ 150 mV differ strongly in energy. c, dI/dU curves (1 and 2 in a) with two extremal energy
shifts. The two pronounced minima, marked by vertical lines, are separated by approximately 40 mV, which yields
an average fluctuation amplitude of ±20 mV on the nm-scale. Adapted from the supplemental material of [110].

the pz-derived states at approximately ∼ −800 mV and ∼ 150 mV of the cyan dI/dU curve in
Fig. 8.4b (probing site P1 in Fig. 8.4a) are used here as a reference. This spectrum was taken in
the vicinity of a film defect that renders the surrounding area to appear at lower height (darker
color code). With respect to this spectrum, dI/dU curves taken at other positions at higher
apparent heights several nanometers away show, however, a shift to lower binding energies. Such
shifts in energy have already been reported for Zn-doped GaAs(110) samples and attributed to
a tip-induced band bending, which is strongly influenced by dopant atoms nearby [133]. The
amplitude of the fluctuation in indenene is estimated with two representative, extremal shifted
STS curves as depicted in Fig. 8.4c. Analogous to a method applied to graphene [134], the
pronounced minimum in the dI/dU signal of indenene, highlighted by dashed vertical line in
Fig. 8.4c, is shifted by approximately 40 mV. This translates to an average energy shift of
±20 meV in the investigated area. For bilayer graphene on SiC a similar value was identified
[135]. Fermi level fluctuations detected on the µm-scale, however, reveal values on the order of
±40 meV and are attributed to significant changes in the dopant concentration. This pronounced
uneven potential landscape on the µm-scale leads to a blurred band structure that is probed and
averaged on a macroscopic length scale in ARPES (photon spot diameter ≈ 1 mm). In particular,
the EDC peak widths shown in Fig. 8.3c exhibit a considerable broadening caused by the Fermi
level fluctuation.

Interestingly, due to the population of the conduction band states, a constant tunneling con-
tribution produces a finite conductance within the band gap in contrast to a vanishing dI/dU
signal, as expected for a true insulator [136–138]. The differential conductivity displays another
interesting feature: a so-called zero-bias anomaly (ZBA), i.e. a global minimum pinned to zero
bias, which occurs irrespectively of the local potential variation (see Figs. 8.2e and 8.4b, c).
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8.3 The indenene-substrate bonding distance – a first indication of non-trivial topology

Although there are several hypotheses explaining the formation of this ZBA, this phenomenon’s
signatures strongly depend on the probing details [139–141]. As a result, the ZBA is not an
inherent feature of the electronic structure.
After characterizing the electronic properties and identifying a substantial band gap in in-

denene, the topological nature will be investigated. As presented in Figure 7.4b, the topology in
indenene depends strongly on the bonding distance between the In-monolayer and the substrate.
In the following, XSW measurement results reveal this bonding distance, and therefore begin to
uncover the topology of indenene.

8.3 The indenene-substrate bonding distance – a first indication
of non-trivial topology
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Figure 8.5: Determining the In-SiC bonding distance by XSW – Normalized photoelectron yield profiles
and a reflectivity curve of indenene on SiC(0001) obtained in a normal incidence X-ray standing wave (NIXSW)
experiment measured at room-temperature. The inset depicts the structural model with the bonding distance d
from Fig. 7.4b. Adapted from the supplemental material of [110].

To reveal the bonding distance, a normal incidence X-ray standing wave experiment was em-
ployed. Through the interference of an X-ray beam impinging on the sample and Bragg reflected
from the (0004) plane of the SiC crystal, the X-ray standing wave itself was created. Details
on the XSW method are provided in Sec. 4.4. This experiment was conducted with the sample
at room-temperature (RT) and at low temperatures in the range of 20 − 30 K (LT) in order to
learn more about a potential temperature dependency of the bonding distance. In Figure 8.5
all XSW results of indenene measured at room-temperature are summarized. The photoelectron
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8 Indenene on SiC(0001) – Dirac fermions in a triangular In lattice

yield measured for the C 1s, Si 2s, and In 4d core-levels as well as the X-ray reflectivity curve
are depicted. To calculate the bonding distance from these curves information on the coherent
position and the coherent fraction is needed. These two values are the average vertical position
and variation modulo of the SiC (0004) lattice spacing. They are obtained via a standard fitting
procedure applied to the measured XSW profiles and are described in Ref. [142]. For both tem-
peratures the results are summarized in Table 8.1. As can be seen no temperature dependency
was found. The uncertainty in the vertical positions is adjusted by the SiC(0001) bilayer distance
taken from Ref. [42]. Coherent fraction values close to 1 (see Tab. 8.1) imply a highly ordered
crystal lattice as observed for the indenene film (see Sec. 8.1.1). Values above 1, however, are
the result of non-linear effects in the photoelectron detector.

Element RT (LT) Coherent position (Å) RT (LT) Coherent fraction
Si 0.009± 0.025 (0.012± 0.025) 1.109 (1.085)
C −0.623± 0.025 (−0.609± 0.025) 1.026 (1.006)
In 2.678± 0.025 (2.683± 0.025) 0.982 (1.016)

Table 8.1: XSW results for the bonding distance of indenene to SiC(0001) – Average coherent positions
and fractions of In, Si and C atoms measured at room-temperature (RT) and at low temperature (LT; 20− 30 K).
The absolute values are calculated with the SiC(0001) bilayer distance from Ref. [42]. Taken from the supplemental
material of [110].

The bonding distance between the indenene layer and the uppermost Si atoms of the substrate
is calculated from their coherent positions to (2.669 ± 0.036)Å at RT and (2.671 ± 0.036)Å at
LT, respectively. Both values correspond well to the equilibrium distance of dDFT = 2.68Å of
the structurally relaxed heterostructure derived from DFT (see Sec. 7.2 for more information).
Moreover, the obtained XSW values are significantly larger than the theoretically proposed crit-
ical distance of dcrit = 2.57Å. Thus, based on the XSW results, indenene is placed in the
topologically non-trivial regime (cf. Fig. 7.4b). An unambiguous topological characterization,
however, is the charge localization within the unit cell presented in the following.

8.4 Topological classification based on charge localization

As presented in the previous chapter, the real-space charge localization of the Dirac fermions
at K/K ′ is directly linked to the topology in indenene (see Sec. 7.2). Spatially resolved STS
is ideally suited to identify this energy-dependent local charge distribution pattern of the Dirac
bands. The results are depicted in the upper row of Figure 8.6a. The dI/dU maps comprising
several indenene unit cells and were measured at selected bias voltages to provide a comparison
with the DFT prediction shown in the row below. Here, the energy scale from DFT adapts
the rigid band shift induced by the strong n-doped substrate (see Fig. 8.6b). Again, probing
the pz-dominated states at 300 mV bias voltage allows a precise registration of the unit cell
with the underlying lattice. Using spatially resolved STS, the conduction bands at 190 mV and
−150 mV reveal a clear shift of the maximum charge accumulation from the B to the A side of
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Figure 8.6: Identification of indenene as a QSHI by probing the unique charge localization sequence
at the atomic scale – a, Spatially resolved constant height dI/dU maps measured at different bias voltages
(upper row) compared with their respective DFT simulation (lower row). A topologically non-trivial charge
localization between A and B is detected. The modulation voltage and frequency of the lock-in amplifier was set
to Umod = 10 mV and f = 971 Hz, respectively. Indium atom positions and registry of the unit cell are identified by
probing pz-orbital dominated states. b, Close-up of the Dirac bands around K/K′ from DFT. The bias voltages
of the dI/dU maps used in a are highlighted in orange and blue representing the A and B side of the unit cell,
respectively. c, Difference between the DOS of the A and B side (red curve) compared to the total DOS (black
curve). At transitions between the valence and conduction bands, the difference in DOS changes sign indicating
a switch in the charge localization. d, Normalized difference of dI/dU point spectra taken on the A and B side,
covering the relevant energy range of the Dirac bands at K/K′. The STS spectra were recorded with the same
lock-in settings described in a. A constant tip to sample distance was achieved here by choosing, firstly, suitable
tunneling parameters to obtain a featureless topography in the constant current mode and then, secondly, approach
the tip to the sample surface by ∆z = −2.8Å to achieve an adequate dI/dU signal. The signal normalization is
discussed in Sec. C.3. Adapted from [110].

the triangular unit cell. Moreover, by lowering the bias voltage further to −400 mV, STS only
probes the first valence band state and identifies the maximum charge localization on the B
side again. And lastly, the dI/dU map taken at −550 mV shows a clear charge localization in
the A void. This energy-dependent BABA charge localization sequence was also experimentally
identified in the difference of dI/dU point spectroscopies taken on either side of the unit cell
(see Fig. 8.6d). Also here, the theoretical predicted difference in DOS between the A and B

77



8 Indenene on SiC(0001) – Dirac fermions in a triangular In lattice
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Figure 8.7: Topologically trivial and non-trivial charge localization in theory – a, Comparison between
DFT simulated charge localization pattern addressing the valence (VB, VB-1) and conduction band states (CB,
CB+1) at K/K′, respectively, in the topologically non-trivial (Z2 = 1; upper row; cf. Fig. 8.6a) and trivial case
(Z2 = 0; lower row). The non-trivial ABAB sequence is in strong contrast to the trivial AABB sequence (cf.
Fig. 7.1d). The topologically trivial indenene phase was theoretically established by artificially shortening the
indenene-SiC bonding distance to d = 2.5Å, which is smaller than the critical distance of dcrit = 2.57Å (see
Sec. 7.2 for more information). Dirac band structure and energy-resolved DOS in the non-trivial (b; cf. Fig. 8.6b,
c) and trivial case from DFT (c). Only in the non-trivial phase appears an alternating sign of the difference DOS
signal over the relevant energy range. Adapted from the supplemental material of [110].

side (see Fig. 8.6c) matches excellently with the experimental result. In particular, it is clearly
evident that a reversal of the charge localization from A to B, or vice versa, leads to a switch
of the sign of the difference LDOS signal. Close to zero bias, the difference signal in Fig. 8.6d
exhibits a pronounced noisy character. This can be attributed to the ZBA shown in the total
dI/dU curve, which leads to small fluctuations in the respective signals taken at the A and B
side. When calculating the difference in DOS between the A and B sides, these fluctuations
are amplified. Overall, an ABAB charge localization sequence is experimentally detected and
in great accordance with the DFT prediction. This is a proof of the non-trivial character in
indenene.

However, a complete characterization of the topological nature of indenene is only possible
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Figure 8.8: Influence of the tip-sample distance on the charge localization behavior – a, dI/dU maps
recorded for various constant heights z at comparable energies used in Fig. 8.6a. b, Difference dI/dU spectrum
between the A and B side of the indenene unit cell taken at several tip-sample distances. All spectra illustrated in
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spatially averaged STS signal (red) acquired at z0− 1.0Å is depicted. All difference spectra are averaged over 100
single dI/dU measurements per site A and B, respectively. Adapted from the supplemental material of [110].

by comparing this localization pattern from experiment with its topologically trivial counterpart
from theory. For this purpose, the bonding distance to the substrate was artificially shortened
in the DFT calculation to a value of d = 2.5Å. Figure 8.7a shows the theoretically simulated
charge localization sequence as a comparison between the topologically non-trivial (Z2 = 1) and
trivial (Z2 = 0) case. Directly evident is the non-alternating localization sequence in the trivial
case for the valence and conduction states, respectively. Likewise, the difference in DOS between
both halves of the unit cell demonstrate an AABB sequence in Figure 8.7c. This comparison
proves the non-trivial nature of indenene on SiC(0001).
As a next step, the influence of the tip-sample distance on the detection of the charge local-

ization is investigated. Recently, it has been shown for the topological Dirac semimetal Na3Bi
that a topological phase transition can be triggered locally by the electric field between the STM
tip and the sample surface, rendering this material topologically trivial [143]. In order to learn
more about tip-induced effects on the charge localization behavior in indenene, several spatially
resolved dI/dU maps as well as local dI/dU measurements at different tip-sample distances z
were conducted. In this way, the electric field induced by the tip is varied. The dI/dU maps
were recorded at bias voltages close to the ones used in Fig. 8.6a. The amplitude of the tunnel-
ing signal restricts the utilizable z-range in experiment to approximately 1Å, where the lower
limit in particular is defined by the stability of the tunneling contact. In Figure 8.8 the results
are presented. As can be seen for all used z-values the charge localization asymmetry in the
indenene unit cell is detectable irrespective of the tip-sample distance. The same holds for the
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8 Indenene on SiC(0001) – Dirac fermions in a triangular In lattice

characteristic sign changes in the difference spectra depicted in Fig. 8.8b. This implies a stable
in-plane ISB-induced splitting of the Dirac bands at K/K ′. Overall, the topological character in
indenene is robust against the local influence of the tip-induced effects investigated here.

In summary, the structural and spectroscopic results from STM, STS, XSW, and ARPES
agree well with the DFT prediction, which establishes indenene as a novel QSHI. Based on the
detection of bulk observables by STS, the unique link between topology and charge localization
was successfully utilized to identify the non-trivial character of indenene. The results from STS
show robust signatures that differ significantly from the trivial case, irrespective of the tip-induced
electric fields studied here. A sizeable band gap of approximately Egap = 125 meV separates the
quasi-linear bands at the K-point and confirms the presence of massive Dirac fermions.
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9 Conclusions and outlook

The focus of this thesis was the experimental realization of buffer layers made of Al and In
on SiC(0001) in order to accommodate quasi-freestanding stanene while preserving its fragile
topology. An in-depth structural and spectroscopic investigation however found no indications
of the theoretically predicted (

√
3 ×
√

3) lattices. A possible explanation could be that these
surface reconstructions are thermodynamically unstable in experiment. While pursuing this
investigation, a novel QSHI based on a triangular monolayer of In atoms was found.
In general, the growth and characterization of ultrathin metal films of group-III elements on

SiC(0001) presented in this thesis sheds light on a rather untouched research field, which is
indicated by few published experimental reports in literature to date. The reason might be
the complex and elaborate hydrogen etching procedure necessary to obtain a well-ordered and
atomically flat SiC substrate surface. In the following, an overall conclusion and outlook will
be given to the respective investigations of Al and In overlayer, as well as indenene grown on
SiC(0001).

Al on SiC(0001):

The observed unusually large triangular and rectangular surface unit cells of thick Al films
(ΘML ≈ 2.2 ML) are most likely a product of the tensilely strained Al lattice epitaxially grown on
SiC(0001). The exact coupling strength between both lattices however is not yet known. Another
emerging surface reconstruction is the quasi-1D Al phase, which exhibits a strong resemblance
to the herringbone structure known from Au(111). With the help of the latter, a tentative
structural model based on an alternating occupation of Al atoms on hcp and fcc lattice sites and
the transition between them was proposed, which fit well to the STM topography data. Similar
structures were reported for other heterostructure systems of metal adlayers on metallic and
semiconductor substrates [96–100].

In order to fully understand the structure and formation of these new surface reconstructions,
future investigations should aim more at theoretically derived models based on the phase-field-
crystal model for example [101, 102]. With this, the relaxed Al atom positions in the unit cells
could be identified. Due to the immense sizes of the unit cells and the expected large number of
Al atoms therein, the problem could be too computationally demanding for DFT calculations.
From the experimental side, AFM with atomic resolution could reveal the in-plane position of Al
atoms within the unit cell, whereas transmission electron microscopy (TEM) could gain valuable
insights on the vertical stacking of these atoms.

81



9 Conclusions and outlook

In on SiC(0001):

Thick In overlayer with a coverage in the range of ΘML ≈ 3 to ≈ 2 ML produce a (7 × 7),
(6×4

√
3), and (4

√
3×4

√
3) surface reconstruction with a strong metallic behavior and a distinct

In-induced band structure. In these cases, the electrons follow the nearly-free electron model.
In general, In surface reconstructions observed on semiconductor surfaces, such as Si(111)

[28, 109, 144, 145] and Ge(111) [146–148], exhibit a plethora of different physical phenomena.
Low-dimensional In phases, such as linear In chains on Si(111) exhibit a charge density wave
[149], whereas a In monolayer on the same substrate shows superconductivity [150]. Other In
phases, however, demonstrate ordinary nearly-free electron and metallic behavior [107, 151]. The
structural and spectroscopic characterization of the In phases on SiC(0001), which were unknown
to the literature before, thus contributed to and line up in this immense manifold of In phases
on semiconductor surfaces.

Indenene on SiC(0001):

Arranging In p-orbitals in a triangular lattice on SiC(0001) promotes an electronic honeycomb
network with massive Dirac fermions in which the band gap size and topological character is
defined by the competition between atomic SOC and substrate-induced in-plane ISB. As a
consequence, the topologically non-trivial nature in indenene manifests in a unique charge ac-
cumulation sequence within the unit cell that was experimentally exploited. The method of
obtaining the topological character from this bulk observable is exceptional among most topo-
logical material systems, which primarily utilize the bulk-boundary correspondence.

The topology in indenene can also be obtained via other bulk observables, which could be
the focus of future studies. For instance, the detection of the OAM polarization in the Dirac
bands at K/K ′ with circularly polarized light by ARPES, as proposed for graphene by Schüler
et al. [127], could provide direct access to the Berry curvature. This characteristic connection
was already confirmed in WSe2 [128, 129] and successfully exploited in TaAs [130].
A 2D triangular lattice design based on other group-III elements, such as Al and Ga, demon-

strates a topologically trivial band arrangement according to preliminary theoretical results. In
these cases, the greater influence of ISB, possibly due to a smaller bonding distance to the sub-
strate, could outweigh the non-trivial atomic SOC. Future investigations could therefore reveal
the opposite topological character in experiment and thus confirm the derived theory.
Another way of obtaining a clear topologically non-trivial signature is the experimental real-

ization of the QSHE in indenene. However, transport measurements in general require breaking
the UHV environment, leaving the surface exposed to ambient conditions, which results in the
oxidation and degradation of the indenene layer, as an experimental study suggests [152]. A
weakly van der Waals bonded capping layer on top, such as hexagonal boron nitride, could pro-
tect indenene without compromising its low-energy spectrum. Moreover, both the SiC substrate
and capping layer must be electrically insulating to ensure that only indenene’s properties are
probed in transport. Un- or lowly n-doped SiC would also place the Fermi level between the
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valence and conduction band in indenene, which would be in contrast to the metallic situation
observed in this work.
In general, the perception of triangular 2D lattices changes drastically with the demonstration

of indenene and expands the collective understanding of how novel QSHI materials can be de-
signed. The work presented here is therefore only the beginning, and fascinating results are still
awaiting that may contribute to the realization of future room-temperature quantum computing
devices.
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Appendix

A Al on SiC(0001)

A.1 Chemical characterization and Al coverage estimation with XPS

The growth quality and the chemical composition is investigated by XPS directly after both Al
deposition steps. Figure A.1 displays an overview spectrum of all measured core-levels of the SiC
substrate and the Al overlayer. The intense Al 2p core-level at approximately 72.8 eV exhibits
a small shoulder at roughly 75 eV (red arrow), which indicates a low degree of Al oxidation on
the surface. This observation is further supported by the notable but still minute oxygen O 1s
peak height shown in the inset of the overview scan. A potential source of this small amount
of oxygen could be the adsorption of residual gas species during in situ transfers. Overall, high
quality Al film growth is demonstrated.
All core-levels depicted next to the overview spectrum and the O 1s in the inset are normalized

by the area under the Si 2p core-level peak after subtraction of a Shirley background, respectively,
including the Si 2p core-levels itself.
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Figure A.1: Chemical characterization of Al-SiC by XPS – Overview XPS spectrum of a representative Al-
SiC sample with measured core-levels of the substrate and the Al overlayer. Inset: Close-up of the O 1s core-level.
Al 2p core-level spectrum with a noticeable shoulder of oxidized Al content pointed out by the red arrow. The
Al, Si, and O peak are normalized with the area under the Si 2p peak after a Shirley background is subtracted,
respectively. During the measurement the sample was at room temperature and a unmonochromatized Al-Kα
X-ray tube with 1486.6 eV photon energy was used as a light source.
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A Al on SiC(0001)

Element i Ekin,i (eV) Ii (arb. units) σi (Å2) T (Ei) (arb. units) λi (Å)
Al 2p 1411 403 0.000072 [77] 49 [153] 27.3 [154]
Si 2p 1384 2264 0.00011 [77] 48 [153] 26.1 [154]

Element i βi (arb. units) δi (Å) ai (Å) ρ2D,i (Å−2)
Al 2p 0.9535 [77] 2.34 2.86 0.14
Si 2p 1.026 [77] 2.51 3.07 0.12

Table A.1: Parameters to estimate the Al film coverage by XPS with Equations 4.22 and 4.23 –
Ekin,i 2p represents the kinetic energy of the 2p core-level photoelectrons and Ii the core-level intensity. σi stands
for the cross section, T (Ei) is the analyzer transmission function, and λi is the inelastic mean free path at the
respective core-level energies. Additionally, λAl/SiC = 26.9Å is the inelastic mean free path of the Al overlayer
at the kinetic energy of the Si 2p peak [154]. βi features the asymmetry parameter, δi the layer distance, ai the
in-plane lattice constant, and ρ2D,i the 2D layer density. All structural parameters from the last row are taken
from crystal structures of the respective materials visualized with the VESTA software [45].

With the core-level intensities of the Al overlayer and Si-terminated SiC substrate at hand (see
Table A.1), the Al coverage can be estimated according to Equations 4.22 and 4.23. The coverage
amounts to approximately 2.2 ML (layer thickness of 5.1Å). This means that a rather thick Al
overlayer was grown on the SiC substrate. As stated in Sec. 4.3.3, due to many uncertainties
and assumptions, the resulting coverage and layer thickness bears a large error bar. Therefore,
this coverage should only represent a rough estimation, which eventually places the discovered
Al phases in the high coverage regime (ΘML > 1 ML).

A.2 Step heights at the atomic scale on Al/SiC(0001)

The step heights of the Al film are further analyzed in STM with the results depicted in Fig-
ure A.2. The majority of identified step heights are related to the 4H-SiC(0001) substrate unit
cell and occur in the 2H- and 4H-unit cell heights (see Fig. A.2b). Due to the finite film thick-
ness of different Al phases (see, e.g., Fig. 5.5e and f), the red height profile between a triangular
and rectangular domain depicted in Fig. A.2b shows a substrate unit cell step influenced by the
distinct film thicknesses of the respective Al phases. In principle, the obtained height could also
stem from a substrate step edge of 1.25 unit cells high. However, since 1⁄4 steps are energetically
unfavorable, they can be excluded here [155]. Moreover, the threefold symmetry of the SiC(0001)
surface is imprinted on the Al film, as can be seen by the terrace edge orientations highlighted
by two dashed gray lines in Fig. A.2a. Both are rotated by an angle of 120◦ with respect to each
other.
The double-tip present in this STM experiment produces further measurement artifacts as can

be seen in Fig. A.2a (white arrows), which are also schematically illustrated in Fig. A.2c (red
line). A small side-tip establishes a tunneling contact on only one side of the step based on
the scanning direction of the tip. Eventually, this leads to the appearance of a false step in the
topography. The true step height d, however, can be still identified on the "backside" of the step,
where the side-tip does not affect the topography.
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A.2 Step heights at the atomic scale on Al/SiC(0001)
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Figure A.2: Step height characterization of Al on SiC by STM – a, Overview STM image of Al-SiC as
shown in Fig. 5.3a with line profiles across (red, black, and blue line) and two gray dashed lines along terrace
edges. The white arrows mark the false steps, i.e., measurement artifacts. b, Height profiles of the respective
lines shown in a. c, Schematic explanation of a double-tip artifact in the STM topography image and step height
analysis. The tip trajectory is depicted with a gray dashed line. The true step height d is not affected by the
double-tip.
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B In on SiC(0001)

B In on SiC(0001)

B.1 Chemical characterization and In coverage estimation with XPS
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Figure B.1: Chemical characterization of In-(7× 7), -(6× 4
√

3), and -(4
√

3× 4
√

3) phases by XPS
– XPS overview spectrum of representative In-SiC samples with Si 2p and In 3d core-levels. Both Si 2p core-level
spectra are normalized by the area under their respective peaks. The In 3d and O 1s core-level spectra are further
normalized by the associated Si 2p peak area, respectively. The spectra were recorded with a unmonochromatized
Al-Kα radiation source with a photon energy of 1486.6 eV at room-temperature.

With XPS the growth quality and the chemical composition of the In overlayer is investigated.
The results for the In-(7×7) and -(6×4

√
3) reconstructions (black line) and the In-(4

√
3×4

√
3)

(blue line) phase are illustrated in Figure B.1. The overview XPS spectrum reveals intense In 3d
core-levels, which are much higher in intensity than the Si 2p and C 1s core-levels from the SiC
substrate. In addition, no trace of oxygen (O 1s) or other adsorbates can be identified, which
shows the high chemical quality of the grown In films in accordance with the STM topography
images presented in Fig. 6.1a, c and Fig. 6.2a, b. After annealing, the In-(4

√
3 × 4

√
3) phase

emerges. The surface is also partially covered with a In-(1 × 1) lattice, as confirmed by STM
and ARPES (cf. Fig. 6.8). Nonetheless, the overview XPS spectrum (not shown here) exhibits
qualitatively the same features as depicted in Fig. B.1. Interestingly, a minute O 1s core-level
appeared (see inset of Fig. B.1), which is attributed to oxygen-containing adsorbates introduced
by several in situ transfers.

All core-levels depicted next to the overview spectrum and the O 1s in the inset are normalized
by the area under the associated Si 2p core-level peak after subtraction of a Shirley background,
including the Si 2p core-levels itself. At closer inspection both Si 2p core-level display almost an
identical intensity for all In overlayer reconstructions, whereas the intensity of the In 3d core-
levels drastically reduces after several annealing steps. This reduction is attributed to the thermal
treatment that promotes desorption of In atoms from the surface. Eventually the In-(4

√
3×4
√

3)
reconstruction is formed.
With all core-level parameters at hand (see Table B.1), the In coverage of the respective In
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B.1 Chemical characterization and In coverage estimation with XPS

reconstructions can be estimated according to Equations 4.22 and 4.23. For the In-(7 × 7) and
In-(6 × 4

√
3) reconstruction a coverage of approximately 2.9 ML (layer thickness of 6.2Å) is

derived, whereas after several annealing steps the In-(4
√

3 × 4
√

3) phase exhibits a coverage of
about 1.9 ML (layer thickness of 4.0Å). The In-(7 × 7) and -(6 × 4

√
3) reconstructions can

therefore be placed certainly in the high coverage regime (ΘML > 1 ML). Although the In-
(4
√

3× 4
√

3) phase has a significantly lower coverage, it can be placed in this regime as well.
From Chapter 7 and 8 it is known that the In-(1 × 1) exhibits a coverage of 1 ML. Here,

both phases, i.e., the (4
√

3 × 4
√

3) and (1 × 1), are investigated simultaneously by XPS and
thus contribute to the same In 3d core-level signal. The amount of the (1× 1) reconstruction on
the surface is estimated from STM (not shown here) to approximately 30 to 40%. This would
translate to a In-(4

√
3× 4

√
3) coverage of about 2.3 to 2.6 ML. Note, however, as already stated

in the XPS methods in Sec. 4.3.3, the resulting thicknesses and coverages of these estimations
bear a significant error bar and, thus, only lead to an approximate positioning in the coverage
phase diagram. Therefore, in the following a coverage value of 1.9 ML for the In-(4

√
3 × 4

√
3)

reconstruction is used.

Element i Ii (arb. units) of In-(7× 7) and In-(6× 4
√

3) Ii (arb. units) of In-(4
√

3× 4
√

3)
In 3d 15042 10306
Si 2p 2484 2757

Element i Ekin,i (eV) σi (Å2) T (Ei) (arb. units) λi (Å)
In 3d 1036 0.003098 [77] 52 [153] 16.9 [154]
Si 2p 1383 0.00011 [77] 49 [153] 26.1 [154]

Element i βi (arb. units) δi (Å) ai (Å) ρ2D,i (Å−2)
In 3d 1.208 [77] 2.09 5.92 0.08
Si 2p 1.026 [77] 2.51 3.07 0.12

Table B.1: Parameters to estimate the In film coverage by XPS with Equations 4.22 and 4.23 –
Ekin,i represents the kinetic energy of the respective core-level photoelectrons and Ii the core-level intensity. σi
stands for the cross section, T (Ei) the analyzer transmission function, and λi the inelastic mean free path at the
respective core-level energy. Additionally, λIn/SiC = 20.79Å is the inelastic mean free path of the In overlayer at
the kinetic energy of the Si 2p peak [154]. Further, βi features the asymmetry parameter, δi the layer distance,
ai the in-plane lattice constant, and ρ2D,i the 2D layer density. All structural parameters from the last row are
taken from crystal structures of the respective materials visualized with the VESTA software [45].
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C Indenene

All results presented in this appendix are adapted from the supplemental material of the publi-
cation by Bauernfeind et al. [110].

C.1 Overview of triangular and hexagonal adsorbate systems

Table C.1 gives an excerpt of experimentally realized surface adsorbate systems with the re-
spective elements yielding either a hexagonal or triangular lattice symmetry. Throughout this
periodic table, triangular adsorbate lattices ( and ) occur more often than hexagonal ones (
and ), in particular when going to higher atomic numbers Z. Interestingly, metallic substrates
were often used as substrates for hexagonal adlayers. Such substrates, however, impose a cer-
tain charge transfer on the adlayer, which would impede a sole edge conductance in the QSHE.
Utilizing insulating substrates to circumvent this problem primarily results in triangular adlayer
lattices, which therefore constitutes a promising design environment.

B C N
[156]

Al Si P
[31] [157] [158]

[159–161]
[162]

Ni Cu Zn Ga Ge As
[163] [164] [25] [165, 166]

[167–169]

Pd Ag Cd In Sn Sb
[170] indenene

[110]
[106, 171] [172]

[28] [16, 20, 21]
[173–176]

Pt Au Hg Tl Pb Bi
[177] [178] [179, 180] [181] [118]

[182–184] [175, 185] [186, 187]

Table C.1: Periodic table of literature overview on adsorbate systems – Schematic overview of adsorbate
systems in the (sub-) monolayer regime on insulating (empty symbols) and metallic substrates (filled symbols).
The surface lattice symmetry is either hexagonal or triangular. Intercalation layers between graphene and the
substrate (denoted as ) exhibit triangular symmetry. Indenene belongs to the triangular lattice group. The sum
of all triangular (hexagonal) surface lattices is 28 (14). This table was adapted from the supplemental material of
[110].
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C.2 Indium adsorption site

Total Energy and normalized in-plane force
a
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Figure C.1: DFT adsorption study of In atoms on SiC(0001) – a, Total energies mapped over the indenene
unit cell. The energies are given with respect to the T1 site. b, Map of the bonding distance between an In and
Si atom dIn−Si over the indenene unit cell. The in-plane coordinates are given in units of the lattice constant. In
a and b, the adsorption sites on the SiC(0001) surface are denoted as T1, T4, and H3, respectively. Taken from
the supplemental material of [110].

In order to theoretically determine the adsorption site of In atoms on SiC(0001) a map over the
indenene unit cell comprising the total energies and in-plane forces acting on them was calculated
in DFT using the generalized-gradient approximation parametrized by Perdew-Burke-Ernzerhof
[188]. The indenene in-plane coordinate was sampled on a 9 × 9 grid while relaxing the out-of-
plane coordinate. The energies are given with respect to the T1 site. As shown in Figure C.1a
the most energetically favorable adsorption site with the lowest in-plane force acting on the In
atoms is the T1 position, i.e., vertically above a Si atom. All other considered positions exhibit
a larger total energy.
The T1 adsorption site further exhibits the largest bonding distance dIn−Si to the substrate

(see Fig. C.1b). Due to the small influence of in-plane ISB on the In layer this configuration
is topologically non-trivial (cf. Sec. 7.2). Indium atoms adsorbed on the other considered lat-
tice sites yield shorter bonding distances, which would render indenene trivial. Note, that the
Perdew-Burke-Ernzerhof (PBE) functional used for this analysis slightly overestimates the bond-
ing distance. However, a more sophisticated functional, such as HSE, still confirms the non-trivial
nature of indenene adsorbed on the T1 site.
The T1 adsorption site becomes further evident when comparing the experimental ARPES

band structure (see Fig. 8.3) to the one from DFT, calculated for all considered adsorption sites
(see Fig. C.2). Both, the T4 and H3 bonding situations yield a metallic band structure with
bands at K/K ′ possessing strong pz-orbital character far away from the Fermi level in clear
contrast to the experimental ARPES result.
From the experimental side, the lateral position of the In atom can be determined by using

a film edge imaged in STM, where the uncovered SiC substrate interfaces an indenene film (see
Fig. C.3a and Fig. 8.2d). Here, atomic resolution on SiC(0001) and indenene (see Fig. C.3b)
was achieved with a tunneling bias of 1.65 V and 0.45 V, respectively. In the case of indenene,
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Figure C.2: DFT band structure analysis for different adsorption sites – Relaxed indenene unit cell
adsorbed to the T1, T4, and H3 sites, respectively. The size marker represents the In character of the band, the
color denotes the orbital composition. Taken from the supplemental material of [110].

the STM topography at this relatively high tunneling bias is dominated by the In pz-orbital
character (see Fig. C.2 for the T1 case). DFT supported STM studies of H-saturated SiC(0001)
show an analogous relationship for the Si atoms on SiC(0001) at a bias voltage of 3.0 V [50].
This argument also holds for the bias voltage of 1.65 V. A surface defect, which is present in
both topography images and marked by a red arrow in Fig. C.3, allows the corrugation profiles
on indenene and SiC (orange and blue curve, respectively) to be aligned. These two line profiles
are depicted in Figure C.3c. The periodic SiC(0001) lattice corrugation was extrapolated with
a periodic function over the indenene side. As can be seen, the height maxima on the indenene
side overlap with the maxima of the periodic function, which proves that In adsorbs on top of
the Si atoms, i.e., the T1 position.
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C.3 Normalization of STS data

0

100

200 pm

0

0.5

1 nm

a b c

IndeneneIndeneneSiC
Distance (nm)

0 4 8

H
e
ig

h
t 
(n

m
)

0.05

1.0

0.4

0.1

0.8
Indenene (0.45V)
SiC (1.65V)
Periodic continuation

Figure C.3: Determination of indium adsorption site in STM – a, STM topography image of a film
edge showing uncovered SiC on the left and the indenene film on the right recorded with tunneling parameters of
U = 1.65 V and I = 80 pA. b, STM topography image of the indenene side mapped with tunneling parameters of
U = 0.45 V and I = 100 pA. The corrugation profiles of the SiC (orange) and indenene side (blue) are depicted
in c. A surface defect, marked by a red arrow in a and b, was used to align both profiles. The indenene lattice
periodicity matches with the one from SiC(0001) proving the T1 adsorption site for In atoms. Adapted from the
supplemental material of [110].

C.3 Normalization of STS data

As laid out in Section 4.2.3, the derivation of the tunneling current I(U), i.e. dI/dU , is propor-
tional to the local density of states at the sample surface (see Equation 4.12). However, with the
transmission function still included, the resulting signal exhibits an exponential dependency on
the tip-sample distance. To exclude any z-dependency of the transmission function the resulting
signal is normalized with the conductance I/U leading to an expression of dI/dU

I/U [189].
In the case of indenene, constant height STS measurements were mainly used to determine

the charge localization asymmetry between the A and B side of the unit cell (see Sec. 8.4 for
details). Here, only indium p-orbitals contribute to the transmission function T (r, z, E, eU) at
position r = A and B for a constant distance z. The transmission function can therefore be
safely assumed to be position independent:

T (A, z,E, eU) = T (B, z,E, eU) ≡ T (z, E, eU) . (C.1)

Thus, the difference spectrum of the differential conductance depicted in Fig. C.4a was calculated
to:

(dI/dU)A − (dI/dU)B ∝ eT (z, eU, eU)(ρ(A, eU)− ρ(B, eU)) . (C.2)

In fact, the alternating sign switches in the curve, necessary to identify indenene as a QSHI, are
already present here.
To exclude any transmission function dependency, Equation C.2 was further normalized with

the tunneling conductance Iavg/U averaged over both sites A and B. The resulting spectrum is
displayed in Fig. C.4b (cf. Fig. 8.6d). As can be seen, both curves represent qualitatively the
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same behavior and clearly identify the topologically non-trivial character in indenene.
However, an individual normalization by site-specific I/U curves, i.e. dI/dUA

IA/U
− dI/dUB

IB/U
, would

result in misleading site-dependent factors. These factors originate in different LDOS contribu-
tions on site A and B and would enter the tunneling current I(U) expression given in Equation 4.9.
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Figure C.4: Influence of normalization procedure on charge localization – a, Measured dI/dU difference
between the A and B site of the indenene unit cell according to expression C.2. b, Normalized dI/dU difference
between the A and B site of the indenene unit cell from experiment (cf. Fig. 8.6d). The normalization was
conducted with the tunneling conductance Iavg/U averaged over both sites A and B. The spectra contain at least
30 averaged dI/dU curves per site A and B, respectively. Adapted from the supplemental material of [110].
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