




constant values for this were calculated on all train data images and

were always used to normalize each input image. CNN training is

described in detail in SupplementaryMaterial. The current instrument

detection software is freely available to download for research pur-

poses (https://github.com/Maddonix/instrument_detection).

Model testing

The CNN for detecting visible instruments was tested in the with-

drawal phase of a set of 10 full‐length colonoscopy videos by

analyzing its performance in each single image of the videos. To

stabilize the prediction results, a running mean function was applied.

This was performed to avoid erroneous suppressions of AI detections

caused by our CNN. Here, we assigned the current video image the

majority label of itself as well as the previous 14 video images, rep-

resenting a threshold of 467 ms. This same dataset was used to test

the change in performance of a CADe system (GI Genius, Medtronic

Inc., Ireland, Version March 2020) in the reduction of distracting

activations with the developed instrument detection system.

Ethics approval

Patients provided written informed consent prior to video recording.

The ethics committee of the University hospital Würzburg approved

retrospective analysis of the data used in this study.

Statistical analysis

Two evaluations were statistically analyzed: the capabilities of the

instrument detection system and the reduction of CADe distracting

activations. Per‐frame sensitivity and specificity, accuracy, and

Receiver Operating Characteristic (ROC) were calculated for both

evaluations. Sensitivity has been defined as the ratio between the

number of frames with a visible instrument that were correctly

detected (TP) and the total number of frames with a visible in-

strument (TP+FN). Specificity was defined as the ratio between the

number of frames without a visible instrument that were correctly

assessed (TN) and the sum of the total number of frames with a

false detection and the TN frames (FP+TN). Accuracy was defined

as the ratio between the number of correct system assessments (TP

+TN) and the total number of frames. Metrics where weighted

average to compensate for the imbalance of images with/out a

visible instrument. For the calculation of the weighted average

metrics the parameter “average” in every used function of the

sklearn.metrics module from scikit‐learn 1.0.2 package was set to

“weighted”. All calculations were performed using Python Software

(version 3.6).

RESULTS

Characteristics of the patient cohort

The test dataset comprised 10 full‐length colonoscopy videos from

10 different patients. Men and women were equally represented,

the mean age was 57.1 (interquartile range; 46–65) and the mean

Boston Bowel Preparation Scale was 6.9 (range; 6–9) (Supplemen-

tary Table 1). The total duration of the withdrawal phase, with the

duration of interventions included, was 1 h and 25 min, corre-

sponding to 153,623 single video frames. During this time, in-

struments were visible for a total of 7 min and 12 s on the screen

These 10 videos included a total of 12 different interventions,

where 19 different endoscopic through the scope instruments were

used: 4 cold snares, 11 graspers, 1 hot snare, 2 needles and 1 clip

(Table 1).

Performance of the instrument detection system

The CNN overall accuracy achieved in the detection of visible in-

struments in the test dataset was 98.59%. Sensitivity and specificity

were 98.55% and 98.92%, respectively. The grasper was the instru-

ment that was best detected by the system, with a sensitivity of

99.08% and a specificity of 99.36%, whereas the snare, with a

sensitivity of 98.21% and a specificity of 98.51%, was the most

difficult instrument to detect, probably because often only the wire

was visible. Representative images of a grasper, a snare and a false

positive detection of the CNN with the corresponding heat map that

depicts the image areas that are recognized as an instrument are
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F I GUR E 1 Characteristics of the training dataset containing
images with and without visible instruments captured using the
four different endoscopy processor types
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SUPPORTING INFORMATION

Additional supporting information can be found online in the Sup-

porting Information section at the end of this article.
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