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Introduction

“ In reality we know nothing, since the truth is at the bottom” (Demokritus, Fr. 117, ∼400
BC), a statement made 2500 years ago in ancient Greece. In this spirit people back then
started to construct “microscopic” models by introducing atoms and thereby tried to explain
nature. Even though nowadays this philosophy became a science and our understanding in
physics is remarkable, there are still many open questions.

I am interested in modeling phenomena from nature both microscopically and macroscop-
ically, motivated by the quest to understand the macroscopic equations of continuum me-
chanics by deriving them from microscopic statistical mechanics

The microscopic models consist of moving particles. They can be constructed in several
ways. One way is to impose on particles a probability law which defines their movement.
These interacting particle systems are for example useful to describe traffic flow, percolation,
movement of sand piles or flow through porous media.
In other models particles are moved by laws of classical thermodynamics. These models
describe for example gas dynamics, heat conduction, harmonic oscillators or elasticity.
In both cases it turns out, that the corresponding macroscopic characterization are partial
differential equations where in particular the nonlinear conservation laws arouse my interest.
Here one challenge is to discover solutions which are well posed and physically relevant.

One of my motivation for considering macroscopic as well as microscopic approaches is
motivated by the difference in information in these two modelings and the relationship
between them. My hope is that analytically one can use the microscopic information of
a system to be naturally led to a physically meaningful solution to a conservation law.
An example here are certain descriptions of flow through porous media where appropriate
macroscopic entropy conditions are not clear. One step in this direction has been done in
the first part of my thesis (see also [10, 11, 19]).

The description at the microscopic level typically involves stochastic elements. Here we are in
the realm of statistical thermodynamics. The description at the macroscopic level typically
involves nonlinear partial differential equations. One should mention that various limits can
be taken when going from the discrete to the continuum description. Technically the least
challenging is the so called moderate limit of Oelschlaeger. Another limit is the parabolic
limit when diffusion dominates advection. Most challenging though is the hyperbolic limit
where advection dominates diffusion. This typically leads to the nonlinear PDEs of the
conservation law type, for which on the macroscopic level the well posedness of solutions
in many cases can not be shown. The probably most popular example here are the Euler
Equations.

In my work I have tried to marry statistical physics with hyperbolic conservation laws:
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INTRODUCTION

- In Chapter 1 of my thesis I am considering flow through porous media, i.e the macro-
scopic description is a scalar conservation law. Here the new feature is that we allow
sudden changes in porosity and thereby the flux may have discontinuities in space.
Microscopically this is described through an interacting particle system having only
one conserved quantity namely the total mass.

- In Chapter 2 of my thesis I am considering an Hamiltonian system with boundary
conditions. Microscopically this is described through a system of coupled oscillators
and hence besides the density of particles also momenta and energy play a role. Macro-
scopically this will lead to a system of conservation laws.

Nonlinear scalar conservation laws with discontinuous fluxes and hydrodynamic
limit of interacting particle systems [11].

Macroscopically flow through porous media is given by the following hyperbolic class of
scalar conservation laws:

∂tρ+ ∂xF (x, ρ(t, x)) = 0 (0.0.1)

and with initial data:
ρ|t=0 = ρ0(x), (0.0.2)

where F (·, ρ) is continuous except on a set of measure zero.

The difficulty of (0.0.1) is the discontinuity of the flux function F in the space variable
x arising from sudden changes in porosity. Recall that for fluxes without discontinuities,
this partial differential equation is well studied by Kruzkov in [26]: Let F ε(x, ρ) be the
standard mollification of F (x, ρ) in x ∈ R defined by (1.2.1) and consider the following
Cauchy problem: {

∂tρ+ ∂xF
ε(x, ρ) = 0,

ρ|t=0 = ρ0(x) ≥ 0, (0.0.3)

then Kruzkov proved the existence and uniqueness of an L∞ solution ρ : R+ × R 7→ R

satisfying the following two properties:

(i) ρ satisfies the entropy inequality

∂t|ρ(t, x)− c|+ ∂x
(
sign (ρ(t, x)− c) (F ε(x, ρ(t, x))− F ε(x, c))

)
+sign(ρ(t, x)− c)∂xF ε(x, c) ≤ 0 (0.0.4)

for any constant c ∈ R in the sense of distributions, that means that for any smooth,
positive function J : R+ ×R 7→ R+ we have the following:

∫
|ρ(t, x)− c|∂tJdxdt

+
∫

sign(ρ(t, x)− c) (F ε(x, ρ)− F ε(x, c)) ∂xJdxdt

+
∫

sign(ρ(t, x)− c)∂xF ε(x, c)J(t, x)dxdt+
∫
|ρ(0, x)− c|J(0, x)dx ≥ 0

2



INTRODUCTION

(ii) ρ(t, ·) converges in L1(R) to ρ0(·) as t decreases to 0:

lim
t→0

∫
R
|ρ(t, x)− ρ0(x)| du = 0

Notice that if the flux function F has a discontinuity in the space the derivative in the third
term of (0.0.4) does not make sense and thus the Kruzkov approach does not apply anymore.
Therefore discontinuity in space causes new important difficulties in conservation laws.

Several different entropy conditions have been suggested in the literature (see [1, 3, 5, 7, 14,
23, 25, 32] and the references therein). One type of entropy conditions involves a rule how
the solution should behave at the jump wave induced by the discontinuity in the flux, that is,
the solution is required to satisfy an additional condition on its traces at the discontinuous
points of the flux function, for which the existence of traces of the solution is needed. An
alternative entropy condition in [3, 5] is an adapted entropy condition that uses steady state
solutions to (0.0.1) to replace the constant parameter in the Kruzkov entropy inequality.
For this class of entropy solutions uniqueness has been shown, but not existence in many
cases.The replacement of the constant c by a steady state solution has the advantage, that
the bad third term of (0.0.4) disappears. The entropy inequality has the form

∂t|ρ(t, x)−mα(x)|+ ∂x
(
sign

(
ρ(t, x)−mα(x)

) (
F ε(x, ρ(t, x))− F ε(x,mα(x))

))
≤ 0

in the distributional sense. Here mα : R→ R denotes a steady state solution to (0.0.1) (for
more details of this, see Section 1.1) such that for a constant α

F (x,mα(x)) = α.

This is quite an attractive notion since it does not require the traces of the entropy solution,
which allows the solution only in L∞. In Chapter 1, we establish the well-posedness in L∞
for conservation laws with a certain class of flux functions (cf. conditions (H1)–(H2) and
(H3) or (H3’) in Section 1.1) by providing an existence proof to supplement the uniqueness
result in [3].

It happens, that different classes of entropy conditions proposed in the literature may lead
to different unique solutions for the same initial data. For example the entropy condition
based on the traces of solutions at the jump waves has lead to the existence and uniqueness
of the solutions for a wider class of flux functions than those satisfying (H1)–(H2) and (H3)
or (H3’) in Section 1.1. The Cauchy problem (even the Riemann problem) may lead to
different solutions depending on which choice of the conditions on the traces of solutions
is made (for an example, see [3]). If one restricts oneself to the flux functions satisfying
(H1)–(H2) and (H3’) in Section 1.1 (in which F (x, ·) in (0.0.1) is monotone) and to the
entropy solutions in the class of functions of bounded variation, the two notions of entropy
conditions addressed above will lead to the same solution. This is not the case for the flux
functions satisfying (H1)–(H2) and (H3) in which F (x, ·) may be non-monotone.

On the other hand, in statistical mechanics, some microscopic interacting particle systems
with discontinuous speed-parameter λ(x), in the hydrodynamic limit, formally lead to scalar
hyperbolic conservation laws with discontinuous flux of the form

∂tρ+ ∂x (λ(x)h(ρ)) = 0 (0.0.5)

3
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and with initial data (0.0.2), where λ(x) is continuous except on a set of measure zero
and h(ρ) is Lipschitz continuous. Here the discontinuity in space is given by the speed
parameter λ, which is continuous except on a set of measure zero. In particular the hy-
drodynamic limit naturally gives rise to an entropy condition described in [3, 5], for which
as already mentioned uniqueness has been shown, but not the existence. Rezakhanlou in
[33] first established the hydrodynamic limit of the processus des misanthropes (PdM) with
constant speed-parameter. Covert-Rezakhanlou [16] provided a proof of the hydrodynamic
limit of a PdM with nonconstant but continuous speed-parameter λ. In both proofs, the
most important step is to show an entropy inequality at microscopic level leading to the
(macroscopic) Kruzkov entropy inequality, in the limit when the distance between particles
tends to zero, and thereby implies the uniqueness of limit points. Bahadoran in [4] proved
the hydrodynamic limit of a special case of the processus des misanthropes, the so called
simple exclusion process with continuous speed parameter. The methods in [16] and [4]
are essentially the same, but they used different characterizations of microscopic entropy
inequalities. Seppäläinen in [34] proved the hydrodynamic limit of a K-exclusion process
with constant speed parameter, which also is again a special case of the processus des mis-
anthropes using a coupling of a process with an arbitrary initial configuration with a family
of processes with simple initial configurations. This technique has the advantage that the
hydrodynamic limit can be derived without knowledge of invariant product measures which
is crucial in [33, 16] and [4], but it has the disadvantage, that it is not possible to express
the flux as a function of ρ.

Equation (0.0.5) is equivalent to the following 2× 2 hyperbolic system of conservation laws:{
∂tρ+ ∂x(λh(ρ)) = 0,
∂tλ = 0. (0.0.6)

In particular, when h(ρ) is not strictly monotone, system (0.0.6) is nonstrictly hyperbolic,
one of the main difficulties in conservation laws (cf. [9, 13]). The natural question is which
entropy solution the hydrodynamic limit selects, thereby leading to a suitable, physical
relevant notion of entropy solutions of this class of conservation laws. Chapter 1 in this
work is a first step in this direction and provides an answer to this question for a family of
discontinuous flux functions via an interacting particle system, namely, the attractive zero
range process (ZRP). The ZRP leads to a conservation law of the form (0.0.2) with λ(x) > 0
and h(ρ) being monotone in ρ. Furthermore, its hydrodynamic limit naturally gives rise to
an entropy condition of the type described in [3, 5].

Motivated by the hydrodynamic limit of the ZRP we adopt the notion of entropy solutions
in the sense of Audusse-Perthame [3] for a class of conservation laws with discontinuous flux
functions, including the non-monotone case, and establish the existence of such an entropy
solution via the method of compensated compactness in Section 1.2. This completes the
well-posedness in L∞ by combining the uniqueness result established in [3] for this class of
conservation laws under their notion of entropy solutions.

In order to establish the hydrodynamic limit of large particle systems and the convergence
of other approximate solutions to (0.0.1) rigorously, we establish a compactness framework
for (0.0.1)–(0.0.2) in Section 1.1. This mathematical framework is based on the notion and
reduction of measure-valued entropy solutions developed in Section 1.1, which is also applied
for another proof of the existence of entropy solutions for the non-monotone case in Section
1.2.

In Section 1.3, we establish the hydrodynamic limit for a ZRP with discontinuous speed-
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parameter λ(x) governed by the unique entropy solution of the Cauchy problem (0.0.2)–
(0.0.5).

Hydrodynamic limit of Hamiltonian systems with boundary conditions and sys-
tems of conservation laws.

The zero range process considered in Chapter 1 is a purely stochastic process, there are no
physical assumptions, and hence there is no velocity or energy associated to the particles.
In Chapter 2 we consider Hamiltonian systems with boundary conditions.

The microscopic model we consider is a one dimensional chain of N coupled oscillators. The
interaction between particles is now defined through a spring with a potential energy V .
Thus to each particle denoted by i, there is associated a position xi and a momentum pi.
The boundary conditions we impose are the following: we attach the first particle to a wall
and on the last particle we apply a force τ(t) depending on time, which is a pressure or a
tension. Then the Hamiltonian reads as

HτN (x,p) :=
1
2

N∑
i=1

p2
i +

N∑
i=1

(V (xi − xi−1)− τ(t)(xi − xi−1)) .

and in contrast to the ZRP, besides total mass we now must handle with two more physical
quantities namely momentum and energy. Our goal is to prove that in the hyperbolic limit,
that means after a rescaling of time and space in the same way, the conserved quantities
in time satisfy a system of partial differential equations which we will specify below. The
technics we use for the derivation of the macroscopic equation are based based on [31]. In
this paper, they prove the hydrodynamic limit of a Hamiltonian system with weak noise
but without boundary conditions. They chose the much more complicated system on the
continuum and in 3 dimensions. This system is governed by the full system of Euler equations
in 3 dimensions: 

d
dtρ+

∑3
j=1

∂
∂x (ρuj) = 0

d
dt (ρuj) +

∑3
j=1

∂
∂x (ρujuj + δijP (ρ, e)) = 0

d
dt (ρE) +

∑3
j=1

∂
∂x (ρEuj − ujP (ρ, e)) = 0.

(0.0.7)

This system describes gas dynamics. Here ρ denotes the density, uj are the 3 components
of velocity, E denotes the energy and P is the pressure as a function of the density and the
internal energy e. Thus there is conservation of total mass, momentum and energy.
To give an overview on the subject we would like to touch on the main difficulties the authors
encountered in deriving the hydrodynamic limit of this system:

(i) The first difficulty is that the deterministic Hamiltonian system has not enough er-
godicity: indeed there exists a family of spatially homogenous Gibbs measures for the
system, but there is no hope to prove the strong ergodicity hypotheses, which roughly
says, that every stationary, translation invariant measure of the infinite stochastic dy-
namics is a superposition of Gibbs distributions. This problem has been addressed by
adding some randomness to the system in terms of a weak conservative noise. This
noise exchanges the momenta of nearby particles. It is chosen such that it provides
the system with enough ergodicity, but does not change the hydrodynamic limit, that
means the three conservation laws are still satisfied in the limit. This technique, on the
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macroscopic level, can be compared to the vanishing viscosity method, which is a pow-
erful method of proving existence and uniqueness of solutions to hyperbolic systems
of conservation laws in many cases (See [13]).

(ii) The second difficulty is rather technical: during the proof it is important, that the
kinetic energy is uniformly bounded. Since there are no effective truncation techniques
to handle the large velocities, this has been dealt with by replacing the natural kinetic
energy, by a function of the velocity, having bounded gradient.

(iii) The main part of the proof relies on the relative entropy method of [38]. The relative
entropy measures the distance between the distribution of the actual evolution of the
system and the distribution of a local equilibrium with their relative entropy. The
method is based on the principle that mean values of functions of the rescaled process
should be calculated by means of a product local equilibrium measure (see [24, 35]), also
known as the one-block estimate. Unfortunately this method requires the smoothness
of solutions. But even for smooth initial data, a weak solutions to (0.0.7) may produce
shocks after a certain time. Therefore in [31] they are forced to restrict their proof to
the smooth regime of the Euler equations.
A proof of the hydrodynamic limit which goes beyond the shock is a long standing
open problem. Also, even if there is a possibility to show the hydrodynamic limit, it is
still open whether this limit is unique: on the macroscopic level it is an open problem
to prove well posedness of weak solutions when the solution enters a shock, because
there is not enough entropy.

In the second part of my thesis, I am using the technics of [31], to derive the hydrodynamic
limit for an Hamiltonian system in one dimension with boundary conditions. As already
mentioned above the microscopic model we use is a system of N coupled oscillators in one
dimension. This means, that we consider atoms sitting on a one dimensional lattice and
moving around their equilibrium position. We chose the one dimensional discrete lattice to
be of length 1 and having N points, then to each point of the lattice there is associated an
atom with mass equal to one.

Since this is a nearest neighbor interaction, we can rewrite the problem in terms of the
deformation ri := xi−xi−1 also known as Lagrangian coordinates. Of course the introduction
of boundary conditions implies several problems. For a better understanding of the problem
we therefore changed the conservative noise (see 2.4) , in such a way that particles only
exchange velocities randomly. With this noise the total energy is not conserved anymore,
and a thermal equilibrium is maintained. Thus in the hydrodynamic limit the particle
density and momentum satisfy the so called p-system of two conservation laws: ∂tr− ∂xp = 0

∂tp− ∂xP (r) = 0

and with boundary conditions r0(x) = r(x, 0), p0(x) = p(x, 0)

p(0, t) = 0, P (r(1, t)) = τ(t)

For bounded, smooth initial data r0, p0 : [0, 1] → R and the force τ(t) depending on time
t. Now the pressure P is a function of the specific volume r only. This system has the
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advantage that on the macroscopic level it is understood much better than (0.0.7), since
here existence of solutions is already proved. Notice also that we may chose the force τ(t)
applied on the last particle such that there is no shock produced. This would mean that we
can prove the hydrodynamic limit for all times.

To derive the hydrodynamic limit, in Chapter 2 we proceed as follows:

A detailed description of the microscopic model and its underlying equilibrium measures
will be given In Sections 2.1,2.3 and 2.4. In Section 2.2 we give a short sketch of the proof
for the existence of C1 solutions to the initial boundary value problem given above.

The proof of the hydrodynamic limit will be done in Section 2.5. Here we have to handle
with additional terms when carefully computing the relative entropy due the work done
by the system when we apply the force τ . In the proof of the one-block estimate, which,
in view of the strong ergodic hypothesis, requires a characterization of the stationary and
translation invariant measures as convex combination combination of Gibbs measures, local
averages where necessary to the translation invariance of the measures.

7
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Chapter 1

Hyperbolic Conservation Laws
with Discontinuous Fluxes and
Hydrodynamic Limit for Particle
Systems

1.1 Notion and Reduction of measure-valued entropy so-
lutions

In this section, we first develop the notion of measure-valued entropy solutions and establish
their reduction to entropy solutions in L∞ (provided that they exist) of the Cauchy problem

∂tρ+ ∂xF (x, ρ(t, x)) = 0 (1.1.1)

and with initial data:
ρ|t=0 = ρ0(x), (1.1.2)

satisfying that

(H1) F (x, ρ) is continuous at all points of (R\N )×R with N a closed set of measure zero;

(H2) ∃ continuous functions f, g such that, for any x ∈ R and large ρ, f(ρ) ≤ |F (x, ρ)| ≤ g(ρ)
with f(ρ) ≥ 0 and f(±∞) =∞;

(H3) There exists a function ρm(x)from R to R and a constant M0 such that, for x ∈ R\N ,
F (x, ρ) is a locally Lipschitz, one to one function from (−∞, ρm] and [ρm,∞) to
[M0,∞) (or (−∞,M0]) with F (x, ρm(x)) = M0 and with common Lipschitz constant
LI for all x ∈ R\N and all ρ ∈ I that is any bounded interval in R;

or

9



1.1. NOTION AND REDUCTION OF MEASURE-VALUED ENTROPY SOLUTIONS

(H3’) For x ∈ R\N , F (x, ·) is a locally Lipschitz, one to one function from R to R with
common Lipschitz constant LI for all x ∈ R\N and all ρ ∈ I that is any bounded
interval in R.

One example of the flux functions satisfying (H1)–(H2) and (H3) or (H3’) is

F (x, ρ) = λ(x)h(ρ), (1.1.3)

where λ(x) is continuous in x ∈ R with 0 < λ1 ≤ λ(x) ≤ λ2 < ∞ for some constants λ1

and λ2, except on a closed set N of measure zero, and h(ρ) is locally Lipschitz and is either
monotone or convex (or concave) with h(ρm) = 0 for some ρm in which case M0 = 0.

It is easy to check that, if the flux function F (x, ρ) satisfies (H1)–(H3), then, for any con-
stant α ∈ [M0,∞) (or α ∈ (−∞,M0]), there are two steady-state solutions m+

α from R to
[ρm(x),∞) and m−α from R to (−∞, ρm(x)] of (1.1.1) such that

F (x,m±α (x)) = α for a.e. x ∈ R. (1.1.4)

In the case (H1)–(H2) and (H3’), m+
α (x) = m−α (x) which is even simpler.

1.1.1 Notion of measure-valued entropy solutions

First, the notion of entropy solutions in L∞ introduced in Audusse-Perthame [3] and Baiti-
Jenssen [5] can be further formulated into the following.

Definition 1.1.1 (Notion of entropy solutions in L∞). We say that an L∞ function ρ :
R2

+ := R+ × R → R is an entropy solution of (1.1.1)–(1.1.2) provided that, for each α ∈
[M0,∞) (or α ∈ (−∞,M0]) and the corresponding two steady-state solutions m±α (x) of
(1.1.1), ∫ (

|ρ(t, x)−m±α (x)| ∂tJ + sign(ρ(t, x)−m±α (x))
(
F (x, ρ(t, x))− α

)
∂xJ

)
dtdx

+
∫
|ρ0(x)−m±α (x)|J(0, x) dx ≥ 0 (1.1.5)

for any test function J : R2
+ → R+.

It is easy to see that any entropy solution is a weak solution of (1.1.1)–(1.1.2) by choosing
α such that m+

α (x) ≥ ‖ρ‖L∞ and m−α (x) ≤ −‖ρ‖L∞ , respectively, for a.e. x ∈ R.

From the uniqueness argument in Audusse-Perthame [3] (also see [12]), one can deduce that,
for any L > 0,

lim
t→0

∫
|x|≤L

|ρ(t, x)− ρ0(x)| dx = 0. (1.1.6)

Following the notion of entropy solutions, we introduce the corresponding notion of measure-
valued entropy solutions. We denote by P(R) the set of probability measures on R.

10



CHAPTER 1. CONSERVATION LAWS WITH DISCONTINUOUS FLUX AND HDL OF INTERACTING PARTICLES

Definition 1.1.2 (Notion of measure-valued entropy solutions). We say that a measurable
map

π : R2
+ → P(R)

is a measure-valued entropy solution of (1.1.1)–(1.1.2) provided that 〈π0,x; k〉 = ρ0(x) for
a.e. x ∈ R and, for each α ∈ [M0,∞) (or α ∈ (−∞,M0]) and the corresponding two
steady-state solutions m±α (x) of (1.1.1),∫ (

〈πt,x; |k −m±α (x)|〉 ∂tJ + 〈πt,x; sign(k −m±α (x)) (F (x, k)− α)〉 ∂xJ
)
dxdt

+
∫
|ρ0(x)−m±α (x)| J(0, x) dx ≥ 0 (1.1.7)

for any test function J : R2
+ → R+.

If a measure-valued entropy solution πt,x(k) is a Dirac mass with the associated profile
ρ(t, x), i.e. πt,x(k) = δρ(t,x)(k), then ρ(t, x) is an entropy solution of (1.1.1)–(1.1.2), which
is unique as shown in [3].

Note that, when the flux function F (x, ρ) is locally Lipschitz in ρ and globally Lipschitz in
x, one can use the Kruzkov entropy inequality, instead of (1.1.7), to formulate the following
notion of measure-valued solutions:

∂t 〈πt,x; |k − c|〉+ ∂x 〈πt,x; sign(k − c) (F (x, k)− F (x, c))〉+ 〈πt,x; sign(k − c)∂xF (x, c)〉 ≤ 0
(1.1.8)

in the sense of distributions and to establish their reduction as in DiPerna [18]. One of the
new features in our formulation (1.1.7) in Definition 1.1.2 is that the constant c in (1.1.8) is
replaced by the steady-state solutions m±α (x) such that the additional third term in (1.1.8)
vanishes, as in [3, 5], and thereby allows the discontinuity of the flux functions on a closed
set of measure zero for measure-valued entropy solutions.

1.1.2 Reduction of measure-valued entropy solutions

In this section we first establish the reduction of measure-valued entropy solutions of (1.1.1)–
(1.1.2) and prove that any measure-valued entropy solution πt,x(k) in the sense of Definition
1.1.2 is the Dirac solution such that the associated profile ρ(t, x) is an entropy solution in
the sense of Definition 1.1.1. That is, our goal is to establish that, when π0,x(k) = δρ0(x)(k),

πt,x(k) = δρ(t,x)(k), (1.1.9)

where ρ : R2
+ → R is the unique entropy solution determined by (1.1.5). The reduction

proof is achieved by two theorems. We start with the following theorem which yields the
L1-contraction between the measure-valued entropy solution πt,x and the unique entropy
solution ρ(t, x) of (1.1.1)–(1.1.2).

Theorem 1.1.3 (L1-contraction). Assume that there exists a measure-valued entropy so-
lution π : R2

+ → P(R) of (1.1.1) in the sense of Definition 1.1.2 with πt,x having a fixed
compact support for a.e. (t, x). Assume that there exists a function ρ : R2

+ → R with initial
data ρ0 ∈ L∞(R) and π0,x(k) = δρ0(x)(k) for a.e. x ∈ R satisfying the following inequality:∫ (

〈πt,x; |k − ρ(t, x)|〉 ∂tJ + 〈πt,x; sign(k − ρ(t, x))(F (x, k)− F (x, ρ(t, x)))〉 ∂xJ
)
dxdt ≥ 0

(1.1.10)

11
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for any test function J : R2
+ → R+. Then the function

∫
〈πt,x; |k − ρ(t, x)|〉 dx is non-

increasing in t > 0, which implies πt,x(k) = δρ(t,x)(k) when π0,x(k) = δρ0(x)(k) for a.e.
x ∈ R. Furthermore, ρ is the unique entropy solution of (1.1.1)–(1.1.2) in the sense of
Definition 1.1.1.

Proof. In expression (1.1.10), we choose the test function as the product test function
Jj(t)H(x), with Jj(t) converging to the indicator function 1[t1,t2](t) as j → ∞ for t2 >
t1 ≥ 0. Then (1.1.10) is equivalent to∫

H(x)〈πt1,x(k); |k − ρ(t1, x)|〉 dx−
∫
H(x)〈πt2,x(k); |k − ρ(t2, x)|〉 dx

+
∫ t2

t1

∫
H ′(x)〈πt,x(k); sign (k − ρ(t, x))

(
F (x, k)− F (x, ρ(t, x))

)
〉 dxdt ≥ 0. (1.1.11)

In (1.1.11), we choose

H(x) = e−γ
√

1+|x|2χ(
x

N
), γ,N > 0,

for χ ∈ C∞0 (−2, 2) with χ(x) = 1 when x ∈ [−1, 1] and χ(x) ≥ 0. Letting N →∞ first and
γ → 0 then yields that, for any t2 > t1 ≥ 0,∫

〈πt2,x; |k − ρ(t2, x)|〉 dx−
∫
〈πt1,x; |k − ρ(t1, x)|〉 dx ≤ 0.

In particular, when t2 = t > 0, t1 → 0, then π0,x(k) = δρ0(x)(k) implies∫
〈πt,x; |k − ρ(t, x)|〉dx ≤ 0

so that πt,x(k) = δρ(t,x)(k) for any t > 0.

Plugging this into inequality (1.1.7), we obtain inequality (1.1.5). Thus, ρ(t, x) is an entropy
solution which is unique by [3].

It thus remains to prove inequality (1.1.10).

Theorem 1.1.4. Assume that ρ : R2
+ → R is the unique entropy solution of (1.1.1)–(1.1.2)

with initial data ρ0 ∈ L∞(R). Assume that there exists a measure-valued entropy solution
π : R2

+ → P(R) of (1.1.1) in the sense of Definition 1.1.2 with πt,x having a fixed compact
support for a.e. (t, x) and π0,x(k) = δρ0(x)(k) for a.e. x ∈ R. Then inequality (1.1.10) holds
for any test function J : R2

+ → R+.

Proof. The proof is divided into nine steps.

Step 1. We first notice the following:

• Under assumption (H3’), F (x, ρ) is continuous in x a.e.. Then we can define a function
ρ̃(s, y, x) for a.e. (s, y, x) ∈ R+ ×R2 such that, for fixed (s, y),

F (x, ρ̃(s, y, x)) := F (x,mF (y,ρ(s,y))(x)) = F (y, ρ(s, y)), (1.1.12)

12
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where the last equality follows from (1.1.4). Thus, we define

ρ̃(s, y, x) = mβ(s,y)(x) with β(s, y) := F (y, ρ(s, y)).

In the same way, we can define a function m̃(x, c, y) for any constant c ∈ R and for
a.e. (x, y) ∈ R2 such that, for fixed x,

F (y, m̃(x, c, y)) := F (y,mF (x,c)(y)) = F (x, c). (1.1.13)

Thus, we define

m̃(x, c, y) = mγ(x,c)(y) with γ(x, c) := F (x, c).

• For the case (H3), we define ρ̃(s, y, x) such that the sign of the difference between
ρ̃(s, y, x) and ρm(y) is the same as the sign of the difference between the corresponding
solution and ρm(y), that is,

sign(ρ(s, y)− ρm(y)) = sign(ρ̃(s, y, x)− ρm(y)). (1.1.14)

It can be achieved by defining

ρ̃(s, y, x) := m+
β(s,y)(x)sign+(ρ(s, y)− ρm(y)) +m−β(s,y)(x)sign−(ρ(s, y)− ρm(y)),

(1.1.15)

since ρm(y) is the minimum (or maximum) point of the flux function with F (y, ρm(y)) =
M0.

Similarly, we define

m̃(x, c, y) := m+
γ(x,c)(y)sign+(c− ρm(x)) +m−γ(x,c)(y)sign−(c− ρm(x)). (1.1.16)

Then we have as in (1.1.12) and (1.1.13),

F (x, ρ̃(s, y, x)) = F (y, ρ(s, y)) = β(s, y),

and
F (y, m̃(x, c, y)) = F (x, c) = γ(x, c).

With these notations, we can rewrite inequality (1.1.7) as follows:

∂t 〈πt,x; |k − ρ̃(s, y, x)|〉+ ∂x
〈
πt,x; sign(k − ρ̃(s, y, x))

(
F (x, k)− F (y, ρ(s, y))

)〉
≤ 0

(1.1.17)

in the sense of distributions, and inequality (1.1.5) can be rewritten as

∂s|ρ(s, y)− m̃(x, k, y)|+ ∂y
(
sign(ρ(s, y)− m̃(x, k, y))

(
F (y, ρ(s, y))− F (x, k)

))
≤ 0,

for any k ∈ R, which implies

∂s 〈πt,x; |ρ(s, y)− m̃(x, k, y)|〉
+ ∂y

〈
πt,x; sign(ρ(s, y)− m̃(x, k, y))

(
F (y, ρ(s, y))− F (x, k)

)〉
≤ 0 (1.1.18)

in the sense of distributions.

13
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Step 2. We next perform an integration by parts against a test function of the form

Jτ,ω(t, x, s, y) = J(
t+ s

2
,
x+ y

2
)H̄τ (t− s)Hω(x− y) ≥ 0. (1.1.19)

Here J ∈ C∞0 (R2
+) and the two families of functions H̄τ , Hω ∈ C∞0 (R) are defined as

H̄τ (z) =
1
τ
H̄(

z

τ
) and Hω(z) =

1
ω
H(

z

ω
) for τ, ω > 0,

for a positive, compactly supported function H ∈ C∞0 (R) and a positive function H̄ ∈
C∞0 (R) with compact support in (−1, 1) such that

∫
RH(z)dz =

∫
R H̄(z)dz = 1.

We first choose the test function in (1.1.17) as defined above for fixed (s, y) and then integrate
the resulting inequality with respect to (s, y) to obtain

∫
〈πt,x; |k − ρ̃(s, y, x)|〉 ∂tJτ,ω(t, x, s, y) dtdxdsdy

+
∫
〈πt,x; sign (k − ρ̃(s, y, x))

(
F (x, k)− β(s, y)

)
〉 ∂xJτ,ω(t, x, s, y) dtdxdsdy

+
∫
|ρ0(x)− ρ̃(s, y, x)| Jτ,ω(0, x, s, y) dxdsdy ≥ 0. (1.1.20)

Furthermore, after integration, it follows from (1.1.18) that

∫
〈πt,x; |ρ(s, y)− m̃(x, k, y)|〉 ∂sJτ,ω(t, x, s, y) dtdxdsdy

+
∫
〈πt,x; sign(ρ(s, y)− m̃(x, k, y))

(
F (y, ρ(s, y))− γ(x, k)

)
〉 ∂yJτ,ω(t, x, s, y) dtdxdsdy

+
∫
〈πt,x; |ρ0(y)−m(x, k, y)|〉 Jτ,ω(t, x, 0, y) dtdxdy ≥ 0. (1.1.21)

We next add (1.1.20) and (1.1.21) together to obtain the following inequality:

T1 + T2 + T3 + T4 + T5 + T6 ≥ 0, (1.1.22)

14
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where

T1 :=
1
2

∫
〈πt,x; |k − ρ̃(s, y, x)|〉∂tJ(

t+ s

2
,
x+ y

2
)H̄τ (t− s)Hω(x− y) dtdxdsdy

+
1
2

∫
〈πt,x; sign (k − ρ̃(s, y, x))

(
F (x, k)− β(s, y)

)
〉

×∂xJ(
t+ s

2
,
x+ y

2
)H̄τ (t− s)Hω(x− y) dtdxdsdy,

T2 :=
1
2

∫
〈πt,x; |ρ(s, y)− m̃(x, k, y)|〉∂sJ(

t+ s

2
,
x+ y

2
)H̄τ (t− s)Hω(x− y) dtdxdsdy

+
1
2

∫
〈πt,x; sign(ρ(s, y)− m̃(x, k, y))

(
F (y, ρ(s, y))− γ(x, k)

)
〉

×∂yJ(
t+ s

2
,
x+ y

2
)H̄τ (t− s)Hω(x− y) dtdxdsdy,

T3 :=
∫
〈πt,x; |k − ρ̃(s, y, x)| − |ρ(s, y)− m̃(x, k, y)|〉

×J(
t+ s

2
,
x+ y

2
)H̄ ′τ (t− s)Hω(x− y) dtdxdsdy,

T4 :=
∫
〈πt,x; (F (x, k)− F (y, ρ(s, y)))

(
sign (k − ρ̃(s, y, x)) + sign(ρ(s, y)− m̃(x, k, y))

)
〉

×J(
t+ s

2
,
x+ y

2
)H̄τ (t− s)H ′ω(x− y) dtdxdsdy,

T5 :=
∫
〈πt,x; |ρ0(y)− m̃(x, k, y)|〉 J(

t

2
,
x+ y

2
)H̄τ (t)Hω(x− y) dtdxdy,

T6 :=
∫
|ρ0(x)− ρ̃(s, y, x)| J(

s

2
,
x+ y

2
)H̄τ (−s)Hω(x− y) dxdsdy.

Step 3. We first show that T4 = 0. This requires to show that

sign (k − ρ̃(s, y, x)) = sign
(
m̃(x, k, y)− ρ(s, y)

)
. (1.1.23)

With this result, the integrand of T4 cancels for a.e. (t, x, s, y) ∈ R2 ×R2, which yields that
T4 = 0 for every ω, τ > 0.

To prove (1.1.23), we apply (1.1.15) and (1.1.16). For a.e. (t, x, s, y) ∈ R2
+ × R2

+, we obtain

F (x, k)− F (x, ρ̃(s, y, x)) = F (y, m̃(x, k, y))− F (y, ρ(s, y)).

Under (H3’), the result follows immediately, since F is monotone in the second variable.

Under (H3), we find from (1.1.14) that

0 = sign (k − ρm(x))− sign
(
m̃(x, k, y)− ρm(x)

)
= sign (ρ(s, y)− ρm(y))− sign

(
ρ̃(s, y, x)− ρm(y)

)
.

(1.1.24)

We have two cases:

If sign (k − ρm(x)) = sign (ρ(s, y)− ρm(y)), the problem is reduced to the monotone case
since F (x, ·) is monotone on each interval [−∞, ρm(x)] and [ρm(x),∞];
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If sign (k − ρm(x)) 6= sign (ρ(s, y)− ρm(y)), the result follows immediately from (1.1.24).

In Steps 4–6, we will show that, in the limit as ω → 0 first and τ → 0 second, inequality
(1.1.10) follows from T1 + T2 + T3 + T5 + T6 ≥ 0.

Step 4. We first show that

ρ̃(s, y, x)
x→y−→ ρ̃(s, y, y) = ρ(s, y) for a.e. (s, y) ∈ R2

+. (1.1.25)

and
m̃(x, k, y)

y→x−→ m̃(x, k, x) = k for a.e. x ∈ R. (1.1.26)

For the case (H3’), since the flux function is continuous outside a negligible set N , then, for
y ∈ R\N ,

F (x, ρ̃(s, y, y))
x→y−→ F (y, ρ̃(s, y, y)).

On the other hand, we have F (y, ρ̃(s, y, y)) = F (x, ρ̃(s, y, x)). Therefore, we have

F (x, ρ̃(s, y, x))− F (x, ρ̃(s, y, y))
x→y−→ 0,

and (1.1.25) is a consequence of the fact that F (x, ·) is a one to one function.

Similarly, for x ∈ R\N , we have

F (y, k)
y→x−→ F (x, k),

while F (x, k) = F (y, m̃(x, k, y)). Therefore, we have

F (y, m̃(x, k, y))− F (y, k)
y→x−→ 0,

and (1.1.26) is a consequence of the fact that F (y, ·) is a one to one function.

For the case (H3), it is clear from the definition of ρ̃(s, y, x) and m̃(x, k, y) in (1.1.15) and
(1.1.16), respectively.

Step 5. We show that, when ω → 0 first and τ → 0 second, T1 converges to

1
2

∫ (
〈πt,x; |k − ρ(t, x)|〉∂tJ(t, x)

+ 〈πt,x; sign(k − ρ(t, x))(F (x, k)− F (x, ρ(t, x)))〉∂xJ(t, x)
)
dtdx. (1.1.27)

Observe that∣∣∣ ∫ 〈πt,x;
∣∣k − ρ̃(s, y, x)

∣∣〉∂tJ(
t+ s

2
,
x+ y

2
)H̄τ (t− s)Hω(x− y) dtdxdsdy

−
∫
〈πt,x;

∣∣k − ρ̃(s, y, y)
∣∣〉∂tJ(

t+ s

2
,
x+ y

2
)H̄τ (t− s)Hω(x− y) dtdxdsdy

∣∣∣
≤
∫ (∫ ∣∣ρ̃(s, y, x)− ρ̃(s, y, y)

∣∣Hω(x− y)|∂tJ(
t+ s

2
,
x+ y

2
)| dx

)
H̄τ (t− s)dtdsdy

→ 0 when ω → 0, (1.1.28)
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by the Dominated Convergence theorem and the fact that∫ ∣∣ρ̃(s, y, x)− ρ̃(s, y, y)
∣∣Hω(x− y)|∂tJ(

t+ s

2
,
x+ y

2
)| dx→ 0

when ω → 0 for a.e. (s, y) ∈ R2
+ since ρ̃(s, y, x)

x→y−→ ρ̃(s, y, y) = ρ(s, y) by Step 4. Further-
more,∫

〈πt,x;
∣∣k − ρ(s, y)

∣∣〉∣∣∣∂tJ(
t+ s

2
,
x+ y

2
)− ∂tJ(t, x)

∣∣∣H̄τ (t− s)Hω(x− y) dtdxdsdy

= O(ω) +O(τ)→ 0, (1.1.29)

when ω → 0 first and τ → 0 second. Then, to find the limit of the first part of T1, it suffices
to compute the limit of∫

〈πt,x;
∣∣k − ρ(s, y)

∣∣〉 ∂tJ(t, x)H̄τ (t− s)Hω(x− y) dtdxdsdy. (1.1.30)

Thus, it suffices to show that ρ(s, y) can be replaced by ρ(t, x) in (1.1.30), i.e., when ω → 0
first and τ → 0 second,∫ ∣∣ρ(t, x)− ρ(s, y)

∣∣∂tJ(t, x)H̄τ (t− s)Hω(x− y) dtdxdsdy

=
∫ ∣∣ρ(t, x)− ρ(t+ τr, x+ ωz)

∣∣ ∂tJ(t, x)H̄(−r)H(−z) dtdxdrdz → 0. (1.1.31)

This is guaranteed by the fact that

lim
τ→0

lim
ω→0

∫ ∣∣ρ(t, x)− ρ(t+ τr, x+ ωz)
∣∣ dtdx = 0,

and the Dominated Convergence theorem since all the functions involved are bounded. This
implies that, in (1.1.30), we can indeed replace ρ(s, y) by ρ(t, x).

On the other hand, hypothesis (H2) on F (x, ρ) implies∣∣∣ sign (k − ρ̃(s, y, x))
(
F (x, k)− β(s, y)

)
− sign (k − ρ̃(s, y, y))

(
F (x, k)− F (x, ρ̃(s, y, y))

)∣∣∣
=
∣∣∣ sign (k − ρ̃(s, y, x))

(
F (x, k)−F (x, ρ̃(s, y, x))

)
− sign (k − ρ(s, y))

(
F (x, k)− F (x, ρ(s, y))

)∣∣∣
≤ C|ρ̃(s, y, x)− ρ(s, y)|.

Integrating the last expression with respect to x against the function Hω(x − y) yields its
convergence to 0 by the same argument as above when ω → 0. Since J ∈ C∞0 (R2

+), as
above, the limit of the second part of T1 is the same as the limit of∫
〈πt,x; sign (k−ρ(s, y))

(
F (x, k)− F (x, ρ(s, y))

)
〉∂xJ(t, x)H̄τ (t− s)Hω(x− y) dtdxdsdy,

17



1.1. NOTION AND REDUCTION OF MEASURE-VALUED ENTROPY SOLUTIONS

and it suffices to prove that, when ω → 0 first and τ → 0 second,∫ 〈
πt,x;

∣∣∣ sign (k − ρ(s, y))
(
F (x, k)− F (x, ρ(s, y))

)
− sign (k − ρ(t, x))

(
F (x, k)− F (x, ρ(t, x))

)∣∣∣〉
× ∂xJ(t, x)H̄τ (t− s)Hω(x− y) dtdxdsdy → 0.

Using the Lipschitz property and fact (1.1.31), we achieve the result for the second part of
T1.

Step 6. T2 converges to (1.1.27) as well. This follows by the same argument as used already
in Step 5 and observing that∣∣∣ ∫ 〈πt,x; |ρ(s, y)− m̃(x, k, y)|〉 ∂sJ(

t+ s

2
,
x+ y

2
)H̄τ (t− s)Hω(x− y) dtdxdsdy

−
∫
〈πt,x; |ρ(s, y)− k|〉 ∂sJ(

t+ s

2
,
x+ y

2
)H̄τ (t− s)Hω(x− y) dtdxdsdy

∣∣∣
≤
∫
〈πt,x; |m̃(x, k, y)− k|〉 |∂sJ(

t+ s

2
,
x+ y

2
)| H̄τ (t− s)Hω(x− y) dtdxdsdy.

Again the right hand side of the last expression converges to zero when ω → 0. Using the
same argument as in Step 5, we achieve the result for T2.

Step 7. T3 converges to 0 when ω → 0. Since

lim
ω→0

∣∣∣∣∫ 〈πt,x; |k − ρ̃(s, y, x)| − |ρ(s, y)− m̃(x, k, y)|〉Hω(x− y) dxdy
∣∣∣∣

≤ lim
ω→0

∫
〈πt,x; |k − m̃(x, k, y)|〉Hω(x− y) dxdy

+ lim
ω→0

∫
〈πt,x; |ρ(s, y)− ρ̃(s, y, x)|〉Hω(x− y) dxdy = 0,

the result follows as in Steps 5 and 6.

Step 8. T6 converges to zero when τ → 0 after ω → 0: Note that∫ ∣∣∣|ρ0(x)− ρ̃(s, y, x)| − |ρ0(x)− ρ̃(s, y, y)|
∣∣∣ J(0,

x+ y

2
)H̄τ (−s)Hω(x− y) dxdsdy

≤
∫
|ρ̃(s, y, x)− ρ̃(s, y, y)| J(0,

x+ y

2
)H̄τ (−s)Hω(x− y) dxdsdy.

Again with (1.1.31), the right hand side converges to zero when ω → 0. We therefore next
compute the limit when ω → 0 first and τ → 0 second of∫

|ρ0(x)− ρ(s, y)| J(
s

2
,
x+ y

2
)H̄τ (−s)Hω(x− y) dxdsdy.

As before,

lim
ω→0

∫
|ρ(s, x)− ρ(s, y)| J(

s

2
,
x+ y

2
)Hτ (−s)Hω(x− y) dxdsdy = 0.

18



CHAPTER 1. CONSERVATION LAWS WITH DISCONTINUOUS FLUX AND HDL OF INTERACTING PARTICLES

Therefore, the next goal is to compute the limit when τ → 0 of∫
|ρ0(x)− ρ(s, x)| J(

s

2
, x)H̄τ (−s) dxdsdy =

∫
|ρ0(x)− ρ(τr, x)| J(

τr

2
, x)H̄(−r) dxdr.

(1.1.32)
Since all the functions are bounded and supp H̄ ⊂ (−1, 1), by the Dominated Convergence
theorem, this converges to 0 when τ → 0, and thereby (1.1.32) converges to 0.

Step 9. T5 converges to zero by the analogous argument as in Step 8 and using the fact that
π0,x(k) = δρ0(x)(k).

With Steps 3–9 and by (1.1.22), we complete the proof.

1.2 Existence of entropy solutions

In this section, we establish the existence of entropy solutions (1.1.1)–(1.1.2) in the sense
of Definition 1.1.1, as required for the reduction of measure-valued entropy solutions. More
precisely, for each fixed ε > 0, ρε denotes the unique Kruzkov solution of (1.1.1)–(1.1.2) in
the sense (1.2.3), where the flux function depends smoothly on the space variable x; then it
is shown that the sequence ρε converges to an entropy solution of (1.1.1)–(1.1.2).

1.2.1 Existence of entropy solutions when F is smooth

Define F ε(x, ρ) the standard mollification of F (x, ρ) in x ∈ R:

F ε(x, ρ) := (F (·, ρ) ∗ θε)(x)→ F (x, ρ) a.e. as ε→ 0, (1.2.1)

with θε(x) := θ(xε ), θ(x) ≥ 0, supp θ(x) ⊂ [−1, 1], and
∫ 1

−1
θ(x)dx = 1. For fixed ε > 0,

consider the following Cauchy problem:{
∂tρ+ ∂xF

ε(x, ρ) = 0,
ρ|t=0 = ρ0(x) ≥ 0. (1.2.2)

Kruzkov’s result in [26] indicates that there exists a unique solution ρε of (1.2.2) satisfying
the Kruzkov entropy inequality:

∂t|ρε(t, x)− c|+ ∂x
(
sign(ρε(t, x)− c)(F ε(x, ρε(t, x))− F ε(x, c))

)
+ sign(ρε(t, x)− c)∂xF ε(x, c) ≤ 0 (1.2.3)

in the sense of distributions. Notice that, since F ε is now smooth in the first variable, we
can define steady state solutions mε,±

α (x) for each x ∈ R. In particular, the steady state
solutions mε,±

α (x) also satisfy the Kruzkov entropy inequality (1.2.3):

∂t|mε,±
α (x)− c|+ ∂x

(
sign(mε,±

α (x)− c)(F ε(y,mε,±
α (x))− F ε(x, c))

)
+sign(mε,±

α (x)− c)∂xF ε(x, c) ≤ 0 (1.2.4)

in the distributional sense. This can be also seen as follows: Since the level set {x ∈ R :
mε,±
α (x) = c} is discrete for a.e. c, α, and this level set coincides with the set {x ∈ R :
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F ε(x, c) = α}, it follows from the Sard theorem that the set of critical values of the function
S(mε,±

α (x)) := sign(mε,±
α (x)−c)(F ε(x,mε,±

α (x))−F ε(x, c)) has measure zero, which implies
(1.2.4).

We now prove that the entropy solution ρε also satisfies (1.1.5).

Proposition 1.2.1. Let ρε(t, x) be a solution of the Cauchy problem (1.2.2) satisfying the
Kruzkov entropy inequality (1.2.3). Then ρε(t, x) also satisfies the entropy inequality (1.1.5)
with steady-state solutions m±α = mε,±

α (x).

Proof. We divide the proof into five steps.

Step 1. In (1.2.3), we choose the constant c = mε,±
α (y) for any α ∈ [M0,∞) (or α ∈

(−∞,M0]) for fixed (s, y), and integrate against the test function (1.1.19) first in (t, x) and
then in (s, y) to obtain the following inequality:∫ ∣∣ρε(t, x)−mε,±

α (y)
∣∣ ∂tJτ,ω(t, x, s, y) dtdxdsdy

+
∫

sign
(
ρε(t, x)−mε,±

α (y)
) (
F ε(x, ρε(t, x))− F ε(x,mε,±

α (y))
)
∂xJτ,ω(t, x, s, y) dtdxdsdy

−
∫

sign
(
ρε(t, x)−mε,±

α (y)
)
∂xF

ε(x,mε,±
α (y))Jτ,ω(t, x, s, y) dtdxdsdy

+
∫ ∣∣ρε(0, x)−mε,±

α (y)
∣∣ Jτ,ω(t, 0, s, y) dxdsdy ≥ 0. (1.2.5)

On the other hand, the Kruzkov entropy inequality (1.2.3) is satisfied for any steady state
solution mε,±

α , for any c ∈ R and α ∈ [M0,∞) (or α ∈ (−∞,M0]). For fixed (t, x), the
steady state solutions mε,±

α (y) as functions in y satisfy in (1.2.4) with (s, y) replacing (t, x)
and the constant c = ρ(t, x). We integrate against the test function Jτ,ω first in (s, y) and
then in (t, x) to obtain the following inequality:∫ ∣∣mε,±

α (y)− ρε(t, x)
∣∣ ∂sJτ,ω(t, x, s, y) dtdxdsdy

+
∫

sign
(
mε,±
α (y)− ρε(t, x)

) (
F ε(y,mε,±

α (y))− F ε(y, ρε(t, x))
)
∂yJτ,ω(t, x, s, y) dtdxdsdy

−
∫

sign
(
mε,±
α (y)− ρε(t, x)

)
∂yF

ε(y, ρε(t, x)) Jτ,ω(t, x, s, y) dtdxdsdy

+
∫ ∣∣mε,±

α (y)− ρε(t, x)
∣∣ Jτ,ω(t, x, 0, y) dtdxdy ≥ 0. (1.2.6)

Adding (1.2.5) and (1.2.6) together, we then have

I1 + I2 + I3 ≥ 0,

where

I1 :=
1
2

∫ ∣∣ρε(t, x)−mε,±
α (y)

∣∣ (∂tJ + ∂sJ)(
t+ s

2
,
x+ y

2
)H̄τ (t− s)Hω(x− y) dtdxdsdy

+
1
2

∫
sign

(
ρε(t, x)−mε,±

α (y)
) (
F ε(x, ρε(t, x))− F ε(x,mε,±

α (y))
)

× (∂x + ∂y)J(
t+ s

2
,
x+ y

2
)H̄τ (t− s)Hω(x− y)dtdxdsdy,
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I2 :=
∫ ∣∣mε,±

α (y)− ρε(t, x)
∣∣ Jτ,ω(t, x, 0, y) dtdxdy+∫ ∣∣ρε(0, x)−mε,±

α (y)
∣∣ Jτ,ω(0, x, s, y) dxdsdy,

I3 :=
∫

sign
(
ρε(t, x)−mε,±

α (y)
) (
F ε(x, ρε(t, x))− F ε(x,mε,±

α (y))

+ F ε(y,mε,±
α (y))− F ε(y, ρε(t, x))

)
× J(

t+ s

2
,
x+ y

2
)H̄τ (t− s)H ′ω(x− y) dtdxdsdy

−
∫

sign
(
ρε(t, x)−mε,±

α (y)
) (
∂xF

ε(x,mε,±
α (y))− ∂yF ε(y, ρε(t, x))

)
× J(

t+ s

2
,
x+ y

2
)H̄τ (t− s)Hω(x− y) dtdxdsdy.

In order to prove Proposition 1.2.1, we need to show that I1 + I2 converges to the left hand
side of the entropy inequality (1.1.5) and I3 → 0, when τ → 0 after ω → 0.

Step 2. We start with the following two useful identities:

lim
ω→0

∫
Hω(x− y)

∣∣mε,±
α (y)−mε,±

α (x)
∣∣ dxdy = 0; (1.2.7)

and, for any continuous function G of mε,±
α

lim
ω→0

∫
H ′ω(x− y)(x− y)

∣∣G (mε,±
α (y)

)
−G

(
mε,±
α (x)

)∣∣ dxdy = 0. (1.2.8)

We first show that the steady state solutions are continuous on R for each α ∈ [M0,∞) (or
α ∈ (−∞,M0]).

We start with α 6= M0: Since the flux function is continuous in the first variable,

F ε(y,mε,+
α (x))

y→x−→ F ε(x,mε,+
α (x)).

On the other hand, F ε(y,mε,+
α (y)) = F ε(x,mε,+

α (x)). Therefore, we have

F ε(y,mε,+
α (y))− F ε(y,mε,+

α (x))
y→x−→ 0,

and, as a consequence of the fact that F ε(y, ·) is a one to one function on [ρm(y),∞),

mε,+
α (y)

y→x−→ mε,+
α (x) for any x ∈ R.

Similarly, we can show for each α 6= M0 that

mε,−
α (y)

y→x−→ mε,−
α (x) for any x ∈ R.

If α = M0, then m
ε,±
M0

(x) = ρεm(x),

F ε(y, ρεm(x))
y→x−→ F ε(x, ρεm(x)) = M0.
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On the other hand, we have F ε(y, ρεm(y)) = M0. Therefore

F ε(y, ρεm(y))− F ε(y, ρεm(x))
y→x−→ 0,

and, as a consequence of the fact that F ε is a continuous function in the second variable,
we obtain

ρεm(y)
y→x−→ ρεm(x) for any x ∈ R.

With this, as in the proof of Theorem 1.1.4, we obtain (1.2.7).

Notice that, for any continuous function G of mε,±
α , we have

∫
H ′ω(x− y)(x− y)

∣∣G (mε,±
α (y)

)
−G

(
mε,±
α (x)

)∣∣ dxdy
=
∫
H ′ω(−ωz)(−ωz)

∣∣G (mε,±
α (x+ ωz)

)
−G

(
mε,±
α (x)

)∣∣ω dxdz
=
∫
zH ′(−z)

∣∣G (mε,±
α (x+ ωz)

)
−G

(
mε,±
α (x)

)∣∣ dxdz
→ 0 when ω → 0,

since mε,±
α is continuous and is in L∞. Thus, (1.2.8) follows.

Step 3. With (1.2.7) and

∣∣ρε(t, x)−mε,±
α (y)

∣∣− ∣∣ρε(t, x)−mε,±
α (x)

∣∣ ≤ ∣∣mε,±
α (x)−mε,±

α (y)
∣∣ ,

as in the proof of Theorem 1.1.4, we obtain that, when ω → 0 first and τ → 0 second, I1
converges to

∫ (∣∣ρε(t, x)−mε,±
α (x)

∣∣ ∂tJ(t, x)

+ sign
(
ρε(t, x)−mε,±

α (x)
) (
F ε(x, ρε(t, x))− α

)
∂xJ(t, x)

)
dtdx.

In the same way, we can replace mε,±
α (y) by mε,±

α (x) and ρε(t, x) by ρε(0, x) in I2, when
ω → 0 first and τ → 0 second. Then both terms of I2 converge to

1
2

∫ ∣∣ρε(0, x)−mε,±
α (y)

∣∣ J(0, x) dx.

Step 4. It remains to show that limτ→0 limω→0 I3 = 0. To avoid confusion, from now on, we
denote the derivative of F ε(x, ·) with respect to the first variable by F εx(x, ·).
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Notice that

I3 =
∫ (
−sign

(
ρε(t, x)−mε,±

α (y)
) (
F ε(y, ρε(t, x))−F ε(x, ρε(t, x))−F εx(x, ρε(t, x))(y−x)

)
+ sign

(
ρε(t, x)−mε,±

α (y)
) (
F ε(y,mε,±

α (y))− F ε(x,mε,±
α (y))− F εx(x,mε,±

α (y))(y − x)
))

× J(
t+ s

2
,
x+ y

2
)H̄τ (t− s)H ′ω(x− y) dtdxdsdy

+
∫

sign
(
ρε(t, x)−mε,±

α (y)
)
F εy (y, ρε(t, x)) J(

t+ s

2
,
x+ y

2
)H̄τ (t− s)Hω(x− y) dtdxdsdy

−
∫

sign
(
ρε(t, x)−mε,±

α (y)
)
F εx(x, ρε(t, x))(y − x)

× J(
t+ s

2
,
x+ y

2
)H̄τ (t− s)H ′ω(x− y) dtdxdsdy

−
∫

sign
(
ρε(t, x)−mε,±

α (y)
)
F εx(x,mε,±

α (y))

× J(
t+ s

2
,
x+ y

2
)H̄τ (t− s)Hω(x− y) dtdxdsdy

+
∫

sign
(
ρε(t, x)−mε,±

α (y)
)
F εx(x,mε,±

α (y))(y − x)

× J(
t+ s

2
,
x+ y

2
)H̄τ (t− s)Hω(x− y) dtdxdsdy

=
∫ (
−sign

(
ρε(t, x)−mε,±

α (y)
) (
F ε(y, ρε(t, x))−F ε(x, ρε(t, x))−F εx(x, ρε(t, x))(y−x)

)
+ sign

(
ρε(t, x)−mε,±

α (y)
) (
F ε(y,mε,±

α (y))−F ε(x,mε,±
α (y))−F εx(x,mε,±

α (y))(y−x)
))

× J(
t+ s

2
,
x+ y

2
)H̄τ (t− s)H ′ω(x− y) dtdxdsdy

+
∫

sign
(
ρε(t, x)−mε,±

α (y)
) (
F εx(x, ρε(t, x))−F εx(x,mε,±

α (y))
)(
Hω(x−y)+H ′ω(x−y)(x−y)

)
× J(

t+ s

2
,
x+ y

2
)H̄τ (t− s) dtdxdsdy

+
∫

sign
(
ρε(t, x)−mε,±

α (y)
) (
F εy (y, ρε(t, x))− F εx(x, ρε(t, x))

)
× J(

t+ s

2
,
x+ y

2
)H̄τ (t− s)Hω(x− y) dtdxdsdy.

The last term of this expression is of order O(ω), since F ε is at least C1 in the first variable,
all the functions in the integrand are bounded, and the support of H is also bounded.
Therefore, this term converges to 0 when ω → 0.

Step 5. It remains to show that the first and the second term in the last expression vanish
in the limit. The first term is equal to

1
2

∫
sign

(
ρε(t, x)−mε,±

α (y)
)(
F εxx(ξ,mε,±

α (y))−F εxx(ξ, ρε(t, x))+O(|y−x|)
)
H ′ω(x−y)(x−y)2

× J(
t+ s

2
,
x+ y

2
)H̄τ (t− s) dtdxdsdy.
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Since ρε ∈ L∞ and F ε is smooth in the first variable, by (H2), the first term of the last
expression is bounded above by

C

∫
1
ω2
H ′(

x− y
ω

)|y − x|2J(
t+ s

2
,
x+ y

2
)H̄τ (t− s) dtdxdsdy

= Cω

∫
H ′(z)z2J(

t+ s

2
,

2x+ ωz

2
)H̄τ (t− s) dtdxdsdz = O(ω)→ 0 when ω → 0.

The second term is equal to∫
sign

(
ρε(t, x)−mε,±

α (y)
) (
F εx(x, ρε(t, x))− F εx(x,mε,±

α (y))
)

×
(
Hω(x−y)+H ′ω(x−y)(x−y)

)((
J(
t+ s

2
,
x+ y

2
)−J(t, x)

)
+J(t, x)

)
Hτ (t−s) dtdxdsdy

= O(ω) +O(τ) +
∫
J(t, x)

(
Hω(x− y) +H ′ω(x− y)(x− y)

)
×
(
sign

(
ρε(t, x)−mε,±

α (y)
) (
F εx(x, ρε(t, x))− F εx(x,mε,±

α (y))
)

− sign
(
ρε(t, x)−mε,±

α (x)
) (
F εx(x, ρε(t, x))− F εx(x,mε,±

α (x))
))
dtdxdy

+
∫

sign
(
ρε(t, x)−mε,±

α (x)
) (
F εx(x, ρε(t, x))− F εx(x,mε,±

α (x))
)

×
(∫ (

Hω(x− y) +H ′ω(x− y)(x− y)
)
dy
)
J(t, x) dtdx.

Notice that
sign

(
ρε −mε,±

α

) (
F εx(x, ρε)− F εx(x,mε,±

α )
)

is a continuous function of mε,±
α . Thus, the third term of the last expression goes to zero if

ω → 0 by (1.2.7) and (1.2.8).

In the remaining last term, the integral with respect to y is equal to 0 because

Hω(x− y) +H ′ω(x− y)(x− y) = −∂y
(
(x− y)Hω(x− y)

)
.

This concludes that I3 vanishes in the limit when ω → 0 first and τ → 0 second.

Thus we conclude the existence of an entropy solution ρε(t, x) in the sense of Definition 1.1.1
for each Fε with fixed ε > 0.

Remark 1.2.2. Notice that the sequence of approximate entropy solutions converges to a
measure-valued entropy solution when ε→ 0: First, since ρ0 ∈ L∞, we find that, for α big
enough,

mε,−
α (x) ≤ ρ0(x) ≤ mε,+

α (x) for all x ∈ R.

From [3], it then follows that

mε,−
α (x) ≤ ρε(t, x) ≤ mε,+

α (x),

which implies the uniform boundedness of ρε(t, x) in ε since mε,±
α (x) are uniformly bounded

in ε. Then there exists a compactly supported family of probability measures πt,x on R (i.e.
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Young measures; see Tartar [36]) and a subsequence (still denoted by) ρε(t, x) such that, for
any continuous function f(ρ),

f(ρε(t, x)) ∗
⇀ 〈πt,x, f(k)〉 when ε→ 0. (1.2.9)

On the other hand, by Section 1.2.1, the sequence ρε(t, x) satisfies the entropy inequality
(1.1.5) for Fε(x, ρ) and the steady-state solutions m±α = mε,±

α . In particular, we use (1.2.9)
and the definition of the sequence Fε(x, ρ) in (1.2.1) to conclude that, when ε → 0, the
compactly supported family of probability measures πt,x satisfies that, for any test function
J : R2

+ → R+,∫ (
〈πt,x;

∣∣k −m±α (x)
∣∣〉 ∂tJ +

〈
πt,x; sign

(
k −m±α

) (
F (x, k)− α

)〉
∂xJ

)
dxdt

+
∫ ∣∣ρ0(x)−m±α (x)

∣∣J(0, x) dx ≥ 0.

Thus, πt,x is a measure-valued entropy solution of (1.1.1)–(1.1.2) with compact support for
a.e. (t, x) ∈ R2

+ in the sense of Definition 1.1.2.

1.2.2 Existence of entropy solutions when F is discontinuous in x

We are now ready to state the main theorem of this section.

Theorem 1.2.3. Let F (x, ρ) be strictly convex or concave in ρ for a.e. x ∈ R and satisfy
(H1)–(H3), or let F (x, ρ) satisfy (H1)–(H2) and (H3’). Let ρ0(x) ∈ L∞. Then the sequence
of entropy solutions ρε of the Cauchy problem (1.2.2) (in the sense of Definition 1.1.1)
converges to the unique entropy solution of the Cauchy problem (1.1.1)–(1.1.2) in the sense
of Definition 1.1.1.

Proof. We consider the two cases separately.

For the case (H1)–(H2) and (H3’), that is, the flux function F is monotone in ρ, we apply
the compactness framework established in Section 1.1 to establish the convergence. For this
case, the existence of entropy solutions has been established in [5]. In Remark 1.2.2, we have
shown that the limit of the entropy solutions ρε is determined by a measure-valued entropy
solution πt,x. Then, by Theorems 1.1.3–1.1.4, πt,x is the Dirac measure concentrated on
the unique entropy solution ρ(t, x) of (1.1.1)–(1.1.2) in the sense of Definition 1.1.1, which
implies the whole sequence converges.

For the case (H1)–(H3), since we have not established the existence of an entropy solution,
we employ the compensated compactness method to establish the convergence of the entropy
solutions of the Cauchy problem (1.2.2), which also yields the existence of a unique entropy
solution of the Cauchy problem (1.1.1)–(1.1.2).

From Remark 1.2.2, we know that ρε is uniformly bounded in L∞ which implies that there
exists a subsequence ρε converging weakly to a compactly supported family of probability
measures νt,x on R+ such that, for any function f(ρ, t, x) that is continuous in ρ for a.e.
(t, x),

f(ρε(t, x), t, x) ∗
⇀ 〈νt,x, f(k, t, x)〉 when ε→ 0. (1.2.10)
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In particular,
ρε(t, x) ∗

⇀ 〈νt,x, k〉 =: ρ(t, x) ∈ L∞. (1.2.11)
Our goal is to prove the strong convergence of ρε(t, x) to ρ(t, x) a.e., equivalently, νt,x =
δρ(t,x), which implies that ρ(t, x) is an entropy solution of (1.1.1)–(1.1.2), that is, ρ(t, x)
satisfies the entropy inequality in Definition 1.1.1.

From Section 1.2.1, we know that the sequence ρε exists and satisfies

Eε := ∂t |ρε(t, x)− ρ̂ε(s, y, x)|+ ∂x
(
sign (ρε(t, x)− ρ̂ε(s, y, x)) (Fε(x, ρε(t, x))− γ(s, y))

)
≤ 0

in the sense of distributions, where

ρ̂ε(s, y, x) := m+,ε
γ(s,y)(x) sign+(ρ(s, y)− ρm(y)) +m−,εγ(s,y)(x) sign−(ρ(s, y)− ρm(y)).

Notice that γ(s, y) := F (y, ρ(s, y)) is independent of ε. Thus, for fixed (s, y), we have the
strong convergence ofm±,εγ(s,y)(x) to a steady-state solutionm±γ(s,y)(x) of (1.1.1)–(1.1.2) when
ε→ 0. In particular,

‖ρ̂ε‖L∞ ≤M, M independent of ε;
and, for a.e. (s, y, x) ∈ R2

+ ×R,

ρ̂ε(s, y, x) → ρ̂(s, y, x) :=

m+
γ(s,y)(x)sign+(ρ(s, y)− ρm(y)) +m−γ(s,y)(x)sign−(ρ(s, y)− ρm(y)),

when ε → 0. By Schwartz’s lemma, Eε is a sequence of measures; by Murat’s lemma [30],
Eε is uniformly bounded measure sequence in the measure space, which implies that

Eε is compact in W−1,p
loc (R2

+) for any p ∈ (1, 2). (1.2.12)

On the other hand, since the vector-field sequence

(
∣∣ρε(t, x)−m±,εγ(s,y)(x)

∣∣, sign(ρε(t, x)−m±,εγ(s,y)(x)
)

(Fε(x, ρε(t, x))− γ(s, y)))

is uniformly bounded in ε for any fixed (s, y), it follows that

Eε is bounded in W−1,∞
loc (R2

+). (1.2.13)

With (1.2.12)–(1.2.13), we obtain by a compactness interpolation theorem in [8, 17] that

Eε is compact in H−1
loc (R2

+). (1.2.14)

On the other hand,

∂tρ
ε + ∂xFε(x, ρε) = 0 which is automatically compact in H−1

loc (R2
+). (1.2.15)

Moreover, since ρ̂ε(s, y, x) strongly converges a.e., then we find that, when ε→ 0,

ηε1(ρε, s, y, x) := |ρε(t, x)− ρ̂ε(s, y, x)|
∗
⇀ 〈νt,x(k); |k − ρ̂(s, y, x)|〉
=: 〈νt,x; η1(k, s, y, x)〉,

qε1(ρε, s, y, x) := sign (ρε(t, x)− ρ̂ε(s, y, x)) (Fε(x, ρε)− γ(s, y))
∗
⇀ 〈νt,x(k); sign (k − ρ̂(s, y, x)) (F (x, k)− γ(s, y))〉
=: 〈νt,x; q1(k, s, y, x)〉,

ηε2(ρε(t, x)) := ρε(t, x)
∗
⇀ 〈νt,x(k); k〉 = ρ(t, x)
=: 〈νt,x; η2(k)〉,

qε2(ρε(t, x), x) := Fε(x, ρε)
∗
⇀ 〈νt,x(k);F (x, k)〉
:= 〈νt,x; q2(k, x)〉,

(1.2.16)
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and∣∣∣∣ η1(ρε(t, x), s, y, x) q1(ρε(t, x), s, y, x)
η2(ρε(t, x)) q2(ρε(t, x), x)

∣∣∣∣ ∗
⇀

〈
νt,x;

∣∣∣∣η1(k, s, y, x) q1(k, s, y, x)
η2(k) q2(k, x)

∣∣∣∣〉 ,
(1.2.17)

where

(η1(k, s, y, x), q1(k, s, y, x)) = (|k − ρ̂(s, y, x)|, sign (k − ρ̂(s, y, x)) (F (x, k)− γ(s, y))),
(η2(k), q2(k, x)) = (k, F (x, k)).

Together (1.2.14)–(1.2.15) with (1.2.16)–(1.2.17), we apply the Div-Curl lemma (see Tartar
[36] and Murat [29]) to obtain〈

νt,x;
∣∣∣∣η1(k, s, y, x) q1(k, s, y, x)

η2(k) q2(k, x)

∣∣∣∣〉 =
∣∣∣∣〈νt,x; η1(k, s, y, x)〉 〈νt,x; q1(k, s, y, x)〉
〈νt,x; η2(k)〉 〈νt,x; q2(k, x)〉

∣∣∣∣
for all (s, y), (t, x) ∈ R\M withM a set of measure zero in R2

+. Thus, we have

〈νt,x; |k − ρ̂(s, y, x)|F (x, k)− k sign (k − ρ̂(s, y, x)) (F (x, k)− γ(s, y))〉
= 〈νt,x; |k − ρ̂(s, y, x)|〉 〈νt,x;F (x, k)〉 − 〈νt,x, k〉 〈νt,x; sign (k − ρ̂(s, y, x)) (F (x, k)− γ(s, y))〉 .

Equivalently, we have〈
νt,x; |k − ρ̂(s, y, x)|

(
F (x, k)− 〈νt,x;F (x, k)〉

)〉
−
〈
νt,x; (k − ρ(t, x))sign (k − ρ̂(s, y, x))

(
F (x, k)− F (y, ρ(s, y))

)〉
= 0.

Since this is true for all (s, y) and (t, x) except on a setM of measure zero, we then choose
(s, y) = (t, x) for (t, x) ∈ R\M to obtain〈

νt,x; |k − ρ(t, x)|
(
F (x, k)− 〈νt,x;F (x, k)〉

)〉
−
〈
νt,x; (k − ρ(t, x))sign (k − ρ(t, x))

(
F (x, k)− F (x, ρ(t, x))

)〉
= 0,

that is,
〈νt,x; |k − ρ(t, x)|〉 (F (x, ρ(t, x))− 〈νt,x;F (x, k)〉) = 0. (1.2.18)

There are two possibilities:

When 〈νt,x; |k − ρ(t, x)|〉 = 0, then we have νt,x(k) = δρ(t,x)(k).

When 〈νt,x;F (x, k)〉 − F (x, ρ(t, x)) = 0, we note that

〈νt,x;F (x, k)〉 − F (x, ρ(t, x)) = 〈νt,x;F (x, k)− F (x, ρ(t, x))〉

= 〈νt,x;Fρ(x, ρ(t, x))(k − ρ(t, x)) +
1
2

∫ 1

0

θFρρ(x, θρ(t, x) + (1− θ)k) dθ (k − ρ(t, x))2〉

= Fρ(x, ρ(t, x)) 〈νt,x; k − ρ(t, x)〉+
1
2
〈νt,x;

∫ 1

0

θFρρ(x, θρ(t, x) + (1− θ)k) dθ (k − ρ(t, x))2〉

=
1
2
〈νt,x;

∫ 1

0

θFρρ(x, θρ(t, x) + (1− θ)k) dθ (k − ρ(t, x))2〉.
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Since F (x, ρ) is strictly convex or concave in ρ, we conclude

νt,x(k) = δρ(t,x)(k) for (t, x) a.e. (1.2.19)

Therefore, we have
ρε(t, x)→ ρ(t, x) a.e. when ε→ 0.

Since the limit is unique via the uniqueness result in [3], the whole sequence ρε(t, x) strongly
converges to ρ(t, x) a.e. It is easy to check that ρ(t, x) is the unique entropy solution of the
Cauchy problem (1.1.1)–(1.1.2) in the sense of Definition 1.1.1.

Remark 1.2.4. In [7], the existence of entropy solutions (1.1.1)–(1.1.2) in the sense of
Definition 1.1.1 is proven for the case λ(x)u2. They used the vanishing viscosity method
combined with a mollification for λ(x).
Remark 1.2.5. The conditions on the flux function F (x, ρ) in Theorem 1.2.3 for the non-
monotone case can be relaxed as follows: F (x, ρ) satisfies (H1)–(H3) and is convex or concave
with

L1{ρ : Fρρ(x, ρ) = 0} = 0 for a.e. x ∈ R,
where L1 is the one-dimensional Lebesgue measure.

1.3 Hydrodynamic Limit of a Zero Range Processes with
Discontinuous Speed-Parameter

In Section 1.1, we have established a compactness framework for approximate solutions via
the reduction of measure-valued entropy solutions of (1.1.1)–(1.1.2) in the sense of Definition
1.1.1. In this section we focus on a microscopic particle system for a Zero Range Process
(ZRP) with discontinuous speed-parameter λ(x). We apply the compactness framework to
show the hydrodynamic limit for the particle system, when the distance between particles
tend to zero, to the unique entropy solution of the Cauchy problem

∂tρ+ ∂x (λ(x)h(ρ)) = 0 (1.3.1)

and with initial data:
ρ|t=0 = ρ0(x) ≥ 0, (1.3.2)

where h(ρ) is a monotone function of ρ, and λ(x) is continuous in x ∈ R except on a closed
set N of measure zero, with 0 < λ1 ≤ λ(x) ≤ λ2 <∞ for some constants λ1 and λ2. Then
m+
α = m−α := mα for α ∈ [0,∞).

Rezakhanlou in [33] first established the hydrodynamic limit of the processus des misan-
thropes (PdM) with constant speed-parameter. Covert-Rezakhanlou [16] provided a proof
of the hydrodynamic limit of a PdM with nonconstant but continuous speed-parameter λ.
In both proofs, the most important step is to show an entropy inequality at microscopic
level, which then implies the (macroscopic) Kruzkov entropy inequality, when the distance
between particles tends to zero, and thereby implies the uniqueness of limit points. In this
section, we generalize this to the case when the speed-parameter λ(x) has jumps for the
attractive Zero Range Process (ZRP). In Section 1.3.1, we analyze some properties of the
ZRP. In Section 1.3.2, we prove the one-dimensional microscopic entropy inequality letting
ε = ε(N) = N−σ, σ ∈ (0, 1), for a ZRP with discontinuous speed-parameter when N →∞.
Here ε is as in Section 1.2.1 and N is the inverse of the distance between particles. In Sec-
tion 1.3.4, we show the existence of measure-valued solutions via the microscopic entropy
inequality and how inequality (1.1.5) follows.
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1.3.1 Some properties of the microscopic interacting particle sys-
tem

We consider a system of particles with conserved total mass and evolving on a one-dimensional
lattice Z according to a Markovian law. With the Euler scaling factor N , the microscopic
particle density is expected to converge to a deterministic limit when N → ∞, which is
characterized by a solution of a conservation law. Under the Euler scaling, 1

N represents
the distance between sites. Obviously we have two space scales: The discrete lattice Z as
embedded in R with vertices u

N and u ∈ Z. In this way, the distances between particles
tend to zero if N increases to infinity. Sites of the microscopic scale Z are denoted by the
letters u, v and correspond to the points u

N , v
N in the macroscopic scale R. Points of the

macroscopic space scale R are denoted by the letters x, y and correspond to the sites [xN ],
[yN ] in the microscopic space scale, where [z] is the integer part of z. We denote by ηt(u)
the number of particles at time t > 0 at site u. Then the vector ηt = (ηt(u) : u ∈ Z) is
called a configuration at time t with configuration space E := NZ.

In general, the ZRP can be described as follows: Infinitely many indistinguishable particles
are distributed on a 1-dimensional lattice. Any site of the lattice may be occupied by a
finite number of particles. Associated to a given site u there is an exponential clock with
rate λε( uN )g(η(u)) depending on the macroscopic spatial coordinates. Each time the clock
rings on the site u, one of the particles jumps to the site v chosen with probability p(u, v).
The elementary transition probabilities p: Z→ [0, 1] are supposed to be

(i) translation invariant: p(x, y) = p(0, y − x) =: p(y − x);

(ii) normalized:
∑
y p(x, y) = 1, p(x, x) = 0;

(iii) assumed to be of finite range: p(x, y) = 0 for |y − x| sufficiently large;

(iv) irreducible: p(0, 1) > 0.

Without loss of generality, we assume that
∑
z p(z)z = γ = 1; otherwise, for γ 6= 1, we

replace the function h(ρ) by h(ρ)/γ in the following argument. The rate g : N → R+ is a
positive, nondecreasing function with g(0) = 0, g(∞) =∞, and

g(k)
k2
→ 0 when k →∞. (1.3.3)

Now consider a test particle with initial position X0. Since it evolves as a continuous
time random walk, if Xt denotes its position at time t, there exists for every ε > 0 an
A = A(t, ε) > 0 such that P [|Xt − X0| > A] ≤ ε. That means with probability close to
1 the particle moved a distance of order O( 1

N ), since the distance between particles on the
microscopic scale is of order 1

N . But on the macroscopic scale it did not have time to evolve.
Therefore, to have a macroscopic evolution in macroscopic time, we rescale the time by the
Euler factor N .

With this description, the Markov process ηt is generated by

NLNε f(η) = N
∑
u,v

λε(
u

N
)g(η(u))p(v − u)(f(ηu,v)− f(η)). (1.3.4)
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Here N comes from the Euler scaling factor speeding the generator, thus ηt denotes a
configuration on which the speeded generator NLNε has acted for time t, and ηu,v represents
the configuration η where one particle jumped from u to v:

ηu,v(w) =

{ η(w) if w 6= u, v,
η(u)− 1 if w = u,
η(v) + 1 if w = v.

For any ε = ε(N) > 0 and for any constant α ≥ 0, we define a product measure given by

ν̃Nα (η) :=
∏
u

1
Z
(
α/λε( uN )

) αη(u)

(λε( uN ))η(u)g(η(u))!
:=
∏
u

ν̃Nα (η(u)), (1.3.5)

where Z is a partition function equal to

Z
( α

λε( uN )
)

=
∞∑
n=0

αn(
λε( uN )

)n
g(n)!

. (1.3.6)

Then the expected value of the occupation variable η(u) is equal to

Eν̃Nα [η(u)] =
α

λε( uN )

Z ′
(

α
λε(

u
N )

)
Z
(

α
λε(

u
N )

) := R
( α

λε( uN )
)
.

Now let h be the inverse function of R to obtain

h
(
R
( α

λε( uN )
))

=
α

λε( uN )
⇒ λε(

u

N
)h
(
Eν̃Nα [η(u)]

)
= α ⇔ Eν̃Nα [η(u)] = mα(

u

N
),

where mα is a steady-state solution to

∂tρ+ ∂x (λε(x)h(ρ)) = 0. (1.3.7)

Furthermore, it follows that

Eν̃Nα [g(η(u))] = h
(
mα(

u

N
)
)
.

From now on, we set

µNmα(η) =
∏
u

νmα( uN )(η(u)) :=
∏
u

ν̃Nλε( uN )h(mα( un ))(η(u)). (1.3.8)

Thus

µNmα(η) =
∏
u

1
Z
(
h
(
mα( uN )

)) (h (mα( uN )
))η(u)

g(η(u))!
,

The important attribute of the ZRP with nonconstant speed-parameter is that the product
measure µNmα(η) is invariant under the generator NLNε , i.e.,∫

LNε (f(η))dµNmα(η) = 0. (1.3.9)

As initial distribution of our system , we choose the local equilibrium product measure
µN0 (η) associated to a bounded density profile defined as follows: For a bounded density
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profile ρ0 ≥ 0, the probability that particles at time t = 0 are distributed with configuration
η is equal to

µN0 (η) :=
∏
u

1
Z(h(ρu,N ))

(h(ρu,N ))η(u)

g(η(u))!
, (1.3.10)

where ρu,N ≥ 0 is a sequence satisfying limN→∞
∫
|ρ[Nx],N − ρ0(x)|dx = 0 for [Nx] as the

integer part of Nx. With this definition, we say that a sequence of probability measures µN
is associated to a density profile ρ ≥ 0 if

lim
N→∞

〈µN (η) ;
∣∣ 1
N

∑
u

J(
u

N
)η(u)−

∫
J(x)ρ(x)dx

∣∣〉 = 0 for every test function J.

Furthermore, let µNt denote the distribution of a configuration at time t initially distributed
by µN0 :

µNt = SNt ∗ µN0 , (1.3.11)

where SNt = etNL
N
ε is the semigroup corresponding to the generator NLNε . Since we consider

an attractive ZRP, we have the additional condition that for two initial measures µNρ0
and

µNω0
on E with profiles ρt and ωt, respectively, the following monotonicity holds:

µNρ0
≤ µNω0

⇒ µNρt ≤ µ
N
ωt . (1.3.12)

We say that two measures µ1 and µ2 on E satisfy µ1 ≤ µ2 if there exists a coupling
measure µ̄ on E × E such that for some A ⊂ E, µ̄(A× E) = µ(A), µ̄(E × A) = µ2(A) and
µ̄((η, ξ); η ≤ ξ) = 1, where the partial order η ≤ ξ is given if η(u) ≤ ξ(u) for all u ∈ Z.

For a ZRP attractiveness is satisfied if g is a nondecreasing function. Moreover, it is easy
to prove that µρ0 ≤ µω0 in the stochastic sense if ρ0 ≤ ω0. It then follows by attractiveness
that, for any constant α such that mα(x) ≥ ρ0(x), we obtain that the inequality µN0 ≤ µNmα
implies

SNt µ
N
0 ≤ SNt µNmα = µNmα . (1.3.13)

Since our initial distribution has a bounded density profile, then the density profile remains
bounded at later time t.

The goal in proving the hydrodynamic limit of a ZRP is that, if we start from a configuration
η0 distributed with an initial measure µN0 associated to the bounded density profile ρ0, then
the distribution µNt of the configuration ηt at later time t is associated to the density profile
ρ(t, ·), where ρ is the solution of the Cauchy problem (1.3.1)–(1.3.2) in the sense of Definition
1.1.1. In other words, our main theorem in this section is the following.

Theorem 1.3.1 (Hydrodynamic limit of an attractive ZRP with discontinuous speed-pa-
rameter). Let ηt be an attractive ZRP with (1.3.3) initially distributed by the measure
µN0 associated to a bounded density profile ρ0 : R2

+ → R+ as defined in (1.3.10). Let
ε = ε(N) = N−σ, σ ∈ (0, 1). Then, at later time t,

lim
N→∞

〈µNt (η);
∣∣∣ 1
N

∑
u

J(
u

N
)ηt(u)−

∫
J(x)ρ(t, x)dx

∣∣∣〉 = 0 (1.3.14)

for any test function J : R2
+ → R, where ρ(t, x) is the unique solution of the Cauchy problem

(1.3.1)–(1.3.2) in in the sense of Definition 1.1.1.
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To achieve this, we have to establish an entropy inequality at microscopic level. This will be
done in Section 1.3.2 by using the scaling relation ε = ε(N) = N−σ, σ ∈ (0, 1). Associated
to each configuration ηt, we may define the empirical measure viewed as a random measure
on R by

χNt (x) :=
1
N

∑
u

ηt(u)δ u
N

(x). (1.3.15)

Then 〈χNt (·), J(·)〉 = 1
N

∑
u J( uN )ηt(u), and we can rewrite (1.3.14) by

lim
N→∞

〈µNt (η);
∣∣〈χNt (·), J(·)〉 −

∫
J(x)ρ(t, x)dx

∣∣〉 = 0. (1.3.16)

1.3.2 The entropy inequality at microscopic level

The following proposition is essential towards the hydrodynamic limit. The proof relies on
coupling arguments and here the assumption of attractiveness of the ZRP is crucial.

Proposition 1.3.2 (Entropy inequality at microscopic level for ε = N−σ with σ ∈ (0, 1)
when N → ∞). Let mε

α be the steady-state solutions of (1.2.2) as defined in (1.1.2) with
Fε(x, ρ) = λε(x)h(ρ). Let ηt be the ZRP generated by NLNε defined by (1.3.4) and initially
distributed by the measure µN0 defined by (1.3.10). Let ηl(u) be the average density of particles
in large microscopic boxes of size 2l + 1 and centered at u:

ηl(u) :=
1

2l + 1

∑
|u−v|≤l

η(v).

Then, for every test function J : R2
+ → R+,

lim
l→∞

lim
N→∞

µNt

{∫ t

0

1
N

∑
u

(
∂sJ(s,

u

N
)
∣∣ηls(u)−mε

α(
u

N
)
∣∣+ ∂xJ(s,

u

N
)
∣∣λε( u

N
)h(ηls(u))− α

∣∣)ds
+

1
N

∑
u

J(0,
u

N
)
∣∣ηl0(u)−mε

α(
u

N
)
∣∣ ≥ −δ} = 1. (1.3.17)

Inequality (1.3.17) is the entropy inequality (1.1.5) with ρ replaced by the average density
of particles in the microscopic boxes of length 2l + 1. To prove the microscopic entropy
inequality, we consider the coupled process (ηt, ξt) generated by NL̄Nε , where L̄Nε is defined
by

L̄Nε f(η, ξ) =
∑
u,v

p(v − u)λε(
u

N
) min{g(η(u)), g(ξ(u))} (f(ηu,v, ξu,v)− f(η, ξ))

+
∑
u,v

p(v − u)λε(
u

N
){g(η(u))− g(ξ(u))}+ (f(ηu,v, ξ)− f(η, ξ))

+
∑
u,v

p(v − u)λε(
u

N
){g(ξ(u))− g(η(u))}+ (f(η, ξu,v)− f(η, ξ)) . (1.3.18)
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Furthermore, denote the initial distribution of (ηt, ξt) by µ̄N0 = µN0 × µNmεα , where µ
N
0 is the

initial measure with density profile ρ0 defined by (1.3.10) and µNmεα denotes the invariant
measure as defined in (1.3.8).

Notice that since the ξ-marginal of µ̄N0 is the invariant measure µNmεα , at any time t the
marginal remains the same. Thus the measure µNmεα is always stochastically bounded since
mε
α is bounded. Therefore by the law of large numbers for any limit point µm of µNmεα and

for each u fixed we can define µm a.s the density

lim
l→∞

ξl(u) := m(x).

Then by the equivalence of ensembles we obtain for any local function ψ on {u− l, . . . , u+ l}
and for any u that

lim
l→∞

Eµl
mεα

[∣∣ψ(ξl(u))− Eµm [ψ(ξ(u))]
∣∣] = 0

where the probability measure µlm denotes the projection of µNm to configurations on {u −
l, . . . , u+ l}. Thus we obtained the following ergodic result:

lim
l→∞

µm
{∣∣h(ξl(u))− h(m)

∣∣ > 0
}

= 0 (1.3.19)

and consequently

lim
l→∞

lim
N→∞

Eµ̄Nt

[∫ t

0

1
N

∑
u

∣∣∣h(ξlt(u))− h(mε
α(
u

N
))
∣∣∣ ds]

= t lim
l→∞

lim
N→∞

EµN
mεα

[
1
N

∑
u

∣∣∣h(ξl(u))− h(mε
α(
u

N
))
∣∣∣]

≤ t lim
l→∞

sup
µm

Eµm [
∣∣h(ξl(0))− h(m)

∣∣] = 0.

In the same way we have that

lim
l→∞

lim
N→∞

Eµ̄Nt

[∫ t

0

1
N

∑
u

∣∣∣ξlt(u)−mε
α(
u

N
)
∣∣∣ ds] = 0

Then, to prove Proposition 1.3.2, it suffices to prove the following proposition.

Proposition 1.3.3. Let (ηt, ξt) be the coupled process, starting from µ̄N0 , generated by NL̄Nε
as defined by (1.3.18). Let µ̄Nt = S̄Nt ∗ µ̄N0 , where S̄Nt is the semigroup corresponding to
the generator NL̄Nε . Then, for every test function J : R2

+ → R+ and every ε = N−σ with
σ ∈ (0, 1),

lim
l→∞

lim
N→∞

µ̄Nt

{∫ T

0

1
N

∑
u

{
∂sJ(s,

u

N
)
∣∣ηls(u)− ξls(u)

∣∣+ ∂xJ(s,
u

N
)λε(

u

N
)
∣∣h(ηls(u))− h(ξls(u))

∣∣}ds
+

1
N

∑
u

J(0,
u

N
)
∣∣ηl0(u)− ξl0(u)

∣∣ ≥−δ}=1.
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Recall that a microscopic entropy inequality leading to the Kruzkov entropy inequality has
been proved in [16] for the process of PdM with nonconstant but continuous speed-parameter
λε. Since there does not exist an invariant product measure for a PdM in general such that
EµN

mεα

[ξ(u)] = mε
α( uN ), to replace the process ξ by mε

α( uN ), one has to apply the relative
entropy method of Yau [38].

In our case of a space-dependent ZRP, the invariant product measure is available so that we
can approximate the steady-state solution mε

α by a process ξ distributed by the invariant
measure µNmεα for any α ∈ (0,∞). Then, Proposition 1.3.2 indeed directly follows from
Proposition 1.3.3.

Proof of Proposition 1.3.3 We split the proof in three steps.

Step 1: Lower bound for the martingale. For a test function J with compact support in R2
+,

define by MJ
t the martingale vanishing at time t = 0:

MJ
t =

1
N

∑
u

J(t,
u

N
) |ηt(u)− ξt(u)| − 1

N

∑
u

J(0,
u

N
) |η0(u)− ξ0(u)|

−
∫ t

0

(∂s +NL̄Nε )
( 1
N

∑
u

J(s,
u

N
) |ηs(u)− ξs(u)|

)
ds.

Since J has compact support, then, for t large enough,

MJ
t = − 1

N

∑
u

J(0,
u

N
) |η0(u)− ξ0(u)| −

∫ t

0

(∂s +NL̄Nε )
( 1
N

∑
u

J(s,
u

N
) |ηs(u)− ξs(u)|

)
ds.

We now calculate

L̄Nε |η(u)− ξ(u)|

=
∑
v,w

p(w − v)λε(
v

N
)
{

min{g(η(v)), g(ξ(v))}
(
|ηv,w(u)− ξv,w(u)| − |η(u)− ξ(u)|

)
+{g(η(v))− g(ξ(v))}+

(
|ηv,w(u)− ξ(u)| − |η(u)− ξ(u)|

)
+{g(ξ(v))− g(η(v))}+

(
|η(u)− ξv,w(u)| − |η(u)− ξ(u)|

)}

=
∑
v

(
1−Gu,v(η, ξ)

)(
− p(v − u)λε(

u

N
) |g(η(u))− g(ξ(u))|

+ p(u− v)λε(
v

N
) |g(η(v))− g(ξ(v))|

)
−
∑
v

Gu,v(η, ξ)
(
p(v−u)λε(

u

N
) |g(η(u))− g(ξ(u))|+ p(u− v)λε(

v

N
) |g(η(v))− g(ξ(v))|

)
,

(1.3.20)

where Gu,v is the indicator function that equals to 1 if η and ξ are not ordered, i.e.,

Gu,v(η, ξ) = 1 {η(u) < ξ(u); η(v) > ξ(v)}+ 1 {η(u) > ξ(u); η(v) < ξ(v)} .

Notice that the second sum is nonpositive. Therefore, plugging in the last expression in the
martingale MJ

t and then interchange u and v in the last term, we can bound the martingale

34



CHAPTER 1. CONSERVATION LAWS WITH DISCONTINUOUS FLUX AND HDL OF INTERACTING PARTICLES

below by

− 1
N

∑
u

J(0,
u

N
) |η0(u)− ξ0(u)| −

∫ t

0

1
N

∑
u

∂sJ(s,
u

N
) |ηs(u)− ξs(u)| ds

+
∫ t

0

∑
u,v

(
J(s,

u

N
)− J(s,

v

N
)
)
p(v − u)

(
1−Gu,v(ηs, ξs)

)
λε(

u

N
) |g(ηs(u))− g(ξs(u))| ds.

Since the transition probability p is of finite range, i.e. p(z) = 0 if |z| > r for some r, then(
J(s,

u

N
)− J(s,

v

N
)
)
p(v − u) = − 1

N
(v − u)p(v − u)∂xJ(s,

u

N
) +O(

1
N2

).

With v = u+ y, it then follows that the martingale is bounded below by

−
∫ t

0

1
N

∑
u

{
∂sJ(s,

u

N
)
∣∣ηs(u)− ξs(u)

∣∣
+ ∂xJ(s,

u

N
)λε(

u

N
)τu
(∑

y

yp(y)(1−G0,y)
)∣∣g(ηs(0))− g(ξs(0))

∣∣}ds
− 1
N

∑
u

J(0,
u

N
) |η0(u)− ξ0(u)|+O(

1
N

).

where τu denotes the shift operator on configurations by u. Step 2: We show

lim
N→∞

Eµ̄Nt

[ (
MJ
t

)2 ]
= 0. (1.3.21)

Recall that

NJ
t := (MJ

t )2 −
∫ t

0

(
NL̄Nε (AJ(s, η, ξ))2 − 2AJ(s, η, ξ)NL̄Nε (AJ(s, η, ξ))

)
ds

is a martingale vanishing at time t = 0, where AJ is defined by

AJ(t, η, ξ) =
1
N

∑
u

J(t,
u

N
)|ηt(u)− ξt(u)|.

Then, by definition, Eµ̄Ns
[
NJ
s

]
= 0 for all 0 ≤ s ≤ t. Thus, it suffices to show that the

expectation of the integral term of NJ
t converges to zero when N → ∞. In order to prove

this, we first find that, by careful calculation,

NL̄Nε (AJ(s, η, ξ))2 − 2NAJ(s, η, ξ)L̄Nε (AJ(s, η, ξ))

=
∑
v,w

p(w − v)Nλε(
v

N
)
{
|g(ηs(v))− g(ξs(v))| 1

N2

(
1−Gv,w(ηs, ξs)

)(
J(s,

w

N
)− J(s,

v

N
)
)2

+ |g(ξs(v))− g(ηs(v))| 1
N2

Gv,w(ηs, ξs)
(
J(s,

v

N
) + J(s,

w

N
)
)2}

.

Since J is a smooth function, the first term of this expression is less O( g(CN)
N2 ) for some

constant C depending on the total initial mass and therefore converges to zero when N →∞
by (1.3.3). For the second term, we know that (J(s, vN )+J(s, wN ))2 ≤ 4 ‖J‖2∞, which implies

NL̄Nε (AJ(s, η, ξ))2 − 2NAJ(s, η, ξ)L̄Nε (AJ(s, η, ξ))

= O(
g(CN)
N2

) +
4 ‖J‖2∞
N

∑
v,w

Gv,w(ηs, ξs)p(w − v)λε(
v

N
) |g(ξs(v))− g(ηs(v))| .
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Then, to conclude the proof of (1.3.21), it suffices to show

Eµ̄Nt

[ ∫ t

0

(∑
v,w

Gv,w(ηs, ξs)p(w − v)λε(
v

N
) |g(ξs(v))− g(ηs(v))|

)
ds
]

= O(1). (1.3.22)

For this, we use the martingale MJ
t vanishing at 0 with J ≡ 1, that is,

Mt :=
1
N

∑
u

|ηt(u)− ξt(u)| − 1
N

∑
u

|η0(u)− ξ0(u)| −
∫ t

0

1
N

∑
u

NL̄Nε |ηs(u)− ξs(u)|ds.

By (1.3.20), the integral term of the martingale is equal to∫ t

0

2
N

∑
u,v

NGu,v(ηs, ξs)p(v − u)λε(
u

N
) |g (ηs(u))− g (ξs(u))| ds,

by interchanging u and v in some terms. Then we find

Eµ̄Nt

[ ∫ t

0

2
∑
u,v

Gu,v(ηs, ξs)p(v − u)λε(
u

N
) |g (ηs(u))− g (ξs(u))| ds

]
= Eµ̄Nt

[ ∫ t

0

1
N

∑
u

|η0(u)− ξ0(u)|ds
]
− Eµ̄Nt

[ ∫ t

0

1
N

∑
u

|ηt(u)− ξt(u)|ds
]

≤ Eµ̄Nt
[ ∫ t

0

1
N

∑
u

|η0(u)− ξ0(u)|ds
]
.

Since we assumed that both marginals of µ̄Nt are bounded, (1.3.22) follows, which leads to
(1.3.21).

With the result of Step 1 and (1.3.21) and using the Chebichev inequality, we obtain

µ̄Nt

{ 1
N

∑
u

J(0,
u

N
) |η0(u)− ξ0(u)|+

∫ t

0

1
N

∑
u

{
∂sJ(s,

u

N
)
∣∣ηs(u)− ξs(u)

∣∣
+∂xJ(s,

u

N
)λε(

u

N
)τu
(∑

y

yp(y)(1−G0,y)(η, ξ)
)∣∣g(ηs(0))− g(ξs(0))

∣∣}ds+O(
1
N

) <−δ
}

≤ µ̄Nt
{
MJ
t > δ

}
≤ µ̄Nt

{∣∣MJ
t

∣∣ > δ
}
≤ 1

δ2
Eµ̄Nt

[ (
MJ
t

)2 ]
, (1.3.23)

which converges to 0 when N →∞, for all δ > 0.

Step 3. We next use the following summation by parts formula: For any bounded function
a of η(·) with a(0) = 0 and for any smooth test function J : R→ R, we obtain that, for any
L > 0,

1
N

∑
|u|≤LN

J(
u

N
)a(η(u)) =

1
N

1
(2l + 1)

∑
|u|≤LN

J(
u

N
)
∑
|u−v|≤l

a(η(v)) +O(
l ‖J‖Lip
N

). (1.3.24)

Since we restrict ε = N−σ, σ ∈ (0, 1), then ‖λε‖Lip ≤ C/ε = CNσ and O( l‖λε‖LipN ) =
O( l

N1−σ ) → 0 when N → ∞ so that we can use this summation by parts formula (1.3.24)
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to replace inequality (1.3.23) by

lim
l→∞

lim
N→∞

µ̄Nt

{ 1
N

∑
u

J(0,
u

N
)

1
2l + 1

∑
|z−u|≤l

|η0(z)− ξ0(z)|

+
∫ t

0

1
N

∑
u

∂sJ(s,
u

N
)

1
2l + 1

∑
|z−u|≤l

|ηs(z)− ξs(z)| ds

+
∫ t

0

1
N

∑
u

∂xJ(s,
u

N
)λε(

u

N
)

1
2l + 1

×
∑
|z−u|≤l

τz
(∑

y

yp(y)(1−G0,y)(ηs, ξs)
)∣∣g(ηs(0))− g(ξs(0))

∣∣ ds < −δ}
= 0. (1.3.25)

Notice that, in (1.3.25), since J is a positive function, by the triangle inequality, we can
remove the sum inside the absolute value in the first line. In Section 1.3.3 we will prove the
following Theorem

Theorem 1.3.4 (One block estimate).

lim
l→∞

lim
N→∞

Eµ̄Nt

{∫ t

0

1
N

∑
u

∣∣∣ 1
2l + 1

∑
|u−z|≤l

|ηs(z)− ξs(z)| − |ηls(u)− ξls(u)|
∣∣∣ds} = 0,

(1.3.26)

and

lim
l→∞

lim
N→∞

Eµ̄Nt

{∫ t

0

1
N

∑
u

τu

∣∣∣ 1
2l + 1

∑
|z|≤l

τz
(∑

y

yp(y)(1−G0,y)(ηs, ξs)
)∣∣g(ηs(0))− g(ξs(0))

∣∣
−
∣∣h(ηls(0))− h(ξls(0))

∣∣ ∣∣∣ds} = 0.

(1.3.27)

Combining (1.3.25) with (1.3.26)–(1.3.27), we complete the proof of Proposition 1.3.3.

�

1.3.3 The one-block estimate

We will prove only (1.3.27) of Theorem 1.3.4, since (1.3.26) follows by the same arguments.
The properties coming from the attractiveness of the coupled process will play an essential
role in the proof. We therefor make some preliminary observations:

First define for any L ∈ N the following space time average:

µ̂NT :=
1

TLN

∫ T

0

∑
|u|≤LN

τ−uµ̄
N
s ds.
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Then we can rewrite the left hand side of (1.3.27) as

lim
l→∞

lim
N→∞

∫ ∣∣∣ 1
2l + 1

∑
|z|≤l

τz
(∑

y

yp(y)(1−G0,y)(ηs, ξs)
)∣∣g(ηs(0))− g(ξs(0))

∣∣
−
∣∣h(ηls(0))− h(ξls(0))

∣∣ ∣∣∣dµ̂Nt . (1.3.28)

Thus instead of shifting the blocks we now shift the measures and we can concentrated on
a fixed block.

Recall that µ̄Nt is initially distributed by µN0 ×µNmεα where µN0 is equal to the product measure
defined in (1.3.10) with density profile ρ0. As we already noticed in the Section 1.3.2 the
ξ-marginal µNmεα of µ̂Nt by the monotonicity assumption (1.3.12) is always stochastically
bounded by µN‖mα‖∞ = ν‖mα‖∞ . On the other hand by Remark 1.2.2 the η-marginal having
as initial density profile ρ0 is also always less than ν‖mα‖∞ . Thus the sequence (µ̂Nt )N is
tight. Denote by µ any limit point of (µ̂Nt )N .

The following two Lemmata will characterize the measure µ̂Nt in the limit as invariant and
translation invariant measures:

Lemma 1.3.5. For any local bounded function ψ and any limit point µ of (µ̂Nt )N , µ is
translation invariant, that means∫

(τjψ(η)− ψ(η))dµ = 0.

Proof. With the definition of the measure µ̂Nt we obtain∣∣∣∣∫ (ψ − τjψ)dµ̂Nt

∣∣∣∣ =

∣∣∣∣∣∣ 1
tLN

∫ t

0

∫ ∑
|u|≤LN

(ψ − τjψ)τ−udµ̄Ns ds

∣∣∣∣∣∣
=

∣∣∣∣∣∣ 1
tLN

∫ t

0

∫ ∑
|u|≤LN

(τuψ − τj+uψ)dµ̄Ns ds

∣∣∣∣∣∣
=

∣∣∣∣∣∣ 1
tLN

∫ t

0

∫  ∑
|u|≤LN

τuψ −
∑

|u−j|≤LN

τuψ

 dµ̄Ns ds

∣∣∣∣∣∣
Since ψ is a local function the sum in the integral is a sum of the order of j terms and since
ψ is also bounded we obtain, the right hand side is of order O( 1

N ).

The tightness of µ̂Nt concludes the proof since

lim
N→∞

∣∣∣∣∫ (ψ − τjψ)dµ̂Nt

∣∣∣∣ =
∣∣∣∣∫ (ψ − τjψ)dµ

∣∣∣∣ .
Lemma 1.3.6. Denote by L̄(1) the generator of the coupled process (ηt, ξt) defined in (1.3.18)
but with λε ≡ 1. Then for any local function ψ and any limit point µ of (µ̂Nt )N , µ is invariant
with respect L̄(1), that means ∫

L̄(1)fdµ = 0.
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Proof. Since ψ is a local function

lim
N→∞

∫
L̄εNψdµ =

∫
L̄(1)ψdµ. (1.3.29)

Notice that this is also true in the case where ψ depends on configurations through sites
around a discontinuity point w

N of the speed parameter λ since by Lemma 1.3.5 µ is transla-
tion invariant and hence we can always chose an appropriate translation on the configurations
such that L̄εNψ does not depend on w. To prove (1.3.29) we look at∫

L̄εNψdµ̂
N
t =

1
LN

∑
|u|≤NL

∫ ∫ t

0

L̄εNψd(τ−uS̄Ns µ̄
N
0 )ds

where we recall that S̄Nt is the semigroup corresponding to the generatoe L̄εN . This is equal
to

1
LN

∑
|u|≤NL

∫ ∫ t

0

τuS̄
N
s L̄

ε
Nψdµ̄

N
0 ds =

1
LN

∑
|u|≤NL

∫ ∫ t

0

τu

(
eNL̄

ε
N L̄εNψ

)
dµ̄N0 ds

=
1

LN2

∑
|u|≤NL

∫ ∫ t

0

τu
d

ds

(
eNL̄

ε
Nψ
)
dµ̄N0 ds

=
1

LN2

∑
|u|≤NL

∫
τu(SNt ψ − ψ)dµ̄N0 ds

Since ψ is a local bounded function, this term is of order O( 1
N ) an thus vanishes in the limit.

Combining this with the tightness of the sequence µ̂Nt and the arguments at the beginning
of the proof, this concludes the Lemma.

Since µ̂Nt is tight , we can rewrite (1.3.28) as

lim
l→∞

sup
µ

∫ ∣∣∣ 1
2l + 1

∑
|z|≤l

τz
(∑

y

yp(y)(1−G0,y)(η, ξ)
)∣∣g(η(0))− g(ξ(0))

∣∣
−
∣∣h(ηl(0))− h(ξl(0))

∣∣ ∣∣∣dµ. (1.3.30)

By the ergodic result (1.3.19) the ξ marginal of µ is always µm. Observe also, that for
constant m ≥ 0, the translation invariant measure

νNm(η) :=
∏
u

1
Z(m)

mη(u)

g(η(u))!
, (1.3.31)

from (1.3.19) is invariant as well with respect to the generator L(1). In particular we identified
for each density m a unique invariant and translation invariant measure with respect to L(1)

such that
Eνm [ξ(0)] = m.

In the same way as above it can be shown that any limit point β of the measure

µ̃NT :=
1

TLN

∫ T

0

∑
|u|≤LN

τ−uµ
N
s ds.
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is invariant with respect to translations and invariant with respect to the generator L(1).

Combining what we obtained, we finally can state the two Lemmata which will allow us to
prove Theorem 1.3.4:

The first one asserts that if initially configurations are ordered, then the dynamics keeps
them ordered at later times:

Lemma 1.3.7. For every probability measure µ, translation invariant with respect to the
shift operator τu, u ∈ Z and invariant with respect to the generator L̄(1) we have

µ{(η, ξ) : η ≤ ξ or η ≥ ξ} = 1

Proof. A proof of this Theorem can be found for example in [28], it relies in the monotonicty
properties coming from the attractiveness of the process.

The second Lemma is a result from [15] (see also [2], [28]) and it states that the limit point
β is a convex combination of product stationary measures:

Lemma 1.3.8. For every probability measure β, translation invariant with respect to the shift
operator τu, u ∈ Z and invariant with respect to the generator L(1) there exists a probability
measure γ(ρ) on R+, such that

dβ(η) =
∫
dνργ(dρ).

Now we are ready to prove the one block estimate

Proof of Theorem 1.3.4

Since τz(1−G0,y)(ηs, ξs) is the indicator equal to one if particles are ordered at time s, by
Lemma 1.3.7 they remain ordered for any time. Hence we can split the integral in (1.3.28)
in two parts, one for configurations such that η ≤ ξ and one for η ≥ ξ. Then, as g and h are
monotone functions, we can remove the absolute value. We only consider the case with the
partial order η ≤ ξ. Then we obtain∫

η≤ξ

∣∣∣ 1
2l + 1

∑
|z|≤l

(g(η(z))− g(ξ(z)))− h(ηl(0)) + h(ξl(0))
∣∣∣dµ

≤
∫
η≤ξ

∣∣∣ 1
2l + 1

∑
|z|≤l

g(η(z))−h(ηl(0))
∣∣∣dβ(η)+

∫
η≤ξ

∣∣∣ 1
2l + 1

∑
|z|≤l

g(ξ(z))−h(ξl(0))
∣∣∣dνm(ξ).

Since νm is translation invariant, the second term converges to zero as l approaches to
infinity by (1.3.19) and thus it remains to prove

lim
l→∞

sup
β

∫
η≤ξ

∣∣∣ 1
2l + 1

∑
|z|≤l

g(η(z))− h(ηl(0))
∣∣∣dβ(η) = 0
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where the supremum is taken over all translation invariant and invariant measures with
respect to L(1). Then with Lemma 1.3.8 we can rewrite the integral as

lim
l→∞

sup
β

∫ ∫
η≤ξ

∣∣∣ 1
2l + 1

∑
|z|≤l

g(η(z))− h(ηl(0))
∣∣∣dνρ(η)

 γ(dρ) = 0

By taking the conditional expectation with respect to ηl and since γ is concentrated on
[0, ‖mα‖∞], we are left to prove that for each ρ ≤ ‖mα‖∞ we have

lim
l→∞

∫
η≤ξ

∣∣∣ 1
2l + 1

∑
|z|≤l

g(η(z)− h(ρ)
∣∣∣dνρ(η) = 0

But this is jus a law of large number and thus the last expression converges to 0 as l
approaches ∞.

�

1.3.4 Existence of measure-valued entropy solutions

In this section, we prove that Theorem 1.3.2 implies the existence of a measure-valued
entropy solution associated to the configuration ηt. We recall the empirical measure χNt (x)
associated to a configuration ηt in (1.3.15). We define the Young measures associated to ηt
as follows:

πN,lt (x, k) :=
1
N

∑
u

δ u
N

(x)δηlt(u)(k), (1.3.32)

which implies 〈πN,lt ; J〉 = 1
N

∑
u J( uN , η

l
t(u)) for any J ∈ C0(R × R+). If E is the con-

figuration space, then these two measures are finite positive measures on E and, for any
J ∈ C0(R), they are related by the formula

〈πN,lt ; kJ(x)〉 ≈ 〈χNt (·); J(·)〉. (1.3.33)

Notice that, since there are jumps, the probability measure µNt defined by (1.3.11) must be
defined on the Skorohod space D[(0,∞), E], which is the space of right continuous functions
with left limits taking values in E. Then, using the one to one correspondence between the
configuration ηt and the empirical measure χNt (·), the law of χN with respect to µNt will
give us a probability measure QN on the Skorohod space D[(0,∞),M+(R)], for the space
M+(R) of finite positive measures on R endowed with the weak topology.

In the same way, we can associate a probability measure Q̃N,l on the spaceD[(0,∞),M+(R2
+)].

With these definitions, we can state the main theorem of this section as follows.

Theorem 1.3.9 (Law of large numbers for the Young measures). Let (µN )N≥1 be a sequence
of probability measures, as defined by (1.3.10), associated to a bounded density profile ρ0 :
R→ R+. Then the sequence Q̃N,l converges, when N →∞ first and l →∞ second, to the
probability measure Q̃ concentrated on the measure-valued entropy solution πt,x in the sense
of Definition 2.2.
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Proof. In order to be allowed to take the limit points Q and Q̃ of QN and QN,l respectively,
we must know that the sequences are tight (weakly relatively compact). If QN,l is weakly
relatively compact, we can take Q̃l as a limit point if N → ∞ for each l. Denote by Q̃ a
limit point of Q̃N,l if N →∞ first and l →∞ second. Therefore, the proof consists in two
main steps: The first is to show that Q̃N,l is weakly relatively compact and the second is to
show the uniqueness of limit points. The key point in the proof is that these can be achieved
independent of the choice of mollification λε of the discontinuous speed-parameter λ with
our choice of the notion of measure-valued entropy solutions.

These can be achieved by following exactly the standard argument in [16, 33, 24] since it
requires only the uniform boundedness of λε in the proof. That is, we can conclude the
following: Let µNt be a measure defined by (1.3.11). Then

(i) The sequence QN defined above is tight in D[(0,∞),M+(R)] and all its limit points
Q are concentrated on weakly continuous paths χ(t, ·);

(ii) Similarly, the sequence Q̃N,l is tight in D[(0,∞),M+(R×R+)] and all its limit points
Q̃ are concentrated on weakly continuous paths π(t, ·, ·);

(iii) For every t ≥ 0, π(t, x, k) := πt(x, k) is absolutely continuous with respect to the
Lebesgue measure on R, Q̃ a.s.. That is, Q̃ a.s.

πt(x, k) = πt,x(k)⊗ dx; (1.3.34)

(iv) For every t ∈ [0, T ], πt,x(k) is compactly supported, that is, there exists k0 > 0 such
that

πt,x([0, k0]c) = 0 ∀ (t, x) ∈ [0, T ]×R.

(v) πt,x is a measure-valued entropy solution in the sense of Definition 2.2 for any α ∈
[M0,∞), i.e.,

∂t 〈πt,x; |k −mα(x)|〉+ ∂x 〈πt,x; |h(k)λ(x)− α|〉 ≤ 0 (1.3.35)

in the sense of distributions on R2
+ for any α ∈ [M0,∞) or α ∈ (−∞,M0].

The last result follows from the entropy inequality at microscopic level in Theorem 1.3.2.
Indeed, in terms of the Young measures, the expression (1.3.17) of Proposition 1.3.2:

lim
l→∞

lim
N→∞

µNt

{∫ ∞
0

1
N

∑
u

{
∂tH(t,

u

N
)
∣∣ηlt(u)−mα(

u

N
)
∣∣

+∂xH(t,
u

N
)
∣∣λ(

u

N
)h(ηlt(u))− α

∣∣}dt ≥ −δ} = 1

can be restated as

lim
l→∞

lim
N→∞

Q̃N,l
{∫ T

0

(
〈πt(x, k); |k −mα(x)|∂tH(t, x)〉

+ 〈πt(x, k); |λ(x)h(k)− α| ∂xH(t, x)〉
)
dt ≥ −δ

}
= 1,

for every smooth function H : (0, T ) × R → R+ with compact support, any α ∈ [M0,∞)
or α ∈ (−∞,M0], and any δ > 0. Since Q̃ is a weak limit point concentrated on absolutely
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continuous measures and since we already proved that πt,x is concentrated on a compact set
(and therefore the integrand is a bounded function), we obtain from the last expression that

Q̃
{∫ T

0

∫ (
〈πt,x; |k −mα(x)|〉 ∂tH(t, x) + 〈πt,x; |λ(x)h(k)− α|〉 ∂xH(t, x)

)
dxdt ≥ −δ

}
= 1.

Letting δ → 0, we have that Q̃ a.s. (1.3.35) holds on (0, T )×R in the sense of distributions
for every α ∈ [0,∞). This proves the uniqueness of Q̃ and thereby concludes the proof of
Proposition 1.3.9.

Then Theorem 1.3.1 follows immediately from this result since the measure-valued entropy
solution reduces to the Dirac mass concentrated on the unique entropy solution ρ(t, x) of
(1.3.1)–(1.3.2) as we noticed in Section 1.2.2.
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Chapter 2

Hydrodynamic limit of an
Hamiltonian system with
Boundary Conditions

2.1 The Model

We will study a system of N coupled oscillators in one dimension. This means, that we
consider atoms sitting on a one dimensional lattice and moving around their equilibrium
position. We chose the one dimensional discrete lattice to be of length 1 and having N
points. The points of the lattice will be denoted by i with i ∈ {0, 1 . . . N}. To each point of
the lattice there is associated an atom i with mass equal to one which is oscillating around
its equilibrium position i. Then the position of the displaced atom i is denoted by xi, while
its momentum is denoted by pi, with xi and pi ∈ R. Thus each particle has phase space
R× R on the microscopic space scale and the configuration space is (R× R)N . We assume
particle 0 to be attached to a wall, i.e. x0 = p0 ≡ 0 while on particle N we apply a force
τ(t) depending on time which is a pressure or a tension. These are the boundary conditions
we impose.
Denote by x := (x0, . . . , xN ) and p := (p1, . . . , pN ). The interaction between two particles
i and i− 1 will be described by the potential energy V (xi − xi−1) of an anharmonic spring
relying the particles. Such a model is called unpinned since we do not add a self-potential
to the energy. Since the particle density is high, the potential must grow to infinity fast
enough, such that there is an high interaction between particles if the absolute value of the
increment of their position is large. Therefore we assume V to be a positive smooth function
which for large r grows faster than r, that means

lim
|r|→∞

V (r)
|r|

=∞. (2.1.1)

Then, as (x,p) evolve following the Hamiltonian equations of motion, the system is described
by the following Hamiltonian HτN

HτN (x,p) : =
1
2

N∑
i=1

p2
i +

N∑
i=1

(V (xi − xi−1)− τ(t)(xi − xi−1)) .
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Notice that additionally to the kinetic energy and the potential energy we have a third term,
which takes into account the boundary conditions. Furthermore we impose to our system a
fixed temperature T0. In this way the total volume

∑N−1
i=0 ri and velocity

∑N−1
i=0 pi obey to

a balance law, while the total energy
∑N−1
i=0 ei does not.

Since we focus on a nearest neighbor interaction, we may define the distance between par-
ticles by

ri = xi − xi−1.

Thus we look at our system using the Lagrangian coordinates. In the new coordinates and
since p0 ≡ 0 the Hamiltonian reads,

HτN (r,p) : =
N∑
i=1

ei

=
N∑
i=1

(
1
2
p2
i + V (ri)− τ(t)ri

)
,

where r := (r1, . . . , rN ), p := (p0, . . . , pN−1), while we define the energy ei of particle i by

ei(ri, pi) =
p2
i

2
+ V (ri)− τ(t)ri.

Now the dynamics of the system can be computed as dri = (pi − pi−1)dt, for i ∈ {2, . . . , N}

dpi = (V ′(ri+1)− V ′(ri))dt+ noise for i ∈ {1, . . . , N − 1} dr1 = p1dt

dpN = (τ(t)− V ′(rN )) dt+ noise
(at the boundary)

(2.1.2)

The random forces, which we will specify later, will be chosen in such a way, that the balance
of volume and momentum are still in place but the balance of total energy is lost because a
thermal equilibrium is maintained by the noise. In this way we obtain the dynamics with the
imposed temperature T0. Without loss of generality, we set T0 = 1. Also the noise should
help us with the issue of ergodicity as we will see later. Then we will obtain two balanced
quantities which are

N∑
i=1

ri = xN − x0 : length of the chain

N∑
i=0

pi : total momentum

We are interested in the macroscopic behavior of the interdistance and momentum of the
particles, at time Nt, as N →∞. For this, we introduce the empirical measures

ηN (dx, t) :=
1
N

N∑
i=1

δ

(
x− i

N

)
ri(Nt) dx,

ξN (dx, t) :=
1
N

N∑
i=0

δ

(
x− i

N

)
pi(Nt) dx,
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representing the spatial distribution of interdistance and momentum respectively as a func-
tion of time and where x ∈ [0, 1]. Since during a time t, on the microscopic scale, particles
move distances which are of order 1

N , this displacement can not be seen macroscopicaly.
Therefore we scale the time t by N to see a macroscopic evolution of the system. This
scaling by N is called Euler scaling.

We expect the measures ηN (dx, t) and ξN (dx, t) to converge asN →∞ to measures r(x, t)dx,
p(x, t)dx, being absolutely continuous with respect to the Lebesgue measure and satisfying
the following system of conservation laws: ∂tr− ∂xp = 0

∂tp− ∂xP (r) = 0
(2.1.3)

 r0(x) = r(x, 0), p0(x) = p(x, 0)

p(0, t) = 0, P (r(1, t)) = τ(t)
(boundary conditions) (2.1.4)

For bounded, smooth initial data r0, p0 : [0, 1] → R and the force τ(t) depending on time
t. We call P the pressure which is a function of the specific volume r only. Furthermore
we assume that on the edges (x, t) = (0, 0) and (x, t) = (1, 0) the following compatibility
conditions are satisfied

lim
x→0

p0(x) = lim
t→0

p(0, t) = 0 and lim
x→1

P (r0(x)) = τ(t). (2.1.5)

Remark 2.1.1. Since our proof is based on the relative entropy method, it is only valid in
the smooth regime of the solution to (2.1.3). Since, even for smooth initial data, the solution
will develop shocks, we are forced to restrict our derivation to a time 0 < T < ts, where ts
is the time when the solution of the p-system enters the first shock. A sketch of the proof
for the existence of smooth solutions to the initial-boundary-value problem (2.1.3) will be
given in the next section.

In other words, for any test function J : [0, 1] → R with compact support, consider the
empirical densities

ηN (t, J) := 〈ηN (dx, t); J〉 =
1
N

N∑
i=1

J

(
i

N

)
ri(Nt) (2.1.6)

ξN (t, J) := 〈ξN (dx, t); J〉 =
1
N

N∑
i=1

J

(
i

N

)
pi(Nt). (2.1.7)

Then, starting with an initial distribution such that in the hydrodynamic limit as N → ∞
there exist smooth functions r0 and p0 with

{ηN (0, J), ξN (0, J)} →
{∫

J(x)r0(x)dx,
∫
J(x)p0(x)dx

}
(2.1.8)

in probability, our goal is to show that at time t ∈ [0, T ] we have the same convergence of
ηN (t, J) and ξN (t, J) to corresponding profiles r(x, t) and p(x, t) respectively, thus

{ηN (t, J), ηN (t, J)} →
{∫

J(x)r(x, t)dx,
∫
J(x)p(x, t)dx

}
(2.1.9)
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in probability as N →∞, where r and p satisfy (2.1.3).

Formally this can be seen if we pretend that no random forces are present and then take the
derivative of the empirical densities defined in (2.1.6) and (2.1.7):

For the interdistance we obtain:

d

dt

(
1
N

N∑
i=1

J

(
i

N

)
ri(Nt)

)
=

1
N

N∑
i=1

NJ

(
i

N

)
d

d(Nt)
ri(Nt)

=
1
N

N∑
i=1

NJ

(
i

N

)(
pi(Nt)− pi−1(Nt)

)
=

1
N

N−1∑
i=1

J( iN )− J( i+1
N )

1
N

pi(Nt) + J(1)pN (Nt)

= − 1
N

N−1∑
i=1

(
J ′(

i

N
) +O(

1
N

)
)
pi(Nt) + J(1)pN (Nt).

Then, since pN is the momentum of the last particle located at x = 1 and using (2.1.9), we
obtain

d

dt

∫
J(x)r(x, t)dx+

∫
J ′(x)p(x, t)dx = J(1)p(1, t)

which after an integration by parts gives us the first equation of the system (2.1.3)

∂tr(x, t)− ∂xp(x, t) = 0 with p(0, t) ≡ 0.

For the momentum we obtain with (2.1.2)

d

dt

(
1
N

N∑
i=1

J

(
i

N

)
pi(Nt)

)

=
1
N

N−1∑
i=1

NJ

(
i

N

)
d

d(Nt)
pi(Nt) + J(1)

d

d(Nt)
pN (Nt)

=
1
N

N−1∑
i=1

NJ

(
i

N

)
(V ′(ri+1(Nt))− V ′(ri(Nt))) + J(1) (τ(t)− V ′(rN ))

=
1
N

N∑
i=2

J
(
i−1
N

)
− J

(
i
N

)
1
N

V ′(ri(Nt)) + J(1)τ(t)− J(
1
N

)V ′(r1)

= − 1
N

N−1∑
i=2

(
J ′
(
i

N

)
+O(

1
N

)
)
V ′(ri(Nt)) + J(1)τ(t)− J(

1
N

)V ′(r1)

(2.1.10)

Sending N to infinity here is much more difficult than for the interdistance since V ′ is not a
function of the empirical densities, thus the equation is not closed in terms of the empirical
densities. Therefore to be lead to the second equation of (2.1.3) we need to replace V ′ by
an expression, that depends on the conserved quantities. To do this we encounter two main
difficulties:
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(i) We first have to prove that the system is in local equilibrium. This means we focus
on boxes which are small on the macroscopic scale but which contain a large number
of particles on the microscopic scale. We will show in Sections 2.5.3 and 2.5.4 that
this subsystem is in equilibrium, in the sense that there exists an invariant measure ν,
such that for a box of size 2k+ 1 around a microscopic site i we can replace V ′(ri) by
its equilibrium average ∫

V ′(ri)dν := P (
1

2k + 1

∑
|i−j|≤k

rj).

(ii) The second difficulty to close the equation is that even if

1
2k + 1

∑
|i−j|≤k

rj weakly
→ r(x, t) as k →∞

does not imply in general that

P (
1

2k + 1

∑
|i−j|≤k

rj) weakly
→ P (r(x, t)) as k →∞

since P is nonlinear. This will be proved in section 2.5.5

Assume that all this can be done rigorously, then (2.1.10) converges in probability to

d

dt

∫
J(x)p(x, t)dx+

∫
J ′(x)P (r(t, x))dx = J(1)τ(t)− J(0)P (r(0, t)).

With an integration by part we obtain

∂tp(x, t)− ∂xP (r(x, t)) = 0 with P (r(1, t)) = τ(t).

2.2 Existence and Uniqueness of C1 Solutions to the Initial-
Boundary-Value Problem (IBVP)

In view of Remark 2.1.1, we will next show the existence of a unique smooth solution to the
initial-boundary value problem (2.1.3)–(2.1.5) up to a time t = ts > 0. The main Theorem
of this Section is

Theorem 2.2.1 (Well posedness of the IBVP). There exists a positive time ts such that, on
the domain Dts defined by

Dts := {(x, t) : x ∈ [0, 1], 0 ≤ t ≤ ts}, (2.2.1)

the IBVP (2.1.3)–(2.1.5) admits a unique continuously differentiable solution u := u(x, t).

In the following we will only give a sketch of the proof, since all the results can be found in
Chapters 1 and 2 of [27] for general quasilinear hyprbolic systems in one dimension.
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We first rewrite the p-system (2.1.3) as a system of two decoupled partial differential equa-
tions in terms of the Riemann invariants:

Observe that we can rewrite the p-system in a non conservation form in the following way: ∂tr− ∂xp = 0

∂tp− ∂xP = 0
⇔ ∂tu−DA(u)∂xu = 0, (2.2.2)

where

u(x, t) :=
(

r(x, t)
p(x, t)

)
and DA(u) :=

(
0 1

c2(r) 0

)

is the Jacobian of the flux A(u) :=
(

p
P (r)

)
and c(r) :=

√
P ′(r) is called the sound speed.

The characteristics of the system are given by the Eigenvalues of the matrix DA(u), which
are

λ1(r) := −c(r) and λ2(r) := c(r).

In order to maintain hyperbolicity of the system we assume that the pressure P is an
increasing function of the specific volume r, then P ′(·) > 0 and we have only real Eigenvalues.
The right Eigenvectors corresponding to −c and c respectively are

R1(r) :=
1√
2

(
−1
−c

)
and R2(r) :=

1√
2

(
−1
c

)
and the left Eigenvectors

L1(r) :=
1√
2

(
−1,−1

c

)
and L2(r) :=

1√
2

(
−1,

1
c

)
are chosen such that

Rα(r) · Lβ(r) = δαβ for α, β = 1, 2.

Let us denote by R and L the matrices

R := (R1(r), R1(r)) =
(
L1(r)
L1(r)

)−1

:= L−1.

Then (2.2.2) is equivalent to

∂tu +R ·
(
−c 0
0 c

)
· L · ∂xu = 0 ⇔ L · ∂tu +

(
−c 0
0 c

)
· L · ∂xu = 0.

This means that to decouple our system we need to find Γ : [0, 1]× R→ R2 with

Γ(u) :=
(

Γ1(u)
Γ2(u)

)
such that

∂tΓ(u) +
(
−c 0
0 c

)
· ∂xΓ(u) = 0 = L · ∂tu +

(
−c 0
0 c

)
· L · ∂xu.
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Since we may multiply these equations by any contiuous function f depending on u and not
identically equal to zero, it is enough to find Γ such that

∂tΓ(u) = f(u)L · ∂tu and ∂xΓ(u)f(u)L∂x = ∂xu

⇔ DΓ(u) = f(u)L ⇔ DΓ(u) · L−1 = f(u)
(

1 0
0 1

)

⇔


−∂Γ1(u)

∂r − c∂Γ1(u)
∂p =

√
2f(u) , −∂Γ1(u)

∂r + c∂Γ1(u)
∂p = 0

−∂Γ2(u)
∂r + c∂Γ2(u)

∂p =
√

2f(u) , −∂Γ2(u)
∂r − c∂Γ2(u)

∂p = 0
.

This is satisfied if  Γ1(u) = −
∫ r
c(ω)dω − p

Γ2(u) = −
∫ r
c(ω)dω + p

(2.2.3)

These new variables Γ1 and Γ2 are called the (−c)−Riemann invariants and the (+c)−Riemann
invariant respectively. Notice that there is a one-to-one correspondance between (Γ1,Γ2) and
(r, p). Now we can rewrite the initial-boundary-value problem (2.1.3)–(2.1.5) in terms of the
Riemann invariants Γ(u) := Γ(x, t) : [0, 1] × [0, T ] → R2, for some time T > 0, as the
following system of two decoupled equations:

∂tΓ1 − c(Γ)∂xΓ1 = 0

∂tΓ2 + c(Γ)∂xΓ2 = 0 (2.2.4)


Γ1,0(x) = Γ1(r0(x), p0(x)); Γ2,0(x) = Γ2(r0(x), p0(x)),

Γ2(0, t) = Bl(t); Γ1(1, t) = Br(t)
(boundary conditions),

(2.2.5)
where Bl(·) and Br(·) are smooth solutions satisfying the compatibility conditions

lim
t→0

Bl(t) = lim
x→0

Γ2,0(x) and lim
t→0

Br(t) = lim
x→1

Γ1,0(x). (2.2.6)

We will see below how to compute the boundary conditions Bl(·) and Br(·) from the bound-
ary conditions (2.1.4). Furthermore Γ0 := (Γ1,0,Γ2,0) : [0, 1] → R2 is a bounded, smooth
function. We assume that for some constant K

‖Γ0‖ := sup
x∈[0,1]

max{|Γ1,0(x)|, |Γ2,0(x)|} := sup
x∈[0,1]

|Γ0| ≤ K. (2.2.7)

In particular, if we assume that there exists a time ts > 0 for which the solution Γ is in C1,
differating what we obtained in (2.2.4), for a curve x(t) : [0, ts]→ R we have

d

dt
Γ1(x(t), t) = ∂tΓ1 + ∂xΓ1x

′(t) = 0⇔ x′(t) = −c(Γ)

and
d

dt
Γ2(x(t), t) = ∂tΓ2 + ∂xΓ2x

′(t) = 0⇔ x′(t) = c(Γ).
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Hence the (−c)-Riemann invariant Γ1 is constant along the (−c)-characteristic and the (+c)-
Riemann invariant Γ2 is constant along the (+c)-characteristic. Therefore, if we denote by

κ−c(s;x, t) , κc(s;x, t)

the (−c)- and the (+c)-characteristic curve respectively passing through the point (x, t), i.e.

dκ−c(s;x, t)
ds

= −c(Γ(κ−c(s;x, t), s)) ,
dκc(s;x, t)

ds
= c(Γ(κc(s;x, t), s))

and
κ−c(t;x, t) = x , κc(t;x, t) = x, (2.2.8)

it follows that for any (x, t) ∈ ([0, 1]× [0, ts])

Γ1(x, t) = Γ1,0(κ−c(0;x, t)) and Γ2(x, t) = Γ2,0(κc(0;x, t)). (2.2.9)

With this observation it is easy to compute Bl(t) and Br(t) from the boundary conditions
(2.1.4):

For any 0 ≤ t < ts, by (2.2.3) with p(0, t) ≡ 0 we have

Bl(t) = Γ2(0, t) = −
∫ r(0,t)

c(ω)dω.

On the other hand since Γ1(0, t) = Γ1,0(κ−c(0;0,t)), we have

−
∫ r(0,t)

c(ω)dω = −
∫ r0(κ−c(0;0,t))

c(ω)dω − p0(κ−c(0;0,t)).

Hence we obtained

Bl(t) = −
∫ r0(κ−c(0;0,t))

0

c(ω)dω − p0(κ−c(0;0,t)).

To compute Br(t), recall that there is a one to one correspondence between the pressure
P on the specific volume r. since P is assumed to be an increasing function of r. Then
r(x, t) := r(P (x, t)) and we have

Br(t) = Γ1(1, t) = −
∫ r(τ(t))

c(ω)dω − p(1, t).

On the other hand since Γ2(1, t) = Γ2,0(κc(0;1,t)), we have

−
∫ r(τ(t))

c(ω)dω + p(1, t) = −
∫ r0(κc(0;1,t))

c(ω)dω + p0(κc(0;1,t)).

Hence we obtained

Br(t) = −2
∫ r(τ(t))

0

c(ω)dω +
∫ r0(κc(0;1,t))

c(ω)dω − p0(κc(0;1,t)).

Notice also that with the compatibility conditions (2.1.5) it follows that also (2.2.6) is sat-
isfied.
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Recall that for these arguments, we assumed that the solution Γ is smooth on the considered
domain. In other words Γ is a smooth solution to to (2.2.4)–(2.2.5) if and only if (2.2.9) is
satisfied.

Motivated by the the geometry of last observations, to prove the well posedness of the initial-
boundary-value problem (2.2.4)–(2.2.6) up to a time ts > 0, for some δ ≥ ts, we devide the
domain Dδ defined by (2.2.1) into three parts:

Lδ := {(x, t) : 0 ≤ x ≤ xc(t), 0 ≤ t ≤ δ} (2.2.10)
Mδ := {(x, t) : xc(t) ≤ x ≤ x−c(t), 0 ≤ t ≤ δ} (2.2.11)
Rδ := {(x, t) : x−c(t) ≤ x ≤ 1, 0 ≤ t ≤ δ}, (2.2.12)

where we denoted by xc(t) := κc(t, 0, 0) the curve of the (+c)-characteristic going through
the origin (x, t) = (0, 0) and by x−c(t) := κ−c(t; 1, 0) is the curve of the (−c)-characteristic
going through (x, t) = (1, 0) that means xc and x−c satisfy

xc(0) = 0 and x′c(t) = c(Γ) (2.2.13)
x−c(0) = 1 and x′−c(t) = −c(Γ). (2.2.14)

In this way, on the domainMδ, no characteristics are crossing the artificial boundaries xc
and x−c, and thereby, together with the the observations we made before, the information
at any point (x, t) ∈Mδ is given through the initial data (Γ1,0,Γ2,0) only. This means that
on the domain Mδ the initial-boundary-value problem (2.2.4)–(2.2.6) is reduced to a pure
initial-value problem. On the other hand on the angular domains Lδ and Rδ the IBVP
reduces to a BVP. In view of this, the strategy of the proof is devided in two parts:

• We first prove the existence of a unique C1 solution to the Cauchy problem (IVP) on
the domainMδ′ with δ′ ≥ ts.

• We then prove the existence and uniqueness of a C1 solution on the angular domain
Lδ′′ with δ′′ ≥ ts to the boundary value problem (BVP) with the boundary x = 0 and
the artificial characteristic boundary xc(t) and on the angular domain Rδ′′′ for some
δ′′′ ≥ ts we prove existence and uniqueness of a C1 solution to the boundary value
problem with the boundary x = 1 and the artificial characteristic boundary x−c(t).

In other words on the domainMδ′ defined by (2.2.11) which reduces our IBVP to Cauchy
problem, we must prove the following

Theorem 2.2.2 (Well posedness of the IVP). There exists a positive time δ′ such that, on
the domainMδ′ defined by (2.2.11), the IBVP (2.2.4)–(2.2.6) admits a unique continuously
differentiable solution Γ = Γ(x, t).

Proof. For a detailed proof see chapter 1 in [27]. Essentially it is devided in three steps:

In a first step the quasilinear problem is redueced to the linear Cauchy problem.

To do this, for some δ > 0 we introduce the set of functions

G(δ,K,K ′) := {Γ̃
∣∣∣Γ̃ := (Γ̃1, Γ̃2) ∈ C1(M(δ)); ‖Γ̃‖ ≤ K; ‖Γ̃‖1 ≤ K ′}

where ‖Γ̃‖1 is a C1-norm defined by

‖Γ̃‖1 := ‖Γ̃‖+ ‖Γ̃x‖+ ‖Γ̃t‖ (2.2.15)
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with
‖Γ̃x‖ := sup

(x,t)∈Mδ

|∂xΓ̃| and ‖Γ̃t‖ := sup
(x,t)∈Mδ

|∂tΓ̃|

and K ′ ≥ K is a constant satisfying

‖Γ0‖+ (1 + sup
|Γ|≤K

{c(Γ)}) ‖Γ0,x‖ ≤ K ′. (2.2.16)

The absolute value | · | of a vector and the constant K are defined in the same way as in
(2.2.7).

For any Γ̃ ∈ G(δ,K,K ′) we can formulate the following IVP ∂tΓ1 − c̃(x, t)∂xΓ1 = 0

∂tΓ2 + c̃(x, t)∂xΓ2 = 0
(2.2.17)

with the initial conditions given in (2.2.5). Here c̃(x, t) := c(Γ̃(x, t)). Thus now the charac-
teristics −c̃ and c̃ are independent of the solution Γ and consequently this is an IVP for a
linear hyperbolic conservation law.

The second step consists in showing that the linear Cauchy problem admits a unique C1

solution onMδ0 for some δ0 ≤ δ.

Defining the iterative operator T with

TΓ̃ = Γ

and plug this in (2.2.17), it is easy to see that a fixed point of the operator T is a solution
to (2.2.4)–(2.2.5) on Mδ. It thus remains to prove that, for δ small enough, T possesses a
unique fixed point. This is the third step of the proof.

To prove that the operator T possesses a unique fixed point for δ small enough we will show
that

• T maps the set G(δ1,K.K ′) to iteself for some positive δ1 ≤ δ0.

• For some positive δ′ ≤ δ1, T is a contraction with respect to the ‖ · ‖-norm.

Then by the Banach fixed point Theorem it follows that there exists a unique fixed point
onMδ′ which concludes the proof of the Theorem.

On the angular domains Lδ′′ and Rδ′′ which reduces the IBVP a BVP the Theorem to prove
is the following:

Theorem 2.2.3 (Well posedness of the BVP). There exists a positive time δ′′ such that, on
the domains Lδ′′ and Rδ′′ defined by (2.2.10) and (2.2.12) respectively, the IBVP (2.2.4)–
(2.2.6) admits a unique continuously differentiable solution Γ = Γ(x, t).

Proof. For a detailed proof of this, see chapter 2 of [27]. Here the strategy is the same: we
first reduce the quasilinear BVP to a linear BVP, and then we show that the operator S
defined by SΓ̃ possesses a unique fixed point. For the proof of this we need that the number
of the boundary conditions is equal to the number of the characteristics departing from the
boundary.
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2.3 The Gibbs Measures

2.3.1 The Gibbs equilibrium measures

The generator of the dynamics without random forces is given by the Liouville operator LτN

LτN =
N∑
i=1

dri
dt

∂

∂ri
+

N∑
i=0

dpi
dt

∂

∂pi

=
N∑
i=2

(pi − pi−1)
∂

∂ri
+
N−1∑
i=1

(V ′(ri+1)− V ′(ri))
∂

∂pi

+ (τ(t)− V ′(rN ))
∂

∂pN
+ p1

∂

∂r1

=
N∑
i=1

(pi − pi−1)
∂

∂ri
+
N−1∑
i=1

(V ′(ri+1)− V ′(ri))
∂

∂pi

+ (τ(t)− V ′(rN ))
∂

∂pN

:= L0
N + τ(t)

∂

∂pN
, (2.3.1)

where we used the fact that p0 ≡ 0 and we define

L0
N :=

N∑
i=1

(pi − pi−1)
∂

∂ri
+
N−1∑
i=1

(V ′(ri+1)− V ′(ri))
∂

∂pi
− V ′(rN )

∂

∂pN
(2.3.2)

Then as already computed in (2.1.2), we have for i = 2, . . . , N − 1

LτN (ri) = pi − pi−1, LτN (r1) = p1 and LτN (rN ) = pN − pN−1

and

LτN (pi) = V ′(ri+1)− V ′(ri), LτN (p1) = V ′(r2)− V ′(r1), and LτN (pN ) = τ(t)− V ′(rN ).

From this it follows that

LτN (
N∑
i=1

ri) = pN and LτN (
N∑
i=1

pi) = τ(t)− V ′(r1).

Let us define the two parameter family of Gibbs equilibrium measures on the space ΩN :=
(R+ × R)N . For any λ := (λ1, λ2) ∈ (R× R) it is given by:

νNλ (dr, dp) =
N∏
i=1

νλ(dri, dpi)

with marginals

νλ(dri, dpi) :=
1

Z(λ)
e−(hi−λ1ri−λ2pi)dridpi. (2.3.3)

Here
hi :=

1
2
p2
i + V (ri)
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and the normalization Z is equal to

Z(λ) :=
∫

Ω

eλ1ri+λ2pi−hidridpi.

This is the grand canonical Gibbs measure at temperature T0 ≡ 1, pressure λ1 and velocity
λ2. This measure is meaningfull whenever Z is finite. Therefore we chose the positive
function V such that for each λ1 ∈ R

Z1(λ1) :=
∫
e−V (r)+λ1ridr < +∞. (2.3.4)

In what follows we will use the following notation:

νNλ (dr, dp) =
N∏
i=1

eλ1ri+λ2pi

Z(λ)
e−hidridpi := gNλ (r,p)dνN? (r,p),

hence we defined the density

gNλ (r,p) :=
N∏
i=1

eλ1ri+λ2pi

Z(λ)

of the probability measure dνNλ with respect to the fixed reference measure

dνN? (r,p) :=
N∏
i=1

e−hidridpi. (2.3.5)

Notice that we can rewrite νNλ as a product measure with marginals

νλ(dri, dpi) = µλ1(dri)πλ2(dpi)

with

µλ1(dri) :=
1

Z1(λ1)
eλ1ri−V (ri)dri where Z1(λ1) :=

∫
R
eλ1ri−V (ri)dri

πλ2(dpi) :=
1√
2π
e−(pi−λ2)2

dpi.

Thus the distribution of momenta is Gaussian with mean λ2.

The measure νNλ is invariant with respect to the generator Lτ (t)N , if λ = (τ, 0), thus∫
LτNfν

N
(τ,0)(dr, dp) = 0

for any nice local function f . This is a consequence of the boundary conditions we impose:

With our definition (2.3.1) of the Liouville operator and applying an integration by parts,
we obtain ∫

LτNfν
N
λ (dr, dp) = −

∫
f

N∑
i=1

(pi − pi−1)(λ1 − V ′(ri))dνNλ

−
∫
f

N−1∑
i=1

(λ2 − pi) (V ′(ri+1)− V ′(ri)) dνNλ

−
∫
f(λ2 − pN ) (τ − V ′(rN )) dνNλ

= −
∫
fpN (τ − λ1)− λ2(V ′(r1)− τ)dνNλ = 0.
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CHAPTER 2. HDL OF AN HAMILTONIAN SYSTEM WITH BOUNDARY CONDITIONS

if
λ2 = 0 and λ1 = τ.

Notice furthermore, that there is a one-to-one correspondence between the average interdis-
tance r̄ and the parameter λ1 and between the average momentum p̄ and the parameter λ2.
This can be seen by the following:

r̄ =
∫
riνλ(dri, dpi) =

∫
riµλ1(dri), p̄ =

∫
piνλ(dri, dpi) =

∫
piπλ2(dpi) = λ2.

while the pressure P is now given by∫
V ′(ri)νλ(dri, dpi) =

∫
V ′(ri)µλ1(dri)

= − 1
Z1(λ1)

∫
(λ1 − V ′(ri))eλ1ri−V (ri)dri + λ1 = λ1.

From this we learn that the pressure is a function of the interdistance r̄ alone:

P = λ1 = λ1(r̄). (2.3.6)

2.3.2 The local Gibbs measures

As mentioned in Section 2.1, we need to show that the system is in local equilibrium that
means (2.1.8) and (2.1.9) have to be satisfied. In view of this, we define a family of product
measures with slowly varying parameter λ(·, t) := (λ1(·, t), λ2(·, t)) in space for x ∈ [0, 1]:

νNλ(·,t) :=
N∏
i=1

νλ( iN ,t)
, (2.3.7)

where the marginals are given by

νλ( iN ,t)
dridpi =

1
Z(λ( iN , t))

eλ1( iN ,t)ri+λ2( iN ,t)pi−hidridpi. (2.3.8)

Since we know by Section 2.3 that there is a one-to-one correspondance between the average
interdistance and the parameter λ1, as well as between the average velocity and the param-
eter λ2, for a given profile u(x, t) := (r(x, t), p(x, t)), x ∈ [0, 1], t ∈ R+ we can find a unique
corresponding Gibbs measure denoted by ν̃Nu(·,t) with parameters λ(·, t) such that

EνN
λ(·,t)

[ri] = r(x, t) = Eν̃N
u(·,t)

[ri] and EνN
λ(·,t)

[pi] = p(x, t) = Eν̃N
u(·,t)

[pi] (2.3.9)

where Eν denotes the expected value with respect to a measure ν. Hereafter we will use the
notation νNu(·,t) instead of ν̃Nu(·,t), since there is no possibility of confusion with the νNλ(·,t).
As for the equilibrium measure we introduce the density gNu(·,t) with respect to the reference
measure νN? defined in (2.3.5). The density reads as

gNu(·,t) =
N∏
i=1

1
Z(λ( iN , t))

eλ1(( iN ,t))ri+λ2(( iN ,t))pi .

57



2.4. THE CONSERVATIVE NOISE

With (2.3.9), for any initial data r0, p0 : [0, 1]→ R in L∞(R) of (2.1.3) such that

lim
N→∞

∫ ∣∣∣∣r0

(
i

N

)
− r0(x)

∣∣∣∣ dx = 0 and lim
N→∞

∫ ∣∣∣∣p0

(
i

N

)
− p0(x)

∣∣∣∣ dx = 0,

(2.1.8) is immediately satisfied for the measure νNu0(·) by the law of large numbers, thus

lim
N→∞

νNu0(·)

{∣∣∣∣∣ 1
N

N∑
i=1

J

(
i

N

)
ri −

∫ 1

0

J(x)r0(x)dx

∣∣∣∣∣ > δ

}
= 0

and

lim
N→∞

νNu0(·)

{∣∣∣∣∣ 1
N

N∑
i=1

J

(
i

N

)
pi −

∫ 1

0

J(x)p0(x)dx

∣∣∣∣∣ > δ

}
= 0

for any δ > 0.

In particular we can extend this law of large numbers to any local function ψ on ΩN , any
continuous function J : [0, 1]→ R and any given smooth profile u

lim
N→∞

νNu(·,t)

{∣∣∣∣∣ 1
N

N∑
i=1

J

(
i

N

)
τiψ(r,p)−

∫ 1

0

J(x)ψ̃(r(x, t), p(x, t))dx

∣∣∣∣∣ > δ

}
= 0

where
ψ̃(u) =

∫
ψ(r,p)dνNλ

is the expected value with respect to the Gibbs measure and τx denotes the spatial shift on
the configurations.

2.4 The Conservative Noise

We next introduce the random forces. The perturbation of the system will be such that
we still have balance of the total length and momentum of the chain, but conservation of
total energy will be lost. Furthermore the random forces provide our system with enough
ergodicity. A definition of ergodicity will be given in the Section 2.5.4.

The new dynamics is determined by the generator

AN := LτN + γSN = L0
N +

∂

∂pN
+ γSN (2.4.1)

on the space of smooth functions on ΩN , with some parameter controling the strength
of the noise. Here LτN is the Liouville operator as defined in 2.3 and SN is a symmetric
operator, namely the generator of the stochastic dynamics, which acts only on the momenta
and generates a diffusion on the surface Sk := {(pi, pi−1) ∈ R2|pi + pi−1 = k} of constant
momentum. This perturbation, in terms of partial differential equations can be compared
to the vanishing viscosity method on the macroscopic level. We will chose the noise such
that momenta are randomly exchanged.

For any nice local function f we define the vector field

Υi,i−1 =
∂

∂pi
− ∂

∂pi−1
, i = 2, . . . , N. (2.4.2)
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It is easy to see that for all i = 2, . . . N

Υi,i−1(pi−1 + pi) = 0,

thus it is tangent to Sk. On the other hand we do not have conservation of total energy
since

Υi,i−1(
N∑
j=0

p2
j ) = pi − pi−1 6= 0

in general.

To construct the diffusion generating operator SN , we first calculate the adjoint operator of
Υi,i−1 with respect to the Gibbs measure νNλ . As the noise only acts on momenta, we may
replace νNλ by the Gaussian πNλ2

. We need∫
f(p)Υi,i−1g(p)πλ2(dp) =

∫
g(p)Υ?

i,i−1f(p)πNλ2
(dp).

By an integration by parts we obtain∫
f(p)Υi,i−1g(p)πNλ2

(dp) =

√
1

2π

∫
f(p)

(
∂g(p)
∂pi

− ∂g(p)
∂pi−1

) N∏
k=0

e−
1
2 (pk−λ2)2

dpk

=
∫
g(p)

(
(pi − pi−1) f(p)−

(
∂

∂pi
− ∂

∂pi−1

)
f(p)

)
πNλ2

(dp)

⇒Υ?
i,i−1 = (pi − pi−1)−

(
∂

∂pi
− ∂

∂pi−1

)
.

Defining the symmetric operator such that∫
g(r,p)SNf(r,p)νNλ (r,p)N =

− 1
2

N∑
i=2

∫ (
∂f(r,p)
∂pi

− ∂f(r,p)
∂pi−1

)(
∂g(r,p)
∂pi

− ∂g(r,p)
∂pi−1

)
νNλ (r,p),

SN is given through

SN := −1
2

N∑
i=2

Υ?
i,i−1Υi,i−1 =

1
2

N∑
i=2

{(
∂

∂pi
− ∂

∂pi−1

)2

− (pi − pi−1)
(
∂

∂pi
− ∂

∂pi−1

)}
.

(2.4.3)

Then

SN (pi) = −1
2

(pi − pi−1) +
1
2

(pi+1 − pi) =
1
2

∆pi, ∀i ∈ {2, . . . , N − 1}

SN (p1) =
1
2

(p2 − p1) (2.4.4)

SN (pN ) = −1
2

(pN − pN−1)
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where for any function σ : N→ R

∆σ(i) := σ(i+ 1) + σ(i− 1)− 2σ(i),

∆ denotes the discrete Laplacian.

Since SN is symmetric with respect to the the Gibbs measures νNλ , νNτ,0 is also invariant with
respect to SN since for a function f ≡ 1∫

fSNgdν
N
λ =

∫
1SNgdνNλ =

∫
gSN1dν(τ,0) = 0.

Furthermore SN indeed conserves the total momentum, since by (2.4.4) we have

SN

(
N∑
i=1

pi

)
= 0.

Consequently we obtained

AN (
N∑
i=1

ri) = pN and AN (
N∑
i=0

pi) = τ(t)− V ′(r1)

and the dynamics of our model, for i ∈ {2, . . . , N − 1} is now given by

dri
dt = pi − pi−1

dpi
dt = V ′(ri+1)− V ′(ri) + 1

2γ∆pi +
√

γ
2

∑N
j=1 Υj,j−1(pi)dWj

= V ′(ri+1)− V ′(ri) + 1
2γ∆pi +

√
γ
2 (dWi − dWi+1)



dr1
dt = p1

drN
dt = pN − pN−1

dp1
dt = (V ′(r2)− V ′(r1)) + 1

2γ(p2 − p1)−
√

γ
2dW2

dpN
dt = τ(t)− V ′(rN )− γ 1

2N(pN − pN−1) +
√

γ
2dWN

(at the boundary)

(2.4.5)

where {Wi}i∈{1,·,N} are independent Wiener processes.

2.5 The Hydrodynamic Limit

2.5.1 Main Theorem and sketch of the proof

On the phase space ΩN we now have two time dependent families of probability measures.
One of them is the local Gibbs measure νNu(·,t) constructed from the p-system (2.1.3). Its
density gNu(·,t)(r,p) is such that

log gNu(·,t) =
N∑
i=1

(
λ1(

i

N
, t)ri + λ2(

i

N
, t)pi − logZ

(
λ(

i

N
, t)
))

, (2.5.1)
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where with (A.1) from Appendix A

logZ (λ) = Θ(λ) = log
∫

Ω

eλ1r+λ2p−hdrdp. (2.5.2)

On the other hand we have the actual distribution fNt (r,p) of the noisy dynamics with
initial distribution gNu0(·)(r,p) which is the solution of the Kolmogorov equation:

∂fNt
∂t (r,p) = NA∗Nf

N
t (r,p)

fN0 (r,p) = gNu0(·)(r,p).
(2.5.3)

In other words, we denote by fNt (r,p) the distribution on which the speeded generator
NAN . We denoted by A∗N = L0,?

N + τ(t)( ∂
∂pn

)? +SN the adjoint operator of AN , where L0,?
N

and ( ∂
∂pN

)? can be computed as

(
∂

∂pN
)? = pN −

∂

∂pN
(2.5.4)

and

L0,?
N = −

N∑
i=1

(pi − pi−1)
(
∂

∂ri
− V ′(ri)

)
−
N−1∑
i=1

(V ′(ri+1)− V ′(ri))
(
∂

∂pi
− pi

)
+V ′(rN )

(
∂

∂pN
− pN

)
= −L0

N .

Next assume that we have (2.3.9) where u satisfies (2.1.3)–(2.1.5). Then since there is a one-
to-one correspondance between the parameter λ and the solution u, together with (2.3.6)
the flux A(u) and its Jacobian DA(u) can be rewritten as:

A(u) := (λ2(p), λ1(r)) = (p, P (r))⇒ DA(u) =
(

0 1
λ′1(r) 0

)
. (2.5.5)

Thus we can rewrite the p-system as:

∂u

∂t
= DA(u)

∂u

∂x
(2.5.6)

On the other hand we obtain the following system of partial differential equations:

∂λ1

∂t
= λ′1(r)

∂r

∂t
= λ′1

∂p

∂x
and

∂λ2

∂t
=
∂p

∂t
=
∂P (r)
∂x

.

⇒ ∂λ

∂t
= (DA)T (u)

∂λ

∂x
(2.5.7)

Now we are ready to state our main Theorem:

Theorem 2.5.1 (Main Theorem). For some 0 < T < ts, let λ, u : [0, 1]× [0, T ]→ R2 be two
C1- functions satisfying the dual relation (A.6) from Appendix A.
Let νNλ(·,t) be the local Gibbs measure with marginals given by (2.3.8).
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Furthermore for any time t ∈ [0, T ], denote by νNt the probability measure on the path space
C([0, 1],ΩN ] of our process with generator AN speeded up by N and starting from νNλ(·,0).

If u := (u1, u2) = (r, p) is a C1- solution to the system of conservation laws (2.1.3)–(2.1.5),
then for any t ∈ [0, T ], any smooth function J : [0, 1]→ R and any δ > 0

lim
N→∞

νNt

[∣∣∣∣∣ 1
N

N∑
i=1

J(
i

N
)ζα,i −

∫ 1

0

J(x)uα(x, t)dx

∣∣∣∣∣ > δ

]
= 0, (2.5.8)

for α = 1, 2 and ζi := (ζ1,i, ζ2,i) = (ri, pi).

The main tool to prove the Hydrodynamic limit is the relative entropy method. It states
that:

Theorem 2.5.2 (Relative entropy). Under the same assumptios as in Theorem 2.5.1, for
any time t ∈ [0, T ]

lim
N→∞

1
N
HN

(
νNt | νNu(·,t)

)
:= lim

N→∞

1
N

∫
fNt (r,p) log

fNt (r,p)
gu(·,t)(r,p)

dν?(r,p) = 0.

Here HN

(
νNt | νNu(·,t)

)
is called the relative entropy of νNt with respect to the reference mea-

sure νNu(·,t).

Before giving the sketch of the proof how this Theorem implies the hydrodynamic limit, it
may be useful to state some properties and results concerning the relative entropy:

Notice that the relative entropyH(α|β) of a probability measure α with respect to a reference
measure β and having densities f and g respectively with respect to the measure ν? which
is absolutely continuous with respect to the Lebesgue measure, can be rewritten as

H(α|β) = sup
ϕ
{
∫
ϕdα− log

∫
eϕdβ} (2.5.9)

where the supremum is taken over all bounded functions. To see this let us introduce the
functional Ψ : ΩN → R:

Ψ(ϕ) :=
∫
ϕdα− log

∫
eϕdβ

which is concave and takes its maximum if its gradient vanishes, that means for each function
h : ΩN → R such that ∫

h · f ν?drdp−
∫
h · eϕg ν?drdp∫
eϕg ν?drdp

= 0.

Since ψ is invariant under the addition of a constant, we may chose∫
eϕg drdp = 1⇒ eϕ =

f

g
⇒ ϕ = log

f

g
.

Then we obtain the expression for the relative entropy from Theorem 2.5.2 by the following
argument:

H(α|β) = sup
ϕ
ψ(ϕ) = ψ

(
log

f

g

)
=
∫

log
f

g
f drdp− log

∫
f

g
g drdp =

∫
log

f

g
f drdp,

where the last equality is true since in the second term the integral is equal to one. Now it
is easy to see that the relative entropy has the following properties: H(α|β) is
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(H1): positive,

(H2): convex,

(H3): lower semicontinuous.

These properties imply the following useful inequality called entropy inequality. It dictates,
that for any measurable function F , any positive constant σ and some probability measures
α and β:

Eα[F ] ≤ 1
σ

logEβ [exp(σF )] +
1
σ
H(α|β). (2.5.10)

Now we will see how Theorem 2.5.2 implies the Main Theorem:

Proof of Theorem 2.5.1 A useful special case of the entropy inequality can be stated if we
set F := 1[A] to be the indicator function on a set A. With the choice σ = log

(
1 + 1

β[A]

)
,

we obtain the inequality

Eα[1[A]] = α[A] ≤ 1
σ

log β[exp(σ1[A])] +
1
σ
H(α|β)

=
1
σ

logEβ [1[A]e
σ + (1− 1[A])] +

1
σ
H(α|β)

=
1
σ

log (β[A](eσ − 1) + 1) +
1
σ
H(α|β)

⇒ α[A] ≤ log 2 +H(α|β)

log
(

1 + 1
β[A]

) (2.5.11)

This inequality means that any set which has exponentially small probability with respect
to β, also has small probability with respect to α if H(α|β) = o(N).

We now define the set Aδ to be

Aδ :=

{∣∣∣∣∣ 1
N

N∑
i=1

J(
i

N
)ζα,i −

∫ 1

0

J(x)uα(x, t)dx

∣∣∣∣∣ > δ

}
.

By Theorem 2.5.2 we know that HN

(
νNt | νNu(·,t)

)
= o(N). Then with inequality (2.5.11),

to prove that limN→∞ νNt [Aδ] = 0, it is enough to show that for each δ > 0,

log

(
1 +

1
νNu(·,t)

)
≥ C(δ)N

for some constant C not depending on N . But this is satisfied if νNu(·,t)[Aδ] is exponentially
small, i.e

νNu(·,t)[Aδ] ≤
1

eC(δ)N
. (2.5.12)

This is a result of the large deviation theory which we will prove in Corollary 2.5.26.
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2.5.2 The relative entropy method

In this Section we will prove Theorem 2.5.2. To simplify the notation we set

HN

(
νNt | νNu(·,t)

)
:= HN (t).

Notice that by the choice of our initial distribution the relative entopy at time 0 is equal to
zero:

HN (0) = 0

The strategy is to show that for some constant C

d

dt
HN (t) ≤ CHN (t) +RN (t). (2.5.13)

If we can show that the third term is such that

lim
N→∞

1
N

∫ t

0

RN (s)ds = 0, (2.5.14)

then it follows by Gronwall’s inequality that limN→∞
HN (t)
N = 0 which concludes the proof

of Theorem 2.5.2. We start by establishing the following differential inequality:

Lemma 2.5.3 (Differential inequality).

d

dt
HN (t) ≤

∫
Nτ(t)pNfdν?(r,p)−

∫ [(
NAN +

∂

∂t

)
log gNu(·,t)

]
fNt dν?(r,p)

Proof.

d

dt
HN (t) =

∫
∂fNt
∂t

log
fNt
gNu(·,t)

dν?(r,p) +
∫
∂fNt
∂t

dν?(r,p)

−
∫

∂

∂t
log
(
gNu(·,t)

)
fNt dν?(r,p)

(2.5.3)
=

∫
log

fNt
gNu(·,t)

NA∗Nf
N
t dν?(r,p) +

∂

∂t

∫
fNt dν?(r,p)

−
∫

∂

∂t
log
(
gNu(·,t)

)
fNt dν?(r,p)

=
∫
fNt NAN log

fNt
gNu(·,t)

dν?(r,p) + 0−
∫

∂

∂t
log
(
gNu(·,t)

)
fNt dν?(r,p)

≤
∫
NANf

N
t dν?(r,p)−

∫
fNt NAN log gNu(·,t)dν?(r,p)

−
∫

∂

∂t
log
(
gNu(·,t)

)
fNt dν?(r,p)
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For the inequality we used the fact that

AN log fNt ≤
ANf

N
t

fNt
.

This comes from the maximum principle for AN which says that for any convex function φ,

ANφ(f) ≤ φ′(f)AN (f).

The first term can be computed explicitely: Applying integration by parts on
∫
SNf

N
t dν?

and on
∫
L0
Nf

N
t dν?, we obtain that both terms are equal to zero. Then the remaining term

gives

τ(t)
∫

∂

∂pN
fNt dν? = τ(t)

∫
pNf

N
t dν?,

which concludes the proof.

In the following lemmas we calculate
(
NAN + ∂

∂t

)
log gNu(·,t)

Lemma 2.5.4. Recall the definition of the Liouville generator given by (2.3.1),

NLτN log gNu(·,t) =

−
N∑
i=1

(
∂λ2

∂x

(
i

N
, t

)
V ′(ri)−

∂λ1

∂x

(
i

N
, t

)
pi−1

)
+N(λ2(1, t) + pN )τ(t) + aN (t)

where aN (t) is such that

lim
N→∞

1
N

∫ t

0

∫
aN (s)dνNs ds = 0

Proof. We start with calculating LτN log gNu(·,t)(r,p) which is equal to

LτN

(
N∑
i=1

λ1(
i

N
, t)ri +

N∑
i=1

λ2(
i

N
, tpi

)

=
N∑
i=1

(pi − pi−1)λ1(
i

N
, t) +

N−1∑
i=1

(V ′(ri+1)− V ′(ri))λ2(t,
i

N
)

+ (τ(t)− V ′(rN ))λ2(1, t)

=
N∑
i=1

λ1(
i

N
, t)pi −

N−1∑
i=1

λ1(
i+ 1
N

, t)pi +
N∑
i=2

λ2(
i− 1
N

, t)V ′(ri)−
N−1∑
i=1

λ2(t,
i

N
)V ′(ri)

+λ2(1, t)(τ(t)− V ′(rN ))

=
N−1∑
i=1

(
λ1(

i

N
, t)− λ1(

i+ 1
N

, t)
)
pi +

N∑
i=1

(
λ2(

i− 1
N

, t)− λ2(t,
i

N
)
)
V ′(ri)

+λ2(1, t)τ(t) + λ1(1, t)pN

= − 1
N

N−1∑
i=1

∂λ1( iN , t)
∂x

pi −
1
N

N∑
i=1

∂λ1( iN , t)
∂x

V ′(ri) + (λ2(1, t) + pN )τ(t)

+O
(

1
N2

)N−1∑
i=1

(V ′(ri) + pi−1)
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This is the expression we wanted to have with

aN (t) = O
(

1
N

)N−1∑
i=1

(V ′(ri) + pi−1)

It remains to show, that limN→∞
∫ t

0

∫ aN (s)
N dνNs ds = 0. This will be done in Lemma 2.5.8

Lemma 2.5.5.

∂

∂t
log gNu(·,t) =

N∑
i=1

(DA)T (u(
i

N
, t))

∂λ

∂x
(
i

N
, t)
(
ζi − u(

i

N
, t)
)

where ζi = (ζ1,i, ζ2,i) := (ri, pi)

Proof.

∂

∂t
log gNu(·,t) =

∂

∂t

[
N∑
i=1

(
λ1(

i

N
, t)ri + λ2(

i

N
, t)pi − hi − logZ

(
λ(

i

N
, t)
))]

=
N∑
i=1

[
∂λ1

∂t
(
i

N
, t)ri +

∂λ2

∂t
(
i

N
, t)pi −

∂Z
∂λ1

∂λ1
∂t ( iN , t)−

∂Z
∂λ2

∂λ2
∂t ( iN , t)

Z
(
λ( iN , t)

) ]

=
N∑
i=1

[
∂λ1

∂t
(
i

N
, t)
(
ri −

∂ logZ
∂λ1

)
+
∂λ2

∂t
(
i

N
, t)
(
pi −

∂ logZ
∂λ2

)]
.

Since we assumed that the solution u of the p-system is the dual of the parameter λ, by
relation (A.6) the last expression is equal to

N∑
i=1

[
∂λ1

∂t
(
i

N
, t)
(
ri − r(

i

N
, t)
)

+
∂λ2

∂t
(
i

N
, t)
(
pi − p(

i

N
, t)
)]

. (2.5.15)

Then together with (2.5.7) we obtain the result.

Lemma 2.5.6. Recall the definition of the symmetric operator given by (2.4.3).

∫ t

0

∫
NSN log gNu(s,·)dν

N
s ds = o(N).

66



CHAPTER 2. HDL OF AN HAMILTONIAN SYSTEM WITH BOUNDARY CONDITIONS

Proof. SN
(∑N

j=0 λ2( jN , t)pj
)
is equal to:

SN

(
λ2

(
1
N
, t

)
p1

)
+ SN

(
N−1∑
i=2

λ2(
i

N
, t)pi

)
+ SN (λ2 (1, t) pN )

=
1
2
λ2(

1
N
, t)(p2 − p1) +

N−1∑
j=2

λ2(
j

N
, t)∆pj −

1
2
λ2(1, t)(pN − pN−1)

=
1
2

(
− λ2(

1
N
, t)p1 −

N−1∑
i=2

2λ2(
i

N
, t)pi +

N−1∑
i=1

λ2(
i+ 1
N

, t)pi

+
N∑
i=2

λ2(
i− 1
N

, t)pi − λ2(1, t)pN

)

= −1
2
λ2(

1
N
, t)p1 −

1
2

N−1∑
i=2

pi∆λ2(
i

N
, t) +

1
2
λ2(

2
N
, t)p1 +

1
2
λ2(

N − 1
N

, t)pN +
1
2
λ2(1, t)pN

=
1
2

N−1∑
i=2

pj∆λ2(
j

N
, t)− 1

2
pN

(
λ2(1, t)− λ2(

N − 1
N

, t)
)
− 1

2
p1

(
λ2(

2
N
, t)− λ2(

1
N
, t)
)

These terms are all of order O( 1
N ) if we can show that the expectation with respect to νNt of

1
N

∑
i pi is uniformly bounded for all N . This will be done in Lemma 2.5.8. This concludes

the proof.

To conclude the proofs of Lemma 2.5.4 and Lemma 2.5.6, it remains to find a uniform
bound on the expected values of the densities. In this context we first figure out some more
properties of the relative entropy:

In the following we denote for constant λ by gNλ the density of the measure νNλ with respect
to the reference measure νN? . Observe that if we consider the relative entropy of νNt with
respect to a reference measure νNλ we have:

∂

∂t
HN

(
νNt | νNλ

)
=
∫
∂fNt
∂t

log
fNt
gNλ

dνN? +
∂

∂t

∫
fNt dν

N
?

=
∫

log
fNt
gNλ

NA∗Nf
N
t dν

N
? =

∫
fNt NAN log

fNt
gNλ

dνN? .

=
∫
fNt
gNλ

N

(
LτN log

fNt
gNλ

+ γSN log
fNt
gNλ

)
dνNλ

=
∫
NLτN

fNt
gNλ

dνNλ + γN

∫
SN

fNt
gNλ

dνNλ

+γ
1
2
N

N∑
i=2

∫
fNt
gNλ

(
∂

∂pi

fNt
gNλ
· ∂
∂pi

gNλ
fNt

+
∂

∂pi−1

fNt
gNλ
· ∂

∂pi−1

gNλ
fNt

)
dνNλ

−γ 1
2
N

N∑
i=2

∫
fNt
gNλ

(
∂

∂pi−1

fNt
gNλ
· ∂
∂pi

gNλ
fNt

+
∂

∂pi

fNt
gNλ
· ∂

∂pi−1

gNλ
fNt

)
dνNλ

If we further assume that λ = (τ, 0), then the reference measure is invariant with respect to
AN and thus the first two terms of the last expression are equal to zero. For the last two
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terms, by integration by parts they are equal to

−γ 1
2
N

 N∑
i=2

∫ gN(τ,0)

fNt

(
∂

∂pi

fNt
gN(τ,0)

− ∂

∂pi−1

fNt
gN(τ,0)

)2

dνN(τ,0) −
∫
SN

fNt
gN(τ,0)

dνN(τ,0)


where again the second term is equal to zero. We will denote the first term by

−γNDN
(
fNt
gNλ

)
:= −γ 1

2
N

N∑
i=2

∫
gNλ
fNt

(
∂

∂pi

fNt
gNλ
− ∂

∂pi−1

fNt
gNλ

)2

dνNλ

= −γ 1
2
N

N∑
i=2

∫
1
fNt

(
∂

∂pi
fNt −

∂

∂pi−1
fNt

)2

dνN? . (2.5.16)

where we used the fact that ∂g(τ,0)

∂pi
= 0. This term is called Dirichlet form. It is easy to see,

that DN is

(D1): positive,

(D1): convex,

(D1): lower semi continuous.

Thus if we integrate in time we obtained that for an invariant reference measure ν(τ,0):

HN

(
νNt | νN(τ,0)

)
+ γN

∫ t

0

DN

(
fNs
gN(τ,0)

)
ds = HN

(
νN0 | νN(τ,0)

)
= HN

(
νNλ(·,0) | ν

N
(τ,0)

)
≤ CN.

Since the Dirichlet form is positive, by

HN

(
νNt | νN(τ,0)

)
−HN

(
νN0 | νN(τ,0)

)
≤ −γN

∫ t

0

DN

(
fNs
gN(τ,0)

)
ds

we can see that the relative entropy is decreasing in time.

Further, since for any parameter λ(·, t) there exists a constant C such that

HN

(
νNλ(·,0) | ν

N
(τ,0)

)
≤ CN

with the positivity and the convexity of D we have:

HN

(
νNt | νN(τ,0)

)
+ tγNDN

(
1
t

∫ t

0

fNs
gN(τ,0)

ds

)
≤ CN.

We proved the following Lemma:

Lemma 2.5.7. Let νNt be the probability measure with density satisfying (2.5.3). Then the
relative entropy with respect to νN(τ,0) is decreasing in time.

If furthermore νNt satisfies
HN

(
νN0 | νN(τ,0)

)
≤ CN
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for some uniform constants C > 0, then for any N ∈ N

HN

(
νNt | νN(τ,0)

)
≤ CN and DN

(
1
t

∫ t

0

fNs
gN(τ,0)

ds

)
≤ C

tγ

Using the bound we obtained for the relative entropy, we can now prove the following Lemma:

Lemma 2.5.8. ∫
1
N

N∑
i=1

|ri|dνNt ≤ C (2.5.17)

∫
1
N

N∑
i=1

|pi|dνNt ≤ C (2.5.18)

∫
1
N

N∑
i=1

|V ′(ri)|dνNt ≤ C, (2.5.19)

where C is a constant not depending on N .

Proof. To prove the first three conditions we apply the entropy inequality on νNt with in-
variant reference measure νN(τ,0). This gives us for any measurable function F and any σ > 0:

EνNt [F ] ≤ 1
σ

logEνN(τ,0)
[exp(σF )] +

1
σ
H(νNt |ν(τ,0)).

Since by assumption on the initial distribution HN

(
νN0 | νN(τ,0)

)
≤ CN for some positive

constant C, with Lemma 2.5.7 we obtain the upper bound

EνNt [F ] ≤ 1
σ

logEνN(τ,0)
[exp(σF )] +

1
σ
CN. (2.5.20)

Furthermore notice that the logarithmic moment generating function for any λ1, λ2 ∈ R

log
∫
eαr+βp−hdν(τ,0) = log

∫
e(λ1+τ)r+(λ2+0)p−h

Z((τ, 0))
drdp

= log
Z(λ1 + τ, λ2)

Z(τ, 0)
<∞ (2.5.21)

by assumption (2.3.4).

To prove (2.5.17), we set

F (r) :=
1
N

N∑
i=1

|ri|, σ = σ′N

for some σ′ independent of N . Then∫
1
N

N∑
i=1

|ri|dνNt ≤ 1
σ′N

log
∫
eσ
′PN

i=1 |ri|dνN(τ,0) +
C

σ′

=
1
σ′N

N∑
i=1

log
(

1
Z1(τ)

∫
e(σ′+τ)ri−V (ri)dri

)
+
C

σ′
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the expression inside the sum, by (2.5.21) is bounded by a constant independant of N . This
concludes the proof of (2.5.17).

To prove (2.5.18) we proceed in a similar way: We now chose

F (p) :=
1
N

N∑
i=1

|pi|, σ = σ′N

Then the entropy inequality leads to∫
1
N

N∑
i=1

|pi|dνNt ≤ 1
σ′N

log
∫
eσ
′PN

i=1 |pi|dνN(τ,0) +
C

σ′

=
1
σ′N

N∑
i=1

log
(

1
Z((τ, 0))

∫
eτri+σ

′|pi|−hidridpi

)
+
C

σ′

which is bounded uniformly by the same arguments as before. This proves (2.5.18)

For the proof of (2.5.19), by setting

F (p) :=
1
N

N∑
i=1

|V ′(ri)|, σ = σ′N,

it remains to prove that

1
σ′N

N∑
i=1

log
(

1
Z1(τ)

∫
eτri−V (ri)+σ

′|V ′(ri)|dri

)
≤ C

Here we use assumptions (2.1.1) on the potential. This makes sure that |V ′(r)| ≤ |V (r)|.
Then again by (2.5.21) we can conclude the proof for (2.5.19)

This Lemma is enough to conclude the proofs of Lemmas 2.5.4 and 2.5.6.

So far we have from Lemma 2.5.4, 2.5.5 and 2.5.6

d

dt
HN (t) ≤

∫ N∑
i=1

{
∂λ

∂x
(
i

N
, t)
[
Ai − (DA)T (u)

(
ζi − u(

i

N
, t)
)]}

fNt ν?(dr, dp)

+
∫

(−N(λ2(1, t) + pN )τ(t) +Nτ(t)pN ) fNt ν?(dr, dp) +RN (t)

=
∫ N∑

i=1

∂λ

∂x
(
i

N
, t)
[
Ai − (DA)T (u)

(
ζi − u(

i

N
, t)
)]

fNt ν?(dr, dp)

−
∫
Nτ(t)λ2(1, t)fNt ν?(dr, dp) +RN (t) (2.5.22)

where Ai := (pi−1, V
′(ri)) and RN (t) is such that (2.5.14) holds.

With (2.5.5) we furthermore have∫ 1

0

∂λ(x, t)
∂x

·A(u(x, t))dx =
∫

∂

∂x
(λ1(x, t)λ2(x, t))dx = τ(t)λ2(1, t).
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This means that in the limit as N →∞ we can replace the last term of (2.5.22) by

−
∫ N∑

i=1

∂λ( iN , t)
∂x

·A(u(
i

N
, t))fNt dν?(dr, dp) +RN (t)

and consequently from (2.5.22) we have

1
N
HN (t) ≤ 1

N

∫ t

0

RN (s)ds+
1
N

∫ t

0

∫ N∑
i=1

∂λ

∂x
(
i

N
, s)×[

Ai −A
(

u(
i

N
, s)
)
− (DA)T (u(x, s))

(
ζi − u(

i

N
, s)
)]

fNs ν?(dr, dp)ds (2.5.23)

where we used the fact that H(0) = 0.

Our next goal is to prove a weak form of local equilibrium. In view of this we introduce
microscopic averages over blocks of size k + 1. Let

ζki = (ζk1,i, ζ
k
2,i) := (rki , ζ

k
i ) :=

1
k + 1

∑
|i−l|≤ k2

ζl. (2.5.24)

denote the emprical densities of (ri, pi) over the blocks. These blocks are microscopically
large but on the macroscopic scale they are small, thus we let go N to infinity first and then
k goes to infinity.

The introduction of the block averages will be obtained by a summation by parts. Of course
this has to be done carefully near the boundaries. But notice that for any smooth function
J : [0, 1]→ R and any bounded function ψ → R, a block of the form∑

|j−i||≤ k2

J(
j

N
)ψ(r,p)

is bounded by kC, where C is a constant not depending on k and on N . Therefore, as
N → ∞, such terms devided by N vanish in the limit. In this way we can ignore finitely
many blocks at the boundaries. In Step I of the proof of Corollary 2.5.26, we will show the
following summation by parts formula: For any smooth and bounded function J : [0, 1]→ R
and any bounded function Ω→ R, we have:

1
N

N∑
i=1

J(
i

N
)ψ(ζi) =

1
N

N− k2∑
i= k

2 +1

J(
i

N
)

1
k + 1

∑
|j−i|≤ k2

ψ(ζj) +O(
k

N
).

To apply the summation by parts formula to (2.5.23), we therefore first need to do some cut
off in order to have only bounded variables: Let Ci,b := {|hi| ≤ b}, and define

Ai,b := Ai1Ci,b and ζi,b := ζi1Ci,b

Since assumption (2.1.1) asserts that |V ′(r)| ≤ V (r) and r ≤ V (r) for large r, the cut offs
just defined are bounded. The entropy inequality (2.5.10) with reference measure gNu(·,t)dν?

71



2.5. THE HYDRODYNAMIC LIMIT

shows that the error we make by the replacement of Ai and ζi by Ai,b and ζi,b respectively
is small in N if we can show that 1

NHN (s)→ 0 as N → 0: For any σ > 0 small enough

∫ N∑
i=1

∂λ

∂x
(
i

N
, s)Ai1Cci,bf

N
s dν?

≤ 1
σ

N∑
i=1

log
(∫

e
σ ∂λ
∂x ( iN ,s)Ai1Cc

i,b
+λ( iN ,s)ζi−logZ(λ( iN ,s))dν?

)
+
HN (s)
σ

≤ 1
σ

N∑
i=1

log

(
1 +

∫
Cci,b

eσ
∂λ
∂x ( iN ,s)Ai+λ( iN ,s)ζi−logZ(λ( iN ,s))dν?

)
+
HN (s)
σ

=
NC(b)
σ

+
HN (s)
σ

where limb→∞ C(b) = 0

Now we are allowed to apply summation by parts formula (2.5.2) on (2.5.23) using the
smoothness of λ and u and we arrive at

N∑
i=1

∂λ

∂x
(
i

N
, s)
[
Ai,b −A

(
u(

i

N
, s)
)
− (DA)T

(
u(

i

N
, s)
)(

ζi,b − u(
i

N
, s)
)]

=
N− k2∑
i= k

2 +1

∂λ

∂x
(
i

N
, s)×

 1
k + 1

∑
|l−i|≤ k2

Al,b −A
(

u(
i

N
, s)
)
− (DA)T

(
u(

i

N
, s)
)(

ζki,b − u(
i

N
, s)
)

+O
(
k

N

) N∑
i=0

[
Ai,b − ζi,b

]
.

The last term is of order O(k) since by the cut off, |Ai,b− ζi,b| is bounded. As N →∞ first
and then k →∞, the last term devided by N converges to 0.

We now introduce further block averages:

For some small ` > 0, such that `→ 0 after N →∞ thus `N >> k, we restrict the sum in
the last expression as follows:

[N(1−`)]∑
i=[N`]

∂λ

∂x
(
i

N
, s)×

 1
k + 1

∑
|l−i|≤ k2

Al,b −A
(

u(
i

N
, s)
)
− (DA)T

(
u(

i

N
, s)
)(

ζki,b − u(
i

N
, s)
)

+ C(k +N`),
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where C is a constant not depending on N and k. The error we made devided by N will
vanish in the limit as well since `→ 0. Let us denote by Λ2εN+k

i the box {i−εN− k
2 , . . . , i+

εN+ k
2}. Performing again a summation by parts over blocks of size 2εN for small ε > ε > 0

and εN →∞ as N →∞, we get

1
N

∫ t

0

∫ [N(1−`)]∑
i=[N`]

∂λ

∂x
(
i

N
, s)τi

 1
k + 1

∑
|l|≤ k2

Al,b

 fNs |Λ2εN+k
i

dν
N(1−2`)+k
? ds

=
1
N

∫ t

0

[N(1−`)]∑
i=[N`]

∂λ

∂x
(
i

N
, s)

×
∫

1
2εN

∑
|j−i|≤εN

τj

 1
(k + 1)

∑
|l|≤ k2

Al,b

 fNs |Λ2εN+k
i

dν2εN+k
? ds+ Cε

=
1
N

[N(1−`)]∑
i=[N`]

∫ t

0

∂λ

∂x
(
i

N
, s)

×

∫ 1
k + 1

∑
|l|≤ k2

Al,b
1

2εN

∑
|j−i|≤εN

τjf
N
s |Λ2εN+k

i
dν2εN+k
?

 ds+ Cε

= t

∫
∂λ

∂x
(
i

N
, s)

 1
k + 1

∑
|l|≤ k2

Al,b


×

 1
N

[N(1−`)]∑
i=[N`]

1
t

∫ t

0

1
2εN

∑
|j−i|≤εN

τjf
N
s |Λ2εN+k

i
ds

 dν
N−2N(`−2ε)+2k+1
? + Cε

and also here the prize is small in N because of the cut off.

Let ν̂N,εt (dr, dp) := f̂N,εt dν
N−2N(`−2ε)+2k+1
? denote the measure corresponding to the density

f̂N,εt (r,p) :=
1
N

[N(1−`)]∑
i=[N`]

1
t

∫ t

0

1
2εN

∑
|j−i|≤εN

τjf
N
s |Λ2εN+k

i
ds, (2.5.25)

which is a function of (ζ[N`]l−2Nε−k, . . . , ζ[N(1−`)]+2Nε+k), then the last expression reads as

t

∫
∂λ

∂x
(
i

N
, t)
∫

1
k + 1

∑
|l|≤ k2

Al,bf̂
Nε
t,i (r,p)dνN−2N(`−2ε)+2k+1

? (dr, dp).

Notice also that

Ab(ζki ) := A(ζki )1Ci,b = Eν
λ(ζk

i
)
[Ai1Ci,b ] = A(ζki,b) = Eν

λ(ζk
i,b

)
[Ai] = A(ζki,b)

The next Theorem will be proved in section 2.5.4. Known as the one-block estimate, it
allows to replace the averages of the functions over the microscopic blocks by a function of
the average and it is a crucial step towards the proof of the hydrodynamic limit:
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Theorem 2.5.9 (The one-block estimate). Let J : [0, 1] × R+ → R2 be a function with
continuous first derivative. Then

lim
b→∞

lim
k→∞

lim
N→∞

∫
J(

i

N
, t)

∣∣∣∣∣∣ 1
k + 1

∑
|l|≤ k2

Al,b −Ab

(
ζki

)∣∣∣∣∣∣ f̂N,εt νN? (dr, dp) = 0 (2.5.26)

Observe that the blocks appearing here are of size of order k with k → ∞ after N → ∞.
Since by Lemma 2.5.8 the integral is uniformly bounded we are allowed to neglect a finite
number of blocks near the boundaries.

With this Theorem we obtain:

lim
N→∞

HN (t) ≤ lim
k→∞

lim
N→∞

(∫ t

0

RN (s)ds+
∫ t

0

HN (s)
σ′

ds

[N(1−`)]∑
i=[N`]

∫ t

0

∫ [
∂λ

∂x
(
i

N
, s) · ω(ζki , u(

i

N
, s))− ∂λ

∂s
(
i

N
, s) ·w(ζki , u(

i

N
, s))

]
fNs dν

N
? ds

)
(2.5.27)

Here the entropy term came from the introduction of the cut off functions and we defined

ω(z, u) := A (z)−A (u) and w(z, u) := (z− u) .

To simplify the notation further, let Ω be as follows:

Ω(z, u) :=
∂λ

∂x
· ω(z, u)− ∂λ

∂s
·w(z, u)

Notice that
DzΩ(z, u) = (DA)T (z) · ∂λ

∂x
− ∂λ

∂s
(2.5.28)

is equal to zero if z is a solution of (2.5.7). Consequently some properties of Ω are:

(Ω1): Ω(u, u) = 0,

(Ω1): DzΩ(u, u) = 0.

Lets go back to the right hand side of expression (2.5.27). Rewritten in terms of Ω the sum
is equal to ∫ t

0

∫ [N(1−`)]∑
i=[N`]

(
Ω(ζki , u(

i

N
, s))

)
fNs ν

N
? (dr, dp)ds

Applying the entropy inequality (2.5.10) again, we obtain that for σ > 0 this is bounded
above by

1
σ

∫ t

0

log
∫

exp

σ
[N(1−`)]∑
i=[N`]

Ω(ζki , u(
i

N
, s))

 gNu(·,t)dν
N
? ds+

1
σ

∫ t

0

HN (s)ds. (2.5.29)

It thus remains to prove, that the first term of this expression is of order o(N).

In section 2.5.5 we will prove the following special case of Varadhan’s Lemma:
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Theorem 2.5.10 (Varadhan’s Lemma). Let νnλ be the product homogenuous measure with
marginals νλ given by (2.3.3) and with rate function I : Ω→ R defined in Appendix A.

Then for any bounded continuous function on Ω

lim
n→∞

1
n

log
∫
enF (ζ)dνnλ = sup

x
{F (x)− I(x)}

To apply this theorem to (2.5.29), we need the homogenuous product measures to get
involved. In order to do this it is better to arrange the sum as sums over disjoint blocks: By
the same procedure as in Step III of the proof of Corollary 2.5.26, we can rewrite the first
term of (2.5.29) as follows:

1
σ

∫ t

0

log
∫

exp

σ ∑
j∈{− k2 ,...,

k
2 }

∑
i∈B[N`]

τjΩ(ζki , u(
i

N
, s))

 gNu(·,s)dν
N
? ds. (2.5.30)

where we assume without loss of generality, that k devides [N(1− 2`)] + 1 and B[N`] is the
set B[N`] := {q(k + 1) + [N`] : q = 0, . . . , [N(1−2`)]+1

k+1 − 1}. By τr we denoted the spacial
shift on the configurations by r.
For a fixed j ∈ {−k2 , . . . ,

k
2}, the sum over i ∈ B[N`] is a sum over disjoint blocks and thus

the random variables
τjΩ(ζki , u(

i

N
, s))

are independent under gNu(·,s) which is product. Therefore, if we apply the Hölder inequality
we obtain

1
σ

∫ t

0

log
∫ ∏

j∈{− k2 ,...,
k
2 }

exp

σ ∑
i∈B[N`]

τjΩ(ζki , u(
i

N
, s))

 gNu(·,s)dν
N
? ds

≤ 1
σ(k + 1)

∫ t

0

∑
j∈{− k2 ,...,

k
2 }

log
∫

exp

σ(k + 1)
∑

i∈B[N`]

τjΩ(ζki , u(
i

N
, s))

 gNu(·,s)dν
N
? ds

=
1

σ(k + 1)

[N(1−`)]∑
i=[N`]

∫ t

0

log
∫

exp
{
σ(k + 1)Ω(ζki , u(

i

N
, s))

}
gNu(·,s)|{− k2 ,..., k2 }dν

k+1
? ds.

Where the last equality is true by the independence of the random variables in the exponent.

Then, since all the functions in this expression are smooth and the family of local Gibbs
measures converges weakly, we obtain that

lim
k→∞

lim
N→∞

1
(k + 1)Nσ

[N(1−`)]∑
i=[N`]

∫ t

0

log
∫

exp
{
σ(k + 1)Ω(ζki , u(

i

N
, s))

}
gNu(·,s)dν

k
?ds

= lim
k→∞

1
σ(k + 1)

∫ t

0

∫ 1

0

log
∫

exp
{

(k + 1)σΩ(ζki , u(x, s))
}
gku(x,s)dν

k
?dxds.

So now for each x ∈ [0, 1], the distribution of the particles in a box of size k is given by the
invariant Gibbs measure with average u(x, s). Then we can apply Theorem 2.5.10 on this
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product measure and obtain that the last expression is equal to

1
σ

∫ t

0

∫ 1

0

sup
z
{σΩ (z, u(x, s))− I(z)}dx. (2.5.31)

To prove Theorem 2.5.2 it thus remains to show that this is equal to zero. Since I and Ω
are both convex, since both functions and their derivatives are vanishing at z = u, it follows
from assumption (2.1.1) on the potential that σΩ(z, u) ≤ I(z) for σ small enough. Hence
there exists a σ such that the last expression is equal to zero.

This concludes the proof of Theorem 2.5.2 since now we have proved that:

1
N
HN (t) ≤ 1

σ

∫ t

0

HN (s)
N

ds+
∫ t

0

RN (s)
N

ds.

Then the claim follows by the Gronwall inequality since the second term in the right and
side vanishes if N →∞.

2.5.3 The one block estimate

Tightness

For a fixed k > 0 let

ν̂N,ε,kt,i (dr, dp) := f̂N,ε,kt,i

l+ k
2∏

i=l− k2−1

dν?(rl, pl)

be the projection on the configurations in a block of size k around site i of the measure ν̂N,εt

whose density is given by (2.5.25). Thus the density corresponding to ν̂N,ε,kt,i is given by

f̂N,ε,kt,i := f̂N,εt |{i− k2−1,...,i+ k
2 }
. (2.5.32)

We have the following

Lemma 2.5.11 (Tightness). For each k ≥ 2 fixed , the sequence (ν̂N,ε,kt,i )N≥1 of probability
measures is tight.

Proof. We need to prove that for each n > 0

lim
n→∞

lim sup
N→∞

ν̂N,ε,kt,i { 1
k + 1

∑
|i−l|≤ k2

|hl| > n} = 0 (2.5.33)

Then, by assumption (2.1.1) on the potential, the tightness of the sequence (ν̂N,ε,kt,i )N≥1

follows. Notice that by the Markov inequality

ν̂N,ε,kt,i { 1
k + 1

∑
|i−l|≤ k2

|hl| > n} ≤
Eν̂N,ε,kt,i

[
1
k+1

∑
|i−l|≤ k2

hl

]
n
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it suffices to prove that the expectations are bounded by a finite constant C independent of
N (and n).

Since the expectation in the last expression depends on configurations only through l ∈
{i− k

2 , . . . , i+ k
2}, we can write∫
1

k + 1

∑
|i−l|≤ k2

hlf̂
N,ε,k
t,i dνk+1

? =
∫

1
k + 1

∑
|i−l|≤ k2

hlf̂
N,ε
t dνk+1

? . (2.5.34)

In the following we define by ν̄Nt := f̄Nt
∏N
i=1 dν?(ri, pi) the probability measure with density

f̄Nt defined by the time average

f̄Nt (dr, dp) :=
1
t

∫ t

0

fNs ds (2.5.35)

Using the definition (2.5.25) of f̂N,εt , the right hand side of (2.5.34) is equal to

∫  1
k + 1

∑
|l|≤ k2

hi

 1
N

[N(1−`)]∑
i=[N`]

1
2εN

∑
|j−i|≤εN

τj f̄
N
t |Λ2εN+k

i

 dν
N−2N(`−2ε)+2k+1
?

=
∫

1
N

[N(1−`)]∑
i=[N`]

1
2εN

∑
|j−i|≤εN

τj

 1
k + 1

∑
|l|≤ k2

hi

 f̄Nt |Λ2εN+k
i

dν
N−2N(`−2ε)+2k+1
?

=
1
N

[N(1−`)]∑
i=[N`]

∫
1

2εN

∑
|j−i|≤εN

τj

 1
k + 1

∑
|l|≤ k2

hi

 f̄Nt dν
N
?

≤ C1

∫
(

1
N

[N(1−l+ε)]+ k
2∑

i=[N(l−ε)]− k2

hi)f̄Nt dν
N
?

where C1 is a constant independent of N . This inequality is true, since the last expession
averages out all the hi from for i ∈ {[N(`−ε)]− k

2 ], . . . , [N(1−`+ε)]+ k
2 ]}. Then by entropy

inequality (2.5.10), choosing as reference measure the Gibbs equilibrium measure νN(τ,0), for
any σ > 0

1
N

∫ [N(1−l+ε)]+ k
2∑

i=[N(l−ε)]− k2

hif̄
N
t dν

N
? ≤

1
σN

(
log
∫
eσ

PN
i=1 |hl|dνN(τ,0) +HN (ν̄Nt |νN(τ,0))

)
.

The first term is equal to

1
σN

log
∫ [N(1−l+ε)]+ k

2∏
i=[N(l−ε)]− k2

1
Z(τ, 0)

eτrl−(1−σ)hldridpi

and for σ < 1 is therefore bounded by C2
1
N ([N(1 − 2l + 2ε)] + k) with a constant C2 not

depending on N by assumption (2.3.4). Hence this term converges to 0 since N →∞ first,
and ε and ` go to 0 after k. On the other hand, by Lemma (2.5.7), the entropy HN (ν̄Nt |νN(τ,0))
is bounded above by C3N for a uniform constant in N , and thus (2.5.33) follows.
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Lemma 2.5.11 asserts that for each fixed k ≥ 2 and each fixed i there exists a limit point
νkt,i of the sequence (ν̂N,ε,kt,i )N≥1. On the other hand, since the sequence (νkt,i)k≥2 forms a
consistent family of measures, by Kolmogorov’s Theorem, for k →∞, there exists a unique
probability measure νt,i on the configuration space {(ζi)i∈Z ∈ Ω∞}, such that the restriction
of νt,i on {(ζj)j∈{i− k2 ...,i+ k

2 ] ∈ Ωk+1} is νkt,i.

Proof of the one block estimate

Let us define the formal generator A of the infinite dynamics by

A := L+ γS, (2.5.36)

with the antisymmetric part

L :=
∑
j∈Z

{
pj

(
∂

∂rj
− ∂

∂rj+1

)
+ (V ′(rj+1)− V ′(rj))

∂

∂pj

}
(2.5.37)

and the symmetric part

S :=
1
2

∑
j∈Z

{(
∂

∂pj
− ∂

∂pj−1

)2

− (pj − pj−1)
(

∂

∂pj
− ∂

∂pj−1

)}
. (2.5.38)

In section 2.5.4 we will prove the following ergodic Theorem:

Theorem 2.5.12 (Ergodicity). Any limit point ν of ν̂N,kt,i (dr, dp) is a convex combination of
Gibbs i.e there exists a probability measure α(dλ) on R2 such that

ν(dr, dp) =
∫
α(dλ)

∏
i∈Z

1
Z(λ)

eλ1ri+λ2pi−hidridpi.

With Lemma 2.5.11 and Theorem 2.5.12 it will turn out, that 2.5.9 is an application of the
law of large numbers:

Proof of Theorem 2.5.9:

Since J is a bounded function the left hand side of (2.5.26) is bounded above by

lim
b→∞

lim
k→∞

lim
N→∞

1
N
‖J‖∞

∫ ∣∣∣∣∣∣ 1
k + 1

∑
|l|≤ k2

Al,b −Ab

(
ζki

)∣∣∣∣∣∣ f̂N,εt νN? (dr, dp)

and thus it is enough to prove that for each i

lim
b→∞

lim
k→∞

lim
N→∞

∫ ∣∣∣∣∣∣ 1
k + 1

∑
|l|≤ k2

Al,b −Ab

(
ζki

)∣∣∣∣∣∣ f̂N,εt νN? (dr, dp) = 0 (2.5.39)
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ν̂N,εt,i can be replaced by ν̂N,ε,kt,i since the configurations inside the integral depend on the
configurations only through i− k

2 − 1, . . . , i+ k
2 .

lim
b→∞

lim
k→∞

lim
N→∞

∫ ∣∣∣∣∣∣ 1
k + 1

∑
|l|≤ k2

Al,b −Ab

(
ζki

)∣∣∣∣∣∣ ν̂N,ε,kt,i (dr, dp) ≤ 0.

By Lemma 2.5.11 there exists a limit point νki of the sequence (ν̂N,ε,kt,i )N≥1 and in particular
there exists a unique probability measure ν, such that νki = ν|{i− k2−1,...,i+ k

2 }
, where ν is

a limit point of the sequence νki . Hence the left hand side of the last expression can be
rewritten as

lim
b→∞

lim
k→∞

∫ ∣∣∣∣∣∣ 1
k + 1

∑
|l|≤ k2

Al,b −Ab

(
ζki

)∣∣∣∣∣∣ dνk = lim
b→∞

lim
k→∞

∫ ∣∣∣∣∣∣ 1
k + 1

∑
|l|≤ k2

Al,b −Ab

(
ζki

)∣∣∣∣∣∣ dν
By Theorem 2.5.12 ν is a convex combination of Gibbs measures. Taking the conditional
expectation with respect to ζki we are left to prove

lim
b→∞

lim
k→∞

∫
R2

∫ ∣∣∣∣∣∣ 1
k + 1

∑
|l|≤ k2

Al,b −Ab (z)

∣∣∣∣∣∣
∏
i∈Z

eλ(z)−hidridpi

 α̃(dλ) = 0.

Because of the cut off the expression inside the integral is bounded hand hence applying the
dominated convergence Theorem it follows that it is enough to prove

lim
k→∞

∫ ∣∣∣∣∣∣ 1
k + 1

∑
|l|≤ k2

Al,b −Ab (z)

∣∣∣∣∣∣
∏
i∈Z

eλ(z)−hidridpi = 0.

But this is just the law of large numbers and converges to 0 if k →∞.

�

The translation invariant stationary measures

In view of Theorem 2.5.12, we first identify the limit point ν of the probability measure
ν̂N,ε,kt,i as translation invariant and stationary measure with respect to A in the limit as k
goes to infinity after N .

We start with some notations:

• By νN,nt,i := fN,nt,i

∏
|i−l|≤n2

dν?(rl, pl) we denote the reduction of the measure νNt to

the box {i − n
2 − 1, . . . , i + n

2 } around site i and of size n. Thus its density fN,nt,i is
given by

fN,nt,i := fNt |{i−n2−1,...,i+n
2 }

• By ν̄Nt := f̄Nt
∏N
i=1 dν?(ri, pi) we denote the measure with density f̄Nt defined by the

time average

f̄Nt :=
1
t

∫
fNs ds.
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and by ν̄N,nt,i := f̄N,nt,i

∏
|i−l|≤n2

dν?(rl, pl) we denote its reduction to a box around site

i and of size n.Then its density f̄N,nt,i is defined by

f̄N,nt,i :=
1
t

∫
fN,ns,i ds.

• Finally we define the density

f̃N,ε,εN+k
t,i (r,p) :=

1
εN

∑
|j−i|≤εN

τj f̄
N,2εN+k
t,i (ζi−εN− k2 , . . . , ζi+εN+ k

2
).

Then with the notations above the f̂N,εt,i reads as:

f̂N,εt (r,p) =
1
N

[N(1−`)]∑
i=[N`]

f̃N,ε,εN+k
t,i (dr, dp)

With the introduction of the local averages it is easy to show that the limit points νkt,i and
νt,i are translation invariant in space:

Lemma 2.5.13. Let

lim
k→∞

lim
N→∞

∫
ψ(r,p)dν̂N,ε,kt,i = lim

k→∞

∫
ψ(r,p)dνkt,i =

∫
ψ(r,p)νt.

Then the measure νt and νkt,i are translation invariant in space and we write νkt,i := νt

Proof. Let ψ be a local function depending on configurations only through {i− k
2 , . . . , i+

k
2}.

Since (f̂N,ε,kt,i )N is tight, we only need to prove that for each z we have

lim
N→∞

∫
(ψ − τzψ)f̂N,ε,kt,i ν?(dr, dp) = 0

For a fixed i the integral is equal to:∫
(ψ − τzψ)f̂N,ε,kt,i ν?(dr, dp) =

∫
(ψ − τzψ)f̂N,εt ν?(dr, dp)

=
1
N

[N(1−`)]∑
i=[N`]

∫
(τiψ − τz+iψ)f̃N,ε,εN+k

t,i (dr, dp).

Then since

∫
(τψ − τzψ)f̃N,ε,εN+k

t,i ν?(dr, dp) =
1

2εN

∫
(ψ − τzψ)

∑
|i−j|≤εN

f̄N,ε,2εN+k
t,i+j ν?(dr, dp)

=
1

2εN

∫ ∑
|j|≤εN

(τjψ − τj+zψ)f̄N,ε,2εN+k
t,i ν?(dr, dp)

=
1

2εN

∫  ∑
|j|≤Nε

τjψ −
∑

|j−z|≤Nε

τjψ

 f̄Nt ν?(dr, dp)

= O
( z

εN

)
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converges to 0 as N approaches∞, νt and thereby its projection νkt are translation invariant.

Next we prove that νt is invariant with respect to the formal generator A defined by (2.5.36):

Lemma 2.5.14. For some fixed i and any local smooth bounded function ψ, let

lim
k→∞

lim
N→∞

∫
ψ(r,p)dν̂N,ε,kt,i =

∫
ψ(r,p)νt.

Then the measure νt and νkt are stationary in time with respect to the generator A = L+γS,
that means for any bounded smooth local function ψ(r,p)∫

Aψ dνt = 0. (2.5.40)

and we write νt := ν, and νkt := νk

Proof. Since ψ is a local function there exists some k ∈ N and some i, such that ψ depends
on the configurations (rj , pj) only through j ∈ {i− k

2 , . . . , i+ k
2}. Define ψ := ψi. Proving

(2.5.40) is equivalent to prove ∫
Aψi dνkt = 0 (2.5.41)

where νkt is a limit point of the sequence (ν̂N,ε,kt,i )N . Recall that∫
Aψi dν̂N,ε,kt,i =

∫
(Aψi)f̂N,ε,kt,i dν?(r,p)

=
∫

(Aψi)f̂N,εt dν?(r,p).

Therefore, by the same arguments as in the proof of Lemma (2.5.13) it is enough to show
that

lim
N→∞

1
2tNε

∫ ∫ t

0

∑
|j|≤Nε

τj(Aψi)fN,2εN+k
s,i dν?(r,p)ds = 0. (2.5.42)

Now define the spacial average ψ̄ := 1
2tNε

∑
|j|≤Nε τjψi, then with

Aψ̄ =
1

2tNε

∑
|j|≤Nε

τj(Aψi),

we can rewrite the integral of (2.5.42) as

1
t

∫ ∫ t

0

(Aψ̄i)fN,2εN+k
s,i dν?(r,p)ds =

1
t

∫ ∫ t

0

(Aψ̄)fNs dν?(r,p)ds

=
1
tN

∫ t

0

EνNs

[
∂ψ̄

∂s

]
ds.

Then by Itô’s formula the right hand side is equal to

1
Nt

{
EνNt

[
ψ̄
]
− EνN0

[
ψ̄
]}
.

We conclude the proof by observing that this expression converges to 0 if N →∞, since ψ
and hence ψ̄ is a bounded function.
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2.5.4 Ergodicity

It remains to show the ergodic Theorem (2.5.12) of the infinite volume dynamics. We begin
the section with a definition of what ergodicity means for the infinite stochastic system:

Definition 2.5.15 (Ergodicity). The infinite stochastic dynamics defined through the gener-
ator A is said to be ergodic if any measure µ on the configuration space Ω∞ that

(i) has finite density entropy: there exists a constant C > 0 such that for all subsets Λ ⊂ Z

H|Λ|

(
µ|Λ
∣∣∣ν|Λ|(τ,0)

)
≤ C|Λ|,

(ii) is translation invariant: For any local function ψ and any j ∈ Z,∫
ψ dµ =

∫
(τjψ) dµ

where τj denotes the spatial shift by j on the configurations.

(iii) is stationary with respect to the operator A: For any smooth bounded local function ψ∫
(Aψ)dµ = 0.

is a convex combination of Gibbs measures, i.e. there exists a probability measure α(dλ) on
R× R such that

ν(dr, dp) =
∫
α(dλ)

∏
i∈Z

1
Z(λ)

eλ1ri+λ2pi−hidridpi

The Entropy density

From section 2.5.3 we know that properties (ii) and (iii) for the limit point ν of ν̂N,ε,kt,i of
the Definition 2.5.15 are satisfied. In this section we prove that ν has finite entropy density

Lemma 2.5.16. The limit point ν of the sequence (νk)k≥2 has finite entropy density, that
means there exists a constant C > 0 such that for all subsets Λki := {i− k

2 , . . . , i+ k
2} ⊂ Z

HΛki
(ν|ν∞(τ,0)) ≤ C|Λ

k
i |.

where we define ν∞(τ,0)(dr, dp) :=
∏
i∈Z ν(τ,0)(dri, dpi) and

HΛki
(ν|ν∞(τ,0)) := H(νk|νk(τ,0)).

In particular there exists the limit

H̄(ν|ν∞0,τ ) = lim
k→∞

sup
i

1
k + 1

HΛki
(ν|ν∞(τ,0)) = sup

k
Hk(ν|ν∞(τ,0)).
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Proof. By Lemma 2.5.11 the sequence (ν̂N,ε,kt,i )N is tight. By the lower semicontinuity of the
relative entropy we then have

lim
N→∞

Hk

(
ν̂N,ε,kt,i

∣∣∣νk(τ,0)

)
= Hk

(
νki

∣∣∣νk(τ,0)

)
,

where for each i, the limit point νki is the restriction of ν to the box Λki . Consequently
νki = ν|Λki is translation invariant since by Lemma 2.5.13 ν is translation invariant. Hence

Hk

(
νki

∣∣∣νk(τ,0)

)
= Hk

(
ν|Λki

∣∣∣νk(τ,0)

)
= HΛki

(
ν
∣∣ν(τ,0)

)
= Hk

(
ν
∣∣ν(τ,0)

)
.

We will prove in 2.5.17 that HN is superadditive in the following sense:

HN (ν̂N,εt |νN−2N(`−2ε)+2k+1
(τ,0) ) ≥ N − 2N(`− 2ε) + 2k + 1

k
Hk

(
ν
∣∣ν(τ,0)

)
.

On the other hand by the convexity of H and Lemma 2.5.7 we have

HN (ν̂N,εt |ν(τ,0)) ≤
1
N

[N(1−`)]∑
i=[N`]

1
εN

∑
|j−i|≤εN

HΛ2εN
i+j

(f̄Nt |ν(τ,0)) ≤ CN

By these two results the Lemma follows since ε and ` are sent to zero after k →∞.

To complete the proof of Lemma 2.5.16 it remains to show the superadditivity.

Lemma 2.5.17 (Superadditivity). The relative entropy of any measure µN on ΩN with
respect to the measure νN(τ,0) is superadditive in the sense that for each j ∈ {0, . . . , k − 1}

HN (µN |νN(τ,0)) ≥

N−j
k −1∑
i=− jk

Hk+1

(
µN |{ki+j+1,...,k(i+1)+j}

∣∣∣νk+1
(τ,0)

)
.

Proof. To prove the Lemma we assume without any loss of generality that j = 0 and we
consider arbitrary continuous and bounded functions ψki for i ∈ {0, . . . , Nk − 1}, depending
on the configurations only through sites in {ki+1, . . . , k(i+1)}. Then we can write for each
fixed i∫

ψkidµ
N |{ki+1,...,k(i+1)} − log

(∫
eψkidνk(τ,0)

)
=
∫
ψkidµ

N − log
(∫

eψkidνN(τ,0)

)
Summing up this over all i and using that νN(τ,0) is a product measure and thereby the fact
that the ψki are independent under νN(τ,0), we obtain by the definition of the relative entropy

N
k −1∑
i=0

[∫
ψkidµ

N |{ki+1,...,k(i+1)} − log
(∫

eψkidνk(τ,0)

)]

=
∫ N

k −1∑
i=0

ψkidµ
N − log

N
k −1∏
i=0

(∫
eψkidνN(τ,0)

)

=
∫ N

k −1∑
i=0

ψkidµ
N − log

(∫
e

PN
k
−1

i=0 ψkidνN(τ,0)

)
≤ HN (µN |νN(τ,0)).
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Since this is true for any function
∑N

k −1
i=0 ψki, we can chose the ψki such that

N
k −1∑
i=0

[∫
ψkidµ

N |{ki+1,...,k(i+1)} − log
(∫

eψkidνk(τ,0)

)]

= sup
(φ0,...,φN

k
−1)

N
k −1∑
i=0

[∫
φkidµ

N |{ki+1,...,k(i+1)} − log
(∫

eφkidνk(τ,0)

)]

≥
N
k −1∑
i=0

sup
φki

[∫
φkidµ

N
t |{ki+1,...,k(i+1)} − log

(∫
eφkidνk(τ,0)

)]

=

N
k −1∑
i=0

Hk

(
µN |{ki+1,...,k(i+1)}

∣∣νk(τ,0)

)
.

The convex combinations of Gibbs measures

It remains to prove that ν is a convex combination of Gibbs measures.

Observe that by the entropy inequality (2.5.10), for the Gibbs measure νN(τ,0) restricted to
configurations on Λk+1

i , we obtain for α = 1, 2∫
ζk0,αdν

k ≤ log
∫

Ωk
eζ
k
0,αdνk(τ,0) +

1
k + 1

H(νk|νk(τ,0)).

By Lemma 2.5.16, the entropy term is bounded by a constant not depending on k, while the
first term is bounded uniformly by assumption (2.3.4). This allows us to define ν a.s. the
following quantities:

z1 := limk→∞ zki,1 := lim
k→∞

1
k + 1

∑
l∈Λki

rl,

z2 := limk→∞ zki,2 := lim
k→∞

1
k + 1

∑
l∈Λki

pl,

and we define z := (z1, z2) and zki := (zki,1, z
k
i,2).

With this notation we are ready to state the main Theorem of this section. It characterizes
ν as a convex combination of Gibbs measures:

Theorem 2.5.18. Assume ν(dr, dp) is stationary with respect to the Liouville operator L.
Assume furthermore that the distribution of the velocities conditioned to the position π(dp|r)
is a convex combination of Gaussian measures.
Then ν is a convex combination of Gibbs measures with parameters given by λ1(z) = z1 and
λ2(z) = z2, i.e

ν(dr, dp|z) =
∏
i∈Z

1
Z(λ)

eλ1(z)ri+λ2(z)pi−hidridpi

To prove this theorem, we first need to prove that the densities z(r,p) are constants of
motion defined by L, that means that functions depending only on z can be considered as
constants under ν(dr, dp|z). This is stated in the following Lemma:
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Lemma 2.5.19. Under the same assumptions as in Theorem 2.5.18, for any local smooth
bounded functional ψ and any smooth function h with compact support, the z(r,p) are
constants of motion in the sense that∫

h(z(r,p))(Lψ)(r,p)dν = 0. (2.5.43)

In particular ∫
(Lψ(r,p))µ(dr|z)π(dp|z) = 0. (2.5.44)

where µ(dr|z) denotes the distribution of r conditioned on the values of z.

Proof. By the assumption that ν is stationary with respect to the Liouville operator, we
have for any i∫
L
(
h(zki (r,p))ψ(r,p)

)
dν =

∫
h(zki (r,p))L

(
ψ(r,p)

)
dν +

∫
ψ(r,p)L

(
h(zki (r,p))

)
dν = 0.

Then it is enough to prove that the second term on the right hand side converges to 0 as
k → ∞. Furthermore since ψ and the partial derivatives of h are bounded, it remains to
show that

lim
k→∞

∫ ∣∣Lzki,1(r,p)
∣∣ dν = 0, and lim

k→∞

∫ ∣∣Lzki,2(r,p)
∣∣ dν = 0.

With the definition (2.5.37) of the Liouville operator on the infinite volume, for any i, we
arrive at

L

 1
k + 1

∑
l∈Λki

rl

 =
pi+k − pi−k−1

k + 1
and L

 1
k + 1

∑
l∈Λki

pl

 =
V ′(ri+k+1)− V ′(ri−k)

k + 1
.

Since
∫
pidν and

∫
|V ′(ri)|dν are bounded by constants independent of k, (2.5.43) follows

immediately.

To see (2.5.44), notice that since by assumption π(dp|r) is is a convex combination of
Gaussian product measures i.e. there exists a measure β(dλ̂2, dλ̂3|r) on R such that

π(dp|r) =
1

Z̃(λ̂2, λ̂3)

∫
β(dλ̂2, dλ̂3|r)

∏
i∈Z

e
− λ̂3

2 (pi− λ̂2
λ̂3

)2

dpi,

Here Z̃(λ̂2, λ̂3) is a normalization and λ̂2, λ̂3 are parameters determined by the values of z.
Consequently, if we condition the measure further on z, it becomes Gaussian

π(dp|r, z) =
∏
i∈Z

√
λ̂2(z)

2π
e
− λ̂3(z)

2 (pi− λ̂2(z)
λ̂3(z)

)2

dpi.

Since in our system the temperature is fixed to be 1, the variance of momenta is identically
1 and hence λ̂3 ≡ 1. Then the parameter λ̂2 is given by λ̂2(z) = z2.
Futhermore the conditional measure defined above is independent of r, so we have π(dp|r, z) =
π(dp|z). Now we can represent ν as

ν(dr, dp) =
∫
π(dp|z)µ(dr|z)α(dz), (2.5.45)
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where by α we denote a measure on the space of possible densities and z ranges over that
space. Then with (2.5.43)∫

h(z)
(∫
Lψ(r,p)µ(dr|z)π(dp|z)

)
α(dz) = 0.

and (2.5.44) follows.

We are now ready to proof that ν is a convex combination of Gibbs measures:

Proof of Theorem 2.5.18.

With the definition of the operator L and (2.5.44), for any smooth bounded local function
ψ, we have∫
Lψν(dr, dp|z) =

∫ ∑
j∈Z

{
pj

(
∂ψ

∂rj
− ∂ψ

∂rj+1

)
+ (V ′(rj+1)− V ′(rj))

∂ψ

∂pj

}
ν(dr, dp|z) = 0.

Now we chose for the local function

ψ := φ(r)(pi − z2),

where φ is a local function which we will define later. Then we obtain

∫ ∑
j∈Z

pj(pi − z2)
(
∂φ

∂rj
− ∂φ

∂rj+1

)
+ (V ′(ri+1)− V ′(ri))φ(r)

 ν(dr, dp|z) = 0. (2.5.46)

Since π(dp|z) is gaussian, ∫
pj(pi − z2)π(dp|z) = δij .

Hence with the representation (2.5.45) of ν(dr, dp), instead of (2.5.46) we can write

∫ ∑
j∈Z

∫
R
pj(pi − z2)π(dp|z)

(
∂φ

∂rj
− ∂φ

∂rj+1

)
+ (V ′(ri+1)− V ′(ri))φ(r)

µ(dr|z)

=
∫ {(

∂φ

∂ri
− ∂φ

∂ri+1

)
+ (V ′(ri+1)− V ′(ri))φ(r)

}
µ(dr|z) = 0.(2.5.47)

Next we choose φ to be of the following form:

φ(r) := χrj(r)ψkj (r),

where for any j ∈ Z, χrj is a smooth bounded function with compact support, depending on
{rj−r, . . . , rj+r} with r > k and

ψkj (r) :=
∏
l∈Λkj

e−λ1(z)rl+V (rl),

where λ1(z) will be determined later. Plugging in this in (2.5.47), we arrive at∫ {(
∂χrj
∂ri
−

∂χrj
∂ri+1

)
ψkj (r)

}
µ(dr|z) = 0 for each i ∈ {j− k

2
, . . . , j+

k

2
− 1}, (2.5.48)
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and ∫ {(
∂χrj
∂ri

ψrj (r) + V ′(ri+1)χrj(r)
)
ψkj (r)

}
µ(dr|z) = 0 if i = j +

r

2
. (2.5.49)

In the first equation we now set

χkj (r) := χc(r)g(
∑
l∈Λkj

ri)χkj (r)

where χc depends only on rl with l ∈ (Λrj \ Λkj ) and g is a continuous function on R. Then,
for each i ∈ {j − k

2 , . . . , j + k
2 − 1}

∂χrj
∂ri
−

∂χrj
∂ri+1

= χc(r)g

∑
l∈Λkj

ri

(∂χkj
∂ri
−

∂χkj
∂ri+1

)
.

Plugging this in (2.5.48), we can condition the measure µ(dr|z) further on the values∑
l∈Λkj

ri = (k + 1)zki,1 and on the configurations ri for i /∈ Λkj . Then we obtain for

i ∈ {j − k
2 , . . . , j + k

2 − 1}

∫ (
∂χkj
∂ri
−

∂χkj
∂ri+1

)
ψkj (r)µ

drj− k2 , . . . , drj+ k
2

∣∣∣z,∑
l∈Λkj

rl, ri, i 6= j − k

2
, . . . , j +

k

2

 = 0.

But this is enough to characterize the measure

∏
l∈Λkj

e−λ1(z)rl+V (rl)µ

drj− k2 , . . . , drj+ k
2

∣∣∣z,∑
l∈Λkj

rl, ri, i 6= j − k

2
, . . . , j +

k

2


up to a multiplicative constant as a Lebesgue measure

1{
∑
l∈Λkj

rl = (k + 1)zki,1}drj− k2 , . . . , drj+ k
2

on the hyperplane {rj− k2 , . . . , rj+ k
2

:
∑
l∈Λkj

ri = (k + 1)zki,1}. With this we finally obtain

µ

(
drj− k2

, . . . , drj+ k
2

∣∣∣z, ri, i 6= j − k

2
, . . . , j +

k

2

)
=
∏
l∈Λkj

eλ1(z)rl−V (rl)

Z1(λ1(z))
drl

where Z1 is a normalizing constant in dependent on the outside configurations and therefore

µ (dr|z) =
∏
l∈Z

eλ1(z)rl−V (rl)

Z1(λ1(z))
drl.

It remains to determine λ1(z). This can be done using (2.5.49): Applying the result just
obtained for µ (dr|z) (2.5.49) gives us for i = j + r

2 :∫
V ′(ri+1)χrj(r)

∏
l∈Z

eλ1(z)rl−V (rl)

Z1(λ1(z))
drl = −

∫
∂χrj
∂ri

ψkj (r)µ(dr|z).
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The right hand side integrates to zero since χrj has compact support and because of the
structure of ψkj (r)µ(dr|z). The left hand side can be computed with integration by parts as

λ1(z)
∫
χrj(r)µ(dr|z) =

∫
χrj(r)V ′(ri)µ(dr|z)

and we obtain the relation

λ1(z) := λ1(z1) =
∫
V ′(ri)µ(dr|z).

In summary we obtained:

ν(dr, dp|z) = π(dp|z)µ(dr|z) =
∏
i∈Z

1
Z(λ1(z1), z2)

eλ1(z1)ri+z2pi−hidridpi.

�

The distribution of momenta

To conclude the proof of Theorem 2.5.12, we are left to show that the assumptions in
Theorem 2.5.18 are verified. It is here where we need the noise.

Denote by

DΛni

(
fn

gn(τ,0)

)
:= DΛni

(νn) :=
i+n

2∑
j=i−n2 +1

Dn
i (νn),

where fn denotes the density corresponding to the limit point ν.

Dn
i (νn) :=

1
2

∫ gn(τ,0)

fn

(
∂

∂pi

fn

gn(τ,0)

− ∂

∂pi−1

fn

gn(τ,0)

)2

dνn(τ,0) =
1
2

∫
1
fn

(Υi,i−1f
n)2

dνn∗ ,

with Υi,i−1 defined by (2.4.2). We furthermore denote by SΛni
the symmetric operator S

reduced to the box Λni that means

SΛni
:=

1
2

i+n
2∑

j=i−n2 +1

{(
∂

∂pj
− ∂

∂pj−1

)2

− (pj − pj−1)
(

∂

∂pj
− ∂

∂pj−1

)}
.

By a Theorem of Donsker and Varadhan it is known that for any finite subset Λ ∈ Z

DΛ(f) = sup
ψ

{
−
∫
SΛ(ψ)
ψ

dν

}
(2.5.50)

if D(f) ≤ ∞, and where the supremum is taken over all positive functions ψ belonging to
the domain of SΛ.

Lemma 2.5.20. For each fixed k ≥ 2 a limit point νk of the sequence (ν̂N,kt,i )N is stationary
with respect to the symmetric operator γSΛni

for each n = −k, . . . , k.
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Proof. Since the limit points ν and hence νk are translation invariant, we can omit the index
which specifies the center of the blocks.

The problem of the proof lies in the fact that we do not know whetherH(ν|ν(τ,0)) is bounded.
Therefor denote by µt the probability measure having density gt, generated byA and starting
from some generic probability measure µ. Similar we denote for any k by µk its projection
on the box Λk.

Using the operator A we obtain the following inequality in a similar way as the results from
Lemma (2.5.7) have been obtained: We get

H(µt|ν(τ,0)) + tD(µ̄t) ≤ H(µ|ν(τ,0))

where µ̄t is the measure corresponding to the density ḡt := 1
t

∫ t
0
gsds, and hence

H(µkt |νk(τ,0)) + tD(µ̄k) = H(µkt |νk(τ,0)) + t

k
2∑

j=− k2 +1

∫
Dk
j (µ̄nt ) ≤ H(µ|ν(τ,0))

with µ̄kt corresponding to ḡkt := 1
t

∫ t
0
gksds.

Since the Dirichlet form is a sum of positive terms, for any fixed n ≤ k, we can rewrite the
last inequality as

H(µkt |νk(τ,0)) + t

n
2∑

j=−n2 +1

∫
Dk
j (µ̄kt ) ≤ H(µ|ν(τ,0)).

With the the definition of the relative entopy and (2.5.50), we obtain for any local function
φ and any bounded local function ψ on Ω|Λ

k|∫
φdµkt − log

∫
eφdνk(τ,0) − t

∫
SΛnψ

ψ
dµ̄kt ≤ H(µ|ν(τ,0)).

Now we can let go k to ∞: Since ψ and φ are local functions we obtain that∫
φdµt − log

∫
eφdν(τ,0) − t

∫
SΛnψ

ψ
dµ̄t ≤ H(µ|ν(τ,0)). (2.5.51)

In the next step we choose µ to be of the special form

µ := µ(n) := ν|Λn ⊗ ν(τ,0)|(Λn)c .

In this way we get that
H(µ(n)|ν(τ,0)) = HΛn(ν|ν(τ,0))

which by Lemma (2.5.16) is bounded by C|Λn|. Consequently the limit H̄(ν|ν(τ,0)) exists
and

lim
n→∞

1
n+ 1

H(µ(n)|ν(τ,0)) = H̄(ν|ν(τ,0)).

We next chose for any j ∈ {−n2 + 1, . . . , n2 } the functions φ and ψ to be of the form

φ :=

n
2∑

i=−n2

τiφj and ψ := τiψj ,
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where φj and ψj are local measurable bounded functions. Then from (2.5.51) and since
ν(τ,0) is translation invariant we obtain

1
n+ 1

 n
2∑

i=−n2

∫
τiφjdµt − log

∫
e(n+1)φjdν(τ,0) − t

∫
τi
SΛnψj
ψj

dµ̄t


≤ 1
n+ 1

n
2∑

i=−n2

H(µ|ν(τ,0)).

By Hölder inequality we have

1
n+ 1

log
∫
e(n+1)φjdν(τ,0) = log

∫
eφjdν(τ,0),

and thus the limit

lim
n→∞

1
n+ 1

log
∫
e(n+1)φjdν(τ,0) = log

∫
eφjdν(τ,0)

exists.

Now let us assume that

lim
n→∞

1
n+ 1

n
2∑

i=−n2

∫
τiφjdµ

(n)
t =

∫
φjdν and lim

n→∞

1
n+ 1

∫
τi
SΛnψj
ψj

dµ̄(n)t =
∫
Sjψj
ψj

dν,

(2.5.52)
with ∫

Sψj
ψj

dν :=
1
2

∫
1
ψj

[
(Υj,j−1ψ)2 − (pi − pi−1)Υj,j−1ψj

]
dν.

With this assumption we are done: Taking the supremum of∫
φjdν − log

∫
eφjdν(τ,0) − t

∫
Sjψj
ψj

dµ̄t ≤ H̄(µ|ν(τ,0)).

we obtain
sup
k
HΛk(ν|ν(τ,0))− t inf

ψ

∫
Sjψj
ψj

dν ≤ sup
k
HΛk(ν|ν(τ,0))

and hence for each j ∈ −n2 + 1, . . . , n2

− inf
ψ

∫
Sjψj
ψj

dν ≤ 0.

Summing up over all j we get

DΛn(ν) ≤ − inf
ψ


n
2∑

j=−n2 +1

∫
Sjψj
ψj

dν

 ≤ −
n
2∑

j=−n2 +1

inf
ψ

{∫
Sjψj
ψj

dν

}
≤ 0

⇒ DΛn(ν) = 0, ∀n ∈ N

With this result the invariance of νk with respect to SΛn for each m = {2, . . . , k} follows:
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Since νk is translation invariant we can omit the index i. Performing an integration by parts
on Dk

Λk(fk), we get:

0 =
1
2

k
2∑

j=− k2 +1

∫
1
fk

(
∂fk

∂pj
− ∂fk

∂pj−1

)2

ν(τ,0)(dr, dp)

=
1
2

+ k
2∑

j=− k2 +1

∫ (
∂ log fk

∂pj
− ∂ log fk

∂pj−1

)
·
(
∂fk

∂pj
− ∂fk

∂pj−1

)
dν(τ,0)

= −1
2

∫
log fk

(
SΛkf

k
)
ν(τ,0)(dr, dp)⇒ SΛnf

k = 0 ∀n ∈ {2, . . . , k} (2.5.53)

It remains to prove assumption (2.5.52). Here the difficulty comes from the fact that φ is
not local.

For the marginals of µ(n) we have∫
hidν

n ≤ C1 and
∫
hidν(τ,0) ≤ C2

Thus for any j it follows that ∫
hid(τjµ

(n)
t ) ≤ C3

with a uniform constant C3 in n. This tells us that the sequence is weakly compact.

Then we have
lim
n→∞

∫
φ d(τjµ

(n)
t ) = lim

l→∞
lim
n→∞

∫
φ d(τjµ

(n)
t )|Λlj .

Now φ is a local function and thus by translation invariance of ν

lim
l→∞

lim
n→∞

∫
φ dµ

(n)
t,j |Λlj = lim

l→∞

∫
φdνl =

∫
φdν =

∫
φ0 dν.

The second assumption can be obtained in the same way.

With Lemma 2.5.20 we can prove the following two Corollaries :

Corollary 2.5.21. Any limit point ν of the sequence (νk)k is stationary with respect to the
genrator γS.

Proof. We have to show that for any smooth bounded local function ψ we have∫
Sψ(dr, dp)dν = 0.

Since ψ is a local function there exists some k ≥ 1, such that ψ depends on configurations
only through j ∈ Λki . Thus we have:∫

Sψ(dr, dp)dν =
∫
SΛkψ(dr, dp)dν =

∫
(SΛkψ)(dr, dp)dνk

But by Lemma 2.5.20 νk is stationary with respect to SΛk and hence the last expression is
equal to 0
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Notice that since we already proved that ν is stationary with respect to A, we proved with
this Lemma that ν is stationary separately for L and for S. Hence the first assumption of
Theorem 2.5.18 is satisfied.

Corollary 2.5.22. The distribution of the momenta conditioned to the position π(dp|r) is a
convex combination of Gaussian measures.

Proof. From Lemma (2.5.20), we obtained that for each j ∈ {−n2 + 1, . . . , n2 } and each
n ∈ {2, . . . , k}

Υj,j−1f
k
(
rj , pj ; j, j − 1 ∈ Λk

)
= 0.

Then since Υj,j−1

(∑ k
2

j=− k2 +1
pj

)
= 0 it is tangent to the hypersurface

Sm{(p−n2 , . . . , pn2 ) ∈ Rk;

n
2∑

−n2 +1

pi = m, m ∈ R} ⊂ Rn−1

for each m ∈ R. Thus we can consider the density fk as a function of the form

fk (rj , pj ; j, j − 1 ∈ Λn) := fk

rj ; j, j − 1 ∈ Λn ,

n
2∑

−n2 +1

pi

 .

Consequently

πk
({
p−n2 +1, . . . , pn2

} ∣∣∣ {r−n2 +1, . . . , rn2
})

= πk

 n
2∑

−n2 +1

pi

∣∣∣ {r−n2 +1, . . . , rn2
} .

is an exchangable measure. Hence for each marginal,

πk(dpj , j ∈ Λk|r) k→∞→ π(dpj , j ∈ Z|r).

in the weak sense and thus π(dp|r) is exchangeable. Furthermore by the Hewitt-Savage
Theorem it is a convex combination of probability product measure and more precisely with
our choice of the noise it is a convex combination of product Gaussian measures i.e. there
exists a measure β(dλ̂2, dλ̂2|r) on R2 such that

π(dp|r) =
1

Z̃(λ̂2, λ̂3)

∫
β(dλ̂2, dλ̂3|r)

∏
i∈Z

e
− λ̂3

2 (pi− λ̂2
λ̂3

)2

dpi,

where Z̃(λ̂2, λ̂3) denotes a normalization. Then we can proceed as in the proof of Theorem
2.5.19 to fix the parameters by the relations

λ̂3 ≡ 1 and λ̂2(z) = z2
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2.5.5 Large deviation

In order to prove Theorem 2.5.10 and inequality (2.5.12), in this section we will give an
introduction to the large deviation theory applied to the local Gibbs measures. We refer to
[37] for the general overview. We first give a definition of a family of probability measures
satisfying the large deviation principle:

Definition 2.5.23 (Large Deviation principle). Let Pn be a family of probability measures
on the Borel subsets of the finite dimensional, complete separable metric space X. We say
that that {Pn} obeys the large deviation principle with a rate function I(·) if there exists a
function I : X → [0,∞] satisfying:

(i) 0 ≤ I(x) ≤ ∞ ∀x ∈ X,

(ii) I(·) is lower semicontinuous,

(iii) For each l <∞ the set {x : I(x) ≤ l} is a compact set in X,

(iv) For each closed set C ⊂ X: lim supn→∞
1
n logPn(C) ≤ − inf I(x),

(v) For each open set G ⊂ X: lim infn→∞ 1
n logPn(G) ≥ − inf I(x).

To prove Varadhan’s Lemma 2.5.10, we first have to make sure that the rate function
I : Ω→∞ we defined for νλ in the Appendix A by

I(x) = sup
θ
{Φ(x)− Λ(θ)} = Φ(x)− x · λ+ Θ(λ) (2.5.54)

indeed satisfies the the properties for νλ we enumerated in Definition 2.5.23. For this let
us distribute the 2-dimensional random vectors ζj = (rj , pj) i.i.d according to the Gibbs
measure νλ defined on X = Ω, then we can define the empirical means ζn by

ζn = (ζn1 , ζ
n
2 ) := (rn, pn) :=

1
n

n∑
i=1

ζi.

Then we obtain the following special case of Cramér’s Theorem:

Theorem 2.5.24 (Multidimensional Version of Cramér’s Theorem). Denote by νnλ the com-
mon law of ζn. Then the sequence {νnλ} satisfies the large deviation principle with rate
function I(·) given by (2.5.54).

Proof. To prove the theorem, it satisfies to check the lower and upper bounds (iv) and (v)
of Definition 2.5.23, since (i)− (iii) has already been checked in Appendix A.

Lower bound: To prove the lower bound, it is enough to prove that for each open disk

Dn
δ := {(ζ1, . . . , ζn) : |ζn − y| < δ} ⊂ R2

with radius, δ > 0 around each point y ∈ Ω we have:

lim
n→∞

1
n

log νnλ (Dn
δ (y)) ≥ −I(y). (2.5.55)
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Since in our case for any θ ∈ R2 we have that M(θ) is finite, we also have that I(y) <
∞∀y ∈ Ω. It follows that for each y ∈ Ω the supremum

I(y) = sup
θ
{θ · y − Λ(θ)}

is attained for some θ := y?, thus to each y ∈ Ω there exists a unique y? such that

I(y) = y · y? − Λ(y?) with y =
DM(y?)
M(y?

= DΛ(y?). (2.5.56)

Where the definition and properties of the logarithmic moment generating function Λ(·) and
the moment generating function M(·) can be found in Appendix A.
In view of the structure of the moment generating functionM(·), for θ ∈ R2 let us introduce
a new probability measure νnλ+y? on Ωn being absolutely continuous with respect to the
Lebesgue measure and with marginals given by

νλ+y?(dζ) =
1

M(y?)
eζ(λ+y?)−hdζ. (2.5.57)

Observe that then the mean with respect to this measure is equal to∫
ζdνλ+y? =

∫
ζeζ·(y?+λ)−hdζ∫
eζ·(y?+λ)−hdζ

=
∫
ζeζ·y?dνλ∫
eζ·y?dνλ

=
DM(y?)
M(y?)

= DΛ(y?) = y,

because of (2.5.56). In particular we obtain by the law of large numbers:

lim
n→∞

νnλ+y? [|ζn − y| < δ] = 1. (2.5.58)

Furthermore, for any δ1 < δ

νnλ [|ζn − y| < δ] =
∫
|ζn−y|<δ

dνnλ =
∫
|ζn−y|<δ

n∏
i=1

eλ·ζi−hidrdp

= Mn(y?)
∫
|ζn−y|<δ

n∏
i=1

e−y?·ζi ·
∏n
i=1 e

ζi·(λ+y?)−hi(∫
eζ·(λ+y?)−hdζ

)n drdp
= Mn(y?)

∫
|ζn−y|<δ

e−y?·
Pn
i=1 ζidνnλ+y?

≥ Mn(y?)
∫
|ζn−y|<δ1

e−y?·
Pn
i=1 ζidνnλ+y?

= Mn(y?)e−ny·y?
∫
|ζn−y|<δ1

e−y?·(
Pn
i=1 ζi−ny)dνnλ+y? .

And then we have:

1
n

log νnλ [|ζn − y| < δ] ≥ logMy? − y · y? +
1
n

log
∫
|ζn−y|<δ1

e−y?·(
Pn
i=1 ζi−ny)dνnλ+y?

= −I(y) +
1
n

log
∫
|ζn−y|<δ1

e−y?·(
Pn
i=1 ζi−ny)dνnλ+y? , (2.5.59)

which is true by (2.5.56). The integral of the second term of the last expression, by Jensen
inequality can be bounded below by

e
−

R
|ζn−y|<δ1

y?·(
Pn
i=1 ζi−ny)

dνnλ+y? .
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Consequently,

1
n

log
∫
|ζn−y|<δ1

e−y?·(
Pn
i=1 ζi−ny)dνnλ+y? ≥ −

∫
|ζn−y|<δ1

y? · ( 1
n

n∑
i=1

ζi − y)dνnλ+y?

≥ −|y?|
∫
|ζn−y|<δ1

| 1
n

n∑
i=1

ζi − y|dνnλ+y?

≥ −δ1|y?|
∫
|ζn−y|<δ1

dνnλ+y?

= −δ1|y?|νnλ+y? [|ζn − y| < δ1] .

By (2.5.58) this converges to −δ1|y?| as n → ∞ and since δ1 is arbitrary we can let it go
to 0. This together with the right hand side of (2.5.59) concludes the proof for the lower
bound (v) of Definition 2.5.23.

Upper bound: To Prove the upper bound we will need the minimax Theorem. It says
that:

Lemma 2.5.25 (The minimax Theorem). Let g(ζ,θ) : Ω× R2 → R be a function which is

• convex and lower semicontinuous in ζ,

• concave and upper semicontinuous in θ.

Let C be any convex and compact set in Ω, then

inf
u∈C

sup
θ
g(ζ,θ) = sup

θ
inf
u∈C

g(ζ,θ).

Proof. See [37]

The proof of the upper bound is devided in three steps:

Step I: We claim that for any compact and convex set C ⊂ Ω the inequality (iv) of Definition
2.5.23 holds. That means, we need

lim
n→∞

1
n

log νnλ[ζn ∈ C] ≤ − inf
x∈C

I(x). (2.5.60)

To prove this consider any Borel subset C of Ω. Then

νnλ(ζn ∈ C) =
∫

ζn∈C

n∏
i=1

eλ·ζi−hidrdp

=
∫

ζn∈C
e−

Pn
i=1 ζiθ

n∏
i=1

e(θ+λ)·ζi−hidrdp

≤ e− infx∈C(nx·θ)

∫
ζn∈C

enζn·θdνnλ

≤ e− infx∈C(nx·θ)

∫
Ωn
enζn·θdνnλ
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Thus we have so far

1
n

log νnλ [ζn ∈ C] ≤ − inf
x∈C

(θ · x) +
1
n

log
(∫

Ω

eζθdνλ

)n
= − inf

x∈C
{θ · x +

1
n

logMn(θ)}

and since this is true for any θ ∈ R2,

1
n

log νnλ [ζn ∈ C] ≤ − sup
θ

inf
x∈C
{θ · y + logM(θ)}.

With property (Λ4) of Λ(·) it follows that g(x,θ) := x · θ − logM(θ) is concave and upper
semicontinuous in θ while it is convex and lower semicontinuous in x. Thus we can apply
Lemma 2.5.25 for compact and convex sets C which concludes the proof of the claim, since
then the right hand side of the last expression is equal to

− inf
x∈C

sup
θ
{θ · x + logM(θ)} = − inf

x∈C
I(x).

Step II: Here we extend the proof from compact and convex sets to compact sets:

Let K ⊂ Ω be any compact set. By property (I5) of I(·) we can choose some l > 0 such
that I(x) ≥ 0. We set:

inf
x
I(x) = l. (2.5.61)

Then, since I(·) is lower semicontinuous, for every ε > 0, there exists a small disc D(x̃)
around each x̃ ∈ K such that

I(x) ≥ l − ε, ∀x ∈ D(x̃). (2.5.62)

Furthermore, since we assume thatK is compact, there exists a finite subcover, ∪Mi=1D(x̃i) ⊃
K extracted from these discs. Consequently,

νnλ [ζn ∈ K] ≤ νnλ
[
ζn ∈ ∪Ni=1D(x̃i)

]
≤

M∑
i=1

νnλ [ζn ∈ D(x̃i)]

Now we can apply the result of Step I on the discs to conclude the proof for compact sets.
By (2.5.60) we we obtain

M∑
i=1

νnλ[ζn ∈ D(x̃i)] ≤ e−n infx∈D(x̃i) I(x)

⇒ 1
n

log νnλ[ζn ∈ K] ≤ − inf
x∈D(x̃i)

I(x).

By (2.5.62) this is bounded above by −(l − ε), and since ε is arbitrary, we can let it go to
zero. Then we obtain the upper bound for compact sets with (2.5.61).

Step III: It remains to extend the proof to arbitrary closed sets in Ω.

For this let C ⊂ Ω be an arbitrary closed set with

inf
x∈C

I(x) = k.
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Denote furthermore by Rρ the compact set defined by

Sρ := {x := (x1, x2) : x ∈ [0, 1]× [−ρ, ρ]},

which is the rectangle of width 1 and of length 2ρ and denote by R̃ρ the set

R̃ρ := Ω \Rρ.

Thus C = (C ∩ Rρ) ∪ (C ∩ R̃ρ), where (C ∩ Rρ) and (R ∩ S̃ρ) are disjoint. Therefore it is
enough to compute

νnλ (ζn ∈ C) = νnλ (ζn ∈ (C ∩Rρ)) + νnλ

(
ζn ∈ (C ∩ R̃ρ)

)
≤ νnλ (ζn ∈ (C ∩Rρ)) + νnλ

(
ζn ∈ R̃ρ

)
. (2.5.63)

Since (C ∩Rρ) is compact, for the first term we can apply step II which asserts that

νnλ (ζn ∈ (C ∩Rρ)) ≤ e−n infx∈(C∩Rρ) I(x). (2.5.64)

It thus remains to find an upper bound for the second term of the right hand side of
expression (2.5.63). But this is equal to 0 since

νnλ

(
ζn ∈ R̃ρ

)
= νnλ (rn 6∈ [0, 1] and pn 6∈ [−ρ, ρ]) = 0.

Thereby with (2.5.63) and (2.5.64), we obtain

1
n

log νnλ (ζn ∈ C) ≤ − inf
x∈(C∩Rρ)

I(x) ≤ − inf
x∈C

I(x).

for any closed subset of Ω.

Proof of Varadhan’s Lemma

Proof. The proof of Theorem 2.5.10 is divided in two parts:

Upper bound: We claim that

lim sup
n→∞

1
n

log
∫

Ωn
enF (ζ)dνnλ ≤ sup

x
{F (x)− I(x)}. (2.5.65)

Since F is a bounded continuous function, for each δ > 0, we can find a finite number of
closed sets Cj , j ∈ {1, . . .M} covering Ω:

∪Mj=1Cj ⊃ Ω

and such that the oscillation of F on each on these closed sets is at most δ, that means:

sup
x∈Cj

F (x)− inf
x∈Cj

F (x) ≤ δ ∀ j ∈ {1, . . . ,M}.
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Then we obtain by applying Cramér’s Theorem to the closed sets,∫
Ωn
enF dνnλ ≤

M∑
j=1

∫
Cj

enF (ζ)dνnλ

≤
M∑
j=1

e
n supx∈Cj

F (x)
∫
Cj

dνnλ

≤
M∑
j=1

en(infx∈Cj F (x)−δ)νnλ(ζ ∈ Cj)

≤
M∑
j=1

en(infx∈Cj F (x)−δ)e−n infx∈Cj I(x).

Thus

lim sup
n→∞

1
n

log
∫

Ωn
enF dνnλ ≤ lim sup

n→∞

1
n

log

 M∑
j=1

en(infx∈Cj F (x)−δ)e−n infx∈Cj I(x)


≤ sup

j∈{1,...,M}
{ inf
x∈Cj

F (x)− inf
x∈Cj

I(x)} − δ

≤ sup
j∈{1,...,M}

inf
x∈Cj
{F (x)− I(x)} − δ

≤ sup
j∈{1,...,M}

sup
x∈Cj
{F (x)− I(x)} − δ

= sup
x∈Ω
{F (x)− I(x)} − δ

.

Since δ is arbitrary, we can conclude the proof of (2.5.65) by letting δ go to 0.

Lower bound: We now claim that

lim inf
n→∞

1
n

log
∫

Ωn
enF (ζ)dνnλ ≤ sup

x∈Ω
{F (x)− I(x)}. (2.5.66)

To prove this, recall that F (·) is a continuous and I(·) is a lower semi continuous function
on Ω. Thus we can find for each δ > 0 a

• y ∈ Ω such that
sup
x∈Ω
{F (x)− I(x)} − δ ≤ F (y)− I(y),

• neighborhood Uδ(y) of y, such that

F (y)− δ ≤ F (ζ) ∀ζ ∈ Uδ(y) (2.5.67)

Thereby we obtain

lim inf
n→∞

1
n

∫
Ωn
enF (ζ)dνλ ≥ lim inf

n→∞

1
n

∫
Uδ(y)

enF (ζ)dνλ

≥ lim inf
n→∞

1
n

∫
Uδ(y)

en(F (y)−δ)dνλ

= F (y)− δ + lim inf
n→∞

1
n
νλ(ζ ∈ Uδ(y))
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Applying Cramér’s Theorem now for open sets, this is bounded below by

F (y)− δ − inf
x∈Uδ(y)

I(x) ≥ F (y)− I(x)− δ.

And then by (2.5.67), we obtain the lower bound

sup
x∈Ω
{F (x)− I(x)} − 2δ.

Again we can conclude the proof of claim (2.5.65) with the arbitrariness of δ, by letting it
tend to 0.

Recall that to conclude the proof of the Hydrodynamic limit, we need to show (2.5.12), i.e.
that the local Gibbs measures converge exponentially fast. This is stated in the following
Corollary to Varadhan’s Lemma:

Corollary 2.5.26. Let J : [0, 1]→ R be any continuous function. Then

lim
N→∞

1
N

log νNu(·,t)

[∣∣∣∣∣ 1
N

N∑
i=1

J(
i

N
)ζα,i −

∫ 1

0

J(x)uα(x, t)dx

∣∣∣∣∣ > δ

]
≤ −C(δ). (2.5.68)

Here νNu(·,t) denotes the local Gibbs measures with u
( x, t) := (u1(x, t), u2(x, t)) and C is some

constant depending on δ.

Proof. The Proof is devided in several steps:

Step I: Introduction of block averages over large microscopic boxes.

To prove the Corollary we will need to introduce block averages over size 2k+1. This will be
done by performing a summation by parts, but since we have to handle with boundaries, this
must be done carefully. Our claim is that for any smooth and bounded function J : R→ R
and any bounded function ψ : Ω→ R, we have:

1
N

N∑
i=1

J(
i

N
)ψ(ζi) =

1
N

N−k∑
i=k+1

J(
i

N
)

1
2k + 1

∑
|j−i|≤k

ψ(ζj) +
o(N)
N

. (2.5.69)

To prove this, observe that

1
N

N∑
i=1

J(
1
N

)ψ(ζi) =
1
N

1
2k + 1

N−k∑
i=k+1

J(
i

N
)
∑
|j−i|≤k

ψ(ζi) +
1
N

k∑
i=1

J(
i

N
)

1
i+ k

i+k∑
j=1

ψ(ζi)

+
1
N

N∑
i=N−k+1

J(
i

N
)

1
N + k + 1− i

N∑
j=i−k

ψ(ζi)
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=
1
N

1
2k + 1

N−k∑
i=k+1

J(
i

N
)
∑
|j−i|≤k

(
ψ(ζi)− ψ(ζj)

)
+

1
N

1
2k + 1

N−k∑
i=k+1

J(
i

N
)
∑
|j−i|≤k

ψ(ζj)

+
1
N

k∑
i=1

J(
i

N
)

1
i+ k

i+k∑
j=1

J(
i

N
)
(
ψ(ζi)− ψ(ζj)

)
+

1
N

k∑
i=1

J(
i

N
)

1
i+ k

i+k∑
j=1

ψ(ζj)

+
1
N

N∑
i=N−k+1

J(
i

N
)

1
N + k + 1− i

N∑
j=i−k

J(
i

N
)
(
ψ(ζi)− ψ(ζj)

)
(2.5.70)

+
1
N

N∑
i=N−k+1

J(
i

N
)

1
N + k + 1− i

N∑
j=i−k

ψ(ζj).

It thus remains to prove that all the terms except the second one of this expression are of
order o(N). For the second, third and fourth line this is immediate, since these are sums of
k2 terms at most. Then since J(·) and ψ(·) are bounded functions, the terms are of order
O( kN ) and thus they vanish in the limit if k is sent to infinity after N . It then only remains
to show that the first term goes to zero in the limit. For this we look at

1
N

1
2k + 1

N−k∑
i=k+1

i+k∑
j=i−k

J(
i

N
)ψ(ζj)

and change the order of summation. Then arrive at

1
N

1
2k + 1

N−2k∑
j=2k

j+k∑
i=j−k

J(
i

N
)ψ(ζj)

+
1
N

1
2k + 1

2k−1∑
j=1

j+k∑
i=k+1

J(
i

N
)ψ(ζj) +

1
N

1
2k + 1

N∑
j=N−2k+1

N∑
i=j−k

J(
i

N
)ψ(ζj)

Again the second and the third terms are sums of the order of k2 terms. By the same
arguments as above, they vanish in the limit as N goes to infinity faster than k. In the first
term we make a change of variables and then it is equal to

1
N

1
2k + 1

N−2k∑
i=2k

i+k∑
j=i−k

J(
j

N
)ψ(ζi)

now going back to the first term of (2.5.70), it can be rewritten as

1
N

1
2k + 1

N−k∑
i=k+1

J(
i

N
)
∑
|j−i|≤k

(
ψ(ζi)− ψ(ζj)

)

=
1
N

1
2k + 1

N−2k∑
i=2k

i+k∑
j=i−k

(
J(

i

N
)− J(

j

N
)
)
ψ(ζi)

+
1
N

1
2k + 1

2k−1∑
i=k+1

J(
i

N
)ψ(ζi) +

1
N

1
2k + 1

N−k∑
i=N−2k+1

J(
i

N
)ψ(ζi) +O(

k

N
)
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Here the second and the third terms are sums of k−1 terms and thereby are of order O( 1
N ).

The first term on the right hand side is equal to

1
N

1
2k + 1

N−2k∑
i=2k

i+k∑
j=i−k

(
i− j
N

J ′(
j

N
) +O

(
(i− j)2

N2

))
ψ(ζi)

Then since i − j ≤ k for all j, by the smoothness of J and since ψ is a bounded function,
this term is of order O( kN ). This proves our claim (2.5.69) and thus in the limit as N →∞
first and then k → ∞, we can replace local bounded functions by their average over large
microscopic boxes :∣∣∣∣∣∣ 1

N

N∑
i=1

J(
i

N
)ψ(ζi)−

1
N

N−k∑
i=k+1

J(
i

N
)

1
2k + 1

∑
|j−i|≤k

ψ(ζj)

∣∣∣∣∣∣ ≤ CN,k
N

.

Where CN,k is a constant small in N and l and depending on ‖J‖∞ and ‖ψ‖∞.

Step II: The exponential Chebychev inequality .

For α = 1, 2 we have that∣∣∣∣∣ 1
N

N∑
i=1

J(
i

N
)ζα,i −

∫ 1

0

J(x)uα(x, t)dx

∣∣∣∣∣
≤

∣∣∣∣∣ 1
N

N∑
i=1

J(
i

N
)
(
ζα,i − uα(

i

N
, t)
)∣∣∣∣∣+

∣∣∣∣∣
∫ 1

0

J(x)uα(x,t)dx−
1
N

N∑
i=1

J(
i

N
)uα(

i

N
, t)

∣∣∣∣∣ .
By smoothness of J(·) and uα(·, t) the second term on the right hand side. In the sequel
will be denoted by RN terms converging to zero as n→∞.

Recall from Section 2.5.2, that if we replace ζi by the the cut off ζi,b the error we make is of
order C(b)

σ +HN (t)
Nσ where limb→∞ C(b) = 0. By Theorem 2.5.2 this converges to 0 as N →∞.

With this replacement all the functions involved are bounded an we can apply the summation
by parts formula (2.5.69): Recall that by ζ2k

i := (ζ2k
1,i, ζ

2k
1,i) := (r2k

i , p
2k
i ) we denoted the block

average over a box of size 2k + 1 and centered at i with i ∈ {k + 1, . . . , N − k}:

ζ2k
i,b :=

1
2k + 1

∑
|i−j|≤k

ζj,b.

Then by step I:∣∣∣∣∣ 1
N

N∑
i=1

J(
i

N
)
(
ζα,i,b − uα(

i

N
, t)
)∣∣∣∣∣ ≤

∣∣∣∣∣ 1
N

N−k∑
i=k+1

ζ2k
α,i,b −

1
N

N∑
i=1

uα(
i

N
, t)

∣∣∣∣∣+
Ck,N
N

Then the probability in expression (2.5.68) is bounded above by

νNλ(·,t)

[∣∣∣∣∣ 1
N

N−k∑
i=k+1

ζ2k
α,i,b −

1
N

N∑
i=1

uα(
i

N
, t)

∣∣∣∣∣+
Ck,N
N

+RN > δ

]
.
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By the exponential Chebychev inequality, we obtain the following upper bound for any
a > 0:

e−δaEνN
λ(·,t)

[
exp

{
a

∣∣∣∣∣ 1
N

N−k∑
i=k+1

ζ2k
α,i,b −

1
N

N∑
i=1

uα(
i

N
, t)

∣∣∣∣∣+ a
Ck,N
N

+ aRN

}]

= e−δ
2NeδNRN eδCk,NEνN

λ(·,t)

[
exp

{
δ

∣∣∣∣∣
N−k∑
i=k+1

ζ2k
α,i,b −

N∑
i=1

uα(
i

N
, t)

∣∣∣∣∣
}]

,

where in the second line we chose a = Nδ. Furthermore by the inequaliy e|x| ≤ ex + e−x,
we can drop the absolute value for the this proof and then it is enough to prove that:

lim
N→∞

1
N

log

(
e−δ

2NeδNRN eδCk,NEνN
λ(·,t)

[
exp

{
δ

N−k∑
i=k+1

ζ2k
α,i,b − δ

N∑
i=1

uα(
i

N
, t)

}])

= lim
N→∞

(
−δ2 + δRN +

δCk,N
N

)

+ lim
N→∞

(
1
N

logEνN
λ(·,t)

[
exp

{
δ

N−k∑
i=k+1

ζ2k
α,i,b − δ

N∑
i=1

uα(
i

N
, t)

}])
≤ −C(δ),

Since δ2 > 0 and
lim
N→∞

RN = 0, and lim
N→∞

Ck,N
N

= 0,

It remains to prove that

lim
b→∞

lim
k→∞

lim
N→∞

1
N

logEνN
λ(·,t)

[
exp

{
δ

N−k∑
i=k+1

ζ2k
α,i,b − δ

N∑
i=1

uα(
i

N
, t)

}]
= 0 (2.5.71)

Step III: Introduction of disjoint blocks

Recall that we want to apply Lemma 2.5.10. For this we need to replace the local Gibbs
measure νNλ(·,t) by homogeneous ones. To do so, we next regroup the sum such that we can
see disjoint blocks and then take advantage of the fact that the local Gibbs measures are
product measures: We assume without loss of generality that N−2k

2k+1 ∈ N. Observe that for
r ∈ {−k, · · · , k} and α = 1, 2 we can rewrite the sum

N−k+r∑
i=k+1+r

(ζα,i,b − uα(
i

N
, t)) = (2k + 1)

N−2k
2k+1 −1∑
i=0

1
2k + 1

(i+1)(2k+1)+k+r∑
l=i(2k+1)+k+1+r

(ζα,l,b − uα(
l

N
, t))

This is a sum of disjoint blocks of size 2k + 1 and thus for a fixed r, the block averages

Xr
q :=

1
2k + 1

q+r+2k∑
l=q+r

(ζα,l,b − uα(
l

N
, t))

with q ∈ Bk+1 := {i(2k + 1) + k + 1 : i = 0, . . . , N−2k
2k+1 − 1} are independent under the

product measure νNλ(·,t). Then, if we shift the r from −k to k and sum these up, we obtain
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all the blocks which are present in (2.5.71). In other words we can rewrite (2.5.71) as

EνN
λ(·,t)

exp

δ ∑
r∈{−k,...,k}

∑
q∈Bk+1

Xr
q


 = EνN

λ(·,t)

 ∏
r∈{−k,...,k}

exp

δ ∑
q∈Bk+1

Xr
q


 .

Now applying the Hölder inequality we obtain that this is bounded above by

∏
r∈{−k,...,k}

EνN
λ(·,t)

exp

δ(2k + 1)
∑

q∈Bk+1

Xr
q


 1

2k+1

.

Then it remains to estimate

lim
N→∞

1
N

1
2k + 1

∑
r∈{−k,...,k}

logEνN
λ(·,t)

 ∏
q∈Bk+1

exp
{
δ(2k + 1)Xr

q

} .
But recall that now in the exponent we have independent variables with respect to the Gibbs
measure for each fixed r. Thereby, using the fact that it is a product measure, in the last
expression the expectation of the product is equal to the product of the expectation:

lim
N→∞

1
N

1
2k + 1

∑
r∈{−k,...,k}

∑
q∈Bk+1

logEν2k+1
λ(·,t)

[
exp

{
δ(2k + 1)Xr

q

}]
= lim

N→∞

1
N

1
2k + 1

N−k∑
i=k+1

logEν2k+1
λ(·,t)

[
eδ(2k+1)(ζα,i,b− 1

2k+1

P
|i−l|≤k uα( lN ,t))

]
.

In any case, since our parameter λ and the solution u to the p-system (2.1.3) are smooth,
as N →∞ this converges to:∫ 1

0

1
2k + 1

logEν2k
λ(x,t)

[exp {δ(2k + 1) (ζα,i,b − uα(x, t))}] .

Step IV: Application of Varadhans Lemma.

Now our parameter for each x ∈ [0, 1] is fixed, consequently the expected value is with
respect to a homogenous Gibbs measure. Furthermore since the logarithmic generating
moment is finite the quantity inside the integral is uniformly bounded. This means that
we are allowed to exchange the integral with the limits sending k and b to infinity by the
dominated convergence Theorem. Hence we finally can apply Varadhans Lemma:∫ 1

0

lim
k→∞

1
2k + 1

logEν2k
λ(x,t)

[
eδ(2k+1)(ζα,i−uα(x,t))

]
=
∫ 1

0

sup
ζ
{δ (ζ − u(x, t))− I(ζ)}dx.

To conclude the Theorem it thus remains to show that this is less than zero. For this we
just have to chose the δ > 0 small enough: Since u and λ satisfy the dual relation (A.6), we
know by property (I6) that I(u) = 0. Therefore Fδ(u, u) = 0 for each δ ∈ [0,∞), where

Fδ(ζ, u) := δ (ζ(x, t)− u(x, t))− I(ζ(x, t)).

On the other hand F0(ζ, u) < 0 for each ζ 6= u and F0(u, u) = 0. Then we have

sup
ζ=u

Fδ(ζ, u) = 0 and sup
ζ 6=u

F0(ζ, u) < 0.

Then by the lower semicontinuity there exists a δ > 0, such that supζ Fδ(ζ, u) ≤ 0.
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Appendix A

Some useful Functions and their
Properties

Here are some frequently used functions and their properties

• The free energy function: For η := (η1, η2) ∈ R×R and ζ := (r, p) ∈ Ω we define
the free energy function Θ : R2 → R as

Θ(η) := logZ (η) = log
∫

Ω

eη·ζ−hdζ (A.1)

By Hölder inequality, it is easy to tee that it is convex and thereby lower semi contin-
uous: for any α ∈ [0, 1] and for η, η̃

Θ(αη + (1− α)η̃) = log
∫
eα(η·ζ−h)+(1−α)(η̃·ζ−h)dζ

≤ log

[(∫
eη·ζ−hdζ

)α
·
(∫

eη̃·ζ−hdζ

)1−α
]

= αΘ(η) + (1− α)Θ(η̃).

In summary Θ has the following properties:

(Θ1): lower semi continuous,
(Θ2): convex,
(Θ1): Θ(0) = 0.

• The thermodynamic entropy function: For ξ := (ξ1, ξ2) ∈ Ω we define the
thermodynamic entropy function Φ : Ω→ R by the Legendre transform of Θ

Φ(ξ) := sup
λ
{λ · ξ −Θ(λ)} . (A.2)

Here the supremum is taken over all λ ∈ R2 It is positive, convex and lower semicon-
tinuous. Convexity can easily be seen by the following:

Φ(αξ · λ+ (1− α)ξ̃ · λ) = sup
λ

{
α (λ · ξ −Θ(λ)) + (1− α)

(
λ · ξ̃ −Θ(λ)

)}
≤ α sup

λ
{λ · ξ −Θ(λ)}+ (1− α) sup

λ

{
λ · ξ̃ −Θ(λ)

}
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To see that it is nonnegative, just notice, that for any ξ, we obtain with the definition
of Θ that 0 · ξ −Θ(0) = 0, thus

sup
λ
{λ · ξ −Θ(λ)} ≥ 0

.

Now we want to see the relations between these two functions. First, since Θ(·) is convex,
lower semi continuous and not identically equal to infinity, Θ is the Legendre transform of
the thermodynamic entropy. Thus we have

Θ(η) = sup
ζ
{η · ζ − Φ(ζ)} (A.3)

Since
Dλ[λ · ξ −Θ(λ)] = ξ −DΘ(λ) = 0⇔ ξ = DΘ(λ) =

∫
ζ dνλ := ζ̄,

where the last equality is true because of (A.1), we obtain that

Φ(ζ̄) = λ · ζ̄ −Θ(λ). (A.4)

On the other hand, with ζ̄ =
∫
ζ dνλ

Dζ̄ [η · ζ̄ − Φ(ζ̄)] = η −DΦ(ζ̄) = 0⇔ η = DΦ(ζ̄) = λ,

we obtain that
Θ(λ) = λ · ζ̄ − Φ(ζ̄). (A.5)

Therefore in the sequel, we say that λ ∈ R2 and ζ̄ ∈ Ω are in duality if they are related by
the formulae:

∂Φ
∂ζ̄α

= λα and
∂Θ
∂λα

= ζ̄α, α = 1, 2. (A.6)

If this is the case, then with (A.4) and (A.5) it is then immediate that

Θ(λ) + Φ(ζ̄) = λ · ζ̄. (A.7)

• The logarithmic moment generating function: The moment generating function
with respect to the probability measure νλ, for θ ∈ R2 is given by

M(θ) :=
∫

Ω

eθ·ζdνλ =
1

Z(λ)

∫
Ω

eζ·(λ+θ)−hdζ.

Then its logarithm is denoted by Λ : R2 → R with

Λ(θ) := logM(θ).

Notice that with (A.1) the logarithmic moment generating function here is equal to

Λ(θ) = log
∫
eζ·(λ+θ)−hdζ − log

∫
eζ·λ−hdζ = Θ(λ+ θ)−Θ(λ). (A.8)

Some important properties of Λ(·) are:

(Λ1): Λ(·) is convex. This follows by convexity of Θ.
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(Λ2): Λ(·) is continuously differentiable with

DΛ(θ) =
Eνλ

[ζeθ·ζ ]
M(θ)

= Eνλ+θ
[ζ].

This can be deduced with the dominated convergence Theorem: For the first
component we have

lim
ε→0

fε(r) := lim
ε→0

e(θ1+ε)r − eθ1r

ε
= reθ1r

pointwise on one hand and on the other hand for any |ε| ≤ δ, |fε| is bounded in
the following way: Since for any x ∈ R, e|x| ≤ ex + e−x

|fε(r)| ≤
eθ1r

(
eδ|r| − 1

)
ε

≤ e(θ1+δ)r + e(θ1−δ)r

ε
= hε(r).

Now, for any θ1 ∈ R, we can chose δ > 0 small enough, such that

Eνλ
[hε(r)] ≤ Eνλ

[eθ1+δ] + Eνλ
[eθ1−δ)] = M(θ1 + δ, θ2) +M(θ1 − δ, θ2) <∞.

Then by the dominated convergence Theorem we obtain:

lim
ε→0

Eνλ

[
e(θ1+ε)r − eθ1r

ε
eθ2p

]
= Eνλ

[reθ·ζ ] =
∂M(θ)
∂θ1

In the similar way we can deduce that

∂M(θ)
∂θ2

= Eνλ
[peθ·ζ ]..

Thus it follows that DΛ(θ) = DM(θ)
M(θ) = Eνλ

[ζeθ·ζ ]

M(θ)

(Λ3): Λ is in C2(R2). This can be obtained by the same arguments as for (Λ2). One
obtains that the second partial derivatives are for α and β = 1, 2:

∂2Λ(θ)
∂θα∂θβ

=
Eνλ

[ζαζβeθ·ζ ]
M(θ)

− Eνλ
[ζαeθ·ζ ] · Eνλ

[ζβeθ·ζ ]
M2(θ)

(Λ4): Λ(·) is strictly convex: Computing the Hessian Matrix explicitely, we obtain:

D2Λ(θ) =

 Eνθ+λ
[r2] (λ2 + θ2)Eνθ+λ

[r]

(λ2 + θ2)Eνθ+λ
[r] 1 + (λ2 + θ2)2


⇒
∣∣D2Λ(θ)

∣∣ = Eνθ+λ
[r2](1 + (λ2 + θ2)2)− (λ2 + θ2)2E2

νθ+λ
[r]

≥ E2
νθ+λ

[r]
(
1 + (λ2 + θ2)2 − (λ2 + θ2)2

)
= E2

νθ+λ
[r] > 0.

(Λ5): Λ(0) = 0. This follows immediately from (A.8).
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• The rate function: We will need the rate function which is defined by the Legendre
transform of the logarithmic generating function Λ. For each x ∈ Ω, I : Ω → R is
given by :

I(x) := sup
θ
{x · θ − Λ(θ)}

Notice that with (A.8) and (A.2), and the definition of the thermodynamic entropy Φ,
the function I has the form :

I(x) = sup
θ
{x · θ −Θ(λ+ θ) + Θ(λ)}

= sup
θ
{x · (λ+ θ)−Θ(λ+ θ)} − x · λ+ Θ(λ)

= Φ(x)− x · λ+ Θ(λ).

Some properties of the rate function are the following:

(I1): I(·) is non negative. This follows with the definition of the entropy Φ:

I(x) = sup
θ
{x · θ −Θ(θ)} − (x · λ−Θ(λ)) ≥ 0.

(I2): It is convex: For any α ∈ [0, 1], and x, x̃ ∈ Ω, by convexity of Φ,

I(αx + (1− α)x̃) = Φ(αx + (1− α)x̃)− αx · λ− (1− α)x̃λ+ Θ(λ)
≤ αΦ(x)− α(x) · λ+ (1− α)Φ(x̃)− (1− α)x̃λ+ Θ(λ)
= αI(x) + (1− α)I(x̃)

(I3): I(·) is lower semi continuous.

(I4): I(x)→∞ as |x| → ∞

(I5): For each l < ∞ the set {x : I(x) ≤ l} is a compact set in Ω, By Property (I4)
the level sets are bounded and closed by continuity of I.

Furthermore, if x and λ satisfy the dual relation (A.6), that means if x = ζ̄ :=
DΘ(λ) =

∫
ζdνλ, then we obtain

(I6): I(ζ̄) = 0 and thus ζ̄ is a minimum: By Jensen’s inequality, for all θ

M(θ) =
∫

Ω

eθ·ζdνλ ≥ e
R
Ω θ·ζdνλ = eθζ̄

and thereby
ζ̄ · θ − logM(θ) = ζ̄ · θ − Λ(θ) ≤ 0.

on the other hand, with property (Λ5), Λ(0) = 0. But since we know from (I1)
that I(·) is nonnegative, it must be true that I(ζ̄) = 0.

(I7): DI(ζ̄) = 0 since we have

DI(ζ̄) = DΦ(ζ̄)− λ = DΦ(ζ̄)−DΦ(ζ̄) = 0
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Now again we want to see the relation between the logarithmic moment generating
function and the rate function:

Since we have:

Dθ{x · θ −Θ(λ+ θ) + Θ(λ)} = x−DΘ(λ+ θ) = 0⇔ x = DΘ(λ+ θ) = DΛ(θ),

where by property (Λ2), we obtained that

DΛ(θ) = Eνλ+θ
[ζ] := y,

it follows that the y the supremum is attained at

I(y) = y · θ − Λ(θ) (A.9)

Furthermore since I is convex lower semicontinuous and not identically equal to in-
finity, Fenchel-Moreau’s Theorem implies that Λ is the Legendre transform of I, that
is

Λ(θ) = sup
x
{x · θ − I(x)}.

And then we obtain

Dx{x · θ − I(x)} = 0
⇔ θ = DI(x) := y∗

⇒ Λ(y∗) = y∗ · x− I(x)

Furthermore since we proved in property (Λ4) that Λ is strictly convex, together with
(A.9) there exists a diffeomorphism between Ω and R2

(D2Λ)(y) = [D2I(y∗)]−1, with y := DΛ(y∗) and y∗ := DI(y). (A.10)
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F (y, m̃(x, c, y)), 13
F ε(x, ρ), 19
Gu,v, 34
Hω, 14
LNε , 29
SNt , 31
Z(·), 30
α, 10
H̄τ , 14
L̄(1), 38
S̄Nt , 33
L̄Nε , 32
µ̄N0 , 33
µ̄Nt , 33
β(s, y), 13
χNt (x), 32
δρ, 11
ηl(u), 32
ηu,v, 30
ηt, 29, 30
ηt(u), 29
γ(s, y), 26
γ(x, c), 13
ρ̂ε(s, y, x), 26
λ(x), 28
P(R), 10
µNmα(η), 30
µN0 , 31
µNT , 37
µNt , 31
νmα( uN )(η), 30
πt,x, 11
ρ(t, x), 9
ρε, 19
ρ0(x), 9
ρm(x), 9
τu, 35

µ̃NT , 39
ρ̃(s, y, x), 13
m̃(x, c, y), 13
g(η(u)), 29
h(ρ), 28
m±α (x), 10
mε,±
α (x), 19

p(u, v), 29
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(
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)
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N , 55

LτN , 55
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SN , 59
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