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Abstract

Magnetic systems underlie the physics of quantum mechanics when reaching
the limit of few or even single atoms. This behavior limits the minimum size of
magnetic bits in data storage devices as spontaneous switching of the magnetiza-
tion leads to the loss of information. On the other hand, exactly these quantum
mechanic properties allow to use such systems in quantum computers. Proposals
to realize qubits involve the spin states of single atoms as well as topologically pro-
tected Majorana zero modes, that emerge in coupled systems of magnetic atoms
in proximity to a superconductor. In order to implement and control the proposed
applications, a detailed understanding of atomic spins and their interaction with
the environment is required.
In this thesis, two different systems of magnetic adatoms coupled to metallic and
superconducting surfaces are studied by means of scanning tunneling microscopy
(STM) and spectroscopy: Co atoms on the clean Cu(111) were among the first
systems exhibiting signatures of the Kondo effect in an individual atom. Yet,
a recent theoretical work proposed an alternative interpretation of these early
experimental results, involving a newly described many-body state. Spin-averaged
and -polarized experiments in high magnetic fields presented in this thesis confirm
effects beyond the Kondo effect that determine the physics in these Co atoms and
suggest a potentially even richer phenomenology than proposed by theory.
The second studied system are single and coupled Fe atoms on the superconduc-
ting Nb(110) surface. Magnetic impurities on superconducting surfaces locally
induce Yu-Shiba-Rusinov (YSR) states inside the superconducting gap due to their
pair breaking potential. Coupled systems of such impurities exhibit YSR bands
and, if the bands cross the Fermi level such that the band structure is inverted,
host Majorana zero modes. Using the example of Fe atoms on Nb(110), the YSR
states’ dependence on the adatom–substrate interaction as well as the interatomic
YSR state coupling is investigated. In the presence of oxygen on the Nb surface,
the adatom–substrate interaction is shown to be heavily modified and the YSR
states are found to undergo a quantum phase transition, which can be directly
linked to a modified Kondo screening.
STM tips functionalized with CO molecules allow to resolve self-assembled one-
dimensional chains of Fe atoms on the clean Nb(110) surface to study the YSR
states’ coupling. Mapping out the states’ wave functions reveals their symmetry,
which is shown to alter as a function of the states’ energy and number of atoms in
the chain. These experimental results are reproduced in a simple tight-binding
model, demonstrating a straightforward possibility to describe also more complex
YSR systems toward engineered, potentially topologically non-trivial states.
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Zusammenfassung

Magnetische Systeme unterliegen im Limit von wenigen Atomen den Gesetzen
der Quantenmechanik. Diese Tatsache beschränkt die minimale Größe mag-
netischer Bits in der Datenspeicherung, da spontane Änderungen der Mag-
netisierung zu Datenverlust führen. Gleichzeitig ist es genau jenes quanten-
mechanische Verhalten, welches es erlaubt, diese Systeme in Quantencomputern
zu verwenden. Vorschläge, die dafür notwendigen Qubits zu realisieren, um-
fassen die Spinzustände einzelner Atome sowie topologisch geschützte Majorana-
Nullmoden, welche in Systemen gekoppelter magnetischer Atome in Supraleitern
auftreten. Für die Umsetzung dieser Anwendungen sind detaillierte Kenntnisse
über die Wechselwirkung atomarer Spins mit ihrer Umgebung nötig.
In dieser Arbeit werden zwei verschiedene solcher Systeme aus magnetischen
Adatomen auf Oberflächen mit der Methode der Rastertunnelmikroskopie (RTM)
und -spektroskopie untersucht: Lange galten einzelne Co-Atome auf der Cu(111)-
Oberfläche als prototypisches Modell für den Kondo-Effekt in Einzelatomen. Dies
wurde jedoch vor Kurzem durch eine Theoriearbeit infrage gestellt, welche die
bisherigen experimentellen Daten durch das Auftreten eines neu beschriebenen
Vielteilchen-Zustands erklärt. In dieser Arbeit werden neue, spingemittelte und
-aufgelöste Messungen in hohen Magnetfeldern präsentiert, welche das Auftreten
von Effekten jenseits des Kondo-Effekts in diesem System bestätigen.
Im zweiten Teil der Arbeit werden einzelne und gekoppelte Fe-Atome auf der
supraleitenden Nb(110)-Oberfläche untersucht. Magnetische Defekte erzeugen
in Supraleitern aufgrund ihres Paarbrechungspotentials Yu-Shiba-Rusinov(YSR)-
Zustände innerhalb der supraleitenden Bandlücke. Die Kopplung dieser Zustände
resultiert in YSR-Bändern, und kann durch Inversion der Bandlücke zum Auftreten
von Majorana-Nullmoden führen. Am Beispiel von Fe-Atomen auf Nb(110) wird
hier der Einfluss der Adatom–Oberflächen-Wechselwirkung auf die YSR-Zustände
sowie deren interatomare Kopplung untersucht. Es wird gezeigt, dass Sauerstoff
die Wechselwirkung stark beeinflusst und die atomaren YSR-Zustände infolge
dessen einen Quantenphasenübergang durchlaufen. Dieser kann direkt auf eine
veränderte Kondo-Abschirmung zurückgeführt werden.
Weiter werden mittels mit CO-Molekülen funktionalisierter RTM-Spitzen eindi-
mensionale Ketten aus Fe-Atomen auf der sauberen Nb(110)-Oberfläche identi-
fiziert, anhand derer die Kopplung der YSR-Zustände untersucht wird. Ortsaufge-
löste Messungen der zugehörigen Wellenfunktionen decken die Symmetrie dieser
Zustände auf, welche ein alternierendes Verhalten zwischen Ketten mit gerader
und ungerader Atomzahl aufweist. Diese experimentellen Ergebnisse werden
anschließend in einem tight-binding-Modell, welches auch auf komplexere Systeme
angewandt werden kann, beschrieben.
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1
Chapter 1

Introduction

In 1934, W. J. de Haas et al. detected a logarithmic increase of the resistance of gold
samples below a temperature of 4 K [1], contrasting the up to this date universally
observed monotonic decrease of the resistivity of any metal with decreasing
temperature. Subsequent experiments with different metallic samples, that were
in contrast to the first gold samples purposefully doped with magnetic impurities,
established the latter as the cause for the observed resistance increase [2]. However,
only 30 years later, in 1964, J. Kondo was able to theoretically explain these
observations by an enhanced scattering of the conduction electrons with the
impurities due to an antiferromagnetic exchange coupling between both [3]. This
exchange coupling was later shown to cause an effective screening of the impurities’
spins by the conduction electrons and to give rise to a new state at the Fermi
level, leading to the increased scattering already described by J. Kondo [4–6]. The
described effect is today known as the Kondo effect and constitutes an important
example of magnetic atoms interacting with the electronic bath of a metal.
Looking back, these experiments define the beginning of still ongoing efforts at
understanding the interactions of spins with their environment and the resulting
consequences on the behavior of magnetic atoms in different host materials.
Research investigating e.g. excitations of the atoms’ spins or the spin lifetime
were further motivated by potential applications of these systems: The minimal
size of magnetic bits for data storage is limited by thermal excitations of the bit’s
magnetization, that becomes increasingly stronger with decreasing physical size of
the bit. However, single Ho atoms on MgO were shown to exhibit finite lifetimes of
their spin state even at zero magnetic field, pushing the limit for the bit size down
to the atomic level [7]. And while magnetic storage bits have today been mostly
replaced by solid-state drives due to their longer durability and higher speed,
atomic spin systems made their path into a new field of computing. In quantum
computers, the non-degenerate spin levels of individual magnetic systems can
be used as qubits, and basic qubit operations were already demonstrated in e.g.
nitrogen-vacancy centers in diamond [8, 9], single phosphorus atoms in silicon [10–
13], magnetic molecules in electromigrated junctions [14–16], and magnetic atoms
and molecules on insulating surfaces [17–19].
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1 Introduction

Just like the various systems investigated over the years, experimental methods
and techniques to study them similarly cover a wide range of fields in physics:
Tunneling measurements uncover the density of states of magnetic atoms and
spins embedded into insulators in tunnel junctions [20–22] and coupled to the
metallic leads of electromigrated junctions [23]. SQUID (superconducting quantum
interference device) measurements [24–26] and x-ray magnetic circular dichroism
(XMCD) [27, 28] directly probe the magnetization of small magnetic clusters
and even single atoms, and optical fluorescence spectroscopy [29] and transport
measurements [30] were able to indirectly detect changes of the atomic spin states.
One drawback of these techniques when investigating atomic systems is that many
of them can only probe ensembles of dilute magnetic atoms or molecules rather
than individual ones, or cannot control the exact environment of the spins. Scan-
ning tunneling microscopy (STM, also used for “scanning tunneling microscope”)
in contrast is able to produce real space images at the atomic scale and to probe the
electronic structure of single atoms [31, 32]. Scanning tunneling spectroscopy (STS)
experiments measure the differential tunnel conductance between the STM tip
and the sample revealing the local density of states, and signatures consistent with
the Kondo effect in e.g. single Co atoms on various surfaces were detected [33–37].
Other measurements were able to identify excitations between different spin states
of individual atoms and molecules [18, 38–42].
The ability of the STM to move atoms across the surface based on the forces acting
between the STM tip and sample [43, 44] has further opened possibilities to study
interatomic spin coupling in engineered assemblies of magnetic adatoms [45–47].
The manipulation of atoms also plays a crucial role in a very recently proposed
new application of magnetic adatom systems. When coupled to a superconducting
host, the magnetic moments associated with spins act as a pair-breaking potential
and give rise to so-called Yu-Shiba-Rusinov (YSR) states [48–51], which were for
the first time observed on individual Mn and Gd atoms atop of a Nb(110) sur-
face [52]. Coupling these states in chains of magnetic atoms on a superconducting
surface is predicted to result in the formation of a topological superconductor [53–
60]. Edge states in these systems, so-called Majorana zero modes (MZMs) are
topologically protected and might therefore allow for fault-tolerant quantum com-
puting, overcoming the limitation of conventional quantum computers that require
immense efforts to correct computation errors [61, 62]. Such atomically engineered
structures revealing signatures of MZMs were only very recently realized in Mn
atom chains on Nb(110) [63].

The experimental work presented in this thesis is divided into two parts and aims
at contributing to a better or even revised understanding of this large field of
atomic spin systems interacting with their environment: The first part of this
thesis concerns magnetic atoms on normal metal surfaces, more specifically the
system of a single Co atom on the Cu(111) surface. Co atoms on all noble metal
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(111) surfaces were among the first systems that showed signatures in agreement
with the Kondo effect in STM experiments [33–36]. However, a recent theoretical
work suggests that the observed signatures rather originate from spin excitations
in the system, that overlap with a newly proposed many-body state formed by an
attractive interaction of those spin excitations and the conduction electrons [64].
Motivated by this controversy, the experiments presented in this part of the thesis
intend to shine light on the underlying physics of this system.
The second part of this work is dedicated to the investigation of magnetic atoms
on a superconducting surface and of the concomitant YSR states. Although a
variety of coupled spin systems has shown signatures of MZMs [63, 65–68], recent
works also demonstrated that care must be taken to distinguish them from other,
topologically trivial, states [69]. Therefore, in order to be able to both under-
stand and deterministically engineer these complex systems, an understanding
of the underlying building blocks, i.e. the interaction of the adatoms with the
superconducting surface as well as the interatomic coupling, is crucial. These
properties will be investigated for single and coupled Fe atoms on the Nb(110)
surface, providing the basis for more complex structures.

Outline of this thesis

At the beginning of Part I, chapter 2 reviews the basics of magnetism in single
atoms in an anisotropic environment. The fundamental properties of related mag-
netic states and excitations relevant for the first part of this thesis are introduced
and evaluated in light of STM/STS experiments.

In chapter 3, the principles of STM are introduced. In addition, I will specifically
discuss inelastic tunneling spectroscopy as well as spin-polarized STS, techniques
that both are important throughout the presented work. In the final part of that
chapter, the experimental setup used for all presented measurements will be
introduced.

The experimental results of the first part of this thesis will be presented in chapter 4.
After reviewing the current state of experimental and theoretical work on the
Co/Cu(111) system, magnetic field-dependent STS data on single Co atoms will
be presented and discussed. Further, spin-polarized STS will be employed to
assess the spin character of the observed spectroscopic features.

Chapter 5 builds the relevant physical background for Part II of this thesis. The
main ideas of superconductivity will be reviewed within the Bardeen-Cooper-
Schrieffer (BCS) and Ginzburg-Landau theory. Based on these results, I will
present the origin of Caroli-de Gennes-Matricon (CdGM) states in vortices and of
YSR states in the proximity of spin impurities on superconductors, and discuss
the appearance of MZMs in superconducting hybrid systems.
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1 Introduction

Chapter 6 gives a brief overview over the properties of the Nb(110) surface, which
is the platform for the experiments presented in the subsequent chapters.

The properties of the Nb(110) surface are further studied in chapter 7 by inves-
tigating vortices on the surface of the type II superconductor. I will show that
the emerging in-gap CdGM states lead to an apparent anisotropic shape of the
vortices, reflecting the symmetry of the 2D Fermi surface of Nb(110).

In chapter 8, the adatom–surface interaction of single Fe atoms with the Nb(110)
surface will be studied. Strongly adsorption position-dependent YSR states are
revealed and can be consistently matched to Kondo resonances appearing in the
normal state of the surface, demonstrating the close relation between both effects.

The coupling of the Fe atoms is investigated in chapter 9. The hybridized YSR
states in short self-assembled chains and the corresponding wave functions are
analyzed, and will be rationalized in a simple tight-binding model.

Finally, the results obtained in this thesis are summarized in chapter 10 and a brief
outlook is presented.
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the kondo effect and spin excitations

in magnetic atoms on a normal metal

surface





2
Chapter 2

Interactions of Magnetic

Atoms with Normal Metals

This chapter provides a general background on magnetic states and excitations of
single atoms on normal metal surfaces relevant for the experimental chapters 4

and 8. The physical effects that are unique to magnetic adatoms on superconduc-
ting surfaces, which is the main topic of Part II of this thesis, will be introduced in
chapter 5.
In this chapter, I will first briefly review the origin of magnetism in single atoms
and the influence of the presence of a metallic surface on the atoms’ magnetic
moment in section 2.1. Afterwards, I will introduce a formalism that allows to
describe spin excitations in single atoms in section 2.2, followed by a discussion
of the Kondo effect in section 2.3. Both effects play a major role in the results
presented in chapter 4. I will further describe their experimental signatures in
STM measurements in the respective sections, while the principles and technique
of scanning tunneling microscopy will be introduced in chapter 3.

2.1 Magnetism in single atoms

The magnetic moment of an atom in vacuum is determined by the electronic
occupation of the atomic orbitals according to Hund’s rules [70]. For the tran-
sition metal atoms Fe, Co, and Ni, that were studied in different environments
throughout this work, the electronic configuration given in Figure 2.1 exhibits
only partially filled d orbitals, that carry the angular momentum of the atoms,
separated into spin and orbital moments S and L specified in Figure 2.1. The
effect of spin-orbit interaction couples both L and S to a total angular momentum
J, which leads to a total magnetic moment of −gJµB J, with gJ being the Landé-
factor and µB the Bohr magneton. For atoms in the gas phase, the 2J + 1 possible
orientations Jz of this magnetic moment relative to a chosen quantization axis z
are fully degenerate in the absence of an external magnetic field.
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2 Interactions of Magnetic Atoms with Normal Metals

x
y

z

Lz  = +1 +20−1−2

dxy

(a)

dxzdz2dyz d(x −y )
2 2

(b) Fe:  [Ar] 3d6 4s2

S = 2

L = 2

J  = 4

S = 3/2

L = 3

J  = 9/2

S = 1

L = 3

J  = 4

(c) Co:  [Ar] 3d7 4s2 (d) Ni:  [Ar] 3d8 4s2

Figure 2.1: (a) Wave functions of the five 3d orbitals and the corresponding projection
of the orbital momentum onto the z-axis. (b)-(d) Electronic configuration and sketched
occupation of the 3d orbitals for Fe, Co and Ni in the gas phase, respectively, including
their spin, orbital and total angular momentum.

This situation changes when the atoms are placed into an anisotropic environment.
In e.g. a crystal lattice, the orbital motion of the atom’s electrons interferes with
the electrons of the surrounding atoms via an electrostatic field. Due to the
broken rotational symmetry of both the environment and the atomic orbitals (cf.
Figure 2.1), the resulting energy shift varies for different values of Lz. Spin-orbit
coupling translates this effect to the spin moment of the atom, thus finally lifting
the degeneracy of states with different Jz [71]. The same effect occurs for magnetic
atoms placed onto a surface or within the ligands of a molecule, where also
the translation invariance is broken [72, 73]. Additional effects arise when the
magnetic adatoms are coupled to metallic substrates, as this can alter the number
of electrons in the adatom and hence the adatom’s total magnetic moment [73]
and often leads to a reduction of the orbital momentum for 3d atoms [74].

The discussed influences on the atomic magnetic moment can be described in an
effective spin model, that will be introduced in the following section. For this
purpose, all changes to the total angular momentum of the atom when placed into
a metallic environment are absorbed in an effective spin Seff with a multiplicity
of 2Seff + 1. In the discussions in the following sections, the subscript “eff” will
be dropped for simplicity, as the “effective” spin behaves like a “real” spin, i.e. a
quantum mechanical angular momentum, in both theory and experiment. The
interaction of the electrostatic field of the surrounding material is captured by the
so-called crystal field, which will be introduced in the following.
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2.2 Spin excitations

2.2 Spin excitations

Experimentally, the coupling between magnetic adatoms with their environment
can be investigated by exciting the atomic spin S⃗ into states at higher energy and
measuring the excitation energy as a function of an applied external magnetic
field µ0H⃗. The Hamiltonian introduced in the following can in turn be mapped to
the experimentally obtained values, providing insight into the magnitude of the
atom’s magnetic moment as well as the strength and symmetry of the magnetic
anisotropy induced by the substrate.
The effect of the external magnetic field is described by the Zeeman Hamiltonian
and energetically splits the atom’s spin states according to

HZ = −µ0µ⃗ · H⃗ = gµ0µBS⃗ · H⃗. (2.1)

Here, the Landé-factor g might significantly differ from 2 due to the combination
of orbital and spin angular momentum in the effective spin model as well as inter-
actions of the effective spin with itinerant quasiparticles of the environment [75].
The effect of broken inversion symmetry on the spin is described in terms of the
crystal field, acting on the spin as given by the crystal field Hamiltonian

HCF = S⃗ · D · S⃗, (2.2)

where D is a real-valued, symmetric tensor [76]. By choosing the correct coordinate
system, D becomes diagonal with eigenvalues Dxx, Dyy and Dzz. In this case,
Equation (2.2) can be rewritten as [76]

HCF = DS2
z + E

(
S2

x − S2
y

)
, (2.3)

with the uniaxial anisotropy D = Dzz − 1
2(Dxx + Dyy) and the transverse anisotropy

E = 1
2(Dxx − Dyy). From these definitions it is clear that for an axial system, i.e.

Dxx = Dyy, E vanishes and the eigenstates of the system are described by the pure
spin states of the free atom. For E ̸= 0, the new eigenstates are linear combinations
of the free atom’s spin states at energies determined by the eigenvalues of the full
Hamiltonian describing the adatom system:

H = HZ +HCF = gµ0µBS⃗ · H⃗ + DS2
z + E

(
S2

x − S2
y

)
. (2.4)

Exemplarily, the eigenenergies and eigenenstates as a function of a magnetic field
applied along the z-axis are displayed in Table 2.1 and Figure 2.2 as obtained for
a S = 1 system with D, E = 0 (panel (a)), D = −1 meV, E = 0 (panel (b)), and
D = −1 meV, E = 0.3 meV (panel (c)). The values chosen for D and E are similar

9



2 Interactions of Magnetic Atoms with Normal Metals

µ0H (T)
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m
eV

)

Sz = −1

Sz = 0

Sz = +1

µ0H (T) µ0H (T)

1

(a) (c)(b)

1

Figure 2.2: Splitting of the spin levels of a S = 1 system in an external magnetic
field of up to 12 T applied along the z-axis; g was chosen to be 2. (a) D, E = 0, (b)
D = −1 meV, E = 0, and (c) D = −1 meV, E = 0.3 meV. While D shifts levels with
the same absolute spin value |Sz| (cf. panel (b)), E leads to a mixing of spin states and
lifts their zero-field degeneracy (panel (c)). In this case the spin expectation value
indicated in the legend is only valid at high fields, where E is small compared to the
Zeeman energy, such that the mixing of states becomes negligible.

Table 2.1: Composition of the eigenstates φ of the S = 1 system in Figure 2.2(c) at
µ0H = 0. Values present the sign and squared amplitude of the projection of the
eigenstates onto the pure spin states. States are listed by their energy in ascending
order.

Sz = −1 Sz = 0 Sz = +1

φ0 0.5 0 −0.5
φ1 0.5 0 0.5
φ2 0 1 0

to experimentally obtained values for different adatom–substrate systems [42,
77, 78]. As expected for the free spin in panel (a), the magnetic field causes
a Zeeman splitting proportional to the value of Sz. For a finite value of D as
presented in panel (b), an additional zero-field splitting of size DS2

z between states
with different |Sz| is induced. For E ̸= 0, the axial symmetry of the system is
broken and an additional splitting of the energetically two lowest states as well as a
deviation from the linear Zeeman shift is observed in panel (c). The latter is caused
by the earlier mentioned mixing of the pure spin states, which in the presented
example leads to a linear combination of the Sz = +1 and Sz = −1 state with
equal weight at µ0H = 0 (see also Table 2.1). Thus, at µ0H = 0, the expectation
value ⟨Sz⟩ of both states is zero, such that the Zeeman field does induce an energy
shift. Noteworthy, independent on the magnitude of E, the mixing of the free
atom’s spin states is restricted exclusively to states with ∆Sz = ±2 [76].
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2.2 Spin excitations

(b)(a)

Figure 2.3: (a) Topography (scan range: 20 × 10 nm2) and (b) spectroscopy of a single
Mn atom adsorbed onto a layer of aluminum oxide on NiAl(110). At a field of 7 T,
bias voltage-symmetric steps indicate the excitation of the Mn atom’s spin. From
Ref. [38]. Reprinted with permission from AAAS.

The presented model now allows to describe excitations of an atomic spin from an
initial state φi to an excited final state φf. In an STM experiment, spin excitations
conventionally occur by the inelastic tunneling of electrons [79].1 Considering
energy conservation, the excitation can only occur if eUbias ≥ (E(φf)− E(φi)), and
leads to a step in the dI/dU signal of an inelastic scanning tunneling spectroscopy
(IETS) experiment as will be shown in chapter 3. Due to the conservation of
angular momentum, only excitations with ∆Sz = 0,±1 are allowed,2 as the change
in angular momentum of the atom needs to be compensated by a flip of the
electron’s spin. Experimentally, the excitation of an individual atom’s spin was
first observed by A. Heinrich et al. in a Mn atom on a layer of aluminum oxide on
NiAl(110) [38]. The results are displayed in Figure 2.3. Due to the low anisotropy
of the system, the steps in the dI/dU signal indicating the excitation of the Mn
atom’s spin only appear at finite magnetic fields as can be seen from panel (b)
of Figure 2.3. In contrast to this, later measurements by C. F. Hirjibehedin et al.
on Fe/Cu2N reproduced in Figure 2.4 revealed multiple steps already at zero
field, indicative of a large anisotropy of the system and excitations to various
energetically higher spin states, which were well explained by the effective spin
model [77]. The height of the differential conductance steps reflects the transition
probability between φi and φf and is quantified by

|Mif|2 =
1
2
| ⟨φf|S−|φi⟩|2 +

1
2
| ⟨φf|S+|φi⟩|2 + | ⟨φf|Sz|φi⟩|2 , (2.5)

1 A more recent technique to detect spin excitations in single atoms in STM is electron spin
resonance, relying on the absorption of microwave photons that excite the spin. The spin change
is then detected with a spin-polarized tip [39]. The extremely high energy resolution of this
technique allows even the detection of excitations of the nuclear spin [80].

2 Excitations with ∆Sz = 0 can occur for finite values of the transverse anisotropy E when both
ground and excited states are linear combinations of the same free atom’s spin states [76].
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2 Interactions of Magnetic Atoms with Normal Metals

(a) (b)

Figure 2.4: (a) Spin excitation spectra of a single Fe atom atop a layer of Cu2N on
Cu(001) at various in-plane fields. Excitations at 0 T reveal the strong magnetic
anisotropy of the system. (b) Fit of the spin Hamiltonian in Equation (2.4) (lines) to
the excitation energies extracted from the experiment (arrows/dots in (a)/(b)). The
different excitations from the ground to the nth excited state are labeled “0 → n”.
From Ref. [77]. Reprinted with permission from AAAS.

where Mif is the tunneling matrix element as will be introduced in chapter 3,
and S+ and S− are the spin raising and lowering operators acting on the atom’s
spin [77, 79].
In spin-averaged STS measurements, the resulting spectrum is symmetric with
respect to zero bias. This picture changes in experiments conducted with spin-
polarized tips (see also section 3.1.2), where the conservation of angular momen-
tum leads to an asymmetry between the step heights at positive and negative
bias and allows to assign a spin character to the observed spin excitations [81].
The sketch in Figure 2.5 illustrates the spin excitation process for a S = 1/2
adatom in an external magnetic field that fixes the ground state spin orientation
at Sz = −1/2. The excitation of the atom’s ground state to the excited Sz = +1/2
state requires the tunneling electrons to flip their spin in the opposite direction, i.e.
from “up” to “down”, to conserve the total angular momentum of the system. For
a spin-averaged tip with equal density of states (DOS) for both spin channels, this
process is equally likely to occur for electrons tunneling from the surface to the
tip at negative bias voltage and from the tip to the surface at positive bias voltage.
The conductance spectrum is therefore symmetric around zero bias as measured
on a Mn atom on Cu2N/Cu(001) and displayed in Figure 2.5(d).3

3 Mn on Cu2N/Cu(001) is a S = 5/2 system with almost vanishing anisotropy [45]. In a
spin-polarized measurement, the only detectable excitation from the Sz = −5/2 state to the
Sz = −3/2 state behaves equivalently to a S = 1/2 system.
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2.2 Spin excitations

(c)(b)(a)

(f)

µ
0H

(d) (e)

Figure 2.5: (a)-(c) Illustration of the spin excitation process of a magnetic adatom in
an external magnetic field for a spin-averaged tip and spin-polarized tips oriented
parallel and antiparallel to the field, respectively. (d)-(f) Corresponding spectra as
measured on top of a Mn atom on a layer of Cu2N on Cu(001). The extracted tip
polarization ηt is indicated. (d)-(f) reprinted from Ref. [81] under a Creative Commons 3.0
License (CC BY-NC-SA 3.0 [82]).

Panels (b) and (c) in Figure 2.5 illustrate why this symmetry is broken for spin-
polarized tips: Identically to the spin excitations with a spin-averaged tip, the
tunneling electrons change their spin from “up” to “down” in the process. This
means that for an inelastic tunneling process at negative bias, i.e from the sample
to the tip, the electron spin at the tip position is “down”, while for tunneling at
positive bias, i.e. from tip to sample, the electron spin must be “up” at the tip
position to be able to excite the adatom’s spin. Therefore, if the tip polarization in
the relevant energy range is parallel to the adatom’s ground state spin orientation
(“down”) (panel (b)), inelastic tunneling can only occur at negative bias, as there
are no “spin-up” electrons available that could tunnel from the tip to the surface.
In reality, the spin polarization is never 100 %, such that the spin-polarized IETS
signal exhibits a large step at negative bias, but also a reduced step at positive bias
(cf. panel (e)). The opposite is true for tips polarized antiparallel to the adatom’s
ground state (panel (c)). Here, electrons with spin “down” that would be the
result of spin excitations at negative bias, can not enter the tip DOS, resulting in a
reduced spectral weight of the IETS step at U < 0, as presented in panel (f).
It is important to note that these measurements do not reflect spin-resolved
measurements of the sample’s local density of states (LDOS), but are rather a
result of selection rules for the spin excitation process [81]. Nevertheless, it is
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2 Interactions of Magnetic Atoms with Normal Metals

common to assign a majority (minority) character to those spin excitations that
show an increased (decreased) weight when measured with a tip exhibiting a
spin-polarized DOS that is dominated by majority electrons at the Fermi energy EF.
In the presented scenario of a S = 1/2 system the majority spin excitation hence
occurs at negative bias, while the minority spin excitation appears at positive
bias. Generally, this holds if Sz is increased in the excitation process whereas the
picture is reversed if Sz is decreased. Further, one finds that all spin excitations
with majority character shift to lower bias voltages with increasing field strength,
while the opposite is true for minority excitations.
This illustrative derivation of the dependence of the excitation spectrum on the tip
polarization ηt is expressed in the extension of the tunneling matrix element in
Equation (2.5) to account for the tip polarization [79]:

U > 0 : |Mif|2 =
1 + ηt

2
| ⟨φf|S−|φi⟩|2 +

1 − ηt

2
| ⟨φf|S+|φi⟩|2 + | ⟨φf|Sz|φi⟩|2 ,

(2.6)

U < 0 : |Mif|2 =
1 − ηt

2
| ⟨φf|S−|φi⟩|2 +

1 + ηt

2
| ⟨φf|S+|φi⟩|2 + | ⟨φf|Sz|φi⟩|2 .

(2.7)

Equations (2.6) and (2.7) were successfully applied to measurements on e.g. Mn
atoms on Cu2N/Cu(001) [81], and nickelocene molecules adsorbed on an STM
tip [83].

2.3 The Kondo effect

In the previous section, the effect of the conduction electrons interacting with
a magnetic adatom was restricted to the rise of anisotropy in the system, and
potential changes of the atom’s magnetic moment and Landé-factor were ab-
sorbed in the effective spin model. However, many-body interactions between
the conduction electrons and the adatom can lead to the complete screening of
the adatom spin, accompanied by the appearance of a new electronic state at the
Fermi level. In the following, this effect known as the Kondo effect [3] will be
qualitatively introduced within the Anderson model of a spin 1/2 impurity [84].
In the second part of this section, the experimental signatures of the Kondo effect
will be discussed. An extensive review of the Kondo effect in STM experiments is
given in Ref. [85].
In the Anderson model, the singly occupied spin-carrying d orbital of the mag-
netic adatom is located below the Fermi level at an energy Ed, as displayed in
Figure 2.6(a). Double occupation of this orbital shifts the second electron’s en-
ergy by the Coulomb repulsion U above the Fermi level, such that the adatom’s
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(a) (b) (c)
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EF

Ed

Ed + U

(d)
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adatom/
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Figure 2.6: (a)-(c) Illustration of the Anderson model describing the spin-flip processes
involved in the screening of the S = 1/2 impurity spin and the formation of the
Kondo resonance at the Fermi level. (d) An external magnetic field leads to the
splitting of the d levels, resulting in a splitting of the Kondo resonance away from EF.
Arrows indicate the spin polarization of the split resonances.

ground state is a doublet state with S = 1/2. Within the Heisenberg uncertainty
relation, the adatom can undergo a spin-flip at zero energy cost as illustrated in
Figure 2.6(b) and (c): For a short time, the d level can either be doubly occupied
by transferring an electron with opposing spin from the electronic bath of the
substrate to the adatom, or emptied, by transferring the electron from the d level
to the substrate. In the next step the electron with opposing spin occupies the
d level while the other electron enters the surface electronic bath. Multiple of
these spin-flip processes lead to a net zero and hence effectively screened atomic
spin and create a new electronic state at the Fermi level, the so-called Kondo or
Abrikosov-Suhl resonance [4–6]. It can be shown that the physics of the Kondo
effect is defined by the Kondo temperature TK, which is given by

kBTK ≈
√

2U
∆
π

exp

(
− π

2∆

(∣∣∣∣ 1
Ed

∣∣∣∣+ ∣∣∣∣ 1
Ed + U

∣∣∣∣)−1
)

= Γ, (2.8)

and also defines the width Γ of the Kondo resonance. Here, ∆ is the width of the
d level in the Anderson model [86]. Further analysis of the system shows that
the resonance position can be shifted from EF if the average filling level nd of the
d level differs from 1, as it is the case in a non-electron–hole symmetric system. In
that case, the center of the resonance EK is given by [86]

EK = Γ tan
(π

2
(1 − nd)

)
. (2.9)

The occurrence of this (close to) zero-energy state also explains the increasing
resistivity at low temperatures, that is observed in metallic alloys containing
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2 Interactions of Magnetic Atoms with Normal Metals

magnetic impurities [1]: The emergence of the Kondo resonance at the impurity
sites below TK constitutes new scattering centers for the conduction electrons and
hence results in a minimum of the measured resistivity at TK.
Applying an external magnetic field to the Kondo system leads to the splitting of
the Kondo resonance as is displayed in Figure 2.6(d) [87]. For µ0H ̸= 0, the d levels
are not degenerate anymore, hence spin-flips either require or release energy
determined by the Zeeman Hamiltonian defined in Equation (2.1). Accordingly,
the zero-energy state is split and each resonance is shifted by ±gµBµ0H. Both
states are fully spin-polarized, with the majority (minority) state moving to lower
(higher) energies with increasing field as has been experimentally demonstrated
by K. von Bergmann et al. on a single Co atom atop a Cu2N layer on Cu(001) [78].
Originally, J. Kondo derived the first understanding of the Kondo effect from the
so-called s − d model [88–92], which describes the interaction of the 4s conduction
electrons of e.g. Cu with the spin carrying d orbitals of the transition metal atoms.
The Hamiltonian describing the s − d model consists of a term accounting for the
exchange coupling J between the conduction electrons’ spin s⃗ and the impurity
spin S⃗ and a term accounting for the spin-independent potential scattering V of
the conduction electrons at the impurity:

Hs−d = − J⃗s · S⃗ + V1. (2.10)

In the limit of small impurity–substrate interaction, the Anderson model can be
transformed into the s − d model via the Schrieffer-Wolff transformation introduc-
ing the effective scattering potentials

J =
2
π

∆2
(

1
Ed

− 1
Ed + U

)
, V = − 2

π
∆2
(

1
Ed

+
1

Ed + U

)
, (2.11)

valid for energies E ≪ |Ed|, |Ed + U| [86, 93]. For a spin 1/2 impurity, necessarily
Ed < 0 and Ed + U > 0, such that J is always smaller than zero, ensuring an
antiferromagnetic coupling between the conduction electrons at the Fermi level
and the impurity spin. This antiferromagnetic coupling ultimately leads to the
screening of the impurity spin at T < TK and results in the appearance of the
Kondo resonance.
The s − d model allows to also describe systems with larger spin and is further
employed for the description of spins on superconducting surfaces, which is the
main topic of the second part of this thesis.
In an STM experiment, one might at first sight expect that the Kondo resonance
can simply be detected by a dI/dU measurement atop the magnetic atom that
should reveal the Lorentzian Kondo resonance in the sample LDOS. However,
tunneling electrons can not only tunnel into the Kondo state, but also into states
of the surface or into atomic orbitals at the same energy [85, 94]. The interference
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Figure 2.7: (a) Possible line shapes of the Fano resonance for different values of q.
(b) Fano-like features observed in the differential conductance atop Co atoms on
Cu(001) and Cu(111). (c) Spectroscopic measurements (black curves) of overlapping
spin excitations (steps) and a Kondo resonance (peak) in an external field measured
atop a Co atom on Cu2N/Cu(001). The external field splits the Kondo resonance
and gives rise to further spin excitation at the same energy. (a) Adapted from Ref. [85].
(b) Reprinted with permission from Ref. [35]. Copyright ©2002 by the American Physical
Society. (c) Reprinted by permission from Springer Nature: Ref. [37], Copyright ©2008.

of these two paths can be shown to result in the appearance of a so-called Fano
resonance [95] in dI/dU spectra measured above a Kondo impurity. As presented
in Figure 2.7(a), this resonance, given by

dI
dU

= ρ0 + A
(q + ε)2

1 + ε2 , ε =
eU − EK

Γ
, (2.12)

can take a variety of shapes determined by the form factor q, which approaches
zero, when the tunneling occurs mainly via the states in the surface and takes on
large values if the tunneling dominantly occurs via the Kondo resonance. The full
range of curves has been observed in STM experiments as displayed in Figure 2.7(b)
and (c). Yet, this variety of shapes complicates the clear identification of the Kondo
effect in a single dI/dU measurement as e.g. similar curves originating from the
inelastic excitation of vibrational modes were observed when a single hydrogen
atom bound to a metallic adatom [96]. This ambiguity also motivated the research
presented in chapter 4, re-investigating Co atoms on noble metal (111) surfaces,
one of the first ever reported Kondo systems in STM [33–36].
Finally, it should be mentioned that while especially early works widely used
the Fano line to describe potential Kondo resonances in STM experiments [33–36,
97], later works increasingly employed the so-called Frota line [98, 99]. This
phenomenological line shape exhibits an improved fit to the results of numerical
renormalization group calculations of the Kondo effect and was also shown to
yield a better agreement with experimental data when compared to the Fano
line [100, 101]. However, this is not true for the cases of Co atoms on noble
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metal (111) surfaces [102], such that the Fano line is continued to be used to
describe the zero-bias feature in STS data in these systems.
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3
Chapter 3

Investigating Electronic

and Magnetic Properties on

the Atomic Scale by

Scanning Tunneling

Microscopy

The invention and realization of the scanning tunneling microscope by G. Binnig,
H. Rohrer, Ch. Gerber, and E. Weibel in the early 1980s [31, 32] opened new
possibilities in the field of surface science, allowing for the first time to study
topographic and electronic properties at the atomic scale. In this chapter I will
introduce the basics of scanning tunneling microscopy in section 3.1, including
inelastic tunneling spectroscopy (IETS) and spin-polarized STM. More details on
the principles of STM can be found in e.g. Refs. [103, 104]. In the second part of
this chapter in section 3.2, I will present the experimental setup used in this work.

3.1 Basics of scanning tunneling microscopy

The working principle of an STM relies on the quantum mechanical tunneling of
electrons through the vacuum barrier between a metallic tip and a conducting
surface, which is defined by the work function ϕ. If this barrier is sufficiently
low, electrons can tunnel through the junction, resulting in a finite net tunneling
current if a bias voltage U ̸= 0 is applied between tip and sample. The resulting
tunneling current depends exponentially on the tip–sample distance z as

I(z) = I0e−2κz, (3.1)

where κ is given by
√

2mϕ/h̄ for sufficiently small voltages eU ≪ ϕ. For a typical
value of 5 eV for ϕ, one obtains κ ≈ (0.1 nm−1). Therefore, height differences
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3 Scanning Tunneling Microscopy

Figure 3.1: Sketch of the basic setup of
an STM. The bias voltage U applied to
the sample leads to a tunneling current I
between tip and sample. In a standard
topography measurement, the tunneling
current is kept at a fixed value by adjust-
ing the tip–sample distance via a feed-
back loop. The tip is moved by a piezo
tube which can be stretched or bent by
applying a voltage to the contacts on the
tube.

I

z

feedback

tip

piezo tube

sample

x,y

U

on the scale of an atomic diameter can be detected on a surface by measuring
the tunneling current at a fixed tip height. In practice, rather than fixing the tip–
sample distance, the tunneling current is kept constant by adjusting the tip height
via a feedback loop, such that the height profile of the sample is translated to the
relative tip displacement. This allows to keep a stable measurement signal and
prevents unintended contact of tip and sample at surface features higher than the
tip–sample distance. To acquire a 2D image, the tip is scanned across the surface.
Experimentally this is most commonly realized via a piezo-electric tube, which
can be elongated or bent by applying a voltage to metallic contacts on the tube’s
surface, thereby changing the tip’s z and x, y-position, respectively. A sketch of
such a setup is presented in Figure 3.1.
While the above description yields an intuitive understanding of the topographic
capabilities of an STM, it entirely neglects the influence of the tip and sample band
structure on the tunneling current. J. Bardeen’s tunneling theory [105] explicitly
includes the electronic states of both tip and sample into the description of the
tunneling process. Although both wave functions need to overlap to allow elec-
trons to tunnel, the states entering the theory are assumed to be the unperturbed
tip and sample states, which yields satisfactory results for the description of most
STM measurements. Solving the time-dependent Schrödinger equation one finds
that the tunneling rate of an electron tunneling from state ψµ with energy Eµ in
the tip into state ψν with energy Eν in the sample is

Tµ→ν =
2π

h̄
∣∣Mµν

∣∣2 δ(Eµ − (Eν − eU)). (3.2)

Here, U is considered to be applied to the sample, shifting the sample’s states
by −eU with respect to the Fermi level of the tip. The tunneling matrix element
defined as [104]

Mµν =
h̄2

2m

�
Σ

ψµ∇ψ∗
ν − ψ∗

ν∇ψµdS⃗ (3.3)
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contains the overlap of the wave functions and implicitly the exact shape of the
tunnel barrier which defines the amplitude and gradient of the wave functions at
the interface Σ between the electrodes and hence determines the probability of
an electron to tunnel between the two states. Often, the tunneling matrix element
is assumed to not depend on the exact states that participate in the tunneling
process, but only on the states’ energy. This simplification then allows to integrate
over all energies, to derive the tunneling current from tip to sample and vice
versa without explicitly considering the individual states. The limitations of this
simplification will be discussed below. Considering that tunneling can only occur
from occupied into empty states and introducing the tip and sample LDOS ρt and
ρs, respectively, as well as the Fermi-Dirac distribution f (E), one obtains

It→s =
2πe

h̄

� ∣∣Mµν

∣∣2 ρt(Eµ)ρs(Eν) f (Eµ)(1 − f (Eν))δ(Eµ − (Eν − eU))dEµdEν

(3.4)

Is→t = −2πe
h̄

� ∣∣Mµν

∣∣2 ρt(Eµ)ρs(Eν)(1 − f (Eµ)) f (Eν)δ(Eµ − (Eν − eU))dEµdEν.

(3.5)

The total tunneling current is then given by the sum of Equations (3.4) and (3.5).
Integration over Eµ yields

I(U) =
2πe

h̄

�
|M(E)|2 ρt(E − eU)ρs(E)( f (E − eU)− f (E))dE. (3.6)

Neglecting M(E) for the moment, one finds that the tunneling current at positive
bias voltage is determined by the convolution of all filled tip states in the interval
[EF − eU, EF] with the empty sample states in [EF, EF + eU]. The opposite holds
for negative bias voltages, as illustrated in Figure 3.2.
J. Tersoff and D. R. Hamann further simplified Equation (3.6) by considering
an s-wave-like tip wave function [106, 107]. In this approximation, the energy
dependencies of the tunneling matrix and the tip DOS in Equation (3.6) vanish,
resulting in

I(U) ∝ ρt

�
ρs(E, z = zt)( f (E − eU)− f (E))dE, (3.7)

where the tunneling current is simply determined by the integral over the sam-
ple LDOS at the position of the tip zt. For E ≪ ϕ, one can approximate
ρs(E, z = zt) ≈ ρs(E, z = 0) exp(−2κzt), which allows to interpret experimental
results as a direct measurement of the sample LDOS. As will be discussed at the
end of this section, this does not hold for e.g. large bias voltages or non s-wave
like tip states.
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Figure 3.2: Tunneling through a vacuum barrier. For (a) U = 0, the Fermi levels of tip
and sample are aligned such that no net tunneling current can flow. For (b) U > 0,
the electrons from occupied tip states flow into unoccupied states of the sample, the
opposite applies for (c) U < 0. The red arrows indicate the tunneling direction of
electrons. The arrows’ lengths indicate the strength of the tunneling current at a
specific energy, which depends on the sample’s LDOS as well as the energy difference
to the vacuum level.

From Equation (3.7) it is easy to deduce that in the chosen approximation of
a constant tip DOS and an energy-independent tunneling matrix element, the
derivative of the tunneling current at a given bias voltage U is directly proportional
to the sample LDOS at EF + eU:

dI
dU

(U) ∝ −ρt

�
ρs(E) f ′(E − eU)dE. (3.8)

The convolution of ρs with the derivative of the Fermi-Dirac distribution given by

f ′(x) = − 1
4kBT

sech2
(

x
2kBT

)
. (3.9)

leads to a broadening (full width at full maximum, FWHM) of all features in the
sample LDOS by about 3.5kBT in the dI/dU signal.
This finding, that by measuring the differential conductance one has local access
to the density of states of the sample within a spatial resolution of < 1 nm,
demonstrates one of the greatest potentials of scanning tunneling microscopy and
is commonly referred to as scanning tunneling spectroscopy (STS). Experimentally,
STS measurements are usually performed using a lock-in amplifier and applying
a small ac modulation voltage Umod that is added to the DC bias voltage.
The thermal broadening of the obtained conductance spectra generates the need for
low temperatures in STS measurements, as already a temperature of 4.2 K causes
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a broadening of all spectroscopic features by 1.3 meV, comparable to e.g. the size
of the superconducting gap of Nb. As will be shown in chapter 8, additionally
to lower experimental temperatures the issue of temperature broadening can be
reduced by using superconducting tips.
Finally, the limitations of the simplifications made in the preceding derivation of
especially Equation (3.8) need to be discussed: First, the energy independence
of the tunneling matrix element only holds for small bias voltages. States at
higher energies have a longer decay range into the vacuum, as they effectively
experience a reduced barrier height. Thus, electrons at higher energies have a
larger probability to tunnel than those close to EF − eU, as already indicated in
Figure 3.2. This also leads to the effect that for U > 0, predominantly sample
states are probed, while for U < 0, mostly the tip DOS determines the shape
of the conductance spectrum [103] (see also Figure 3.2). Another effect that was
neglected so far is the dependence of the tunneling barrier height on the in-plane
momentum k∥ of the tunneling electrons. One can show that the conservation of
k∥ in the tunneling event leads to an increase of the effective tunnel barrier by
h̄2k∥/2m∗, where m∗ is the effective mass of the electrons [103]. Hence, STM and
STS experiments are most sensitive to states close to the Γ point of the surface
Brillouin zone, where k∥ ≈ 0, an effect that will be relevant in the discussion of the
experimental results in chapter 7. Last, the orbital character of the tip and sample
states cannot be neglected and has been shown to often differ from the s-wave
character assumed by Tersoff and Hamann. For the commonly used tungsten tips,
d orbitals protruding from the tip apex dominate the tunneling [108], and tips
functionalized with a CO molecule at the tip apex, which will be introduced in
chapter 9, are characterized by degenerate px and py orbitals [109]. As shown by
C. J. Chen, it is crucial to consider tunneling from these non s-wave tip orbitals to
explain the experimentally observed increased spatial resolution in comparison to
that predicted by Tersoff and Hamann [110, 111].

A brief nomenclature of measurement modes employed in this thesis

Here, the most important measurement modes employed throughout this work
are briefly introduced:

• Constant-current topography: All topographic measurements in this thesis
were performed in a constant-current mode at fixed bias voltage, were
the tunneling current is kept constant by the feedback loop of the STM
controller and the topographic information is encoded in the resulting
relative vertical tip displacement. The resulting images were treated in
WSxM [112] and Gwyddion [113].

• Differential conductance spectrum: Single point spectra show the measured
differential conductance over a given bias range. All spectra presented
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Figure 3.3: (a) Sketch of an inelastic tunneling process where an electron excites a
mode with excitation energy h̄ω in the gap of the tunneling junction. (b)-(d) The
resulting tunneling current, dI/dU, and d2 I/dU2 signal, respectively. The blue part
originates from elastic tunneling events, the red part reflects the inelastic tunneling.
At ±h̄ω a (b) current onset, (c) conductance steps, and (d) a dip/peak become visible
in the respective signal.

in this thesis were recorded with open feedback loop, i.e. at a fixed tip–
sample distance determined by the initial current and bias voltage setpoint.

• dI/dU map: Differential conductance maps display the change of the spatial
variation of the dI/dU signal at a fixed bias voltage. They are usually
recorded by scanning the tip over the surface at a fixed bias voltage and
tunneling current. As will be shown in chapter 7, this can lead to set-point
artifacts, which can be avoided by measurements with a fixed tip–sample
distance.

• Line and full grid spectroscopy: Multiple single point spectra recorded along
a line or on a 2D grid. Cuts at a fixed bias voltage yield maps of the
differential conductance.

3.1.1 Inelastic tunneling spectroscopy

The derivation of the tunneling current in the previous section assumed an elastic
tunneling of the electrons through the junction, reflected in the δ-function in
Equation (3.2). However, if the electrons can induce an excitation of energy h̄ω
of a system inside the junction, they can tunnel inelastically, such that their final
state differs by an energy of −h̄ω from the initial state. The process is sketched
in Figure 3.3(a). In this case, the δ-functions in Equations (3.4) and (3.5) must
be changed to δ(Eµ − (Eν − eU + h̄ω)) and δ(Eµ + h̄ω − (Eν − eU)), respectively.
Assuming a constant tip and sample LDOS within the energy region of interest,
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3.1 Basics of scanning tunneling microscopy

the resulting inelastic tunneling current is given by [114]

Iinel =
σinel

e

�
f (E − eU + h̄ω)(1 − f (e)) + ( f (E − eU − h̄ω)− 1) f (E)dE (3.10)

=
σinel

e
kBT

(
xex

ex − 1
− x′ex′

ex′ − 1

)
, (3.11)

with x = (eU − h̄ω)/kBT and x′ = (−eU − h̄ω)/kBT. As illustrated in Fig-
ure 3.3(b), the inelastic tunneling current thus increases linearly above the ex-
citation energy. This can be understood as the opening of a new, the inelastic
tunneling channel at |eU| = h̄ω. In practice one measures the differential conduc-
tance or second derivative of the tunneling current, which are characterized by
steps or peaks/dips at the excitation energy, respectively:

dIinel

dU
= σinel

(
ex(ex − x − 1)

(ex − 1)2 +
ex′(ex′ − x′ − 1)

(ex′ − 1)2

)
(3.12)

d2 Iinel

dU2 = σinel
e2

kBT

 ex (ex(x − 2) + x + 2)

(ex − 1)3 −
ex′
(

ex′(x′ − 2) + x′ + 2
)

(
ex′ − 1

)3

 (3.13)

The finite temperature leads to a broadening of the peaks in Equation (3.13) with
a FWHM of 5.44kBT. Inelastic tunneling spectroscopy hence allows to determine
excitation energies of systems inside the STM junction by detecting electron–hole
symmetric peaks/dips in a d2 I/dU2 measurements as sketched in Figure 3.3(d).
Such excitations via inelastic tunneling of electrons were for the first time ob-
served in planar Al-AlOx-Pb junctions containing CH3COOH molecules, whose
vibrational modes could be matched to the observed peaks in the d2 I/dU2 spec-
trum [115]. In STM junctions, IETS was used to detect vibrational modes of
individual molecules [116, 117], phonons [118], and magnetic excitations [38, 45,
77] as already presented in section 2.2.

3.1.2 Spin-polarized scanning tunneling spectroscopy

Another important extension to standard STM is spin-polarized scanning tunnel-
ing microscopy and spectroscopy (SP-STM/SP-STS) [119]. SP-STM and SP-STS
allow to probe the magnetic structure and spin-resolved LDOS of surfaces (e.g.
Refs. [120–123]) as well as to determine the spin character of magnetic excitations
in single atoms, molecules, and small clusters [78, 81, 83, 124, 125].
The tunneling magneto resistance, an effect discovered 10 years before the inven-
tion of the STM, causes the tunneling current between to ferromagnets separated
by an insulating barrier to depend on the relative alignment of the magnetization in
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Figure 3.4: Sketch of the spin-polarized two current model for a magnetic tip and
sample in the Stoner model. For elastic tunneling, electrons maintain their spin in
the process, such that the “spin up” and “down” electron current can be considered
separately. Due to the larger LDOS for the majority electrons, the tunneling current
for (a) a parallel magnetization of both tunneling contacts, i.e. same direction of the
majority spin, is larger than for (b) an antiparallel magnetization of tip and sample.

both electrodes [126]. To explain the effect, it is helpful to study the spin-resolved
DOS of both electrodes, presented in Figure 3.4 in a simplified Stoner-model. In
the case of elastic tunneling of the electrons the angular momentum is conserved,
such that tunneling of “spin up” and “spin down” electrons needs to be consid-
ered separately [126]. As illustrated in Figure 3.4, the increased overlap of the
occupied tip and unoccupied sample states for the parallel alignment of tip and
sample magnetization in panel (a) leads to a higher tunneling current compared
to the antiparallel alignment displayed in panel (b).
This finding can be expressed mathematically by introducing the spin-polarized
LDOS m⃗t,s(E) that contains the number as well as the average orientation (po-
larization) of the electrons’ spins at a given energy. The tunneling conductance
extending the Tersoff-Hamann model to the spin-polarized case is then given
by [127]

dI
dU

(U) ∝ ρtρs(EF + eU) + m⃗tm⃗s(EF + eU). (3.14)

The scalar product m⃗tm⃗s accounts for arbitrary relative polarization directions
between tip and sample with angle θ. Introducing the tip and sample polarization

ηt,s =
ρ↓t,s − ρ↑t,s

ρ↓t,s + ρ↑t,s
, (3.15)

Equation (3.14) can be rewritten as

dI
dU

(U) ∝ ρtρs(EF + eU)(1 + ηtηs(EF + eU) cos θ). (3.16)
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3.1 Basics of scanning tunneling microscopy

Equation (3.16) demonstrates how magnetic tips can be used to image e.g. magnetic
domain walls, which exhibit a changing contrast between domains with a parallel
and antiparallel alignment with respect to the tip polarization in dI/dU maps. SP-
STS further allows to determine the spin character of specific electronic states such
as the (Zeeman-split) Kondo resonance [78] (see also section 2.3) or of magnetic
excitations [81]: If the tip polarization is aligned parallel to the majority states in
the sample, the latter show an increased intensity of the conductance signal in
comparison minority states. For magnetic excitations such as the spin excitations
of a single magnetic adatom, the assignment of the spin character is more intricate
as was already discussed in section 2.2. The concomitant spin-flip of the tunneling
electrons in these excitations in combination with the bias-dependent tunneling
direction of the electrons results in an asymmetric weight of the observed inelastic
conductance steps at positive and negative bias. Although IETS does not probe
the samples LDOS and the observed asymmetry in the SP-IETS measurements is
rather a manifestation of selection rules of the excitation process, it is common to
assign a bias-dependent majority and minority spin character to the excitations (cf.
section 2.2). In the limit of an energy-independent tip DOS, one can even quantify
the states’ or excitations’ polarization by measuring the STS signal in the parallel
and antiparallel alignment of tip and sample:1

ηs(U) =
dI/dU↓↓(U)− dI/dU↑↓(U)

dI/dU↓↓(U) + dI/dU↑↓(U)
. (3.17)

In a real measurement, ηt(E) is never constant, since equivalent to the sample, the
tip polarization depends on the spin character of the contributing bands. Hence a
careful characterization of the tip polarization on a known sample is necessary and
a quantitative determination of the sample polarization is usually only possible in
a narrow energy range where ηt ≈ const. is a valid approximation.

Experimentally, spin-polarized tips are realized by the deposition of thin films
of ferromagnetic or antiferromagnetic materials such as Fe or Cr onto the tip
apex [128, 129], or by picking up magnetic clusters [130] or single atoms [124]
from a surface onto the tip. For the latter, the magnetic anisotropy of the tip is
often small and it is necessary to apply an external magnetic field to stabilize the
magnetization direction of the tip.

1 For the Zeeman split Kondo state or spin excitations, both configurations can be probed in a
single measurement, with the majority and minority state/excitation appearing at opposite bias
voltages. For e.g. exchange-split bands in the surface, it is however necessary to measure in
different domains or to switch the tip or sample magnetization with an external magnetic field.
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3 Scanning Tunneling Microscopy

Figure 3.5: Technical drawing
and photograph of the STM
in the 1 K system. The phos-
phor bronze body hosts a Pan-
style STM, which is driven
by three piezo stacks pressed
against a sapphire prism that
contains the scanner. Rails on
the side of the STM body are
mounted on springs inside the
cryostate, the foam on these
rails damps the eigenmotion
of the created pendulum. Pho-
tograph reprinted with permis-
sion from Ref. [132].

sample slot

STM body

leaf spring
and stamp

scanner unit

piezo stacks
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tip

3.2 Experimental setup

All measurements presented in this thesis were performed in the “1 K system”
that will be briefly presented in the following. The system was originally set up
by Oliver Storz; the current STM was later built and installed by Stefan Wilfert.
More details on the STM, the cryostat as well as the UHV system can be found
in the respective PhD theses [131, 132]. The UHV system was heavily modified
during this work to especially facilitate sample transfer.
A technical drawing of the STM in the 1 K system is presented together with a
photograph in Figure 3.5. The STM is a Pan-style STM [133] integrated into a
phosphor bronze body. The coarse motion is actuated via three pairs of piezo
stacks (PI Ceramic GmbH) that press onto a sapphire prism. The STM’s piezo
scanner tube is glued into the prism and allows for a maximum x/y scan range
of ∼ 2.8 µm and a z stroke of ∼ 500 nm at 4.2 K. All tips used throughout the
presented work were electrochemically etched from 0.375 mm tungsten wire (Plano
GmbH) in a 2 molar NaOH solution. The STM is controlled by a Nanonis SPM
controller (SPECS Surface Nano Analysis GmbH). The tunneling current is amplified
by a Femto DLPCA-200 low noise current amplifier and a SR810 lock-in amplifier
(Stanford Research Systems) was used to perform STS measurements.
The STM is integrated into a 4He cryostat from CryoVac GmbH & Co KG. By
pumping on separated He pots situated below the main He tank it is possible to
cool the STM down to ∼ 1.3 K. The cryostat is equipped with a superconducting
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3.2 Experimental setup

magnet coil with a maximum field of 12.5 T which is applied perpendicular to
the sample surface in the STM. To both be able to reach minimum temperatures
in the STM and to apply the maximum magnetic field to the sample, the STM is
moved to the magnet center to the “measuring position”, while in the “exchange
position” the STM is fixed below the magnet allowing to exchange tips and
samples with visual access to the STM. In the “measuring position” the STM
hangs on CuBe springs, the second damping stage of the system. The cryostat
itself is supported by three pneumatic vibration isolators (Newport). This allows
to achieve a minimum noise of ∼ 1 pm in a topography measurement. For more
details especially on the integration of the STM into the cryostat I refer to the PhD
thesis of Oliver Storz [131].
A critical characteristic of an STM, especially when investigating low-bias features,
is the electronic temperature of the system, as it can strongly differ from the
thermodynamic temperature measured by the temperature sensors mounted to
the STM sample slot. One important source for additional high frequency noise
that causes the elevated electron temperature is radiation from electronic devices,
which must be minimized by appropriate filtering or by switching off the devices
not needed during the measurement. In the presented system these measures
led to a minimum effective temperature of 1.8 K as was shown by fits of the
superconducting gap on Nb(110) (cf. chapter 6). Presumably electronic filters at
low temperature but also better filtering at the in- and outputs on the cryostat
could further reduce this value.
The cryostat with the STM is integrated into a UHV system consisting of three
chambers used for sample preparation, and a small load lock chamber to introduce
tips and samples into the system. A technical drawing of the entire system is
presented in Figure 3.6. While inside the STM chamber the minimum pressure is
< 1 × 10−10 mbar, it is < 5 × 10−10 mbar in the preparation system. The latter is
equipped with an Ar+-ion sputter gun, a radiative (T ≤ 600 ◦C) heater, and a DC
heater as well as an electron-beam heating stage (T > 2500 ◦C) for the preparation
of clean sample surfaces. Effusion cell and electron-beam evaporators for the
deposition of metals or semimetals and -conductors as well as materials with
high vapor pressure are mounted onto preparation chambers I and II, respectively.
Additionally, single atoms and molecules can be deposited in-situ onto the cold
sample inside the STM, with the sample temperature ranging from 4.2 K to ≲ 15 K.
In addition to the STM, a LEED/AES (low-energy electron diffraction/Auger
electron spectroscopy) optics from SPECS Surface Nano Analysis GmbH allows for a
fast characterization of sample cleanliness and film growth quality and is mounted
to the preparation chamber II.
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Figure 3.6: Technical drawing and photograph of the whole setup of the 1 K system.
The cryostat is mounted onto three sand-filled columns equipped with pneumatic
vibration insulators. Three additional UHV chambers are used for the surface
preparation of single crystals as well as the growth of thin films. A LEED/AES optics
for additional surface characterization is available.
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4
Chapter 4

Cobalt Atoms on Noble

Metal (111) Surfaces – A
Prototypical Kondo System?

Single cobalt atoms on the (111) surfaces of noble metals were for a long time
considered prototypical systems of the Kondo effect in STM experiments. Spectro-
scopic measurements on these atoms revealed a Fano-like dip around the Fermi
level, which was interpreted as the result of co-tunneling into the Kondo reso-
nance and surface states at the same energy [33–36]. Very recently, J. Bouaziz
et al. however proposed that the observed zero-bias feature actually originates
from spin excitations of the Co atom induced by the tunneling electrons [64].
Further, interactions between these spin excitations and conduction electrons were
predicted to lead to the formation of a new many-body state, called spinaron. This
newly established controversy was the incentive for the re-investigation of the
system, whose results will be presented in this chapter.

This chapter is organized as follows: First, I will review existing experimental and
theoretical studies of Co atoms on the noble metal (111) surfaces in section 4.1.
In the second part of the chapter, I will present the experimental results obtained
in magnetic field-dependent (sections 4.2 and 4.3) and spin-polarized STS mea-
surements (section 4.4) on Co/Cu(111), which are expected to shine light on the
underlying physics of the system. Finally, these results will be discussed and
compared to the existing theoretical descriptions in section 4.5.

4.1 The Kondo effect vs. spin excitations

In this section I summarize the existing work studying single Co atoms on nobel
metal (111) surfaces in the framework of the Kondo effect in section 4.1.1 and
briefly introduce the competing theory presented by J. Bouaziz et al. that proposes
a different interpretation of the experimental data in section 4.1.2.
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4 Cobalt Atoms on Noble Metal (111) Surfaces

4.1.1 Single Co atoms in the Kondo picture

The observation of a Fano-like resonance atop a Co atom was first reported and
interpreted as a signature of the Kondo effect by V. Madhavan et al. in 1998,
studying single Co atoms on the Au(111) surface [33]. Co atoms on both the fcc
and hcp sites of the herringbone reconstruction were shown to exhibit a dip in
the recorded dI/dU spectrum around EF, which could be fitted by a Fano curve
with a shape factor q of ∼ 0.6 and a width Γ = kBTK corresponding to a Kondo
temperature of 70 K. Later on, very similar features were observed on single Co
atoms on Cu(111) [34] and Ag(111) [36], exhibiting Kondo temperatures of 50 K
and 90 K, respectively.
Following these pioneering experiments, large theoretical [94, 134–147] and ex-
perimental [102, 148–160] effort was made to better understand the formation of
the proposed Kondo state in Co atoms on the noble metal (111) surfaces, partly
resulting in contradictory conclusions.
Significant effort was put into assessing the role of the noble metal (111) surface
state: Experiments by L. Limot and R. Berndt on Co atoms close to step edges
of the Ag(111) surface [151], where the LDOS of the surface state is strongly
modified, and by J. Henzl and K. Morgenstern on narrow terraces of the Ag(111)
surface [154], where the lower edge of the 2D electronic surface band is pushed
above the Fermi level, suggested no dependence of TK on the presence of the
surface state. Contradicting experiments by M. Moro-Lagares et al. and Q. L. Li et
al. however showed a linear dependence of the Kondo temperature on the surface
state LDOS when moving a single Co atom through the standing wave pattern on
the surface [159, 160]. This sensitivity was attributed to the energetic proximity
of the surface state onset to the Fermi level in comparison to Co/Cu(111), where
no modulation of the Kondo temperature as a function of the surface state LDOS
has been reported until today. This is corroborated by calculations showing that
for Co/Cu(111) TK is determined by the interaction of the d orbitals with bulk
states [94, 140, 142, 146, 147]. Contrary, a change of the LDOS induced by the
proximity of neighboring Cu atoms on the surface has been shown to significantly
change TK in the system [102, 156]. Generally, the surface state however appears to
play a crucial role in the observed shape of the Fano resonance [138, 154]. Recent
publications further revealed that electron tunneling occurs mainly via the Co s
orbital that hybridizes with the Cu surface state, leading to the Fano line shape
based on Kondo resonance of the screened Co dz2 orbital [94, 147].
Further theoretical effort was made to estimate the size of the unscreened spin
of Co/Cu(111). Surprisingly, Refs. [146] and [147] both find S = 1 (or potentially
also S = 3/2 [147]), where the simple Anderson model presented in section 2.3
fails to produce a zero-energy spin-flip that would result in a Kondo resonance for
any system exhibiting finite magnetic anisotropy. Instead, a more complex process
that screens the spin is expected for such a system [147]. The effect of magnetic
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4.1 The Kondo effect vs. spin excitations

interactions on the Kondo resonance has been studied theoretically [143] as well
as experimentally by placing Co atoms on a thin Fe layer on top of Au(111) [158],
resulting in the splitting of the resonance.
Finally, the Fano resonance has been shown to disappear if the adatom–substrate
coupling is changed by studying Co atoms adsorbed to the fcc/hcp domain walls
on the reconstructed Au(111) surface [150] and dimers with short interatomic
distances [148].
Although the presented experiments could mostly be explained within the Kondo
model, some fundamental features of the Kondo resonance have not been ob-
served until now. Due to the high mobility of Co atoms on the noble metal (111)
surfaces [161], a study of the resonance width as a function of temperature, which
is expected to follow Γ =

√
(5.4kBT)2 + (2kBTK)2/2 [37, 114, 162], is not possible.

Further, splitting of the resonance in an external magnetic field and concomitant
spin-resolved measurements as presented for Co/Cu2N/Cu(001) in Ref. [78] have
not been presented until now, presumably due to the large width of the resonance
of about 10 meV and the comparably small expected field-induced splitting. These
measurements were now motivated by the work of J. Bouaziz et al. [64], which will
be introduced in the following, and will be presented in the subsequent sections.

4.1.2 “A new view on the origin of zero-bias anomalies of Co atoms atop noble metal
surfaces”

The title of this section, taken from Ref. [64], reflects the motivation for the
experiments presented in this chapter. In their work, J. Bouaziz et al. present an
alternative origin of the experimentally observed zero-bias anomaly (ZBA) that
rejects the Kondo effect and the concomitant Fano resonance as an explanation.
Based on first-principle relativistic time-dependent density functional theory
(DFT) calculations, the authors find that the Co atom atop the noble metal (111)
surfaces is an unscreened S = 1 system with a magnetic moment of about
2.0 − 2.2 µB and an out-of-plane easy axis magnetic anisotropy of 3.3 − 4.5 meV,
depending on the surface material. Consequently, spin excitations appear at
finite energies as a result of the spin-orbit coupling in the system that is explicitly
included in the calculations. In an earlier publication by the same group, spin-orbit
coupling was modeled by an artificial magnetic field, leading to similar results as
discussed in the following [163]. The self-energy of the system, which describes
the interaction between the spin excitations and the conduction electrons of the
surface is determined subsequently. The result is displayed in Figure 4.1(c). As
shown in Ref. [163], excitations of the adatom’s spin are accompanied by the
formation of electron–hole pairs, which, depending on the transferred angular
momentum and direction of the tunneling electrons are created in the occupied
minority and unoccupied majority states or vice versa. Due to the different
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(b)

(d)(c)

(a)

Figure 4.1: (a) Simulated total (solid line) and spin-resolved (dashed lines) LDOS
above the Co atom on Cu, Ag, and Au(111), where ↑ (↓) denotes the majority
(minority) spin channel. While the minority spin channel only exhibits a single step
originating from intrinsic spin excitations, the majority spin channel additionally
exhibits a positive-bias step inconsistent with conventional spin excitations, which
is attributed to a localized state called “spinaron”. (b) Comparison of the derived
LDOS with experimental data. (c) Calculated self-energy, reflecting the asymmetry
of the spin excitation signal at positive and negative bias voltage in (a). (d) In an
external magnetic field, the calculations predict a shift of the spinaron to positive bias
voltages in dI/dU measurements, leading to an overall shift of the ZBA to higher
energies. Reprinted from Ref. [64] under a Creative Commons Attribution 4.0 International
License (CC BY 4.0 [165]). The experimental data in (b) is adapted with permission from
IOP Publishing for Cu (Ref. [85]) and Au (Ref. [153], ©2005 The Japan Society of Applied
Physics), as well as from Springer Nature for Ag (Ref. [166]) under a Creative Commons
Attribution 4.0 International License (CC BY 4.0 [165]).

densities of states of the two spin channels, this electron–hole pair formation
can have different probabilities for the different excitation processes, which leads
to an asymmetric spin excitation LDOS with respect to zero bias.1 This is in
contrast to the conventionally observed symmetric dI/dU signal as displayed e.g.
in Figure 2.4 for Fe atoms on a layer of Cu2N.

1 Within these calculations, spin excitations do not necessarily show up as steps in the differential
conductance, but can also lead to more intricate signals as was shown for e.g. Cr/Nb(110) [164]
and Ti/Ag(001) [64].
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4.1 The Kondo effect vs. spin excitations

To estimate the differential conductance measured by STS above the Co atom,
the LDOS in vacuum at the assumed tip position is calculated according to the
Tersoff-Hamann model (cf. section 3.1). The resulting total as well as spin-resolved
vacuum LDOS is displayed in Figure 4.1(a) (note that here the majority (minority)
spin is indicated by ↑ (↓)). In agreement with the introduction of spin excitations in
section 2.2, the minority dI/dU signal hosts a single step at positive bias voltage,
best seen for Co/Cu(111), originating from the intrinsic spin excitations of the
atom. The majority spin channel shows the corresponding step at negative bias
voltage, but additionally exhibits a step-like feature at positive bias voltage. This
rise in the dI/dU signal is explained by an electronic bound state, localized at
the Co atom adsorption site due to the electron–spin excitation interactions. One
might think of this effect as a change in the electronic environment caused by the
fluctuations of the adatom spin and mediated via the spin-orbit coupling [167]. If
this change of the electronic structure reduces the local potential for the conduction
electrons, they can effectively bind to the spin excitations of the adatom [64]. In
the style of other quasiparticles, such as the polaron, where electrons couple to
vibrations in a crystal lattice, this bound state resulting from the coupling of
electrons and spin excitations is named “spinaron”.

The total vacuum LDOS exhibits an astonishing similarity to the experimental
data for Co on Cu, Ag, and Au(111) as shown in Figure 4.1(b). Although the
overall shape is similar to a Fano resonance, the above discussion suggests that the
observed ZBA originates from intrinsic spin excitations (SE) appearing at positive
bias for the minority spin channel and negative bias for the majority spin channel
in combination with an energetically and spatially localized electronic state, the
spinaron, that also emerges in the majority spin channel. In the following sections,
this explanation will therefore be referred to as the “SE & spinaron model”.

The authors of Ref. [64] present various experimental approaches that could allow
to verify their theory: The (theoretically) simplest is to measure the spin-resolved
LDOS by SP-STS to observe the different contributions of the minority and majority
electrons to the ZBA. Contrary to the SE & spinaron model, the Kondo effect is
expected to show exactly the same signal for both spin channels in the absence
of a magnetic field. Yet, in contrast to theory, experiments require an external
field to define the quantization direction. Further, SP-STS data is never fully
spin-polarized, complicating the analysis of the experimental results. A second
suggestion is to monitor the behavior of the ZBA in the presence of a magnetic
field. Contrary to the Kondo effect or simple spin excitations, which both exhibit
a symmetric splitting around zero bias for increasing field strength, the spinaron
is predicted to shift to higher energies without splitting, resulting in an overall
shift of the ZBA to positive bias voltages as displayed in Figure 4.1(d). Although
the fields applied in this calculation are significantly higher than experimentally
available, one can expect to observe a shift of a few meV in fields of about 10 T.
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4 Cobalt Atoms on Noble Metal (111) Surfaces

Both approaches were experimentally realized in this work and will be presented
in the following.

4.2 The Co/Cu(111) system in zero magnetic field

The most suitable platform to experimentally test the hypotheses of the SE &
spinaron model appears to be the Cu(111) surface, as Co/Cu(111) shows the
narrowest ZBA [35], offering the best possibility to observe the predicted effects
of an external magnetic field on the measured differential conductance. Further,
Co/Cu(111) exhibits no or only very little dependence of the ZBA shape on the
atom’s adsorption position, contrary to Co/Ag(111) and Co/Au(111), where the
surface state oscillation or surface reconstruction heavily influence the observed
signal, as was discussed above [150, 159, 160] (for Co/Au(111) see also appendix B).
The Cu(111) surface (MaTecK GmbH) was cleaned by Ar-sputtering at 0.5 keV and
subsequent annealing at 500 ◦C for 25 min. Co atoms were evaporated from a Co
rod (Alfa Aesar, 99.995 %) onto the Cu surface at a sample temperature of 4.2 K,
resulting in a coverage of 0.01 atoms/nm2.
Figure 4.2(a) displays a topographic scan of the resulting surface, were the Co
atoms appear as protrusions of about 70 pm (cf. panel (d)) and are surrounded
by the standing wave pattern formed by the Friedel oscillations of the Cu(111)
surface state [168]. The ZBA, that was so far interpreted as a Fano curve caused
by the presence of a Kondo resonance, is revealed in a spectroscopy measurement
atop a single Co atom on the clean surface displayed in Figure 4.2(b). A fit of the
data according to Equation (2.12), consistent with the Kondo picture, is presented
in the same panel and determines the ZBA center at E0 = (2.6 ± 0.1) mV and a
width of the ZBA of Γ ≈ (4.7 ± 0.1) mV. The line shape factor q of the fitted Fano
resonance is 0.29 ± 0.01. All parameters agree well with earlier studies [34, 35,
156]. Yet, as already shown in previous works, it is not possible to perfectly fit the
ZBA of Co/Cu(111) with a Fano line shape over the full range of the spectrum [35,
169], contrary to e.g. the ZBA of Co/Au(111) [33]. Differential conductance data
with changing lateral and vertical tip–sample distance, d and ∆z, respectively,
are presented in Figure 4.2(c) and (d). Comparison of these experiments with
the data presented in Refs. [35, 155] serve as an additional control to validate
the experimental setup, but also to exclude potential unknown influences on the
ZBA shape, that might corrupt the results presented in the following sections.
The latter can be dismissed from a qualitative assessment of the data in panels
(c) and (d), as no significant change (especially in comparison to the changes
reported in section 4.3) of the ZBA line shape is observable for different tip–
sample distances or within lateral distances comparable to the topographic radius
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Figure 4.2: (a) Topographic scan of the Cu(111) surface with adsorbed Co atoms. The
standing wave pattern formed by Friedel oscillations of the Cu(111) surface state
is visible. Scale bar is 10 nm. (b) dI/dU spectrum recorded atop a single Co atom
(black curve) fitted with a Fano curve (red line). The fit was performed in the range of
(−10, +10) mV. The fit parameters are specified in Figure 4.3. (c) Vertical tip–sample
distance-dependent dI/dU measurements of the ZBA. The tip displacement scales
linearly with the exponentially increasing tunneling current in steps of ∼ 30 pm.
Spectra are vertically offset for clarity. (d) Conductance data from a line grid across a
Co atom, the black line illustrates the corresponding topographic profile. Stabilization
parameters: (a) U = −20 mV, I = 400 pA; (b)-(d) −20 mV, 400 pA / as indicated,
Umod = 1 mV. µ0H = 0 T; T = 1.4 K.

of the Co atom of about 0.4 nm. For a quantitative comparison with the works
mentioned above, the data was fitted equally to the fit shown in panel (b) and the
extracted parameters are shown in Figure 4.3. As already reported in Ref. [155],
only little change of the ZBA anomaly is detected when changing the tip–sample
distance. Most notably, q is continuously reduced with increasing ∆z, which
would indicate reduced tunneling into the Kondo state within this picture. For
increasing lateral distance, q similarly decreases, which, within the Kondo picture,
could again be explained by a decreased tunneling into the Kondo state. The
same trend was reported in Ref. [35]. Although these findings can be rationalized
within the Kondo picture, they are insufficient to confirm it. While Γ remains
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Figure 4.3: Fit parameters of the (a) vertical and (b) lateral tip–sample distance-
dependent measurements displayed in panels (c) and (d) of Figure 4.2, respectively.
Error bars represent the standard errors of each fit parameter.

almost constant within ±0.5 nm around the Co atom, the center of the ZBA
shifts to smaller energies, which is unexpected in the Kondo picture, but might
be explainable by changing contributions of the spin excitations and spinaron
suggested within the SE & spinaron model of Ref. [64]. Simulations of this distance
dependence in both models might give further insight into the system. For the
lateral distance-dependent data, it is important to notice that for d ≳ 0.5 nm,
the ZBA is strongly suppressed, i.e. the fitting is strongly influenced by the
standing wave pattern formed by the surface state close to EF. This is evident from
the strongly asymmetric line shapes in Figure 4.3(b) and prevents a meaningful
evaluation of the data at larger distances.
The zero-field measurements reported here agree well with previous studies of
Co/Cu(111), yet do not allow to discriminate between the two existing explana-
tions for the observed ZBA. This issue will be addressed in the following two
sections.

4.3 The Co/Cu(111) system in an external magnetic field

The shift of the ZBA on single Co atoms on the noble metal (111) surfaces in an
external magnetic field was suggested to be one of the key signatures to confirm
the SE & spinaron model [64]. Here I present measurements atop single Co atoms
performed in an out-of-plane field of up to 12 T.
Figure 4.4(a) displays conductance spectra recorded atop the same Co atom at
0 T, 6 T, 8 T, 10 T, and 12 T. While the overall shape of the ZBA remains mostly
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Figure 4.4: (a) Differential conductance spectra taken atop a single Co atom in
an out-of-plane external magnetic field of up to 12 T. The gray arrow indicates
the appearance of a kink in the rising edge of the ZBA at high magnetic fields.
(b) Numerically calculated derivative of the data in (a). The kink in the dI/dU signal
is translated into a split peak as indicated by gray arrows. All spectra are vertically
shifted by (a) 0.05µ0H and (b) 0.01µ0H. Stabilization parameters: U = −20 mV,
I = 1 nA, Umod = 0.5 mV. µ0H as indicated; T = 1.4 K.

unchanged, one can identify a kink appearing in the rising edge of the ZBA at
fields ≥ 8 T which is marked by a gray arrow. The same measurements were
conducted on four additional Co atoms as well as for the opposite field direction,
all yielding the same result (see also Figure 4.7 and appendix A). The kink
becomes more evident in the numerically calculated derivative of the differential
conductance, displayed in Figure 4.4(b). In the d2 I/dU2 signal, the falling edge
of the ZBA appears as a dip that generally maintains its shape, showing only a
slight broadening with increasing field. Contrary, the peak originating from the
rising edge in the dI/dU signal splits into two peaks.

These findings are now compared to the two prevailing theoretical models: In
a first approach, the effect of the magnetic field on a Kondo resonance can be
modeled by simply changing EK to EK(H) = EK(0)± gµB∆Sµ0H with ∆S = 1.
Here, potential changes of e.g. the resonance line shape or width, as shown
in Ref. [78], are neglected. Especially altering the line shape as a function of
the magnetic field will definitely modify the resulting spectrum, yet without
theoretical background all attempts in this direction are speculative. Figure 4.5
depicts the splitting of a Fano resonance that is based on a fit of the zero-field
measurement as presented in Figure 4.2(b). The Landé-factor was set to 4 to
achieve a reasonably close correspondence to the experimental data. This choice
will be further supported by the analysis in the subsequent paragraph. The
splitting of the individual Fano resonances displayed as dashed lines is well
seen in the dI/dU signal in Figure 4.5(a) by the dashed lines that indicate the
individual contributions. Nevertheless, to assess the agreement of the Kondo
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Figure 4.5: (a) Modeled magnetic field splitting of a Fano line originating from a
Kondo resonance. The purple curve represents a fit to the zero-field data recorded
atop a Co atom (gray line). The obtained curve is consecutively split according to the
Zeeman energy with a Landé-factor of 4 (see main text). The full yellow line displays
the resulting resonance at 12 T, dashed lines depict the individual contributions of
the shifted Fano curves. For comparison, the experimental data at 12 T is presented.
(b) Numerically calculated derivative of the data in (a).

model with the experimental data, it is helpful to again turn to the d2 I/dU2 signal,
which is displayed in Figure 4.5(b). Although equally to the experimental data,
the model exhibits two peaks at positive energy at 12 T, the peaks’ characteristics
differ strongly from the experimentally observed d2 I/dU2 signal. First, it is
evident that the peaks’ intensity or spectral weight is reversed in comparison
to the experimental curves. Measurements on Co/Au(111) exhibited the same
spectral weight distribution as the data on Co/Cu(111) (see appendix B). Due
to the overlap of the falling edge of the Fano resonance that is shifted to higher
energies and the rising edge of the one shifted to lower energies in the model, the
latter is suppressed in the dI/dU signal and consequently the amplitude of the
resulting peak in the d2 I/dU2 signal is reduced. This is a common feature arising
for all values of q < 1 and is in strong contrast to the experiment, where the
low-energy peak is more intense than the high-energy peak. Further, the splitting
of the peaks in the modeled Fano resonances is mostly symmetric (as imposed by
the model and expected for a Kondo resonance), although the overlap of the two
Fano curves slightly shifts both maxima at positive bias in the d2 I/dU2 signal to
slightly lower energies. Contrary, the experimentally observed splitting is strongly
asymmetric with the low-energy peak shifting significantly less (to lower energies)
than the high-energy peak (to higher energies). Hence, at least within the simple
Kondo model employed here, where only EK is changed with the external field,
the experimental data cannot be explained.
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Figure 4.6: Results of the fit using four independent inelastic excitations (Equa-
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as the numbering introduced in the bottom right panel of (b) is used to distinguish
the contributions in the text and Figure 4.7.
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Following Ref. [64], the predicted presence of the spinaron in the SE & spinaron
model should induce a shift of the ZBA to higher energies. Yet, opposed to the
calculations, where fields of up to 141 T were considered, the experimental data
does not produce a significant shift of the ZBA.2 Nevertheless, the changes in
the ZBA line shape are further assessed in terms of the SE & spinaron model.
As introduced in section 3.1.1, inelastic tunneling of electrons exciting e.g. spin
excitations leads to steps in the dI/dU and dips/peaks in the d2 I/dU2 signal at
the excitation energy. Hence, two of the observed features in the experimental
d2 I/dU2 signal, more precisely the dip at negative bias and one of the two peaks
at positive bias, might be attributed to the intrinsic spin excitations of the Co atom
and should therefore be described according to Equations (3.12) and (3.13). The
specific description of the line shape of the spinaron signal is unknown. Yet, the
calculated conductance signal displayed in Figure 4.1(a) exhibits a step like feature
similar to an inelastic excitation in the majority spin channel at positive bias,
which originates from the spinaron. It seems thus justified to qualitatively model
the spinaron signal in the differential conductance with the same equations as the
presumed intrinsic spin excitations. Careful examination of the experimental data
in Figure 4.4(b) indicates that these three contributions are insufficient to fully
describe the data. All d2 I/dU2 curves exhibit a shoulder close to zero bias, that
needs to be included in the description. Due to lacking additional information,
this shoulder is also fitted according to Equations (3.12) and (3.13), a choice that
can be justified by the interpretation of this feature suggested below.
The results of the proposed fitting model are presented in Figure 4.6. The fitting
process was performed on the d2 I/dU2 data and the corresponding dI/dU
curves were obtained by integration and addition of a suitable conductance
offset. Excellent agreement between the suggested fit and the experimental data is
obtained that allows to track the energetic position of the proposed excitations and
states with increasing magnetic field. For this purpose, the extracted center of each
peak or dip is plotted as a function of µ0H in Figure 4.7, also containing the results
of four additional Co atoms (cf. appendix A). Line fits describing the Zeeman shift
of the individual features are displayed in black and yield the parameters listed in
Table 4.1. Except for peak #2 (light gray), which appears at about 1 mV, all peaks
shift as a function of the magnetic field. This allows to conclude that contrary
to all other peaks, peak #2 is of non-magnetic origin and might be explained by
e.g. a vibrational mode of the adatom–surface system [170]; phonon modes of the
pure surface can be excluded as they were shown to occur at energies > 5 meV
in IETS experiments [171, 172]. The slopes dU/dH of peaks #1 (dark blue) and

2 Fitting the data with a single Fano resonance, which is from a physics point of view not
meaningful within the SE & spinaron model, but allows to follow the overall curve shape, even
yields a shift of the ZBA center to lower energies of about −0.2 mV/T to −0.3 mV/T. See also
appendix A.
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Figure 4.7: Energetic position of the excitations extracted from the fits presented in
Figure 4.6 and Figure A.2 for five different Co atoms. The color code is the same as
in Figure 4.6. For peak #4 (red), fits were performed over all data points (gray dashed
line) and after excluding the data at 0 T (black line) (see also footnote in main text).
The resulting fit parameters are summarized in Table 4.1.

#4 (dark red) exhibit the same absolute value, but opposite sign.3 This behavior
is expected for spin excitations (cf. section 2.2). Extracting the corresponding
Landé-factor (with ∆S = 1 for all spin excitations), one obtains g ≈ 4, the same
value employed to model the split Fano resonances in the previous paragraph.
However, the zero-field positions of the dip and peak are not symmetric with
respect to EF, contradicting any inelastic excitation process in STM. Hence a direct
assignment of these two peaks to the intrinsic spin excitations is not possible.
Finally, peak #3 (orange) shifts to lower energies with increasing external magnetic
field, yet with a much lower slope. Identifying this peak with the spinaron leads
to a qualitative contradiction with theory, as the calculations anticipate a shift to
higher energies. Although this prediction might be sensitive to details that are
hard to determine unambiguously in the first-principles approach employed in
Ref. [64], such as the energetic position of the d orbitals with respect to the Fermi
level, this discrepancy between experiment and theory prevents at this point the
confirmation of the suggested SE & spinaron model.

I would like to point out again that the choice of mathematically describing the
line shape of the potential spinaron in the dI/dU and d2 I/dU2 signal in the
same way as intrinsic spin excitations is only an “educated guess” and is caused
by a lack of more detailed information. In the calculations, it is not possible to
disentangle the intrinsic spin excitation in the majority spin channel from the
spinaron. Hence, choosing a different, potentially better suited line shape might
seriously change the result of the fits presented here.

3 Note that for fitting the data of peak #4, all data points at 0 T were excluded, as they evidently
do not fall on the same line as the other points. One reason might be the overlap of peaks #3

and #4 at zero field, resulting in a larger uncertainty of the fit, reflected also in the large spread
of extracted values for peak #4 at 0 T.
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Table 4.1: Field-induced shift and zero-field position of the excitations as extracted
from fits in Figure 4.7. For peak #4, the fit parameters for both lines displayed in
Figure 4.7(d) are indicated.

Peak # Slope (mV/T) Position at 0 T (mV)

4′
4
3
2
1

•
•
•
•
•

0.13
0.24

−0.071
0.002

−0.24

± 0.02
± 0.01
± 0.006
± 0.006
± 0.04

5.5
4.4
3.73
0.85

−1.9

± 0.1
± 0.1
± 0.05
± 0.05
± 0.3

The presented discussion of the field-dependent measurements demonstrates that
other experiments are necessary to confirm or discard one or the other explanation
for the ZBA in Co/Cu(111).

4.4 Spin-polarized measurements

The second experimentally accessible signature of the spinaron is its spin polar-
ization, which is predicted to have a majority character, contrary to the intrinsic
spin excitation at positive bias, which has a minority spin character. The spin
polarization of the SE & spinaron model also manifests a qualitative difference
from the Kondo model, where the spin-resolved minority and majority LDOS are
fully symmetric with respect to EF. Hence, performing SP-STS measurements in
an external field that energetically splits the occurring states is expected to yield
further insight into the physics of the Co/Cu(111) system.

4.4.1 Preparation and characterization of spin-polarized tips

The possibilities to prepare spin-polarized tips were already mentioned in sec-
tion 3.1.2. As the proposed spin-sensitive measurements will be performed in
an external field of 12 T, the favorable choice is a paramagnetic tip, that can be
realized by picking up individual magnetic atoms or small clusters [81]. Coated or
bulk magnetic tips might show unexpected and more importantly uncontrollable
magnetization switching at such high field strengths.
The initial method of choice to prepare and characterize such tips was to pick
up magnetic 3d atoms from Cu2N grown on Cu(001), a procedure that has been
shown to routinely result in tips with a spin polarization of ηt > 30 % [78, 81,
124]. To this end a clean Cu(001) surface (see section 9.1 for the preparation
of the Cu(001) surface) was sputtered in an N2 atmosphere (3 × 10−6 mbar) at
0.5 keV for 60 s at a substrate temperature of 300 ◦C. The sample was afterwards
post-annealed at the same temperature for 5 min. This process followed the
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Figure 4.8: (a) Constant-current scan of a Cu2N patch on the Cu(001) surface with
adsorbed Fe (red arrow) and Mn atoms (blue arrow). The Cu2N unit cell is indicated.
White arrows mark the position of the line profile displayed in (b). (c),(d) Scans
before and after picking up the Mn atom marked with a white circle. All scale bars
are 2 nm. (e) dI/dU signal recorded on the Mn atom marked with a blue circle
in (d) before (black line) and after (blue line) picking up a Mn atom onto the tip.
(f) Spectra recorded on the clean Cu(111) surface measured with tips functionalized
with different magnetic atoms. Stabilization parameters: (a) U = −5 mV, I = 5 nA;
(c)-(f) −15 mV, 1 nA, Umod = 0.5 mV. µ0H = 12 T; T = 1.4 K.

procedure described in Ref. [173]. After cooling the sample to 4.2 K, Fe (Alfa
Aesar, 99.995 %) and Mn atoms (Mateck GmbH, 99.8 %) were deposited from
a 4-cell electron-beam evaporator (Oxford Applied Research) with a coverage of
about 0.05 atoms/nm2. A topographic scan of a single Cu2N patch with several
adatoms is presented in Figure 4.8(a). The Cu2N layer appears as an almost square
depression with depth hCu2N ≈ 120 pm. The Cu2N unit cell with lattice constant
aCu2N = aCu = 360 pm, where aCu is the lattice constant of Cu, is well seen. Fe
and Mn atoms can be distinguished by their apparent height, hFe ≈ 250 pm and
hMn ≈ 280 pm, as shown in Figure 4.8(b), and their characteristic spin excitation
spectra (cf. Figure 2.4 for Fe and Figure 4.8(a) for Mn). Atoms were picked
up by stabilizing the tip above the atom at U = −15 mV and I = 0.4 − 1 nA,
approaching by −100 pm with opened feedback loop, and applying a short
voltage pulse of +4 V to +5 V. A successful pick-up sequence of a single Mn
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Figure 4.9: (a) Topographic scan of the Cu(111) surface decorated with Fe islands.
Scale bar is 50 nm. (b) The line profile taken in between the black arrows in (a) reveals
a bilayer height of the Fe islands. The large hexagonal Cu vacancy islands created
upon the Fe deposition exhibit a monolayer depth. Scan parameters: U = −50 mV,
I = 50 pA.

atom is presented in Figure 4.8(c)-(d). Following the transfer of the atom to the tip,
the spectrum measured atop a second Mn atom exhibits a strong bias-dependent
asymmetry as can be seen in Figure 4.8(e) in comparison to the spectrum recorded
with a clean tip prepared on the Cu surface. As discussed in section 2.2, this
asymmetry is expected for a spin-polarized tunneling current from a magnetic tip.
However, the quantitative analysis of the spin polarization has to be done with
care, as many of the tips functionalized with magnetic atoms showed a non-flat
dI/dU signal atop the clean Cu(001) surface as shown in Figure 4.8(f), that will
contribute to the observed asymmetry on the studied atom. Similar features were
found for tips functionalized with Fe, Mn, and also Co atoms or small clusters,
and are assumed to result from an interaction of the magnetic atoms with the
tip material, which, similar to a magnetic atom on a surface, can lead to Kondo
resonances or spin excitations. This effect is especially problematic if the intensity
of the sample LDOS feature under investigation is of the same magnitude as that
of the feature in the tip DOS. Unfortunately, this is the case for Co/Cu(111), where
the ZBA only accounts for about 20 % of the dI/dU signal.
Therefore, a different approach was conceived for the spin-polarized measure-
ments on Co/Cu(111): If it is possible to prepare the tip on the same surface
used for the actual experiment, i.e. Cu(111) instead of Cu(001), one could perform
the SP-STS measurements atop the same Co atom with different tips exhibiting
different features in the tip DOS. In that case, one could conclude that features
appearing in all measurements originate from the sample LDOS. For this purpose,
Fe (Alfa Aesar, 99.995 %) was deposited onto the Cu(111) sample at room tempera-
ture [174, 175], forming bilayer high (hFe,BL = 380 pm) islands that covered about
25 % of the surface. The result is displayed in Figure 4.9(a) and (b). The STM tip
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Figure 4.10: (a) Scan of a single Nc molecule and Co atom. Scale bar is 1 nm.
(b) Line profiles across the Nc (black line) and Co atom (red line). (c) Energy of the
Sz = −1, 0, +1 states as a function of magnetic field with anisotropy parameters
as determined from a fit to the data in (d),(e): D = 3.3 meV, E = 0.0 meV, g = 1.8.
(d) dI/dU and (e) numerically derived d2 I/dU2 signal at 0 T (black line) and 12 T
(blue line) recorded atop the Nc molecule with a spin-averaged tip. Arrows mark
steps resulting from the transitions indicated in (c). Stabilization parameters: (a) U =
20 mV, I = 20 pA; (d) −10 mV, 20 pA, Umod = 0.5 mV. T = 1.4 K.

could then be dipped into these islands to pick up a small Fe cluster in order to
create a spin-polarized tip.
In order to determine the spin polarization of the tip, a known reference system
is necessary. In Refs. [41, 42], M. Ormaza el al. investigated spin excitations in a
(Ni(C5H5)2, NiCp2), short nickelocene (Nc), molecule, that exhibits a spin of S = 1
and an in-plane magnetic anisotropy of about 3 meV on both the Cu(001) and
Cu(111) surface. By approaching a Nc molecule adsorbed to an STM tip toward
an Fe atom on the Cu(001) surface, the single spin excitation was shown to split
as a function of the exchange coupling with the Fe atom, resulting in a strongly
spin-polarized dI/dU signal [83]. Based on these properties, Nc constitutes an
ideal reference system for the measurements presented in the following.
At ambient conditions, Nc (Alfa Aesar) forms a metallic-like shiny powder, that was
filled into a UHV container under nitrogen atmosphere, which was subsequently
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Figure 4.11: Scan of the same surface as
shown in Figure 4.9 after deposition of
Nc molecules (gray arrows) and Co atoms
(white arrows). Nc molecules preferentially
adsorb to the edges of the Cu vacancy is-
lands, Co atoms are randomly distributed
on the surface. Scale bar is 5 nm. Scan
parameters: U = −20 mV, I = 100 pA.

connected to the STM chamber via a leak valve. The molecules were dosed onto
the cooled Cu(111) surface by taking the sample out of the STM with the wobble
stick and holding it in front of the opened leak valve (p ≈ 1 × 10−10 mbar) for
60 s [176], resulting in a coverage of about ≤ 0.01 molecules/nm2. On the clean
surface, Nc appears as a fully isotropic ring with a height of about 350 pm, as
shown in Figure 4.10(a),(b). Spin excitations that can be inferred from the energy
diagram in Figure 4.10(c) lead to two (four) bias symmetric steps in the dI/dU and
corresponding dips and peaks in the d2 I/dU2 signal at 0 T (12 T) as presented in
Figure 4.10(d),(e). As the low-energy spin excitation (gray arrows) decreases the
spin of the molecule, while the high-energy excitation (orange arrows) increases
the spin, spin-polarized measurements are expected to alter the amplitude of
both in the opposing ways. One expects that at negative bias the intensity of the
high-energy excitation is increased and the intensity of the low-energy excitation
is decreased for a tip probing mainly the majority spin channel; the opposite holds
for positive bias.
On the surface decorated with Fe islands, the molecules prefer to adsorb to
the edges of the Cu(111) vacancy islands (cf.Figure 4.9, hCu(111) = 215 pm) that
are created upon the Fe deposition, leading to a slightly distorted shape of the
molecules, as can be seen in Figure 4.11. However, this change in adsorption site
was shown not to alter the magnetic properties of the molecule. Solely a small
enhancement of the spin-independent scattering term in Equation (2.10), apparent
in an enhanced conductance above the IETS spin excitation steps, was determined
(cf.Figure 4.12) [79, 176].

4.4.2 Spin-polarized spectroscopy on Co/Cu(111)

The setup for the following measurements was introduced in the previous section.
Succeeding the Fe island and Nc deposition, single Co atoms were evaporated
onto the cold surface as described in section 4.2. The resulting surface is displayed
in Figure 4.11. To distinguish contributions of the tip and sample LDOS in the
differential conductance spectra recorded on Co/Cu(111), measurements with
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Figure 4.12: Differential conductance (blue lines) and numerically calculated d2 I/dU2

signal (black lines) measured with different spin-polarized tips atop a Nc molecule.
Dashed lines display fits to the data according to Ref. [79]. The extracted tip polariza-
tion is indicated. The less pronounced spin excitation signal in (b) is attributed to a
measurement off the molecule’s ring, where the IETS signal has been shown to be
weaker [176]. Stabilization parameters: U = −20 mV, I = 100 pA, Umod = 0.5 mV.
µ0H = 12 T; T = 1.4 K.

three different microscopic tips are presented in the following. The tips were
prepared by indentation into the Fe bilayer and care was taken that each tip
showed a sharp topography and as small as possible spectroscopic features on
the clean Cu(111) surface (cf. section 4.4.1). Spectra taken on Nc at µ0H = 12 T
displayed in Figure 4.12 demonstrate the spin polarization of these tips. Fits
within the dynamical scattering model introduced by M. Ternes in Ref. [79] using
the provided script allow to account for the overshooting conductance above the
spin excitation energy caused by the spin-independent scattering of conductance
electrons and yield a satisfactory agreement with the experimental data. The
extracted spin polarizations of the three tips amount to 62 %, 40 %, and 25 %,
respectively.4 The fact that all polarizations are positive as defined in section 2.2
allows to conclude that all tips predominantly probe the majority spin channel of
the sample in the bias range of −20 mV to +20 mV.
These tips were used to investigate the spin polarization of the observed features
in Co/Cu(111). Corresponding STS data is presented in Figure 4.13(a), where the
dI/dU signal recorded atop a single Co atom (blue line) is displayed together
with the dI/dU signal measured on the bare surface (gray line) with the same tip.
All spectra were recorded at 12 T to obtain a maximum splitting of the observed
features above the Co atom. As mentioned in the previous section, the significant
variation of the dI/dU signal detected on the clean Cu(111) surface prevents an

4 Although the script by M. Ternes does not provide the uncertainty of the fit, I expect it to be no
less than 10 %, as the experimental overlap of both the spin excitations and the overshooting
conductance above the spin excitations complicates the fit.
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Figure 4.13: (a) Differential conductance and (b) numerically calculated d2 I/dU2

signal measured atop single Co atoms (blue line) and on the clean Cu(111) surface
with the spin-polarized tips presented in Figure 4.12. The dashed lines in (b) indicate
the position of the positive-bias high- (red) and low-energy feature (orange) observed
in the spin-averaged measurements. Stabilization parameters: U = −20 mV, I =
400 pA, Umod = 0.5 mV. µ0H = 12 T; T = 1.4 K.

easy interpretation of the spectrum recorded on the Co atom. Once again, the
numerically calculated derivative of the differential conductance displayed in
Figure 4.13(b) allows to better separate the individual contributions. A significant
part of the d2 I/dU2 signal at negative bias is attributed to the tip DOS, as the
spectra on Cu(111) and atop the Co atom exhibit very similar features at U < 0.
Although the dip in the signal on Co/Cu(111) is slightly more pronounced for each
tip, and hence a small falling step below EF can be inferred for the dI/dU signal,
it is difficult to assess the spin character of this feature. Contrary, the spectra
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taken on Co atoms and the bare Cu surface exhibit clear differences at positive
bias and a strong contribution from the Co LDOS can be determined. Lines at the
average position of the high- and low-energy feature found in the spin-averaged
measurements (red and orange peak in Figure 4.6(b)) are displayed in all panels
of Figure 4.13(b). In the spin-polarized d2 I/dU2 signal, the peak at higher energy
can clearly be identified, whereas the peak at low energy is only observed with tip
#2, yet with a much lower intensity than the high-energy peak. This is in contrast
with the spin-averaged data, where the low-energy peak exhibited a significantly
larger spectral weight than the high-energy peak at µ0H = 12 T. Based on the
measurements on Nc, all tips are expected to enhance features in the majority
spin channel of the sample LDOS, while those originating from minority states or
excitations should appear with a reduced intensity.
To exclude an exchange interaction between tip and sample, that could result
in an antiferromagnetic alignment of both by overcoming the ferromagnetic
alignment dictated by the external field, and reverse the interpretation of the
spin-polarized data, the tip–sample distance was tuned in the same range as
presented in Figure 4.2(c). Based on the lacking change of the spectra, an exchange
coupling, which would depend on the tip–sample distance, could be excluded.
One notable oddity in the performed measurements is the fact that while although
tip #3 displays the lowest spin polarization, tip #2 exhibits the smallest difference
between the d2 I/dU2 peaks’ intensities. Instead, tips #1 and #3 produce very
similar spectroscopic signals, despite a three times larger polarization extracted
for tip #1. Nevertheless, the general observed picture can be traced back to
spin-polarized tunneling, as a measurement with the same tip at zero field well
reproduced the spectra observed with a Cu coated tip, such that effects based on
e.g. the orbital character of the Fe cluster on the tip can be excluded. Conclusively,
the high-energy d2 I/dU2 peak is determined to result from a majority state or
excitation in the Co LDOS, while the low-energy peak is attributed to a minority
state or excitation.

4.5 Discussion

The experimental data obtained with spin-averaged tips at different magnetic
fields up to 12 T was already discussed in light of both the Kondo effect as
well as the SE & spinaron model in section 4.3. Both theories were unable to
explain the experiments: Modeling the observed splitting of the measured spectra
with a Fano resonance that fits the zero-field spectrum of Cu/Cu(111) failed
to reproduce the asymmetric shift and spectral weights of the features in the
d2 I/dU2 signal. Describing the measured dI/dU data in terms of excitations
yielded three magnetic contributions. Yet, in contrast to the predictions of the
SE & spinaron model, two of them were shown to move two lower bias voltages,
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4 Cobalt Atoms on Noble Metal (111) Surfaces

while only one shifted to a higher bias voltage as a function of the applied field.
Further, the splitting of those steps in the IETS signal, that could originate from
the predicted intrinsic spin excitations, was shown not to be symmetric around
EF, an observation that is inconsistent with the basic theory of spin excitations.

A new puzzle arises from the spin-polarized measurements: The two most promi-
nent features in the spin-averaged data appearing at positive bias move to lower
and higher bias voltages with increasing field, respectively. Consequently, one
would expect the first to be a majority state or excitation, that decreases its energy
in an external field, while the latter would be expected to be a minority state or
excitation. However, the spin-polarized measurements demonstrate the opposite.
This behavior of a majority state/excitation moving to higher energies, and a
minority state/excitation moving to lower energies can neither be explained by the
S = 1/2 Kondo model nor by common spin excitations (cf. chapter 2). Only the
spinaron is expected to be a majority state while showing a positive energy shift as
a function of an external magnetic field. Hence, one could be tempted to actually
assign the high-energy feature (red) in Figures 4.4 and 4.13 to this localized state
created by the interaction of spin excitations and conduction electrons. Yet, in
this case the origin of the other experimentally observed features would remain
unexplained.

In conclusion, the experiments presented in this chapter are at this point incom-
patible with both existing models and suggest that the system of single Co atoms
on the noble metal (111) surfaces is governed by even more complex physics
than considered up to date. Hence, the question asked in the title of this chapter,
whether Co atoms on the noble metal (111) surfaces constitute a prototypical
Kondo system, can be negated. Yet, additional theoretical work is necessary to
improve the understanding of the existing theories and to explore new potential
explanations. Concerning the first, it might be helpful to artificially modify the
results of the first-principle calculations to assess the stability of the model to
changes of specific parameters and to thereby understand their impact on the
results of the simulations. Still, the SE & spinaron model is the only approach that
includes the shift of a majority states to higher energies in an external magnetic
field. Ideas for a new approach explaining the experimentally observed behaviors
might involve the Kondo screening of spins larger than S = 1/2, potentially via
multiple (n) scattering channels. For 2S > n, the Kondo impurity cannot be fully
screened, such that a finite magnetic moment remains, which ferromagnetically
couples to the electronic bath of the surface [86, 177, 178]. This state is called the
underscreened Kondo effect and was experimentally observed in a molecular quan-
tum dot transistor [179]. For 2S < n, the impurity is overcompensated, resulting in
the overscreened Kondo effect and an antiferromagnetic coupling to the conduction
electrons [177, 178]. The response of such systems to an external magnetic field
have been shown to differ from the conventional Kondo effect [179], which might
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Figure 4.14: (a) Topography of Co dimers and a single Co atom assembled by
atomic manipulation on the Cu(111) surface. For the manipulation, a setpoint of
U = −5 mV, I = 50 nA was used. The positions of underlying Cu atoms and the
dimer configurations are indicated. The inset shows a scan with atomic resolution
obtained by manipulating a Co atom across the surface [181]. Scale bar is 3 nm.
(b) Spectra recorded above the single Co atom, the created dimers, as well as the clean
surface. (c) The numerically calculated d2 I/dU2 signal of all ensembles exhibiting
a ZBA demonstrate that the splitting of the ZBA remains unchanged down to
interatomic distances < 1 nm. Stabilization parameters: (a) U = −5 mV, I = 100 pA;
inset −5 mV, 40 nA; (b) −15 mV, 200 pA, Umod = 0.5 mV. µ0H = 12 T; T = 1.4 K.

be an important aspect in the analysis of the experimental data presented in this
chapter.

Further, STS data on Co/Cu2N/Cu(001) [78] and Fe on Re(0001) [180] demon-
strated the coexistence of a Kondo resonance and spin excitations. In these experi-
ments both appeared as sharp features in the dI/dU signal and especially the low
Kondo temperature and the negligible tunneling into states of the surface led to an
easily identifiable zero-bias peak. Due to the suggested high Kondo temperature
of Co on Cu, Ag or Au(111), a clear distinction of the different contributions would
be experimentally difficult but might be possible in calculations.
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4 Cobalt Atoms on Noble Metal (111) Surfaces

Additional experimental efforts could aim at directly measuring the magnetic
moment of the Co atoms as it is possible with XMCD [182]. By calculating the
difference between absorption spectra of magnetic samples illuminated with left-
and right-handed circularly polarized x-rays, this technique allows to assess the
magnetic moment as well as magnetic anisotropy of a system [183]. Although
XMCD has already been successfully applied to probe ensembles of dilute mag-
netic atom such as transition metal atoms on K and Na films [27], Co atoms on
the Pt(111) surface [28], or Ho atoms on a bilayer of MgO on Ag(001) [7], no
XMCD data on Co/Cu(111) is available in literature, which might be caused by
the fact that Co atoms on the noble metal (111) surfaces where always considered
as Kondo systems, hence exhibiting a zero magnetic moment, as well as by their
high mobility and hence the required low experimental temperature.
Another potential approach is based on nanoscale transport measurements by
the molecular nanoprobe (MONA), a technique developed by J. Kügel and M.
Leisegang [184, 185]. MONA allows to measure charge transport across distances
of less than 10 nm and with atomic precision [184] by detecting a charge current by
the tautomerization of molecules that serve as detectors. By placing close-packed
and larger distance dimers in between the STM tip, that constitutes the injection
point of the charge carriers, and the detector molecule, one could determine the
influence of the ZBA anomaly on the electric current, as the close-packed dimers
do not exhibit any spectroscopic feature at EF (cf. Figure 4.14). Ideally, one would
perform the measurement at injection voltages close to 0 mV within kBTK/e, to
mimic a conventional transport experiment with thermalized charge carriers. The
currently available molecules for MONA experiments however exhibit too high
activation thresholds [185]. Nevertheless, if the ZBA originates from a Kondo
state, this high LDOS at EF would increase the probability of inelastic scattering
events of the hot electrons into states below the detection threshold [186] and
would hence influence the observable charge transport.
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Chapter 5

In-Gap States on

Superconducting Surfaces

External magnetic fields and local magnetic moments lead to a variety of inter-
esting phenomena in superconducting materials, ranging from vortices in type II
superconductors over topologically trivial Yu-Shiba-Rusinov states to non-trivial
Majorana fermions. This chapter will provide an overview over these effects, which
become relevant in the discussion of the experimental results in the subsequent
chapters. I will start by reviewing the basics of the BCS and Ginzburg-Landau
theory in section 5.1, which form the groundwork for the later examined effects.
Subsequently, I will introduce the formation of quasiparticle bound states in
vortices in section 5.2, the appearance of Yu-Shiba-Rusinov states in proximity to
magnetic impurities in superconducting host materials in section 5.3, and finally
discuss the properties and possible experimental realizations of Majorana fermions
in superconducting systems in section 5.4.

5.1 Superconductivity

After the experimental observation of perfect conductivity in mercury below its
critical temperature Tc = 4.2 K by H. Kamerlingh Onnes [187], W. Meissner and
R. Ochsenfeld discovered the second unique characteristic of superconductivity
in 1933: perfect diamagnetism [188]. These two experimental findings led to the
phenomenological London equations by F. and H. London [189]:

d⃗js
dt

=
nse2

s
ms

E⃗ (5.1)

∇× j⃗s = −nse2
s

ms
B⃗, (5.2)

with constants ns, es and ms for the superconducting charge carrier density, charge
and mass, respectively. The first equation implies that a supercurrent of density j⃗s
is sustained without an externally applied electric field E⃗, indicating perfect
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5 In-Gap States on Superconducting Surfaces

conduction. The second equation tells that a magnetic flux B⃗ evokes a circulating
current, which in turn generates a magnetization inside the superconductor that
opposes the external field, such that the magnetic flux in the bulk material vanishes.
The equation also shows that this screening current only develops at positions
of finite flux. Hence the magnetic field needs to partially penetrate into the
superconductor’s surface to induce the current. By inserting Maxwell’s equation
∇× B⃗ = µ0⃗ js into Equation (5.2), one finds that an external field µ0Hx parallel to
a superconducting surface exponentially decays along the surface normal z:

Bx(z) = µ0Hxe−z/λL . (5.3)

The decay length is given by the London penetration depth

λL =

√
ms

µ0nse2
s
, (5.4)

establishing a characteristic length for every superconductor. The second impor-
tant length scale in superconductivity is the coherence length ξ, which defines at
which distance from a perturbation a superconductor recovers its original proper-
ties. This quantity is a result of the Ginzburg-Landau theory that is discussed in
the last part of this section. Before that, I will briefly introduce the BCS theory,
which determines the microscopic understanding of superconductors. Refs. [70,
190–192] provide more detailed reviews of the BCS theory and the underlying
formalism and served as the basis for the following section.

5.1.1 The BCS theory

The microscopic understanding of superconductivity, which constitutes itself in
the BCS theory developed by J. Bardeen, L. N. Cooper and J. R. Schrieffer in
1957 [193], is based on earlier theoretical and experimental observations: As the
transition from a normal metal to a superconductor below the critical temperature
Tc strongly changes the electronic properties of the material, it was evident that
the phase transition needs to induce significant modifications in the electronic
system of the metal. In 1956, Cooper found that an arbitrarily small attractive
interaction between two electrons suffices to reduce the electrons’ energy, favoring
a pairing of these electrons [194]. An answer to a possible origin of this interaction
in superconductors is the isotope effect, which describes an experimentally found
dependence of Tc on the atomic mass of the material [195, 196], suggesting
phonons as a crucial ingredient in the formation of the electron pairs [197].
These findings enter the BCS theory: Starting point is the interaction of two
electrons with opposite momenta k and −k that are added to the filled Fermi
sea. These electrons can be scattered into unoccupied states k′ and −k′ via the
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exchange of a virtual phonon within a narrow energy range equal to the phonons’
Debye frequency ωD and thereby reduce their energy by

∆E =
2h̄ωD

1 − exp(4/V0ρn(EF))
, (5.5)

forming a so-called Cooper pair. Here, ρn(E) is the density of states of the normal
metal, which is considered to be constant close to EF, and V0 is a measure of the
attractive interaction potential between the two electrons, which is assumed to be
independent of k and k′. This second assumption implies that the spatial part of
the Cooper pairs’ wave function is isotropic and hence symmetric upon exchange
of the two electrons. Therefore, the spin wave function must be asymmetric,
resulting in a singlet state with an antiparallel alignment of the electron spins. In
total, the Cooper pairs’ spin is hence zero, allowing them to condensate into a
common bosonic ground state. In real materials the interaction is not necessarily
k-independent and can lead to non-isotropic, but still spatially symmetric wave
functions like the d-wave pairing found in high-Tc superconductors [198–200],
or even to asymmetric spatial and thus symmetric spin wave functions as I will
discuss in section 5.4.
With this result of a finite attractive interaction between electrons leading to an
energy reduction of the system by pairing electrons of momentum and spin k, σ
and −k, −σ, one can expect that the ground state of a superconductor is formed
by the creation of a finite number of Cooper pairs. Therefore, Bardeen, Cooper
and Schrieffer suggested the following wave function of the BCS ground state:

|ϕBCS⟩ = ∏
k

(
uk + vkc†

k↑c†
−k↓

)
|ϕ0⟩ . (5.6)

Here, c†
kσ and ckσ are the electron creation and annihilation operators, |ϕ0⟩ is the

vacuum state and |vk|2
(
|uk|2

)
is the probability of the pair (k ↑,−k ↓) being (un-)

occupied. The superconductor is then described by the BCS pairing Hamiltonian

HBCS = ∑
k,σ

ηkc†
kσckσ + V0 ∑

k,k′
c†

k↑c†
−k↓c−k′↓ck′↑, (5.7)

where ηk is the electrons’ kinetic energy (h̄2k2/2m − EF) relative to the Fermi level.
The ground state energy as well as the values of vk and uk in Equation (5.6) can
be found by minimizing ⟨ϕBCS| HBCS |ϕBCS⟩ with respect to both while keeping
|vk|2 + |uk|2 = 1. As a result, one obtains

EBCS = ∑
k

ηk

(
1 − ηk

Ek

)
− ∆2

V0
(5.8)
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Figure 5.1: Depiction of important results derived from the BCS theory: (a) The
single-particle occupation probability as a function of the kinetic energy with respect
to EF in a superconductor. Even at T = 0 K, the distribution is broadened at the Fermi
level. (b) The dispersion relation of the Bogoliubov quasiparticles in a superconductor
(solid line). The dashed line shows the electron- and hole-dispersion relations in a
normal metal. (c) The quasiparticle density of states at zero-temperature exhibiting
the superconducting gap and the coherence peak at the gap edge. Adapted from
Ref. [191].

with the relations

∆ = V0 ∑
k′

vk′uk′ =
h̄ωD

sinh (2/V0ρn(EF))
, (5.9)

Ek =
√

η2
k + ∆2, (5.10)

and ground state occupation probabilities

v2
k =

1
2

(
1 − ηk

Ek

)
, (5.11)

u2
k =

1
2

(
1 +

ηk
Ek

)
. (5.12)

The second identity in Equation (5.9) was obtained by inserting Equations (5.11)
and (5.12).
Equation (5.11) is plotted in Figure 5.1(a) and shows that even at T = 0 K a
superconductor has a finite probability of occupying single-particle states above
EF within an energy region ∼ 2∆. This is necessary to allow the scattering
processes involved in the formation of Cooper pairs, which require filled and
empty states at the same energy. The excess kinetic energy of particles in these
states is overcompensated by the binding energy of the Cooper pairs. To determine
the meaning of the introduced quantities in Equations (5.9) and (5.10), one needs to
examine the minimal energy required to excite the condensate, which is equivalent

to breaking a single Cooper pair. One finds a value of 2
√

η2
k + ∆2, equal to two
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times Ek as introduced in Equation (5.10), as breaking a Cooper pair creates two
excited particles. Thus Equation (5.10) constitutes the dispersion relation of the
excitation of the Cooper pair condensate, which is displayed in Figure 5.1(b).
Equation (5.9) determines a gap in this excitation spectrum. The excitations’ DOS
is then given by

ρs(E) =

{
ρn(EF)

Ek√
E2

k−∆2
for Ek > ∆

0 for Ek < ∆,
(5.13)

and is plotted in Figure 5.1(c). One can recognize the well-known spectrum with
the superconducting gap ∆ and a diverging coherence peak at the gap edge.
Since creating a single electron in a state with momentum k requires the state
with −k to be empty, i.e. a hole to exist at −k (otherwise, the two electrons would
immediately form a Cooper pair), the excitations in a superconductor do not have
a pure electron or hole character, but are a superposition of both and are therefore
called (Bogoliubov) quasiparticles.1 Their creation operators for the respective
spin channels are defined as

γ†
k↑ = u∗

k c†
k↑ − v∗k c−k↓ (5.14)

γ†
k↓ = u∗

k c†
−k↓ + v∗k ck↑. (5.15)

Depending on whether |vk|2 > |uk|2 or |vk|2 < |uk|2, i.e. ηk larger or smaller than
zero, the electron or hole character of the quasiparticle is dominating. Therefore,
these states are called electron- and hole-like quasiparticles, respectively.
In tunneling experiments as presented in this work, the quasiparticle DOS can
be measured directly, as will be shown in the following section. Further, one
also finds other tunneling processes involving Andreev reflections or Cooper
pair tunneling via the Josephson effect in normal metal–superconductor and
superconductor–superconductor junctions [201]. However, these are only relevant
for low tunneling resistances and do not appear in the measurements presented
in this thesis.

5.1.2 Quasiparticle tunneling

A simple picture which allows to understand the tunneling of (quasi-)particles
in normal metal–superconductor or superconductor–superconductor junctions
is the semiconductor model. In this picture, the hole-like quasiparticles are
represented by mirroring the quasiparticle DOS in Figure 5.1(c) at the Fermi level

1 For simplicity I will refer to them as “quasiparticles”, wherever no confusion of the Bogoliubov
quasiparticles with other quasiparticles is expected.
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Figure 5.2: Illustration of the semiconductor model for quasiparticle tunneling in
junctions with (a) one and (b) two superconducting contacts. The (extended) tip and
sample DOS are shown in blue. Filled areas indicate occupied states. Red curves
show the resulting conductance spectra. In contrast to the normal metal tip in (a),
tunneling from a superconducting tip as shown in (b) reduces the broadening effect
of finite temperature on the measured spectrum.

as shown in Figure 5.2, thereby creating occupied states below EF. The electron-
like quasiparticles are represented by the unoccupied states above EF. Doing so,
one obtains the experimentally found tunneling spectrum by convoluting the DOS
of both contacts, i.e. of tip and sample in an STM experiment, as introduced in
chapter 3. As sketched in Figure 5.2(a), if the tip has a constant DOS, the measured
conductance spectrum is proportional to the DOS of the superconductor in the
semiconductor model with a thermal broadening given by the derivative of the
smeared Fermi distribution. If both tip and sample are superconducting with gap
widths ∆t and ∆s, respectively, the convolution of both densities of states also
yields a spectrum similar to that of a superconductor, but with a size of the full gap
equal to 2(∆s + ∆t) and strongly pronounced coherence peaks (cf. Figure 5.2(b)).
The wide gap is caused by the fact that one needs to apply a bias voltage of
(∆s + ∆t)/e) in order to get overlapping empty and filled states, as can be seen
from the left side of Figure 5.2(b). Therefore, all features of the sample LDOS
are shifted by ∆t in the conductance spectrum. The increased coherence peaks
are first of all due to the sum of the coherence peaks in both densities of states,
but further, measurements with a superconducting tip contact are less affected
by thermal broadening. Since the tip DOS exhibits a sharp edge at both +∆t and
−∆t, the thermally smeared occupation probability at EF is irrelevant for kBT ≪
∆t [202]. This circumstance can be used to increase the energy resolution of an
STS experiment beyond the thermal limit of 3.5kBT. Corresponding experimental
results of measurements of the differential conductance above a clean Nb(110)
surface are shown in section 8.1.
Besides the effect of thermal broadening when measuring with a normal metal
tip, the finite quasiparticle lifetime h̄/Γ also broadens the coherence peaks in the
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measurement. To account for this effect, the experimental data can be described
by the Dynes formula [203]:

ρ(E) ∝ Re

(
E − iΓ√

(E − iΓ)2 − ∆2

)
. (5.16)

5.1.3 The Ginzburg-Landau theory

In contrast to the BCS theory, the Ginzburg-Landau (G-L) theory [204] does not
yield any insight into the microscopic origin of superconductivity, but instead
allows to describe the variation of the superconducting phase in space as a conse-
quence of disturbances like boundaries or fields. Although the theory, presented
in 1950, seven years prior to the BCS theory, is based on a phenomenological
approach, L. P. Gor’kov succeeded in 1959 to demonstrate that it follows as a direct
result from the BCS theory close to Tc [205]. One very important result that evolves
from the G-L theory is the emergence of vortices in a type II superconductor in an
external magnetic field. More extended discussions of the G-L theory than the
brief introduction given here can be found in e.g. Refs. [70, 190], which are also
the background for the following pages.
Starting point of the G-L theory is the introduction of a local complex order
parameter ψ(⃗r) = |ψ(⃗r)|eiφ(⃗r), where the squared amplitude of the order parameter
|ψ(⃗r)|2 is equal to the density of superconducting charge carriers (Cooper pairs) ns.
Similar to the Landau theory, if |ψ(⃗r)| is sufficiently small, i.e. below but close to
the phase transition temperature, one can expand the thermodynamic Helmholtz
free energy in terms of |ψ|:

fs = fn0 + α|ψ|2 + β

2
|ψ|4 + 1

2ms

∣∣∣∣( h̄
i
∇− esA⃗

)
ψ

∣∣∣∣2 + B2

2µ0
, (5.17)

where fn0 is the free energy of the metal in the normal state in the absence of fields,
α and β are coefficients of the expansion and A⃗(⃗r) is the position-dependent vector
potential. The fourth term, accounting for the energy associated with gradients
of ψ and supercurrents, and the fifth term, accounting for the energy gain in a
magnetic field, were added to the expansion. Since a system will always try to
reduce its free energy, the correct solution for ψ(⃗r) can be found by minimizing fs
with respect to ψ:

αψ + β|ψ|2ψ +
1

2ms

(
h̄
i
∇− esA⃗

)2

ψ = 0. (5.18)

Further, it is necessary to minimize fs with respect to A⃗ which leads to

j⃗ =
esh̄

2ims
(ψ∗∇ψ − ψ∇ψ∗)− e2

s
ms

|ψ|2A⃗. (5.19)
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Equations (5.18) and (5.19) constitute the first and second G-L differential equation.
From Equation (5.17) one finds that β needs to be positive in order for the free
energy to remain finite, while for a solution with finite ψ and fs < fn0, α is
required to be negative. In the absence of fields and far away from interfaces, the
spatially homogeneous solution of Equation (5.18) is then

|ψ∞|2 = −α

β
. (5.20)

Note that the temperature dependence of the introduced parameters is not dis-
cussed here but can be found in the literature cited above.
As mentioned in the introduction of this section, the G-L theory predicts that this
value is only reached within a certain distance from any disturbance. To show this
one has to include the gradient in Equation (5.18), while keeping A⃗ = 0. In one
dimension and for a real Ansatz for ψ one obtains

ψ − ψ
3
+

h̄2

2ms|α|
d2

dx2 ψ = 0, (5.21)

where the normalized order parameter ψ = ψ/ψ∞ was introduced. For the
boundary conditions ψ(x = 0) = 0 and ψ(x → ∞) = ψ∞ this equation is solved
by

ψ = ψ∞ tanh
(

x√
2ξ

)
(5.22)

with the coherence length

ξ =

√
h̄2

2ms|α|
(5.23)

as a measure for the distance at which |ψ| recovers its undisturbed value. At
this point it is important to note that STM experiments have no direct access to
|ψ|. Instead, as shown in the previous section, STS provides a mean to probe the
superconducting gap, which is influenced by the pair breaking potential of the
fields and boundaries reflected in the strength of the order parameter, but is not
equal to the latter [70].

Equations (5.20)–(5.23) provide a picture of the superconducting condensate in the
absence of fields. However, it is known that type I superconductors fully expel an
external magnetic field up to a critical field Hc, while type II superconductors host
flux lines above a first critical field Hc1 up to the second critical field Hc2, before
becoming normal conducting. These properties will be deduced in the following.
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Figure 5.3: Sketched variation of the order parameter and the magnetic flux across
a boundary between a normal and a superconducting region in (a) a type I
(κ = λ/ξ ≪ 1) and (b) a type II superconductor (κ ≫ 1) in an external field µ0Hc.
Adapted from Ref. [190].

Type I superconductors

Since in an experiment rather the external field H than the magnetic flux den-
sity B is constant, the correct thermodynamic potential is the Gibbs free energy
g = f − HB. Now the critical field of a type I superconductor can easily be found
by equating this Gibbs free energy of a (infinite) superconductor that fully expels
the external field Hc, i.e. B = 0, with that of a normal metal where B = µ0Hc:

gs = fn0 + α|ψ∞|2 + β

2
|ψ∞|4 = fn0 +

µ0H2
c

2
− µ0H2

c = gn. (5.24)

This relation yields

µ0Hc =

√
µ0

α2

β
. (5.25)

Above this field, the condensation energy is overcome by the energy required to
expel the field and hence the superconducting state is energetically unfavorable.
Below Hc, the superconductor behaves like a perfect diamagnet with magnetization
M = −H and B = 0.

Type II superconductors

To understand the origin of the different behavior of a type I and a type II
superconductor in a magnetic field as well as the appearance of vortices in
the latter, it is necessary to calculate the energy associated with a boundary
at x = 0 between a normal conducting region with B(x → −∞) = µ0Hc and
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5 In-Gap States on Superconducting Surfaces

ψ(x → −∞) = 0 and a superconducting region with B(x → +∞) = 0 and
ψ(x → +∞) = ψ∞. In this case, according to the definition of Hc,

gs(x → +∞) = gn(x → −∞) = fn0 −
µ0H2

c
2

. (5.26)

The additional free energy per surface area γ of the boundary is then given by
the difference between the spatially altering energy across the boundary and this
equilibrium value:

γ =

� ∞

−∞
gs(x)−

(
fn0 −

µ0H2
c

2

)
dx

=

� ∞

−∞
fs(x)− fn0 − µ0B(x)Hc +

µ0H2
c

2
dx

= ... =
µ0H2

c
2

� ∞

−∞

(
1 − B(x)

µ0Hc

)2

− |ψ(x)|4
|ψ∞|4 dx. (5.27)

B(x) and ψ(x) are solutions of the G-L differential equations. Equation (5.27)
reveals that the energy of such a normal conductor–superconductor boundary
is related to the energy gain obtained by allowing the field to penetrate into the
superconductor (first term in the integral) and by the loss of condensation energy
where ψ(x) < ψ∞ (second term). By numerically calculating B(x) and ψ(x) from
the G-L differential equations and evaluating Equation (5.27), one finds γ > 0
for κ := λ/ξ < 1/

√
2 2 and γ < 0 for κ > 1/

√
2. The parameter κ is called

Ginzburg-Landau parameter and separates type I superconductors (κ < 1/
√

2),
where the free energy associated with the boundary is positive and hence prevents
the formation of the latter, from type II superconductors (κ > 1/

√
2), where

the formation of a boundary results in an energy gain. This sign change of γ

at κ = 1/
√

2 can also be understood from the simple sketch of B(x) and ψ(x)
shown in Figure 5.3. As illustrated in (a), for λ ≪ ξ, i.e. κ ≪ 1, the external
field is almost completely pushed out of the superconducting region, while ψ
does not reach its equilibrium value over a large range. This implies that one
has to pay a large energy for expelling the field, while not benefiting from the
full condensation energy. Hence such a boundary is unfavorable. Contrary, for
λ ≫ ξ, i.e. κ ≫ 1 as illustrated in Figure 5.3(b), the system benefits from almost
the full condensation energy and gains energy by letting the field penetrate into
the volume for a significant distance.
In conclusion, for type II superconductors in a magnetic field one might expect
the formation of atomically small domains separated by such boundaries, as this
would reduce the energy of the material. However, the flux quantization in a

2 For superconductors in the clean limit, λ = 0.96λL [190].

66



5.1 Superconductivity

(b)

r
|ψ(r)|

B(r)
λ

ξ ψ∞

(a)

Figure 5.4: (a) 3D illustration of the hexago-
nal Abrikosov lattice of vortices. The blue
shaded area emphasizes the unit cell of the
lattice. The magnetic flux within the vortices
is aligned with the external field and leads
to circular screening currents as indicated
by arrows. (b) Radial variation of the order
parameter and the magnetic flux inside a
vortex. Adapted from Refs. (a) [70], (b) [190].

superconductor, which is a consequence of the phase of the macroscopic order
parameter, limits the minimal size of the domains. As the phase can only vary
by an integer multiple of 2π on a closed loop around a domain, the flux inside
this domain is limited to an integer multiple of Φ0 = h/2e = 2.07 × 10−15 Wb and
cannot be smaller [190].
In 1957, A.A. Abrikosov could show that the magnetic field instead penetrates
the superconductor in so-called flux tubes or vortices hosting exactly one flux
quantum as illustrated in Figure 5.4(a). At the vortex core, the amplitude of the
order parameter is zero and recovers its undisturbed value at a radial distance
of ∼ ξ, while the magnetic flux is maximum at the vortex center and vanishes
on a length scale of ∼ λL, as sketched in Figure 5.4(b). Reversing the argument
of the flux quantization shows that the circulating screening currents around the
vortex change the phase of the order parameter by 2π on a path enclosing the
vortex. Therefore, flux tubes must start and end at a surface of the sample or close
onto themselves. As derived by Abrikosov, the flux tubes orient along the external
magnetic field and form a periodic lattice in the plane perpendicular to that field.
Due to the repulsive interaction of the vortices, similar to the repulsion of ordinary
field lines, they seek to maximize the distance between each other, while the area
of one unit cell is fixed at Φ0/µ0H. As illustrated in Figure 5.4(a), this is achieved
by ordering in a hexagonal lattice. In real materials, an anisotropy of the electronic
properties can lead to the formation of a different lattice symmetry [206–208]. To
conclude this section, the two critical fields of a type II superconductor are given.
At Hc1, where the first vortex enters the superconductor, the energy required to
form the vortex is overcome by the energy that would be required to keep the
superconductor field free. At Hc2, the density of vortices is such that B reaches
µ0H. Hc1 and Hc2 are given by

Hc1 ≈ Hc√
2κ

ln κ and Hc2 =
√

2κHc. (5.28)
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Figure 5.5: (a) Sketched potential well with depth ∼ ∆0 and width ∼ ξ for quasipar-
ticles inside a vortex. Due to Andreev reflections at the vortex boundary, localized
Caroli-de Gennes-Matricon states with an energy spacing ∼ ∆2

0/EF develop in the vor-
tex core. (b) Exact LDOS as a function of r and E for an isotropic vortex. (b) Reprinted
with permission from Ref. [212]. Copyright ©1998 by the American Physical Society.

The presented basics of superconductivity set up the basis for the following
sections.

5.2 Bound states in superconducting vortices

The occurrence of in-gap states inside flux tubes of a type II superconductor
can be understood in an intuitive picture: Within limits, the order parameter
can be viewed as a locally varying pairing strength ∆(r) between Cooper pairs,
with its equilibrium value ∆0 being proportional to the BCS gap ∆ introduced
in section 5.1.1 [209]. As derived in section 5.1.3 for the order parameter, this
coupling strength vanishes at the center of a vortex and reaches its equilibrium
value only within a distance ∼ ξ from the vortex core. Thus, one can think of a
vortex as a cylindrical potential well for both electron- and hole-like quasiparticles
with depth ∆0 and width ξ, as sketched in Figure 5.5(a) [210]. Quasiparticles inside
this well will form bound states at discrete energy levels symmetric around EF.
Since the quasiparticles inside the vortex are Andreev reflected at the boundary,
i.e. electron-like quasiparticles are reflected as hole-like quasiparticles and vice
versa, resulting in the effective transmission of a Cooper pair, the resulting bound
states are superpositions of both electron- and hole-like quasiparticles [211].
Mathematically, these states were first described by C. Caroli, P. G. de Gennes and
J. Matricon in 1964 and are thus also referred to as Caroli-de Gennes-Matricon
(CdGM) states [213]. The eigenenergies and eigenfunctions of the CdGM states
can be obtained by solving the Bogoliubov-de Gennes equations for a type II
superconductor hosting vortices [213, 214]. The calculated LDOS inside an isolated

68



5.2 Bound states in superconducting vortices

(a)
(b)

Figure 5.6: (a) Measured differential conductance at the center, ∼ 7.5 nm and far
away from a vortex on NbSe2 (top to bottom). The finite temperature merges the
individual CdGM states into a broad peak at the vortex center. (b) Individually
resolved CdGM states at the center of a vortex on a single layer FeSe on SrTiO3(100).
(a) Reprinted with permission from Ref. [216]. Copyright ©1989 by the American Physical
Society. (b) Reprinted with permission from Ref. [217]. Copyright ©2020 by the American
Physical Society.

vortex in a system with an isotropic Fermi surface and isotropic s-wave pairing is
reproduced in Figure 5.5(b) [212]. Similar to the solutions of the hydrogen atom,
the individual states can be labeled by a quantum number µ = ±1/2, ±3/2, ...,
defining the angular momentum of each state. As |µ| increases, the states’ energy
also increases and asymptotically approaches ±∆. Simultaneously, the maxima
of the states move away from the vortex core, leading to the V-shaped profile
presented in Figure 5.5(b). With the qualitative explanation of the CdGM states,
it is also clear that this result only holds in the limit of clean superconductors,
where the quasiparticle mean free path lF is larger than ξ [215]. For lF < ξ, the
quasiparticles inside the vortex core cannot interfere coherently, preventing the
formation of discrete bound states.

Experimentally, CdGM states were observed in a variety of materials, although it is
difficult to identify the individual states due to their usually small energy splitting
of δE ≈ ∆2

0/EF, which is in the range of few µeV for low-Tc superconductors [213].
As a result, the high-intensity peaks at the vortex center found in Figure 5.5(b)
thermally merge into a single broad peak in the measurement as can be seen in the
experimental data of H. F. Hess et al. on NbSe2 reproduced in Figure 5.6(a) and the
calculations in e.g. Refs. [210, 218]. Only in high-Tc superconductors, the splitting
between the states becomes sufficiently large to access them experimentally. Such
a measurement of CdGM states in the quantum limit on a single layer FeSe on
SrTiO3(100) is displayed in Figure 5.6(b) [217]. It is noteworthy that although the
thermally broadened peak at the vortex center is centered around EF, no CdGM
state actually exists at this energy for topologically trivial superconductors. This
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distinguishes these states from Majorana bound states that exist at the Fermi level
at the ends of flux tubes in topological superconductors, as will be discussed in
section 5.4.

5.3 Yu-Shiba-Rusinov states

Discrete in-gap states can not only be induced by an external magnetic field in a
type II superconductor, but can also be caused by magnetic impurities in both type
I and II superconductors. These Yu-Shiba-Rusinov (YSR) states, named after L. Yu,
H. Shiba, and A. I. Rusinov, who first described them theoretically [48–51], are a
result of the scattering potential of the impurity spin. In a simplified picture, this
spin acts as a local magnetic field that tries to align the originally antiparallel spins
of the electrons in a Cooper pair [49, 219]. This weakens the pairing strength in
the Cooper pair and therefore leads to low-lying excitations of the superconductor
within the superconducting gap.
Within the classical approach, the Hamiltonian of a single impurity with spin Simp
and exchange coupling J of this spin to the conduction electrons is given by

H = HBCS + J⃗s · S⃗imp + V1, (5.29)

where the first part is the BCS Hamiltonian from Equation (5.7) and the second
part describes the spin-dependent (J) and -independent (V) scattering potential
of the impurity as introduced in Equation (2.10). Solving the eigenequation of this
system by the Bogoliubov transformation yields a single subgap excitation at an
energy of

EYSR = ∆
1 − α2 + β2√

(1 − α2 + β2)
2 + 4α2

, (5.30)

with α = πρn(EF)JSimp and β = πρn(EF)V [51]. This energy is called YSR energy
in the following and is plotted in Figure 5.7(a) for β = 0. For small exchange
coupling, i.e. α ≈ 0, the YSR energy is equal to the superconducting gap as the
impurity is only weakly coupled to the substrate and the Cooper pairs are hardly
disturbed. In this case, the impurity remains unscreened, resulting in a YSR
ground state with S = 1/2 for an impurity with spin Simp = 1/2, as illustrated in
Figure 5.7(b). Considering antiferromagnetic exchange coupling and the impurity
spin to be “up”, the YSR state can be excited from the unoccupied ground state by
occupation with a quasiparticle with spin “down”, which will bind to the impurity
spin and change the total spin of the system to S = 0. For α2 = 1+ β2, EYSR crosses
zero, which marks the crossover to the screened regime of the impurity. For large
exchange coupling, the impurity spin will be fully screened by a quasiparticle
of opposite spin that occupies the YSR state and reduces the ground state spin
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Figure 5.7: Characteristics of Yu-Shiba-Rusinov states in single magnetic impurities
on a superconducting surface. (a) Energy of the screened (black) and unscreened
state (orange) of a magnetic impurity in a superconducting host as a function of
exchange coupling (α ∝ JSimp) and zero spin-independent scattering (β = 0). For
α = 1, the system undergoes a quantum phase transition, where the YSR ground
state changes from (b) a free spin with total spin 1/2 and fermion parity equal to
zero to (c) a screened impurity spin with total spin 0 and fermion parity one. The
excitation of the YSR state of a “spin up” impurity occurs by adding (removing)
a quasiparticle with “spin down” for α < 1 (α > 1). This excitation leads to
energetically symmetric peaks at ±EYSR in a conductance measurement as illustrated
in (d) and (e). Due to the different excitation processes, the electron- and hole
components of the excitation cross EF at the quantum phase transition, leading to an
inversion of the peak intensities. Adapted with permission from Ref. [223].

to zero, as sketched in Figure 5.7(c). In this case, the excitation of the YSR state
occurs by removing the quasiparticle with spin “down” (or adding a quasiparticle
with spin “up”, which is equivalent in a superconductor) and increasing the total
spin to S = 1/2. This change of the ground state spin is equivalent to a change of
the fermion parity of the system [219] and marks the so-called quantum phase
transition [220–222].

In an STM experiment the excitation of the YSR state can be evoked by the
tunneling of quasiparticles into the impurity, which gives rise to peaks in the
conductance signal at ±EYSR < ∆. This was first observed by A. Yazdani et al.,
who performed STS measurements on Mn and Gd atoms on a Nb(110) surface [52].
The intensity of the conductance peaks at the YSR energy of such an experiment
is given by the electron and hole-weights |v|2 and |u|2 of the quasiparticle creation
and annihilation operators describing the excitation of the YSR state (cf. Equa-
tions (5.14) and (5.15)). The solution of the eigenstates of Equation (5.29) for a
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spin-up impurity is [224]

v ∝
√

1 + (α + β)2 (5.31)

u ∝
√

1 + (α − β)2. (5.32)

One thus finds that the spin-independent scattering potential V ∝ β leads to
an asymmetry in the electron- and hole component of the excitation. With the
discussion above, i.e. that the excitation of the YSR state in the unscreened regime
requires the creation of a quasiparticle γ†

↓ = u∗c†
↓ + v∗c↑, while the excitation of

the YSR state in the screened regime requires the annihilation of a quasiparticle
γ↓ = uc↓ + vc†

↑, it becomes clear that at the quantum phase transition the asym-
metry in the peak intensity at positive and negative bias is reversed. This has
previously been demonstrated for e.g. Mn-phtalocyanine, Va-phthalocyanine and
Fe-porphin molecules adsorbed on Pb(111) [202, 225–228] and defect-induced YSR
states on a V(110) surface [229]. Additionally, it is noteworthy that the YSR peaks
in a measured excitation spectrum are fully spin-polarized, as can be inferred from
the excitation operators given above, and keep their respective spin polarization
when crossing EF at the quantum phase transition [220–222, 230–232].
Up to this point, the discussion considered only a classical spin with fixed orienta-
tion. In the framework of quantum mechanics, however, one needs to include the
degrees of freedom of the quantum mechanical spin, crystal fields as discussed in
section 2.2 and many-body phenomena such as the Kondo effect (cf. section 2.3).
The latter is indeed closely related to the presence and nature of YSR states [202,
233–235], which will also be part of the research presented in chapter 8. An
extensive discussion of the results of a quantum mechanical treatment of YSR
states is given in Ref. [236].
Before reviewing the coupling of single magnetic impurities and the related YSR
states, it is necessary to examine the spatial wave function of the YSR state of a
single impurity. In a fully isotropic, three-dimensional system, the radial variation
of the electron- and hole-component of the YSR wave function is given by

u(r), v(r) ∝
sin (kFr + δ±)

kFr
exp

(
−
∣∣sin

(
δ+ − δ−

)∣∣ r
ξ

)
, (5.33)

where ξ is the coherence length and EYSR = ∆ cos(δ+ − δ−) and tan δ± = (β ± α)
determine the scattering phase shifts δ± [51, 219, 237]. One finds that the YSR state
amplitudes oscillate with a period of λF. The phase of this oscillation differs for
the electron- and hole-component, with a phase shift of π/2 (= π for the state’s
intensity) for states close to EF. This phase shift has been resolved experimentally
in e.g. Refs. [237, 238]. For ξkF ≫ 1, which is the case for many common
superconductors with a coherence length in the µm range for e.g. aluminum, the
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Figure 5.8: (a) Sketch of the YSR wave function for an isotropic system as given in
Equation (5.33). The middle panel shows the wave function amplitude, the top panel
the corresponding LDOS profile at the YSR energy. (b) Illustration of the formation
of hybridized states in an impurity dimer. For simplicity, the actual sinc(x) type
wave function is replaced by a Gaussian envelope. On the left, the sum of the two
individual YSR states leads to a dimer state with even symmetry, on the right the
difference of the two individual wave functions leads to an odd state. Characteristic
for the odd wave function is the vanishing LDOS at the center of the dimer as shown
in the top right.

decay of the YSR state is determined by the Fermi wavelength, which is in the
sub-nanometer range for many metals. Therefore, it is in practice often difficult to
observe the spatial variation of the YSR wave function. However, in a (quasi-)two-
dimensional superconductor, the amplitude of the YSR wave function only decays
as 1/

√
kFr [237, 239], and quasiparticle focusing in k-directions perpendicular to

flat parts of the Fermi surface can also lead to widely extended YSR wave functions
which allows their observation [238, 240]. Finally, the quantum mechanical
treatment of the magnetic impurity predicts the appearance of individual YSR
states from different orbitals [236, 241]. The symmetry of these orbitals is inherited
by the corresponding YSR wave functions and has been observed in differential
conductance maps at bias voltages matching the respective YSR energies [238,
242–244].

Coupling of YSR states in assemblies of magnetic impurities

If two or more magnetic impurities are brought into proximity such that their
wave functions overlap, their YSR states couple and hybridize. The effect of a
disordered concentration of magnetic impurities was already discussed by Shiba
and Rusinov and was found to create an impurity band that eventually leads to a
closing of the gap [49, 50].
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In a first approach, the coupling of two individual YSR states can be treated
similarly to the H+

2 -molecule [245–247]. In this case, the total YSR wave functions
of the impurity dimer consist of linear combinations of the individual wave func-
tions of the single impurities. One finds a solution with even symmetry, being
the sum of the two single-impurity wave functions |Φ0⟩+ |Φ1⟩, and one with
odd symmetry, where the total wave function is given by the difference of the
individual ones |Φ0⟩ − |Φ1⟩. This model is sketched in Figure 5.8 and can easily
be extended to more impurities. Indeed, first experiments found such states with
even and odd states in STM experiments with magnetic adatom and molecule
dimers on superconducting surfaces [248–251]. Although earlier calculations and
experiments suggested that YSR states could hybridize only in ferromagnetically
coupled impurities, as the single-impurity YSR wave functions of antiferromagnet-
ically coupled impurities are orthogonal to one another [245, 249], it was found
recently that in the presence of spin-orbit coupling hybridization of YSR states
also occurs in antiferromagnetic dimers, as the system’s effective time reversal
symmetry3 is broken [244]. It is noteworthy that for coupled YSR states also a
change of the inter-impurity coupling can induce phase transitions that change
the system’s fermion parity and spin, similar to the quantum phase transition of
single impurities driven by changes in the impurity–substrate coupling [252–254].
In more extended periodic systems of magnetic impurities, the individual YSR
states form bands inside the superconducting gap [66, 255]. Very recently, quasi-
particle interference [256] along a 1D chain of Mn atoms on Nb(110) was evaluated
to determine the band dispersion of the present YSR bands [231]. Further, chains
of magnetic impurities on s-wave superconductors are predicted to constitute a
potential realization of Majorana fermions in solid-state systems [53–56], as will
be introduced in the next section.

5.4 Majorana zero modes

Currently, the “most wanted” in-gap states in superconducting systems are the
so-called Majorana zero modes. In this section I will provide a short introduction
to the properties of Majorana fermions and to possible experimental realizations
of Majorana zero modes in solid-state systems, focusing on 1D atomic chains and
wires.
The existence of particles which are their own antiparticles is not as unusual, as
it appears in the context of Majorana fermions. Photons, neutral pions and also

3 In time reversal symmetric systems, the Kramer’s theorem protects the degeneracy of the paired
YSR states. This symmetry is broken for ferromagnetically coupled dimers. Antiferromagneti-
cally coupled dimers are symmetric under the combination of time reversal and a rotation by
180◦, also leading to degenerate YSR states. Spin-orbit coupling breaks this symmetry, as the
rotation of the spins influences the surface quasiparticles, lifting the degeneracy [244].
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the suggested gauge bosons of gravity, gravitons, are their own antiparticles [257].
However, these particles all have an integer spin and are thus bosons. In 1937,
E. Majorana was able to derive the existence of corresponding half-integer spin
particle–antiparticle pairs, which are today called Majorana fermions, by bringing
the complex-valued Dirac equations in a form that only contains real terms [258].
In contrast to the complex solutions of the original Dirac equations, where the
fields ψ and ψ∗ ̸= ψ describe fermionic particles and antiparticles such as electrons
and positrons, respectively, the real solution of Majorana’s equations is equal to
its complex conjugate [257]. Particles and antiparticles are thus the same.
One immediate requirement when looking for Majorana fermions in nature is their
charge neutrality. If Majorana fermions where charged, creation or annihilation
of a particle–antiparticle pair would violate charge conservation. In the stan-
dard model of particle physics, the only candidates for a Majorana fermions are
therefore neutrinos, yet to date, an experimental proof is still missing [259–262].
Within the last 20 years, the search for Majorana fermions expanded to the field
of solid-state physics, first theoretically and later also experimentally. In solid-
state systems, quasiparticles can carry similar properties as “true”, high-energy
particles and also appear as particle–antiparticle pairs, such as electrons and
holes in a semiconductor. As employed earlier in this thesis, (quasi-)particles in
solid-state physics are described by their creation and annihilation operators. For
the example of electrons and holes, complex conjugation of the electron creation
operator c†

σ yields the creation operator cσ of its antiparticle, the hole, which is
simultaneously the annihilation operator of the electron. Therefore, Majorana
fermions in solid-state systems are characterized by the equality of their creation
and annihilation operators γ† and γ, respectively. To distinguish quasiparticles in
a solid-state system with this property from high-energy Majorana fermions, they
are often referred to as Majorana zero modes (MZMs) [263–265], as they exist at
zero energy (EF), as will be shown below.
Starting from electrons and holes in a solid-state system, superconductors are
an interesting candidate to host MZMs [224]. As discussed in section 5.1, the
Bogoliubov quasiparticles exhibit both electron and hole character. Since the
electron (hole) character dominates for quasiparticles above (below) the Fermi
level, one might naturally expect the appearance of MZMs at E = EF, where
electron and hole character have the same weight. Mathematically this becomes
clear by creating Majorana operators from the superposition of electron creation
and annihilation operators (the index j can be ignored for the moment):

γj,1 = c†
j + cj (5.34)

γj,2 = i
(

c†
j − cj

)
. (5.35)

Clearly, both so defined operators are Hermitian. Comparing Equations (5.34)
and (5.35) to Equations (5.14) and (5.15) reveals that for u = (−)v∗ and v = (−)u∗

75



5 In-Gap States on Superconducting Surfaces

c1
~ c2

~ cN-1
~

γ1,1 γ1,2 γ  ,1N γ  ,2N

...

...

c1 c2 cN

(a)

(b)

Figure 5.9: Illustration of the (a) trivial and (b) non-trivial solution of the Kitaev
model. In the trivial case, two Majorana fermions (dark gray dots) on the same site
(circles) are coupled to a conventional fermion (light gray). In the non-trivial case,
Majorana fermions from neighboring sites couple to a conventional fermion, leaving
a highly delocalized zero-energy fermionic state consisting of two spatially well
separated Majorana fermions (blue dots) at the chain ends. Adapted from Ref. [266].

Bogoliubov quasiparticles actually are Majorana fermions, if the spin component
in Equations (5.14) and (5.15) is neglected. To show that a superconductor might
host Majorana fermions, I will briefly discuss the theoretical model of an effectively
spinless 1D superconductor introduced by A. Y. Kitaev [61], following further
explanations and the nomenclature in Refs. [224] and [266].
By inverting Equations (5.34) and (5.35), one finds that any electron (or hole) can
be written as a linear combination of two Majorana fermions:

cj =
1
2
(
γj,1 + iγj,2

)
(5.36)

c†
j =

1
2
(
γj,1 − iγj,2

)
. (5.37)

For now, this is only a mathematical reformulation of the electron creation and
annihilation operators and does not have any consequences for real systems, as the
Majorana fermions are always bound to form a conventional fermion and cannot
be addressed individually [260]. However, the Kitaev model shows how such
Majorana fermions can be spatially separated to obtain proper MZMs. For this
purpose, one can construct a 1D chain with N sites, that host a single (spinless)
electron each, as sketched in Figure 5.9. Electrons in neighboring sites j and j + 1
shall be coupled to a Cooper pair. The Hamiltonian of this system is then given
by:

HKitaev =
N

∑
j=1

−t
(

c†
j cj+1 + c†

j+1cj

)
+ ∆

(
cjcj+1 + c†

j+1c†
j

)
− µ

(
c†

j cj −
1
2

)
, (5.38)

with the hopping amplitude t, the superconducting gap ∆ and the chemical
potential µ. One can analytically find two distinct regimes by replacing cj and
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c†
j with γj,1 and γj,2: In the trivial case, for t = ∆ = 0, the Hamiltonian can be

rewritten as

HKitaev = −µ
N

∑
j=1

(
c†

j cj −
1
2

)
=

µ

2i

N

∑
j=1

γj,1γj,2, (5.39)

where the Majorana operators of a single site are coupled to a conventional
fermion as depicted in Figure 5.9(a). In the non-trivial case, for t = ∆ and µ = 0,
Equation (5.38) reduces to

HKitaev = it
N

∑
j=1

γj,2γj+1,1 = 2t
N−1

∑
j=1

(
c̃†

j c̃j −
1
2

)
, (5.40)

with the new fermionic operators c̃(†)j =
(
γj,2 ± iγj+1,1

)
/2 that couple Majorana

fermions from neighboring sites as illustrated in Figure 5.9(b). One finds that
in the non-trivial regime the Majorana fermions γ1,1 and γN,2 do not appear in
the Hamiltonian and must therefore have zero energy. Further, Equation (5.40)
only contains N − 1 fermionic operators. One can construct an N-th operator
c̃0 = (γ1,1 + iγN,2) /2 that has zero energy and contains the delocalized Majorana
fermions at the chain ends. As c̃0 and HKitaev commute, both states with and
without occupied states γ1,1 and γN,2 are ground states of the chain. The model
hence predicts the existence of paired, but delocalized MZMs at the ends of
a spinless superconducting chain at E = EF. Further analysis of the Kitaev
Hamiltonian shows that the appearance of MZMs is not restricted to the single
point in the phase diagram, that was discussed above, but that the non-trivial
phase actually extends over the full range where |µ| < 2t and ∆ ̸= 0. One
can show that this phase is topologically distinct from the trivial phase, i.e. the
appearance of MZMs at the chain ends is a topologically protected property of
the system [267].
Instead of spinless fermions, which do not exist, it is in practice sufficient to
restrict the spin to a single direction [61]. This means that the electrons in Cooper
pairs cannot be paired as singlets with an s-wave-like spatial wave function, but
must pair as triplets. To maintain an antisymmetric total wave function, the spatial
part must hence be p-wave-like.4 In addition to Kitaev’s model, it can be shown
that in 2D, (px + ipy)-wave pairing also leads to a topologically non-trivial phase
hosting Majorana fermions [268, 269]. Such superconductors are often referred to
as topological superconductors. Unfortunately, the existence of a superconductor
with intrinsic p-wave paring remains to be confirmed [270], yet various artificial
systems have been conceived that mimic the 1D Kitaev Hamiltonian [53–56, 271,
272] or equivalent systems in 2D [273–275].
4 It could also be any other antisymmetric spatial wave function, such as f -wave-like.
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Figure 5.10: Band dispersion and illustration of possible realizations of topological
superconductivity in artificial 1D systems. (a) In semiconductor nanowires, spin-orbit
coupling leads to a splitting of the spin-polarized bands (dashed blue and red band).
An external magnetic field gaps the dispersion at the crossing point of the two bands
(gray bands) and realigns the spins. If only the lower band crosses the Fermi level,
p-wave superconductivity can be induced. (b) Dilute chain of magnetic adatoms
forming a spin helix. The resulting spin-polarized YSR bands (dashed lines) cross
at the Fermi level and reopen a p-wave gap. (c) In a densely packed spin chain, the
spin carrying orbitals form spin-polarized bands. If spin-orbit coupling is present,
an s-wave superconductor can also couple to a ferromagnetically ordered chain and
crossing of a single band at EF then results in an effectively spinless Kitaev chain.
Partially adapted from Refs. (a) [266], (b) [276], and (c) [224].

In 1D, semiconductor nanowires proximity coupled to a conventional s-wave
superconductor are a promising candidate [277]. Strong spin-orbit coupling in
these wires splits the spin bands and an external magnetic field can be used
to generate a gap between the spin up and spin down band as illustrated in
Figure 5.10(a). If the chemical potential is placed within this gap by gating, s-wave
superconductivity couples only to a single spin channel, rendering the system
effectively spinless [271, 272]. Several transport measurements on such devices
have shown zero-bias signatures expected for MZMs [278–280]. Another one-
dimensional approach is the coupling of spin chains to an s-wave superconductor,
which can be realized by placing magnetic adatoms onto a superconducting
surface [53–60], and is a popular approach in many STM experiments [281]. Two
limits need to be distinguished within this concept: (i) In the dilute limit, where
the overlap between the spin-carrying orbitals is small, the subgap physics is
dominated by the emerging YSR bands, which were introduced in section 5.3.
Just like the single-atom YSR states, the YSR bands are fully spin-polarized. If
coupling between the individual states becomes strong enough such that the
band width becomes larger than EYSR and the bands cross the Fermi level, a
p-wave gap opens around EF as sketched in Figure 5.10(b) [57, 224]. (ii) In
densely packed chains, the spin-carrying orbitals hybridize into spin-polarized
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bands. If only one of the two bands crosses the Fermi level as depicted in
Figure 5.10(c), the system is effectively spinless and topologically equal to the
Kitaev model [60, 224]. One important prerequisite in both limits is that the s-wave
pairing of the superconductor can induce a gap into the spin chain. This is only
possible, if the spins are not ferromagnetically aligned, such as in a spin helix,
so that quasiparticles in neighboring sites have partially opposing spins and can
couple to the singlet Cooper pairs of the substrate. Spin-orbit coupling creates an
exception to this rule, as it leads to proximity-induced superconductivity also in
ferromagnetically coupled chains [224]. Great effort was put into this approach in
recent years, yielding a variety of systems that showed YSR band crossing [276]
and zero-bias states at chain ends that were interpreted as MZMs [63, 65–67].
Further, a lot of effort is put into distinguishing these potential MZMs form
trivial modes [69, 232, 282–284] and into finding new material systems that offer
tunable and easily accessible topological states [68, 243, 285]. Yet, a definite proof
determining the nature of detected zero-bias modes is still missing and will be
very challenging.
In 2D, L. Fu and C. L. Kane predicted that a 3D topological insulator coupled to an
s-wave superconductor would give rise to px + ipy-superconductivity [273], if the
chemical potential lies within the bulk band gap. The surface states of a topological
insulator are spin-polarized, therefore rendering the created superconductor
effectively spinless. Earlier works had already shown that vortices in p-wave
superconductors would host MZMs [268, 269]. In contrast to the trivial CdGM
states, MZMs appear at the Fermi level as discussed above. Yet, it is often difficult
to experimentally separate both due to the small energy shift of the CdGM states
from EF (cf. section 5.2). STM experiments indicating the presence of MZMs in
such heterostructures were obtained on thin films of Bi2Te3 on NbSe2 [286, 287]
as well as on Fe-based superconductors [288–290]. However, the aforementioned
difficulty to individually resolve the MZMs and the fact that disorder in the
Fe-based superconductors seems to play a crucial role as not every vortex shows
zero-bias states demonstrates that more work is necessary to unambiguously
identify MZMs.
Further proposals to create MZMs involve doping of topological insulators, to
drive them into a superconducting state [291–293], proximity coupled 2D topo-
logical insulators [294], magnetic islands on s-wave superconductors [295–299],
superfluidity in 3He [268, 300, 301] and cold atom gases [302, 303], the natural
p-wave superconductor candidate Sr2RuO4 [270, 304], and the fractional quantum
Hall effect [305].
Finally, after reviewing potential realizations of MZMs, their technologically most
interesting property should not remain unmentioned here: MZMs show non-
Abelian exchange statistics, which means that the effect of an exchange of multiple
MZMs on their wave function depends on the path and order that is chosen for the
process [264, 269]. Since these exchange operations, also called braiding operations,
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can be used for information storage and quantum computing, and MZMs are
insensitive to local perturbations due to their non-local character, MZMs could
be used in topologically protected quantum computing operations [61, 62]. This
idea motivates the large effort put into their realization and characterization in
solid-state systems.
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Chapter 6

The Nb(110) Surface

Its high critical temperature of 9.2 K and large bulk gap of 1.53 meV [306] make
niobium a favorable material for experimental research on a superconductor, as
the liquid helium temperature lies well below Tc and the experimental resolution
of in-gap states does not require as low temperatures as for e.g. aluminum. A
coherence length ξNb of 38 nm and a London penetration depth λL,Nb of 39 nm
make niobium a type II superconductor with a Ginzburg-Landau parameter of κ =
0.99 [307, 308] with an upper critical field of Hc2 = 400 mT [309]. Unfortunately,
contrary to its desirable electronic properties, the preparation of a single crystalline
Nb surface for STM purposes is challenging. In this chapter, I will thus first
review the preparation procedure leading to a clean Nb(110) surface as well as its
topographic features. Afterwards, the basic electronic properties will be discussed.
The general results presented in this chapter were mostly published in Ref. [310]
and were obtained by Artem Odobesko and during the PhD thesis of Stefan
Wilfert [132] and the Bachelor thesis of Jakob Hagen [311]. The related DFT
calculations were performed by Soumyajyoti Haldar in the group of Stefan Heinze
at the Christian-Albrechts-Universität zu Kiel. The individual measurements
shown in the following were obtained in the course of the presented work.

6.1 Surface preparation and topography

Bulk niobium crystallizes in a bcc structure with lattice constant aNb = 330 pm.
The Nb(110) surface is hence defined by a two-fold symmetric, centered rectangular
unit cell with orthogonal high-symmetry directions ⟨0 0 1⟩ and ⟨1 1 0⟩ (cf. inset in
Figure 6.1(f)). By means of LEED, AES and STM studies, earlier works determined
the main contamination of the polished Nb surfaces to be oxygen [312–315]. Since
oxygen segregates from the bulk to the surface at temperatures lower than the
required annealing temperatures to obtain a smooth surface [312], sputter–anneal
cycles are not suited to produce a clean surface [310]. Instead, samples with more
than 90% oxygen-free surface area can be obtained by heating the Nb sample to a
temperature close to its melting point at 2477 ◦C [310].
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Figure 6.1: Overview scans of the two oxygen reconstructions (a) NbOx phase I and
(b) NbOx phase II of the Nb(110) surface and (c) the clean surface. Scale bars are
10 nm. (d),(e) Close-ups of the surfaces in (a) and (b), respectively. The oxygen
reconstruction of NbOx phase II appears to be more ordered than that of NbOx
phase I. (f) Scan of a small patch of the NbOx phase II oxygen reconstruction on the
otherwise clean surface, overlain with the ball model revealing the oxygen dimers on
the surface. The inset shows a scan with atomic resolution of the clean surface. Scale
bars are 1 nm. Scan parameters: (a),(b),(e) U = −100 mV, I = 400 pA; (c) −1 V,
400 pA; (d) −100 mV, 200 pA; (f) −10 mV, 8 nA.

The Nb(110) single crystals (MaTecK GmbH and Surface Preparation Laboratory) for
the experiments presented in the following chapters were prepared by multiple
flashes of electron beam heating, each usually 30 s long, with the sample surface
facing the e-beam filament. The surface temperature was measured with an Ircon
UX 70P pyrometer in the single wavelength mode and a set emissivity of 0.293
through a window in the UHV chamber.
When new crystals are heated to temperatures below 2000 ◦C, they initially exhibit
smooth step edges with atomically straight segments oriented along the ⟨1 1 1⟩
directions as can be seen in Figure 6.1(a). Additionally, a quasiperiodic structure
with small, few nanometer long stripes oriented closely along the ⟨1 1 1⟩ directions
can be observed in the close-up in Figure 6.1(d). As shown in Refs. [314, 315], this
pattern originates from the formation of a single-atomic fcc NbO(111) layer with
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(a) (b)

Figure 6.2: Scans of the same area on a partially clean Nb sample at different bias
voltages. (a) At U > 0.2 V, only oxygen is visible as depressions in the topography.
(b) For lower bias voltages, hydrogen in between the oxygen patches becomes visible.
The circles mark exemplary areas where hydrogen forms an ordered reconstruction
on the oxygen-free Nb surface. Scale bars are 5 nm. Scan parameters: (a) U = −1 V,
I = 400 pA; (b) −50 mV, 400 pA.

on-top rows of Nb (bright protrusions) and oxygen atoms (dark areas). This phase
of the Nb(110) surface will be called “NbOx phase I” in the following.
To remove the NbO layer, the crystals were exposed to several cycles of Ar+-ion
sputtering with an energy of 1 keV and electron beam heating to temperatures
> 2000 ◦C.1 The result is a surface exhibiting mostly single-atomic, unordered
step edges and an ordered pattern of alternating bright and dark rows along
the ⟨1 1 2⟩ directions of the surface as displayed in Figure 6.1(b). Individual
domains observed along the [1 1 2] and [1 1 2] direction only extend over few tens
of nanometers. A higher resolution scan in the same area displayed in Figure 6.1(e)
reveals ordered boundaries between the two domains. Further, one can identify
individual segments within the dark rows, which are attributed to dimers of
atomic oxygen. As displayed in the ball model in Figure 6.1(f), the individual
oxygen atoms sit in the threefold hollow sites of the Nb(110) lattice with the
dimers being oriented along the ⟨1 1 3⟩ directions [310]. This phase will be called
“NbOx phase II”.
To obtain an almost completely oxygen-free, clean Nb surface, the samples were
heated multiple times to up to 2400 ◦C. The result is displayed in Figure 6.1(c),
showing large areas of the bare surface and only small patches of the remaining
NbOx phase II oxygen reconstruction. Atomic resolution of the surface (cf. inset

1 After removing the NbO layer, I did not succeed in recreating the NbOx phase I surface
on the same crystal. Also extensive sputtering and low-temperature annealing, exposure to
oxygen inside the UHV chamber at room temperature and higher temperatures or exposure to
atmosphere only reconstituted the NbOx phase II surface.
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Figure 6.3: The calculated Fermi
surface of clean Nb(110) exhibits
a multitude of bands crossing EF.
Bands close to Γ, to which STM
experiments are particularly sensi-
tive, are marked in red and serve
as the starting point for the sim-
ulations presented in chapter 7.
Adapted from Ref. [316]. Copyright
©2020 by the American Physical Soci-
ety.
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in Figure 6.1(f)) confirms the expected centered rectangular unit cell of the Nb(110)
lattice.

Another contaminant of the Nb(110) surface is hydrogen, which is visible in STM
scans at bias voltages < 200 mV [310]. Figure 6.2 shows scans of the same area at
U = −1 V and −50 mV, the latter revealing ordered structures of hydrogen that
appear as depressions in the measurement. Presumably, the hydrogen originates
from both the bulk of the sample as well as the UHV system. The initial amount of
hydrogen on the surface can be reduced by hundreds of flashing cycles, however
even samples stored at 4.2 K will be covered with hydrogen from the UHV system
over time (significant changes of the surface contamination were observed on
timescales of several days to weeks). By repeatedly scanning a small surface
area at a high bias voltage and tunneling current (usually −1 V and ∼ 6 nA),
hydrogen can be removed from the area due to its high mobility [310]. The
electronic properties of the surface described in the following as well as the results
in chapters 8 and 9 seem not to be influenced by the presence of hydrogen, while
oxygen strongly influences the coupling of adatoms to the surface (cf. chapter 8)
and suppresses the Nb(110) surface resonance discussed below.

6.2 Electronic properties of the Nb(110) surface

Figure 6.3 presents the Fermi surface of clean Nb(110) [316] as calculated using
the plane-wave-based vasp code [317, 318] within the projector augmented-wave
method [319, 320]. As already reported in Ref. [310], a variety of bands originating
from different d orbitals of the Nb atoms crosses the Fermi level. Close to the
center of the Brillouin zone at Γ, several stadium-shaped pockets (marked in
red) are visible. As will be shown in chapter 7, they substantially influence the
observed CdGM states in vortices on the surface.
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Figure 6.4: Differential conductance measurements on the clean an oxygen-
reconstructed Nb(110) surface. (a) Wide-range spectroscopy revealing a surface
resonance peak on the clean surface at −0.45 V, which is absent in areas of
NbOx phase II. (b) Superconducting gap measured on the clean Nb surface
(black curve) and the corresponding fit (red, dashed curve). Fit parameters are
∆ = 1.50 meV, Teff = 1.80 K, Γ = 0.3 µeV. Stabilization parameters: (a) U = −1 V,
I = 400 pA, Umod = 10 mV; (b) −7 mV, 400 pA, 0.1 mV. T = 1.4 K.

The measured surface spectrum of clean Nb(110) is characterized by a sharp peak
at −0.45 V as presented in the STS signal in Figure 6.4(a). The origin of this peak
can be identified by DFT calculations as a flat band surface resonance close to Γ
in the surface Brillouin zone arising from the 4dz2 orbitals of the Nb atoms [310].
The measured LDOS on a small patch of NbOx phase II on the same surface
(blue curve in Figure 6.4(a)) exhibits a strongly reduced intensity of that peak,
confirming its surface nature.
The low-energy STS data in Figure 6.4(b) displays the gapped excitation spectrum
of a BCS superconductor. Fitting the data with the Dynes formula in Equa-
tion (5.16) and including broadening by an effective temperature Teff yields a gap
size of 1.50 meV, Teff = 1.80 K, and a quasiparticle lifetime broadening of in the
range of 1 µeV.2 The value of ∆ agrees well with the literature value for bulk Nb
and the fitted effective temperature defines the electronic temperature of the STM
mentioned in section 3.2. In contrast to the wide-range surface spectrum in Fig-
ure 6.4(a), the measured superconducting gap does not depend on the cleanliness
of the surface and is not affected by the presence of oxygen or hydrogen within
the experimental resolution. This observation confirms that the gap size on the
Nb surface is defined by the bulk.

2 At this relatively high temperature in comparison to Γ, the fit is rather insensitive to variations
of Γ by a few µeV.
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Chapter 7

Anisotropic Vortices on

Nb(110)

The observation and analysis of the Abrikosov vortex lattice in type II supercon-
ductors can yield estimates for the London penetration depth [321], coherence
length [216], and electron mean free path [215], and provide insight into further
electronic properties such as the superconducting gap and pairing symmetry [322–
324] as well as into the structure of the Fermi surface [325]. The prediction of
MZMs inside vortices of topological superconductors discussed in section 5.4
led to a further increased interest in the trivial CdGM states inside the vortex
cores: Whereas for the few superconductors that are in the quantum limit at
experimentally accessible temperatures the identification of zero-bias modes is
possible [289, 290], the differentiation of such modes from CdGM states is more
challenging for most other superconductors. One observation that is often re-
ferred to in corresponding experiments is the spatial distribution of the bound
states, more specific a lacking spatial dispersion, that is used to distinguish the
sought-after MZMs from trivial CdGM states [286, 288, 326]. Yet, as I will shown
in this chapter, such conclusions need to be taken with care.
In the first part of this chapter, I will discuss the methods used to image vortices
on Nb(110) and present the experimental results obtained on the clean surface,
exposing heavily bias-dependent and anisotropic apparent shapes of the observed
vortices.1 In the second part, I will elaborate the influence of surface adsorbates
on the CdGM states and the concomitant vortex shape. Finally, I will discuss the
experimental results in light of solutions of the Bogoliubov–de Gennes equations
determined by Song-Bo Zhang and Björn Trauzettel, revealing the physical origin
of the observed behavior. Most results presented in this chapter were published
in Ref. [316].

1 Here the word “apparent” shall highlight, that the described shape is that of a constant differen-
tial conductance contour at a given bias voltage. The actual shape of a vortex might rather be
defined by the radial variation of the order parameter or the magnetic field inside the flux tube,
which are both energy-independent.
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Figure 7.1: Artifacts in measurements of vortices on a clean Nb(110) surface. (a) Con-
stant current dI/dU map of the Nb surface in an external field of 100 mT. The
hexagonal vortex lattice is indicated. A synchronous movement of the vortices during
the measurements indicated by the white arrow caused a displacement of the whole
lattice. This is presumably caused by a temporary, but unstable pinning of the
vortices at e.g. defects in the crystal. This pinning also explains an area per vortex
that is different from the expected value of Φ0/µ0H, here by about +10 %. Scale bar
is 100 nm. (b) Constant current dI/dU map of a single vortex, (c) the simultaneously
recorded topography and (d) the averaged line profile taken from the area marked in
(c). The strongly varying LDOS across the vortex leads to different tip–sample dis-
tances at and away from the vortex, causing an incorrect representation of the latter
in the dI/dU map. Scale bars are 20 nm. Stabilization parameters: U = −0.8 mV,
I = 50 pA, Umod = 0.1 mV. µ0H = 100 mT; T = 1.4 K.

7.1 Artifact-free imaging of vortices on clean Nb(110)

First images of the Abrikosov lattice of vortices in a type II superconductor in
real space were obtained by depositing small magnetic particles on the surface
of a superconductor exposed to an external magnetic field [327]. Subsequent
imaging of the surface by either light or scanning electron microscopy showed the
accumulation of these particles where the magnetic flux penetrated the surface.
In contrast to this technique, generally called the Bitter technique [328], which is
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based on the magnetic properties of the sample, scanning tunneling microscopy
relies on changes of the LDOS, which is caused by the reduction of the order
parameter and the appearance of in-gap states inside the vortices. Far away from
a vortex, one can expect a BCS-like excitation spectrum.2 At the center of the
vortex, the measured LDOS is expected to become gapless. It is thus possible
to visualize the Abrikosov vortex lattice in dI/dU maps at a fixed bias voltage
U ≲ ∆/e. An example of such a measurement is shown in Figure 7.1(a). One can
identify the hexagonal Abrikosov lattice and a very peculiar pattern arising around
the vortices. However, a more careful analysis indicates that the results of such
measurements need to be treated with care and even have limited value: Although
at the given bias voltage of −∆ < −0.8 mV < ∆ the LDOS inside the vortex is
expected to be higher than outside due to the reduced gap, the vortices appear as
depressions in the produced image. As further elaborated in Figure 7.1(b)-(d), this
artifact originates from a changing z-setpoint in the constant current image across
the vortex despite an actually flat surface caused by the strongly varying LDOS
between the bias setpoint and EF. This changing tip–sample distance also causes
the increased dI/dU signal in between the vortices, which was already mentioned
in the PhD thesis of Stefan Wilfert [132], but could not be explained by the author.
Therefore, a different approach that circumvents these setpoint artifacts is required
to correctly record and present the LDOS of the observed vortices.
Figure 7.2 displays experimental results obtained by two different approaches
that do not suffer from the above-mentioned problems. The first is a full grid
spectroscopy recorded on a single vortex, where each spectrum is stabilized
sufficiently far away from the gap such that a correct normalization of the spectra
is possible when processing the data. Exemplarily, both a spectrum far away from
and at the center of a vortex are shown in Figure 7.2(a). The spectrum at the vortex
center exhibits a broad zero-bias peak, characteristic for the presence of thermally
merged CdGM states as already shown in Figure 5.6. The result of the full grid
spectroscopy is depicted in Figure 7.2(b), where slices at different bias voltages
were stacked to obtain an impression of the variation of the apparent vortex shape
at different energies. If imaged at a bias voltage of −2 mV, corresponding to the
position of the coherence peaks, the vortex appears as an almost fully isotropic
depression with a diameter (FWHM) of about 80 nm, which corresponds well
to the expected length scale of 2ξNb ≈ 76 nm over which the order parameter
varies across a vortex. At lower absolute bias voltages, the depression turns into
a protrusion as is expected, and the vortex clearly changes its apparent shape.
First, the vortex seems to split, reaching a coffee bean-like shape at a bias voltage

2 Although the magnetic field penetrates the superconductor within the flux tubes, the exponential
decay of the flux on a length scale > λL [190] still influences the excitation spectrum in between
the vortices, causing the discrepancy between the spectrum shown as a black line in Figure 7.2(a)
measured in between the vortices at 100 mT and the zero-field data in Figure 6.4(b).
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Figure 7.2: Vortices on clean Nb(110). (a) Spectra recorded far away from (black line)
and at the center of a vortex (blue line) as indicated in (c). The enhanced dI/dU sig-
nal at zero bias indicates the presence of CdGM states in the vortex core. (b) Stacked
differential conductance data measured on a single vortex in a full grid spectroscopy.
Slices were taken at U = (−2.0, −1.6, −1.2, −1.0, −0.8, −0.4, 0.0) mV (top to bot-
tom). Scale bar is 30 nm. (c)-(f) Constant tip–sample separation dI/dU maps
recorded at the indicated bias voltages. Scale bar is 100 nm. In (b) as well as (c)-(f),
the transformation of the apparent vortex shape from circular at higher bias voltages
to elliptical at 0 mV is visible. At an intermediate bias range between −1.4 mV and
−0.8 mV the vortices appears to split along the ⟨0 0 1⟩ direction. Stabilization param-
eters: (a) U = −7 mV, I = 150 pA, Umod = 0.1 mV; (b) −10 mV, 200 pA, 0.1 mV;
(c)-(f) −100 mV, 200 pA, 0.1 mV. Scanning bias voltage in (c)-(f) as indicated in the
individual panels. z-offset: (c) −170 pm; (d)-(f) −180 pm. µ0H = 100 mT; T = 1.4 K.
Adapted from Ref. [316]. Copyright ©2020 by the American Physical Society.

of approximately −1 mV, and becomes elliptical at 0 mV. To demonstrate that
this observation is not unique to a single vortex, measurements over a larger area
including several vortices were performed. Here, it is not suitable to perform
a full grid spectroscopy, as the spatial resolution would need to be significantly
reduced to maintain a reasonable measuring time. Instead, the topography of the
surface was recorded at a bias voltage sufficiently far away from EF, such that
small LDOS variations in the gap region become negligible. After every line, the
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7.1 Artifact-free imaging of vortices on clean Nb(110)
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Figure 7.3: Line grids recorded across a single vortex along the (a) [1 1 0] and (b) [0 0 1]
direction revealing direction-dependent spatial dispersions of the in-gap states. In
(a), the x-shaped dispersion expected for CdGM states is visible and highlighted with
dashed lines. This dispersion is absent along the orthogonal direction displayed in (b),
where the CdGM states seem to remain centered around 0 mV. The positions with
an almost flat LDOS in both line grids coincide with the presence of hydrogen on
the surface, which acts detrimental on the CdGM states (cf. section 7.2). Stabilization
parameters: U = −7 mV, I = 150 pA, Umod = 0.1 mV. µ0H = 100 mT; T = 1.4 K.

bias voltage was changed to the desired value and the recorded topography was
retraced, including a constant z-offset to enhance the measured dI/dU signal. The
results are displayed in Figure 7.2(c)-(f). At the selected bias voltages the main
features described above are clearly visible. Imaged at −2 mV, the vortices are
round-shaped and acquire a coffee bean shape at −1 mV. Below this value, the
splitting disappears and gives way to an elliptical shape. These measurements
further allow to determine the orientation of the anisotropic shapes. The ellipsis’
long axis in Figure 7.2(f) as well as the trench in the split vortices in panel (d) align
with the ⟨0 0 1⟩ direction of the Nb(110) lattice indicated in (e), while the ellipsis’
short axis aligns with the crystallographic ⟨1 1 0⟩ direction. Equally, the (1 1)
and (1 1) directions of the Abrikosov lattice itself align with the high-symmetry
directions of the Nb(110) surface.
To further assess the difference between the ⟨1 1 0⟩ and ⟨0 0 1⟩ direction, spectro-
scopic data recorded along lines across a single vortex in these two directions is
presented in Figure 7.3. At the center of the vortex, the intense zero-bias peak
already shown in Figure 7.2(a) is visible for both line grids. Along the [1 1 0]
direction, this peak splits into two energetically symmetric ridges when moving
away from the center, forming an x-shaped LDOS profile. This spatially dispers-
ing feature can be identified as the thermally merged CdGM states as described
in section 5.2 and is expected for a clean surface. Along the [0 0 1] direction, a
qualitatively different picture is observed. Within the energy resolution of the
experiment, the central peak does not split but instead remains at the same energy
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7 Anisotropic Vortices on Nb(110)

while its intensity decays away from the vortex center. This lacking x-shaped
dispersion along the ⟨0 0 1⟩ direction can be directly related to the vortex splitting
along this direction. These findings indicate that the CdGM states play a crucial
role in the observed anisotropic vortex shapes on the clean Nb(110) surface at
different bias voltages.
As discussed in section 5.2 the existence of the CdGM states depends on the length
of the mean free path in comparison to the vortex size which is determined by
ξNb ≈ 38 nm. If for the clean surface one considers the same mean free path as
for bulk Nb, lF,bulk = 100 nm [329], the appearance of CdGM states on the clean
Nb(110) surface is expected. It is possible to tune the surface mean free path by
introducing surface disorder. In the following I will therefore review the influence
of surface adsorbates on the CdGM states and the concomitant vortex shape.

7.2 Influence of surface disorder on the observed vortex

shape

The most abundant contaminant on the “clean” Nb(110) surface is hydrogen, as
discussed in section 6.1. Although the measured superconducting gap is not
influenced by the presence of hydrogen within the resolution of the presented
experiments, the observed CdGM states are. Figure 7.4 displays dI/dU maps
of a single vortex, similar to those presented in Figure 7.2(c)-(f). Especially at
voltages |U| ≤ 1 mV, i.e. at energies inside the gap, the characteristic structure
of hydrogen emerges as elongated depressions along the ⟨0 0 1⟩ direction, also
seen in the simultaneously recorded topography in Figure 7.4(f). Setpoint effects
can be excluded as the origin of this observation, as at the stabilization voltage of
−100 mV the tip is in fact slightly closer to the surface when measuring on top of
hydrogen in comparison to the truly clean surface. Thus, the dI/dU signal should
actually be enhanced if setpoint effects were dominating. One can thus conclude,
that the CdGM states’ intensity is locally reduced by the presence of hydrogen. If
the concentration of hydrogen on the surface is too high, the spatial dispersion of
the CdGM states and the bias-dependent vortex shape vanish [132].
The different oxygen surface reconstructions described in chapter 6 provide an
ideal platform to further study the influence of surface disorder on the CdGM
states without altering e.g. the superconducting gap, the penetration depth or the
coherence length of the material. The quasiparticle mean free path is expected
to be considerably reduced by the presence of oxygen. While NbOx phase II has
a periodic structure and exhibits translation invariance at least within a single
domain, NbOx phase I is only quasiperiodic and should thus possess an even
shorter quasiparticle mean free path in comparison to NbOx phase II. Hence, a
significant reduction or complete vanishing of the CdGM states is anticipated.
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(a) −2 mV −1 mV

topography−0.8 mV

−1.5 mV
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(b) (c)

(e)(d) (f)

Figure 7.4: (a)-(e) Constant tip–sample separation dI/dU maps of a single vortex
on a clean Nb(110) surface recorded at the indicated bias voltages. Scale bar is
30 nm. (f) The simultaneously recorded topography. At bias voltages |U| ≤ 1 mV,
hydrogen adsorbates are visible in the dI/dU maps, indicating the detrimental
effect of hydrogen on the CdGM states. Stabilization parameters: U = −100 mV,
I = 200 pA, Umod = 0.1 mV. Scanning bias voltage as indicated in the individual
panels. z-offset: (a),(b) −180 pm; (c)-(f) −220 pm. µ0H = 100 mT; T = 1.4 K.

Single spectra recorded at the center of vortices on all three Nb (110) surfaces
presented in Figure 7.5 confirm this hypothesis. As shown before, on clean
Nb(110) the presence of CdGM states manifests itself in a pronounced electron-
hole symmetric peak at the Fermi level. The intensity of this peak is dramatically
reduced in vortices on NbOx phase II. Additionally, the peak intensity is not
symmetric around the Fermi level anymore. Although such an asymmetry is
also found in the calculations presented in Figure 5.5(b) for an isotropic material,
the observed asymmetry in the measurements on NbOx phase II might also be
influenced by other factors. On NbOx phase I, the zero-bias peak vanishes almost
entirely, indicating the disappearance of the energetically discrete CdGM states.
Instead, the gap is homogeneously filled with quasiparticles at the center of the
vortex.
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7 Anisotropic Vortices on Nb(110)

Figure 7.5: Single spectra recorded at the
center of a vortex on all three Nb sur-
faces. The increasing oxygen contamina-
tion of the surface leads to a depletion
of the CdGM states as becomes evident
from the decreasing peak intensity. Stabi-
lization parameters, magnetic field and
temperatures: see Figures 7.3 and 7.6.
Adapted from Ref. [316]. Copyright ©2020
by the American Physical Society.
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It is important to briefly discuss the potential influence of hydrogen, which
has already been shown to locally suppress the CdGM states on the otherwise
clean Nb surface, on the observations made on the oxygen-reconstructed surfaces.
Hydrogen is not resolved on both NbOx phase I and NbOx phase II in topographic
measurements, yet its presence cannot be excluded and instead is rather likely,
given its high solubility in Nb [330]. Nevertheless, the difference in the observed
CdGM intensity in the vortex centers demonstrated in Figure 7.5 clearly correlates
with the oxygen induced surface disorder and the inferred changes of the mean
free path on NbOx phase I and NbOx phase II. Thus, although an influence of
hydrogen on these measurements is possible, the dominating contribution to the
observed behavior is ascribed to the respective oxygen reconstructions.

To assess how the absence of the CdGM states influences the apparent vortex
shape at different bias voltages, constant energy cuts from full grid measurements
of single vortices on both surfaces are displayed in Figure 7.6(a) and (c), revealing
qualitative differences in comparison to the measurements on clean Nb(110). On
the more highly ordered NbOx phase II surface, a very weak splitting of the
vortex around −1.2 mV remains visible, yet the elliptical deformation of the
vortex at 0 meV is almost entirely absent. On NbOx phase I, the apparent vortex
shape remains almost fully isotropic throughout all bias voltages. The zero-bias
conductance maps of vortices on each of the three Nb surfaces displayed in
Figure 7.6(e) emphasizes the qualitative difference. While the vortex on clean
Nb(110) appears strongly elliptical with a ratio of about 0.6 between the minor and
major axis of the ellipse, the vortices on both NbOx phase I and NbOx phase II
are almost fully isotropic with an axes-ratio of ∼ 0.9. The line grids presented
in Figure 7.6(b) and (d) measured along the respective lines indicated in panel
(e) confirm the significantly lower zero-bias LDOS at the center of the vortices
on the oxygen-reconstructed surfaces and only show a blurred (NbOx phase II)
or no (NbOx phase I) spatial dispersion of the in-gap stats. Line grids recorded
in directions perpendicular to the presented ones exhibit comparable features,
contrary to the very anisotropic picture drawn in Figure 7.3. This observation
explains the lacking or depleted splitting of the vortices on NbOx phase I and
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Figure 7.6: (a) Stacked differential conductance data measured on a single
vortex in a full grid spectroscopy on NbOx phase I. Slices were taken at
U = (−2.0, −1.6, −1.2, −1.0, −0.8, −0.4, 0.0) mV (top to bottom). (b) Line grid
recorded along the line indicated in the corresponding zero-bias map in (e).
(c),(d) Same as (a),(b) but on NbOx phase II. A tip instability at the end of the
measurements displayed in (c) caused parts of the conductance maps to be very
noisy. This area is gray shaded for a clearer presentation of the data. While a small
anisotropy and a weak splitting of the vortex remain on NbOx phase II, the vortex
on NbOx phase I appears almost fully symmetric. This is emphasized in the the
zero-bias maps of all Nb surfaces in (e). All scale bars are 30 nm. Stabilization
parameters: (a),(b) U = −5 mV, I = 100 pA Umod = 0.2 mV; (c),(d) −7 mV, 200 pA,
0.2 mV. µ0H = 100 mT; T = 1.5 K.

NbOx phase II, respectively, and corroborates the hypothesis that the CdGM states
play a crucial role in the anisotropic appearance of the vortices on clean Nb(110).

95



7 Anisotropic Vortices on Nb(110)

7.3 Discussion

The presented experimental results confirmed the impact of the CdGM states
on the apparent vortex shape in the STM measurements. Yet, the origin of the
observed anisotropy on clean Nb(110) still needs to be examined. In literature,
three different possible causes for anisotropic vortices have been discussed: (i) If
the inter-vortex distance is smaller or comparable to either the superconductor’s
penetration depth or coherence length, neighboring vortices will influence each
other either by stray fields [331] or overlapping quasiparticle wave functions [332].
In the presented case, the lattice constant of the Abrikosov lattice of ≈ 160 nm
(cf. Figure 7.1(a)) is significantly larger than both the penetration depth and the
coherence length (39 nm, 38 nm). Further, an influence of the six-fold symmetric
vortex lattice should result in vortices with the same symmetry. Instead, the two-
fold symmetry observed in the experiments hints at the two remaining possible
explanations, (ii) an anisotropic pairing potential or (iii) an anisotropic Fermi sur-
face [218, 322, 333, 334], which are both expected to inherit their symmetry from
the two-fold symmetric crystal structure of the Nb(110) surface. Transport mea-
surements in tunnel junctions made from crystalline bulk Nb demonstrated a bulk
gap anisotropy of no more than ∼ 10 % in various crystallographic directions [335,
336]. As the size of superconducting gap on the surface closely corresponds
to the average bulk value as shown in chapter 6 and the measured differential
conductance is well described by an isotropic gap function, the anisotropy of the
surface gap is not expected to exceed the variation of the bulk gap. Since the
latter is significantly lower than the anisotropy of the vortex LDOS at zero bias,
the anisotropic pairing is considered an unlikely explanation for the observed
behavior.
The effect of an anisotropic Fermi surface can be investigated by self-consistently
solving the Bogoliubov-de Gennes equations in a 2D system with isotropic pairing
and discrete square lattice with lattice constant a. Generally, STM experiments
are most sensitive to states close to the Γ-point of the surface Brillouin zone as
discussed in section 3.1 [107, 337]. First of all, this results in the conclusion that
the observed specific shape of the vortices on clean Nb(110) is an outcome of
the employed experimental technique, and that the full LDOS inside the vortices,
which is an integral over the entire Fermi surface, will likely show a different
spatial variation. Nevertheless, the observed anisotropy of the apparent vortex
shape is a result of the anisotropic surface and, if well understood, allows to
draw conclusions on the underlying electronic structure. As a second, related
consequence of this k-selectivity of STM experiments, it is sufficient to mimic
the stadium-shaped bands in the center of the Nb(110) Fermi surface marked in
Figure 6.3 in the proposed simulations. For this purpose, a 2D electron gas with
different effective masses mx/my ≈ 0.47 along the principal lattice directions is
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Figure 7.7: Results
of the simulations
described in the
main text. (a),(b) The
model’s underlying
Fermi surface and
Fermi velocity, respec-
tively. The displayed
directions correspond
to the (reciprocal)
[1 1 0] and [0 0 1]
direction. (c) Varia-
tion of the pairing
order in an external
magnetic flux of
2Φ0 at kBT = 0.26∆0.
(d) Low-energy LDOS
as calculated along
the ⟨1 1 0⟩ (left panel)
and ⟨0 0 1⟩ direction
(right panel) after
thermal broadening
by kBT = 0.26∆0. The
x-shaped dispersion
of the CdGM states
is marked with gray
lines. (e) LDOS maps
at indicated energies,
approximately corre-
sponding to the bias
voltages in Figures 7.2
and 7.6. Simulation
parameters as labeled
in Ref. [316]: N = 40,
tx = 1.5t0, ty = 0.7t0,
tso = t0, V0 = 2t0,
EF = −4.4t0, ωD = t0.
The pairing order
in the absence of
fields is ∆0 = 0.23t0.
Adapted from Ref. [316].
Copyright ©2020 by
the American Physical
Society.
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chosen. Additionally, spin-orbit coupling of Rashba or Dresselhaus type [338, 339]
is added to obtain a truly anisotropic band structure [316]. Choosing the Fermi
energy such that one band dominates, a large stadium-shaped Fermi surface and
a small circular surface, depicted in orange and blue in Figure 7.7(a), respectively,
are obtained, constituting a basic model of the relevant bands. Further details of
the simulations can be found in Ref. [316] and the corresponding supplemental
material. The x- (kx-)direction and y- (ky-)direction in Figure 7.7(a) correspond
to the [0 0 1] (Γ − H) and [1 1 0] (Γ − N) direction of the surface and surface
Brillouin zone of Nb(110), respectively. Figure 7.7(b) illustrates the Fermi velocity
corresponding to the dominant (orange) band. To study vortices in this model,
a quantized flux of 2Φ0 = 2µ0H(Na)2 is added to a lattice of size (N × 2N)a, as
displayed in Figure 7.7(c). The two resulting vortices appear as depressions of the
pairing order ∆. Although the pairing order already exhibits a small anisotropy
with the major axis of the recognizable ellipse oriented along the ⟨0 0 1⟩ direction,
features such as the splitting of the vortex are not evident.

As deduced in the previous section, it is necessary to consider the CdGM states of
the system. Panels (d) and (e) of Figure 7.7 display the calculated quasiparticle
LDOS within a single vortex broadened by 0.26∆0, corresponding to an experimen-
tal temperature of about 1.5 K, close to the experimental value. In Figure 7.7(d),
the x-shaped dispersion of the CdGM states along the y- ([1 1 0]) direction is evi-
dent, while it seems to be absent in the simulations along the x- ([0 0 1]) direction,
both features identical to the presented measurements on clean Nb. The LDOS
maps in Figure 7.7(e) confirm the good qualitative agreement between experiment
and simulations and even allow for a quantitative comparison. The splitting of
the vortex starting at an energy of about 1.2 meV in the presented measurements
is reproduced at a similar energy of 0.8∆0 in the simulations. The vortex remains
split down to 0.6∆0, again reflecting the experimental observations. At lower
energies, the vortex shape transforms into an ellipse, with an axis ratio of about
0.7. This value is slightly larger than that of 0.6 observed in the spectroscopic mea-
surements on clean Nb, but nevertheless confirms the good agreement between
model and experiment.

As a result, the employed simulations coherently identify the anisotropic Fermi
surface as the physical origin anisotropic CdGM states on the Nb(110) surface,
resulting in an apparent anisotropic shape of the vortices. A closer look at the
simulation results reveals that the dispersion of the CdGM states along the y-
direction is only covered up by the introduced thermal broadening (the reader
is referred to the supplemental material of Ref. [316] for corresponding graphs).
If a lower broadening < 0.1∆0 is used for the calculations, corresponding to a
temperature significantly lower than the one accessible in the present experimental
setup, non-zero-energy CdGM states with a weaker dispersion and lower intensity
than along the ⟨1 1 0⟩ direction also appear along the ⟨0 0 1⟩ direction.
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In summary, the presented combination of STM and STS measurements on clean
and oxygen-reconstructed surfaces revealed anisotropic vortices on the Nb(110)
surface, with the apparent vortex shape changing from round at energies close
to the gap edge to a split, coffee bean-like at intermediate energies to elliptical at
the Fermi energy. By reducing the quasiparticle mean free path on the surface by
increasing its oxygen content, the CdGM states found on the clean surface could
be quenched, concomitant with a reduction of the asymmetry of the observed
vortices. In combination with tight-binding simulations, the anisotropic Fermi
surface of Nb(110) was established as the main cause for the anisotropy of the
observed CdGM states and the resulting apparent vortex shape.
The presented results complement other works demonstrating the influence of
Fermi surface anisotropy on the quasiparticle excitations inside vortices in type II
superconductors [323–325, 334] and constitute an experimental confirmation of
the theoretically calculated band structure of the Nb(110) surface. In the context
of topological superconductivity, the experiments on the topologically trivial
superconductor Nb(110), similarly to the subsequently published measurements
on La(0001) in Ref. [325], display a suppressed spatial dispersion of the lowest-
lying vortex core states caused by the Fermi surface anisotropy, while earlier
works attributed spatially non-split zero-bias states inside vortices to MZMs [286,
326]. The results obtained in this chapter suggest a more reliable possibility to
distinguish both topological MZMs and trivial states in vortices: If one is able to
add surface disorder to the system without changing the bulk properties, trivial
CdGM states are depleted while MZMs are expected to remain due to their
topological protection.
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8
Chapter 8

Correlations of

Yu-Shiba-Rusinov States and

the Kondo Effect in Fe

Atoms on Clean Nb(110)

Chains of magnetic adatoms on superconducting surfaces constitute one possible
realization of Majorana zero modes in solid state systems. Yet, to be able to
controllably engineer systems with the desired electronic properties, it is crucial
to study the individual building blocks and their interactions in the system: (i) the
adatom–substrate interaction, determining the energy and spatial extent of the
atomic YSR states and (ii) the interatomic coupling of those individual YSR states.
Following the experimental results presented in the previous two chapters, Nb(110)
is expected to constitute an interesting platform to study both of these interactions.
Most importantly, the large superconducting gap facilitates the detection of in-gap
states, yet also the possibility of changing the surface’s reconstruction allows to
tune the occurring YSR states as will be shown in the following.
In this chapter, I will focus on the adatom–substrate interaction of single Fe
atoms atop the Nb(110) surface. The choice of Fe atoms was motivated by recent
experiments on Fe chains on Pb(110) and Re(0001) [65, 66, 68]. To increase the
energy resolution of the presented measurements beyond the limit imposed by
the finite temperature of the setup, most experiments were conducted using
superconducting tips. Properties of such tips will be briefly discussed in the first
part of the chapter. In section 8.1, I will demonstrate that Fe atoms on the clean
and oxygen-reconstructed surface of Nb(110) exhibit strongly varying adatom
–substrate interactions, eventually leading to Fe atoms in both the unscreened
and Kondo screened phase of the YSR phase diagram which will be discussed in
section 8.2. This study highlights the strong bond between both effects, linking
Kondo resonances in the normal-metallic with YSR states in the superconducting
regime.
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The results presented in this chapter were published in Ref. [340]. The presented
simulations were performed by Domenico Di Sante, Alexander Kowalski, Ronny
Thomale and Giorgio Sangiovanni from the Institute for Theoretical Physics and
Astrophysics at the University of Würzburg.

8.1 Yu-Shiba-Rusinov states in single Fe atoms on Nb(110)

The preparation of the Nb(110) surface followed the procedure described in
chapter 6, resulting in a surface with sufficiently low oxygen and also hydrogen
concentration to observe large areas of the pristine (110) surface. After cooling
the sample in the STM, Fe atoms were deposited from an Fe rod (Alfa Aesar,
99.995 %) onto the cold surface (Tsample ≈ 4.2 K), resulting in a coverage of about
0.1 atoms/nm2. An exemplary topography of the obtained surface is displayed in
Figure 8.1(a). Arrows in the scan mark Fe atoms in different adsorption positions
on the Nb surface: While Fe atoms sitting on the clean surface (Fe/Nb(110)),
marked by black arrows, appear with a corrugation of about 60 pm as shown in
the line profile in Figure 8.1(b), Fe atoms adsorbed on remaining patches of NbOx
phase II (Fe/NbOx), marked by blue arrows, exhibit a corrugation of ≳ 100 pm. By
atomic manipulation of single atoms onto and away from an oxygen patch it was
possible to confirm that the apparent difference between these two kinds of atoms
is solely based on the presence of oxygen [340]. Rarely, “bright” Fe atoms also are
found on the clean surface, as marked by the gray arrow in Figure 8.1(a) [340].
However, their origin is not fully understood, and measurements on close-packed
Fe dimers that will be presented in chapter 9 exhibited both similar topographic
and spectroscopic features. Hence, Fe atoms sitting in potentially unconventional
binding sites and randomly assembled dimers are indistinguishable by the means
presented in this chapter and are thus for the moment not considered further.
The origin of this strong adsorption site-dependent corrugation of Fe atoms on
clean an oxygen-reconstructed Nb was illuminated by ab initio DFT calculations
using the vasp simulation package [317] (cf. Ref. [340] for more details on the
simulations). From these calculations, the energetically most favorable adsorption
site on the clean as well as on the oxygen-reconstructed surface was found to be the
fourfold hollow site as displayed in Figure 8.1(c). For Fe atoms on clean Nb, this
was experimentally confirmed in several different works [243, 340, 341] and will
also be shown in chapter 9. Yet, the determined adatom–surface distances (defined
by the center of the adatom and the plane through the center of the topmost Nb
atom layer) differ significantly for the two surfaces, being 1.70 Å for Fe/Nb(110)
and 1.34 Å for Fe/NbOx, and at first sight contradict the experimentally observed
difference in apparent height. The corresponding calculated constant LDOS
contours, which are decisive for the measured height profiles in constant current
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Figure 8.1: (a) Topographic scan of the Nb(110) surface after low-temperature deposi-
tion of Fe atoms appearing as bright protrusions. Arrows mark atoms in different
adsorption positions: faint atoms on clean Nb(110) (black), a bright atom on clean
Nb(110) (gray) and bright atoms on remaining patches of NbOx phase II (blue).
Stabilization parameters: U = −100 mV, I = 400 pA. Scale bar is 5 nm. (b) Height
profiles for Fe/Nb(110) and Fe/NbOx taken along the lines indicated by small white
arrows in (a). (c) Ball model of the energetically favorable fourfold hollow adsorption
position of Fe/Nb(110) and Fe/NbOx. (d) Calculated constant LDOS lines for both
types of Fe atoms. (d) Adapted from Ref. [340]. Copyright ©2020 by the American Physical
Society.

STM images, are displayed in Figure 8.1(d) and resolve the issue. It becomes
evident, that, although Fe on NbOx phase II sits closer to the surface, the constant
LDOS lines are more corrugated, resulting in a larger apparent height of the
adatom. Further, a significant distortion of the LDOS contour in comparison to the
spherical shape for Fe/Nb(110) is visible, hinting also at a stronger hybridization
between adatom and substrate, relevant for the emergent YSR states, as will be
discussed below. It is noteworthy, that in contrast to the single adsorption position
for Fe/Nb(110), a variety of adsorption positions exists for Fe/NbOx, as will be
revealed by spectroscopic data presented later in this section. Nevertheless, the
topographic measurements indicate that the differences between those adsorption
positions are more subtle than the difference between Fe on clean Nb(110) and
Fe on the chosen position on NbOx phase II, as all Fe atoms on NbOx phase II
appear with the same height of about 100 pm.
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8 Correlations of Yu-Shiba-Rusinov States and the Kondo Effect

Figure 8.2: Single spectra recorded
with a normal-metallic and two
different superconducting tips.
Fitting the latter with two con-
voluted Dynes functions yields
∆t = 1.35 meV, Γt = 0.19 meV and
1.25 meV, 0.12 meV for SC tip #1

and #2, respectively. Stabilization
parameters: U = −7 mV, I = 400 pA,
Umod = 0.1 mV. T = 1.4 K.

-4 -2 0 2 4
0

2

4

6 metal tip

SC tip #1

SC tip #2

d
I/

d
U

(n
o

rm
.)

Bias (mV)

Measurements with superconducting tips

The spectroscopic data on single and coupled Fe atoms on Nb(110), the latter
will be the topic of chapter 9, was mostly measured with superconducting tips in
order to enhance the spectral resolution of the experiments beyond the thermal
limit [202] (see also chapter 5). I will here therefore briefly review the process
of preparing such tips and their spectroscopic properties, before discussing the
results of the experiments on single Fe atoms.
In literature, mostly two ways of obtaining superconducting tips are described.
One possibility is to cut or etch tips from wires made from bulk superconducting
materials such as niobium [342, 343] or vanadium [344]. In contrast to the
second approach described below, this approach has the advantage of producing
tips with well developed, bulk-like superconducting gaps. However, due to
substantial oxidation of these materials in air, it is always necessary to treat
these tips by Ar-sputtering [169] or field emission [342] to remove the oxide
layer after introducing them to the UHV system. The second possibility is to use
standard tungsten tips and dip them into a superconducting sample in order
to pick up a small cluster of the material [201, 202, 345]. This process allows to
prepare superconducting tips in situ and if necessary to also remove the cluster
by pulsing on a normal metal. Yet, the finite size of the cluster, which depends
at least partially on the indentation depth, can lead to non-BCS-like gaps with
significantly broadened coherence peaks and gap edges in comparison to the
bulk material [346, 347]. This effect can lead to a lower energy resolution than
reachable with bulk tips.
All superconducting tips used for measurements presented in this thesis were
obtained by indentation into a Nb(110) crystal, as this does not require to
develop a new tip fabrication process and yielded satisfactory results concerning
tip stability and topographic as well as spectroscopic resolution. While the
indentation depth needed to create a superconducting tip varied between tens of
nanometers and several micrometers, generally deeper indentation led to more
defined (but not necessarily larger) gaps in the tip spectrum. Figure 8.2 shows
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8.1 Yu-Shiba-Rusinov states in single Fe atoms on Nb(110)

spectra measured on a clean Nb(110) surface with two superconducting tips and
one normal-metallic tungsten tip for comparison. It is clearly seen, that although
the gap of SC tip #1 appears to be even slightly larger than that of SC tip #2

as seen from the position of the coherence peaks, the coherence peaks are
significantly wider and less intense. These observations are confirmed by fitting
both gaps with a convolution of two Dynes functions (cf. Equation (5.16)) with
fixed sample gap ∆s = 1.53 meV and quasiparticle broadening Γs = 1 µeV as
well as effective temperature T = 1.8 K as obtained from the fit of the spectrum
measured with a normal-metallic tip (cf. section 6.2). For SC tip #1 one obtains
∆t,#1 = 1.35 meV, Γt,#1 = 0.19 meV and for SC tip #2 ∆t,#2 = 1.25 meV, Γt,#2 =
0.12 meV. As a more bulk-like tip is expected to show a smaller quasiparticle
broadening, while the gap size can even be enhanced for smaller cluster by
finite size effects [348, 349], the cluster of SC tip #2 is presumably larger than
that of SC tip#1. This appears to be reasonable as the latter was obtained by an
accidental, probably severe, tip crash, while the SC tip#1 was indented for “only”
100 nm. Still, both tips greatly enhance the energy resolution in the experiments.
Observed YSR states could be fitted with a Gaussian envelope with FWHM
≲ 0.3 mV, twice smaller than the thermal broadening of 3.5kBT of a delta-like
feature at the electronic temperature of the setup.
To extract quantitative values of e.g. YSR energies from measurements with
superconducting tips, it is important to keep in mind that all features of the
sample’s LDOS are shifted by ±∆t in the recorded spectra. Therefore, the
value of ∆t was extracted from spectra taken on clean Nb(110) for all presented
experiments as described above. It is sufficient to subtract this value from the
bias voltages at which the YSR states appear in the measurement, although a
full deconvolution of the recorded spectrum and the extracted tip spectrum
is also possible [242]. Finally, I want to note that at the tunneling resistances
used throughout this thesis no Cooper pair tunneling in form of a Josephson
current [350] or Andreev reflections [201], that would lead to dI/dU peaks at
U = 0 and |U| < ∆t/e, respectively, occurred.

With the understanding of the characteristics of measurements preformed with
superconducting tips, it is now possible to look at spectroscopic data recorded on
single Fe atoms in various adsorption positions. In Figure 8.3(a) spectra on both
an Fe atom on clean Nb(110) (top panel) and two different Fe atoms on NbOx
phase II (bottom panel) are displayed. The spectrum taken on the Fe atom on clean
Nb(110) only shows a small difference to a spectrum taken on the bare surface,
presented as a dashed line in the same graph. Only the slight enhancement of
the coherence peaks detected on top of the Fe atom indicates the presence of YSR
states close to gap edges. Following the introduction of YSR states in section 5.3, it
is evident that states with EYSR ≈ ∆ imply a very weak scattering of the itinerant
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Figure 8.3: (a) Differential conductance spectra measured on single Fe atoms. All top
panels correspond to Fe atoms on clean Nb(110), bottom panels to Fe atoms on NbOx
phase II. For Fe/NbOx, spectra measured on two different atoms are displayed.
The gray dashed lines correspond to a spectrum recorded on the bare surface for
reference. Stabilization parameters: U = −7 mV, I = 400 pA, Umod = 0.1 mV.
T = 1.4 K. ∆t = 1.35 meV. (b) Calculated LDOS projected on the surface Nb (gray)
and Fe d states (orange). The larger asymmetry between majority (positive values)
and minority (negative values) spin states for Fe/Nb(110) implies a higher magnetic
moment in comparison to Fe/NbOx. (c) Imaginary part of the hybridization function
obtained from DFT calculations for different adatom–surface distances z as given
in the graphs. The solid black and blue line display the curves for the respective
equilibrium positions. Large values of Im ∆(ω) indicate a strong adatom–substrate
interaction. Partially adapted from Ref. [340]. Copyright ©2020 by the American Physical
Society.

quasiparticles at the magnetic adatom spin. In contrast to this, Fe atoms on NbOx
phase II exhibit YSR states at energies well inside the sample’s superconducting
gap, indicating a much stronger adatom–substrate interaction. The two spectra in
the lower panel of Figure 8.3(a) differ substantially, illustrating that as mentioned
before, although all Fe atoms on top of NbOx phase II appear with a similar
topography, a variety of adsorption positions within the oxygen reconstruction
with slightly different adatom–substrate interactions exist. This fact is further
investigated in the following section, resolving a crossing of the YSR states over
the quantum phase transition depending on their precise adsorption position.
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8.2 Quantum phase transition in Fe atoms on NbOx

Before that, the substantial difference between Fe/Nb(110) and Fe/NbOx shall
be assessed. As discussed in section 5.3, the YSR energy is determined by both
the magnitude of the impurity spin as well as the interaction of this spin with the
itinerant quasiparticles. Further DFT calculations of the investigated system reveal
that the latter dominates the formation of the YSR states in Fe atoms on Nb: Fig-
ure 8.3(b) displays the calculated DOS projected on the surface Nb (gray) and Fe
(orange) d states, separated into majority (positive values) and minority spin states
(negative values). One can deduce the Fe atom magnetic moment to be µ = 2.2µB
for Fe/Nb(110), more than twice the value of Fe/NbOx (µ = 0.9µB) [340]. A
reduction of the magnetic moment in proximity of oxygen has also been observed
in other systems [351, 352]. This demonstrates that in order to obtain the exper-
imentally observed YSR energies, the hybridization of the magnetic moment of
Fe/NbOx must be drastically larger than for Fe/Nb(110), which is indeed corrobo-
rated by the DFT calculations: The imaginary part of the calculated hybridization
function displayed in Figure 8.3(c) describes the probability amplitude of electrons
to hop between the impurity and the substrate [340] (note that the presented cal-
culations do not involve superconductivity, but the Nb surface in the normal state)
and is thus a measure of the adatom–substrate interaction. For the equilibrium
adatom–surface distances given earlier, displayed as solid black and blue lines, the
hybridization function is much larger for Fe/NbOx. Calculations performed for
other, artificial heights, especially the second curve displayed for Fe/NbOx which
corresponds approximately to the equilibrium height of Fe/Nb(110), demonstrate
that the effect of an increased interaction is mostly distance-dependent and does
not rely on the presence of oxygen other than to establish the reduced adatom–
surface distance.
The measurements presented in this section demonstrate the strong influence
of oxygen on the YSR states appearing in Fe atoms on the superconducting
Nb(110) surface. Interestingly, these experimental results were rationalized by
DFT calculations performed for Nb in its normal state, revealing the adsorption
position-dependent hybridization of the Fe atoms to the Nb substrate. This relation
between the normal and superconducting state properties of magnetic adatoms
on metallic surfaces also manifests itself in the correlation of the Kondo effect and
YSR states appearing on the same adatom–surface system in different electronic
states of the surface as will be shown in the following section.

8.2 Quantum phase transition in Fe atoms on NbOx

The screening of a magnetic impurity by conduction electrons via the Kondo effect
renders the system non-magnetic. This effect competes with the formation of YSR
states in a superconducting host, where the impurity spin is responsible for the
observed pair breaking potential. As a consequence, an increasing hybridization
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Figure 8.4: (a) Low-energy spectrum of an Fe atom on clean Nb(110), similar to
the one shown in Figure 8.3. Arrows indicate the position of the YSR states. The
inset shows a 5 × 5 nm2 scan of the atom. ∆t = 1.25 meV. (b) Spectrum atop
the same Fe atom in an external magnetic field of µ0H = 600 mT used to quench
superconductivity in the substrate. In contrast to the measurements on Fe/NbOx
presented in Figure 8.5, no pronounced Kondo resonance was detected. Stabilization
parameters: (a) U = −10 mV, I = 400 pA, Umod = 0.1 mV; (b) −20 mV, 500 pA,
1 mV. T = 1.5 K.

of the magnetic adatoms initially decreases the YSR energy, as long as the spin
is unscreened for ∆ < kBTK. At ∆ ≈ kBTK, the system undergoes a quantum
phase transition, and an increasing screening of the impurity spin leads to a
simultaneously increasing YSR energy (see also chapter 5). Experimentally, the
QPT has been observed on networks of uncoupled magnetic molecules forming
Moiré-like structures on Pb(111) and hence giving rise to various adsorption
positions on the surface [202, 226], and was artificially induced by altering the
impurity–surface interaction by an STM tip [227–229]. In this section I will
show that depending on the Fe atoms’ adsorption position on NbOx phase II, the
occurring YSR states similarly cross the QPT. The phase transition is traced by
combining spectroscopic measurements on these atoms in the superconducting
and normal-metallic state of the Nb surface.
To this end, experiments were executed as described in the following: First,
measurements with a normal-metallic tip were performed in an out of-plane
field of µ0H = 600 mT, just above µ0HNb

c2 = 400 mT, to quench superconductivity.
Afterwards, the magnetic field was set to zero and low-energy spectra were
recorded on the same set of atoms with a superconducting tip prepared by
indentation into the Nb surface as described earlier.
Figure 8.4 shows the spectroscopic signatures of a single Fe atom on clean Nb(110).
In panel (a), the YSR states close to the superconducting gap edge of Nb already
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Figure 8.5: Spectroscopy of five different Fe atoms on NbOx phase II, equivalent to
those in Figure 8.4. The gray arrows in (a) indicate additional YSR pairs, the red (blue
dashed) lines in (b) show the fit (individual Fano curves) of the Kondo resonances.
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8 Correlations of Yu-Shiba-Rusinov States and the Kondo Effect

introduced in Figure 8.3(a) are presented. In panel (b), the spectrum recorded
in the normal state of the substrate is displayed. As expected for magnetic
adatoms with only a very weak interaction with the surface, no pronounced peak
or dip hinting at a Fano resonance as the result of the Kondo effect is detected.
In Ref. [243], the observed wide feature has been interpreted as a signature of
inelastic spin excitations, which is strongly broadened for Fe atoms due to a
large number of electron–hole pairs excited in the process that reduce the spin
excitations’ lifetime [163, 353]. However, the agreement of the calculated line shape
with the experimental data is limited, preventing an unambiguous interpretation.
For Fe/NbOx the picture changes dramatically. Figure 8.5 displays superconduc-
ting and normal state spectra on five different Fe atoms on NbOx phase II. All
atoms exhibit clear in-gap peaks in the low-energy spectra presented in panel (a).
In addition to the two dominant peaks, marked with blue arrows, atoms #2–4

exhibit a second pair of peaks with low intensity close to eU ≈ ∆t, as indicated by
gray arrows. As discussed earlier (cf. chapter 5), coupling of individual atomic
orbitals to the substrate can give rise to multiple YSR states [238, 241, 242]. Two
characteristics allow to assign the observed intense YSR states of Fe/NbOx to the
dz2 orbital of the Fe atom: First, as this orbital protrudes the most from the surface,
STM measurements should be most sensitive to this orbital, explaining the high
intensity in the STS data. Second, the dz2 orbital is most sensitive to changes in
the adatom–substrate distance [354–356], explaining the strongly varying YSR
energies of these peaks, contrary to those close to EF. Similarly, the single pair of
YSR states on Fe/Nb(110) is expected to arise from the Fe atom’s dz2 orbital. This
was further confirmed by mapping the YSR wave function in Refs. [243, 341]. The
energy of the second pair of YSR peaks on Fe/NbOx only weakly varies and is
expected to originate from the dxz,yz orbitals [340].
The picture of two orbitals participating in the adatom–surface interaction persists
when examining the normal state spectroscopic data of Fe/NbOx in Figure 8.5(b).
The STS curves reveal distinct Fano-like features, uncovering Kondo resonances
in these atoms.1 After background subtraction, the data can be fitted with the
sum of two Fano curves (cf. Equation (2.12)), accounting for two separate Kondo
channels, similar to the picture found for Fe atoms on the Re(0001) surface [180].
The resulting curves are displayed in Figure 8.5(b) and the fitting parameters
are summarized in Table 8.1. One finds that the two Kondo channels exhibit
significantly different Kondo temperatures TK = Γ/kB, with one varying in the
range of 5–20 K, while the other one is constant within the uncertainty of the fit at
70–80 K. It is noteworthy that all extracted Kondo temperatures are significantly

1 It should be mentioned that the Fe atoms presented here are those that showed clear Fano-like
line shapes. A variety of normal state (and corresponding superconducting) spectral curves
could be identified during the measurement, about half of which could not be fitted in the same
way as those shown in Figure 8.5(b).
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8.2 Quantum phase transition in Fe atoms on NbOx

Table 8.1: Fano fit parameters of the Kondo resonances in Figure 8.5(b).
Fe atom TK1 (K) q1 TK2 (K) q2

#1 6 1.7 80 1.2
#2 7 1.8 70 1.8
#3 10 1.8 80 1.7
#4 15 1.8 70 1.5
#5 19 1.8 80 1.4

higher than any splitting ∆E = 2gµB · ∆S · B ≈ 0.2 meV (g = 2, ∆S = 1) of the
resonance at the applied field, such that an artificial broadening can be neglected.
Although it is tempting to assign each of these Kondo channels to one of the
observed YSR pairs, the spin corresponding to the high-TK channel is screened well
above Tc, which should prevent the formation of YSR states [202]. Thus, the orbital
origin of the high-TK Kondo channel remains unresolved. The Kondo temperature
of the low-TK channel however closely corresponds to the superconducting gap of
Nb, allowing to correlate this Kondo resonance with the high-intensity YSR states,
both showing a significant adsorption position dependence.
In fact, the correlation of both effects allows to directly observe an adsorption
position-dependent phase transition of the Fe atoms’ YSR states: In Figure 8.6,
the average of the YSR energies extracted at positive and negative bias voltage(

E+
YSR − E−

YSR

)
/2 is plotted against the fitted Kondo temperature of the low-TK

Kondo channel. By replacing α in Equation (5.30) with kBTK/0.72∆ and using the
simplification β = 0,2 one finds good agreement between the measured data and
the theory of the QPT of YSR states represented by the gray line in Figure 8.6. The
transition Kondo temperature TKc = 0.72∆/kB lies within the range of TKc ≈ ∆/kB
predicted by theory [241, 357, 358] and similar values were found for other
systems [202]. It is important to note that although the YSR energies described
by Equation (5.30) are based on a classical model, more recent calculations based
on an Anderson model of a quantum mechanical spin corroborate the classical
findings and justify its usage to describe Fe/NbOx [359, 360].
To conclude the discussion of the QPT observed in Fe/NbOx, it is valuable to
assess the intensity of the detected YSR states on the different Fe atoms. As
explained in section 5.3, the classical picture predicts an asymmetry inversion

2 This assumption corresponds to a vanishing spin-independent scattering, which would manifest
itself in symmetric peak intensities of the YSR pairs (cf. section 5.3). While this is approximately
true for Fe atoms #1–3, it is clearly incorrect for atoms #4 and #5, suggesting a change of not
only the spin-dependent scattering reflected in the variation of TK, but also the spin-independent
scattering for different Fe atoms. Yet, similar simplifications led to a good agreement between
experiment and theory in different works [202, 225, 234], suggesting that at least for a qualitative
understanding β ≈ 0 is justified.
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8 Correlations of Yu-Shiba-Rusinov States and the Kondo Effect

Figure 8.6: YSR energies plotted against
the fitted Kondo temperatures from the
data set in Figure 8.5 (full dots). By tak-
ing the average of the YSR energies ex-
tracted at positive and negative bias, any
voltage offset from the measurement is
eliminated. Error bars indicate the ex-
perimental difference between E+

YSR and
E−

YSR. The empty dot represents an Fe
atom on clean Nb(110), where no Kondo
resonance was observed. The gray line
displays the model introduced in sec-
tion 5.3, separating the Fe atoms into
an unscreened (small TK) and Kondo
screened (high TK) regime. The QPT oc-
curs at TKc = 0.72∆/kB.
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of the measured YSR peak intensities at the QPT, as long as there is no sign
change of the spin-independent scattering potential V. The experimental findings
however lack this feature. Instead, all low-energy spectra exhibit a higher intensity
of the hole-like YSR peak, most prominently visible for atoms #2, #4 and #5.
Recent experimental work on Fe-5,10,15,20-tetrapyridyl-porphyrin molecules on
Pb(111) by L. Farinacci et al. indicates that in addition to Coulomb scattering
also interfering tunneling paths through different molecular orbitals can lead
to an asymmetry of both the YSR states as well as the Kondo resonance [235].
Similar results have been obtained theoretically for atomic orbitals [145]. The
qualitative result of a more intense YSR peak at negative bias concomitant with
a positive Fano line shape factor q presented in Ref. [235] is also found in the
system presented here. Although there is no direct evidence for such interference
for electrons tunneling into Fe/NbOx, the observed two channel Kondo resonance
indicates the participation of at least two orbitals in the tunneling process. Thus,
the asymmetry of the YSR states might be be dominated by the interference of
tunneling paths, which could explain the lacking asymmetry inversion of the YSR
peak intensities at the QPT.

8.3 Discussion

The results presented in this chapter provide a detailed picture of the impurity–
substrate interaction of Fe atoms with the Nb(110) surface. Single Fe atoms on the
clean surface only weakly interact with the itinerant quasiparticles in the system
and hence exhibit YSR states close to the superconducting gap edge, originating
from the dz2 atomic orbital. Contrary, Fe atoms adsorbed onto NbOx phase II
reveal much more pronounced in-gap YSR states, although DFT calculations
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showed that their magnetic moment is reduced by more than 1/2 in comparison
to Fe/Nb(110). This apparent contradiction could be explained by the smaller
adatom–surface distance of Fe/NbOx, leading to an increased overlap of the
atomic dz2 orbitals with the substrate and hence larger scattering potential for
Cooper pairs. It was found experimentally that Fe atoms occupy a variety of
adsorption sites within the NbOx phase II reconstruction, leading to changes in
the adatom–substrate interaction and the concomitant YSR states. Measurements
in the superconducting and normal-metallic phase of Nb(110) atop the same Fe
atoms revealed Fe atoms in two distinct phases of spin-screening on both sides of
the QPT. Contrary to previous experiments, the QPT in the presented system is
not evoked by altering the impurity–substrate distance [227–229, 361] or varying
adsorption positions in a Moiré-like structure [202, 226, 234], but is based on the
presence of adsorbates, here oxygen, on the surface that changes the interaction
of impurity and surface. A similar effect was recently observed for Fe atoms in
proximity of assemblies of interstitial Fe atoms on top of an oxygen-reconstructed
Ta(110) surface [362].
As discussed in the introduction of this chapter, the substrate–adatom interaction
is a key component when engineering magnetic adatom–superconductor hybrid
systems aiming at the realization of MZMs in solid state systems. To enter the
topologically non-trivial phase, the system needs to evolve YSR bands that cross
EF and open a topologically protected band gap (cf. section 5.4). Hence, Fe
atoms on clean Nb(110) appear to be an unfavorable system, as the weak adatom
–substrate interaction results in single-atom YSR states that are energetically
located very close to the gap edge, i.e. far away from EF. However, very recent
combined experimental and theoretical work nevertheless suggests the appearance
of delocalized MZMs along Fe chains on Nb(110) [363]. The strong influence of
oxygen on the YSR states described in this chapter would allow to individually
tune the YSR energies of single Fe atoms, potentially permitting to further examine
the phase space of Fe chains on Nb(110). Yet, controlling the exact adsorption
position of each atom on the NbOx phase II reconstruction in an engineered
adatom assembly would be extremely challenging.
On the other hand, the single pair of YSR peaks that appears in STS experiments
on Fe/Nb(110) is expected to be easily traceable in systems with an increasing
number of adatoms, such that Fe/Nb(110) represents a interesting system to
further study the coupling of YSR states of individual magnetic impurities beyond
previous experimental work on different adatom dimers [248–251]. This will be
the topic of the next chapter.
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9
Chapter 9

Coupled Yu-Shiba-Rusinov

States in Short Chains of Fe

Atoms

Following the work on single Fe atoms from the previous chapter investigating the
adatom–substrate interaction and demonstrating the reflectance of this interaction
in both the atoms’ superconducting and normal state LDOS, this chapter addresses
the adatom–adatom coupling and the concomitant hybridization of YSR states.
Generally, the capability of STM to individually position atoms or molecules by
manipulation with the STM tip allows to create almost arbitrary 2D structures [43]
and, most important for tuning the adatom–adatom coupling, to place atoms
at desired interatomic distances and along different crystallographic directions.
For the investigation of topological superconductivity in artificial systems, atom
manipulation has successfully been employed to build chains from single atoms
of magnetic elements such as Fe [68, 364], Mn [63, 276] or Cr [69] on various
superconducting surfaces.
Although atom manipulation of Fe atoms on Nb(110) is possible [340, 363], it
proofed to require extremely low tunneling resistances in the range of few kΩ,
occasionally causing disruptive changes of the tip that often prevent the continua-
tion of the experiment. To study the coupling of YSR states in assemblies of a few
atoms it is also possible to instead rely on randomly formed adatom structures
that assemble during the atom deposition process. However, in this case it is
necessary to resolve and identify the occurring adatom configurations prior to the
investigation of their electronic properties, which can become challenging at small
interatomic distances, as the individual adatoms merge into a single protrusion in
the topography measured with a standard metallic tip. In the presented work, this
issue was resolved by functionalizing STM tips with single CO molecules, which
significantly increases the topographic resolution of the experiments, as will be
introduced in section 9.1. The coupling of YSR states will first be investigated
in dimers with different interatomic distances in section 9.2. Afterwards, the
formation of extended states in short 1D Fe chains will be assessed in section 9.3.
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9 Coupled Yu-Shiba-Rusinov States in Short Chains of Fe Atoms

Finally, in section 9.4, the experimental results will be rationalized by model
calculations.

Most results presented in this chapter were published in Ref. [341].

9.1 Increasing spatial resolution with CO-functionalized

metal tips

The capabilities of CO-functionalized STM and also AFM (atomic force microscopy)
tips to drastically enhance the spatial resolution of an experiment have been
demonstrated in a variety of systems and developed a special significance for
structural studies of molecules on surfaces [109, 365]. This increase in the spatial
resolution is caused by the forces acting on the CO molecule when it is brought
close to a surface. As a result, the CO is pulled toward or pushed away from the
highest points in the topography, artificially enhancing the corrugation in the STM
topography [366–368]. Most experiments with such tips are executed on noble
metal surfaces and tip functionalization with CO molecules on these surfaces
has become a standard procedure [369, 370]. CO molecules adsorbed on e.g.
Cu(001) and (111) have further been shown to exhibit strong signatures of inelastic
vibrational excitations when probed by IETS, resulting in electron–hole symmetric
steps at about ±35 meV in the dI/dU signal for the most dominant mode, which
is the hindered rotation of the molecule [117]. This allows to unambiguously
identify and distinguish CO molecules from other adsorbates.

For the purpose of the presented work, the initial attempts aimed at dosing
CO molecules and functionalizing the STM tip on the clean Nb(110) surface.
CO molecules (Messer Industriegase GmbH, 99.997 %) were dosed onto the surface
through the opened radiation shields of the cryostat via a leak valve connected to a
narrow tube pointing toward the sample in the STM. During the 5 min deposition
process, the pressure in the STM chamber was kept at 1 × 10−8 mbar and the
sample temperature did not surpass 15 K. Afterwards, adsorbates appearing
as depressions with a diameter of 0.5 nm and a depth of about 20 pm were
observed on the surface and could clearly be distinguished from atomic oxygen
impurities by scanning with a bias voltage of +2 V, where oxygen appears as
a protrusion, while the small adsorbates remained depressions on the surface
(see also appendix C). However, IETS failed to show the characteristic vibrational
excitations and attempts to pick up these adsorbates with the standard procedures
described in literature failed. It is unclear, whether the CO molecules stay intact
upon adsorption on the Nb(110) surface and just behave differently than on noble
metal surfaces, or whether they potentially dissociate, given the high reactivity of
the surface [313, 371, 372].
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Figure 9.1: (a) Topographic scan of the Cu(001) surface with adsorbed CO molecules
(blue circle) and remaining impurities, presumably nitrogen (gray circle). Scale bar is
2 nm. (b) Differential conductance (blue curve) and simultaneously measured second
derivative of the tunneling current (black curve) atop a CO molecule after subtraction
of the signal measured on the bare Cu surface. The excitation by inelastic tunneling
of the hindered rotation mode of the CO molecule sketched in the inset leads to steps
(peaks/dips) at ±(34 ± 1) mV in the dI/dU (d2 I/dU2) signal, marked by dashed
lines. Stabilization parameters: (a),(b) U = 100 mV, I = 1 nA; (b) Umod = 5 mV.
T = 4.2 K.

9.1.1 Tip functionalization on Cu(001)

Following the unsuccessful attempts on Nb(110), tip functionalization was con-
ducted on a Cu(001) surface with the plan to exchange samples from Cu(001) to
Nb(110) after the functionalization. The Cu(001) surface was cleaned by sputtering
the sample with Ar+ ions at an acceleration voltage of 1 kV for 1 h, while keeping
the sample at 500 ◦C.1 Afterwards, the sample was annealed at the same tempera-
ture for another 30 min, resulting in a clean Cu(001) surface. A topographic scan
of the surface after CO deposition as described above is shown in Figure 9.1(a),
with CO molecules appearing as round depressions with a diameter of 0.5 nm
and a depth of 20 pm. Additionally, larger impurities, probably single nitrogen
atoms originating from a small leak in the Ar line, are found on the same surface.
As described above, the hindered rotation mode of the CO molecules opens an
inelastic tunneling channel at the energy of the vibrational mode, as could be
verified in spectroscopy measurements atop single CO molecules. An example for
such a measurement is shown in Figure 9.1(b), exhibiting a step-like increase in
the dI/dU signal symmetric around zero bias. To extract the precise excitation
energy, the simultaneously recorded d2 I/dU2 signal was fitted according to Equa-

1 The reason to heat the sample during sputtering was the slow response of the radiative heater in
the system. This way, the annealing time after sputtering and segregation of new defects toward
the surface could be minimized.
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Figure 9.2: (a) Procedure and current traces of a successful transfer of a CO molecule
to the tip. (b) Same as (a), but instead of picking up the CO molecule, it was
only moved on the surface. (c)-(e) Topographic scans of the Cu(001) surface with
adsorbed CO molecules and self-assembled Cu chains recorded before and after
the functionalization with a CO molecule. Scale bar is 1 nm. Sketches on the right
illustrate the different tip configurations. After picking up the CO molecule marked
with a blue circle in (c) onto a metallic tip, the remaining CO molecules appear as
bright protrusions in (d). The inset shows a scan with atomic resolution recorded
with the CO-functionalized tip; the Cu(001) unit cell is indicated. If the CO molecule
is not picked up onto the tip apex but forms a CO/metal double tip as presented
in (e), the resulting scan is a superposition of the scans in (c) and (d). Stabilization
parameters: (a) U = −2 V, I = 0.6 nA; (b) −2 V, 0.5 nA; (c),(e) 0.1 V, 1 nA; (d) −2 V,
1.5 nA, inset: −0.01 V, 3 nA.

tion (3.13), yielding an excitation threshold of (34 ± 1) mV. This value closely
matches earlier results obtained by infrared absorption spectroscopy [373], He
atom scattering [374] and other IETS measurements [117].

To pick up CO molecules from the Cu(001) surface onto the tip, the following
procedure, similarly introduced by L. Bartels et al. in Ref. [370], was developed:
First, the tip was stabilized atop a CO molecule at a bias voltage of U = −2 V and

118



9.1 Increasing spatial resolution with CO-functionalized metal tips

a tunneling current of I = 0.5 − 1.5 nA, varying for (microscopically) different
tips. In the next step, the feedback loop of the STM electronics was opened
and the bias voltage was changed to −4 V, above the activation barrier of the
CO molecule on the surface [370]. This step also determined the initial current
setpoint, as it was chosen to be as high as possible, but still low enough such
that the tunneling current would not surpass 10 nA, the limit of the current
amplifier, when changing the bias voltage to −4 V. This allowed to obtain the
maximum activity of the CO molecule, as the likeliness of the CO being activated
is proportional to the number of electrons tunneling into the molecule [370],
while still being able to observe changes of the tunneling current. In Figure 9.2(a)
and (b), traces of the tunneling current over time following this procedure are
displayed. Jumps of the CO molecule onto the tip apex were detected as a sudden
decrease of the absolute tunneling current (cf. panel (a)), while movements of
the CO on the surface are indicated by only small alterations of the current (cf.
panel (b)). Once such a change was detected, the bias voltage was changed
back to −2 V and the feedback loop was closed again. The success rate of this
procedure strongly depends on the microscopic tip shape,2 where with a suitable
tip, multiple subsequent successful transfers of a CO molecule were be achieved,
while it could be close to impossible to succeed with a less suitable tip. Therefore,
after few unsuccessful attempts, the tip was reshaped on the Cu(001) surface prior
to new attempts of functionalizing the tip with a CO molecule. The results of a
successful tip functionalization are nicely demonstrated by the scans presented
in Figure 9.2(c)-(e), where an accidentally imperfect preparation of the Cu(001)
crystal led to self-assembled atomic Cu chains along the ⟨1 1 0⟩ direction of the
surface with an interatomic spacing of

√
2aCu. Before the tip functionalization,

CO molecules appear as depressions on the Cu surface (cf. Figure 9.2(c)). After
transferring a CO molecule to the tip, the CO molecules on the surface appear as
protrusions with a height of about 50 pm (cf. Figure 9.2(d)) [369]. This contrast
reversal is caused by constructively interfering tunneling channels directly from
the metallic tip and through the tip molecule into the molecule on the surface,
which leads to an increased tunneling current above the CO molecule [375]. The
functionalized tip now allows to resolve the atomic lattice of the Cu(001) surface
presented in the inset of panel (d), demonstrating the strongly increased spatial
resolution of such tips.
The scan in Figure 9.2(e) provides a direct comparison of both tips: Coincidentally,
the transferred molecule and a Cu atom at the tip apex form a double tip of almost
equal height as illustrated in the sketch in panel (e). As a result, both the Cu chains
and remaining CO molecules on the surface appear doubled along the vertical

2 Also the tip material might play a decisive role, as I never succeeded to pick up a CO molecule
if the tip was beforehand prepared on a Nb crystal. In this case it was always necessary to pick
up a Cu cluster before tip functionalization.
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Figure 9.3: First and second derivative of the tunneling current recorded with
two different CO-functionalized STM tips above the clean Nb(110) surface. In-
sets in (a) depict vibrational modes of the low-energy hindered translation (left)
and high-energy hindered rotation mode (right). The tip-/adsorption position-
dependent excitation energies amount to (a) (4 ± 1) meV and (33 ± 2) meV and
(b) (4 ± 1) meV and (44 ± 2) meV for the two modes, respectively. Stabilization pa-
rameters: U = −100 mV, I = 1 nA, Umod = 5 mV. T = 1.4 K. Adapted from Ref. [341].
Copyright ©2021 by the American Physical Society.

direction of the scan. Based on the different appearance of CO molecules imaged
with metallic and CO-functionalized tips, one finds that the upper reproduction of
the chains and molecules stems from the metallic part of the tip, while the lower
one is produced by the CO-functionalized part. Clearly, the latter produces a much
better resolved image of the Cu chains with a distinctly higher contrast between
the Cu atoms, directly visualizing the increased spatial resolution provided by
CO-functionalized tips.

After careful tip functionalization and characterization on Cu(001), the sample
in the STM had to be exchanged for the Nb(110) crystal as discussed earlier.
During the exchange procedure the STM temperature did not exceed 15 K. A
successful sample exchange and tip approach to the Nb(110) surface without
losing the CO molecule was determined by measuring the dI/dU and d2 I/dU2

signal above the clean Nb(110) surface. In about four out of five attempts, the CO
molecule stayed on the tip, resulting in the characteristic excitation spectra shown
in Figure 9.3. Similar to the spectrum recorded atop a CO molecule on the Cu(001)
surface presented in Figure 9.1(b), the hindered rotation mode is visible, with
the corresponding excitation energy varying for different tips. This observation
is presumably due to different adsorption sites on the corrugated tip surface, as
CO molecules atop or next to a single metallic adatom on a flat surface have
been shown to exhibit significantly different vibrational energies in comparison to
free-standing atoms atop the same surface [376]. Additionally, the lower-energy
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(a)

[1 1 0]
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(b)

(c) (d) (f)(e) tip #2
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Figure 9.4: Topographic
scans of the same Nb(110)
surface area recorded with
(a) a CO-functionalized and
(b) a metal tip. With the CO-
functionalized tip, the Nb
lattice as well as individual
Fe atoms and clusters are
clearly resolved. Scale bar
is 3 nm. (c)-(f) Close-ups
of single atoms and two
different dimers. The dashed
lines highlight the Nb(110)
lattice, black dots the point
of maximum height of the
atoms. Scale bar is 1 nm.
Scan parameters: (a),(c)-(f)
U = −10 mV, I = 5 nA;
(b) −1 V, 0.4 nA. Adapted
from Ref. [341]. Copyright
©2021 by the American
Physical Society.

hindered translation mode, which can also be observed for CO/Cu(111) [377], is
detected for CO molecules attached to the STM tip at ±(4 ± 1) mV.

9.1.2 Topographic resolution of Fe clusters on the Nb(110) surface

Figure 9.4 displays topographic measurements of the Fe decorated Nb(110) surface.
Fe atoms with a relatively high coverage of 0.3 atoms/nm2 to increase the chance
of the formation of small clusters and chains were already deposited prior to the
tip fictionalization and sample exchange to prevent any unnecessary disturbances
that might cause the CO molecule to detach from the tip. The experimental
data presented in Figure 9.4(a) recorded with a CO-functionalized tip reveals the
Nb(110) lattice as well as a variety of different Fe clusters with atomic resolution.
Similar to the measurements with metallic tips presented in chapter 6, oxygen
and hydrogen impurities appear as depressions on the otherwise clean surface.
Arrows mark the three Fe dimers with the shortest interatomic distance found
on the Nb(110) surface, oriented along the ⟨1 1 1⟩, ⟨1 1 0⟩ and ⟨1 1 3⟩ directions.
Surprisingly, during the whole study no dimers along the ⟨0 0 1⟩ direction were
observed, which might hint at short-ranged attractive interactions between two
Fe atoms that force them into the ⟨1 1 1⟩ configuration if their initial interatomic
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9 Coupled Yu-Shiba-Rusinov States in Short Chains of Fe Atoms

distance upon deposition is too short [378]. This is confirmed by a closer study
of the Fe atoms’ adsorption positions presented below. However, more recent
data published in Ref. [363] indicates that it is possible to create ⟨0 0 1⟩ dimers by
atomic manipulation.
Contrary to the scan recorded with the CO-functionalized tip, a scan of the
same area after removing the molecule from the tip displayed in Figure 9.4(b)
emphasizes the importance of the tip functionalization for the identification of
the different clusters, which are heavily blurred by the comparably blunt metal
tip apex. This scan recorded at a bias voltage of −1 V also allows to allocate
oxygen patches on the surface and differentiate them from hydrogen. Since the
presence of oxygen strongly influences the YSR states of the Fe atoms as discussed
in the previous chapter, all further measurements presented in this chapter were
conducted on Fe atoms and clusters on clean Nb(110).
Finally, the capability of the CO-functionalized tips to individually resolve the
adsorption position of single Fe atoms and atoms within clusters is assessed in
Figure 9.4(c)-(f). From a comparison of panels (c) and (f) showing scans of single Fe
atoms with two different CO tips it is evident that dependent on the tip, the atoms
appear to be shifted within the primitive unit cell of the Nb(110) lattice indicated
by dashed lines. While the same tip always shows the same shift for different
atoms, different tips showed no preferred shifting direction, suggesting that the
observed shift is an artifact of a non-ideal, asymmetric tip and confirming the
fourfold hollow site as the actual adsorption position as calculated by DFT [340].
Interestingly, the LDOS maxima of the individual atoms in the ⟨1 1 1⟩ dimer seem
not to correspond to those of single atoms (cf. panel (d)). Instead, both atoms
exhibit an inwards displacement of the maximum LDOS toward the center of the
dimer, corroborating the suggestion of interatomic forces mentioned above. This
behavior was only found for closest-packed dimers (and other clusters with the
same interatomic spacing), but is absent for larger dimers (cf. panel (e)).
Conclusively, the CO-functionalized tips lead to a significant increase in topo-
graphic resolution of the STM experiments, allowing to unambiguously identify
even close-packed Fe structures on the Nb surface. The presented topography
measurements serve as the basis for the following experiments, that investigate
the electronic properties of the examined structures.

9.2 Distance-dependent coupling in Fe dimers

In order to study the basic coupling strength between YSR states of single Fe atoms,
single spectra atop various dimers were measured. To increase the spectroscopic
resolution of the experiments and to exclude potential artifacts stemming from
the CO molecule, the molecule was removed from the tip after recording the
topographic information and identifying the different dimers on the surface,
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9.2 Distance-dependent coupling in Fe dimers

before dipping the tip into the Nb surface to render it superconducting, as already
described in chapter 8. Representative spectra of different dimers are displayed in
Figure 9.5(a) together with both a spectrum of a single Fe atom (blue curve) and a
spectrum taken on the bare surface (gray dashed curves) for comparison. Panels
(b)-(e) exhibit scans and a ball model representation of the corresponding adatom
assemblies. As discussed in the previous chapter, single Fe atoms on clean Nb(110)
only weakly interact with the substrate, resulting in YSR states close to the gap
edge with EYSR ≈ ∆Nb. Coupling of two atoms in the close-packed configuration
along the ⟨1 1 1⟩ direction dramatically changes the picture. The purple spectrum
in Figure 9.5(a) exhibits two pairs of YSR states well within the superconducting
gap, with the more intense peaks at ±(2.3 ± 0.1) mV in the convoluted tip and
sample LDOS. The weaker pair appears at a bias voltage close to ∆t/e, i.e. close
to the Fermi level in the sample LDOS. This doubling of the number of YSR
states in an impurity dimer is in accordance with the introduction of coupled
YSR states in section 5.3, where the hybridization of the two single-atom YSR
states was shown to lead to their splitting into states with even and odd symmetry.
As will be demonstrated by further measurements presented in section 9.3, this
symmetry difference of the two YSR states is also found for the Fe dimer. However,
it is experimentally difficult to fully exclude an additional coupling of the single
atoms’ d orbitals, that further influences the occurring YSR states. Contrary to
Ref. [254], where for small interatomic distances a change in the spin excitation
signal attributed to the same orbital that leads to the observed YSR states was
detected and directly demonstrated the orbital coupling, single Fe atoms on clean
Nb(110) do not exhibit such features (cf. chapter 8). Hence, a coupling of the
dz2 orbitals cannot be excluded. However, as will be shown in section 9.4, the
observed YSR states in the Fe dimers and longer chains can be well described
without introducing this additional coupling. Therefore, the detected change of
the YSR states is in the following considered to originate at least primarily from
the coupling of of the single-atom YSR wave functions.

For the ⟨1 1 0⟩-oriented dimer with an interatomic distance of
√

2a, no clear in-gap
states were observed. Yet, the STS data still significantly differs from that of a single
Fe atom with an increased intensity at the coherence peaks in comparison to both
the single atom and the bare surface, suggesting a small, but still finite coupling
between the YSR states. Contrary, spectroscopic data atop the ⟨1 1 3⟩-oriented
dimer or dimers with an even larger interatomic distance closely resembles that
measured on a single atom, setting the minimum distance over which no coupling
between the Fe atoms occurs to

√
11a/2 = 0.55 nm.

Before further examining the hybridized YSR states and their wave functions, I will
briefly discuss the reason for the relatively short coupling distance of Fe/Nb(110).
The first factor is the weak interaction of the single-atom spins with the itinerant
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9 Coupled Yu-Shiba-Rusinov States in Short Chains of Fe Atoms

Figure 9.5: (a) Differential con-
ductance data recorded on a sin-
gle Fe atom and three different
dimers. Spectra recorded on the
clean Nb surface (gray, dashed
lines) are presented for reference.
Spectra are vertically offset for
clarity. ∆t = 1.31 meV. (b)-(e),
left panel: Scans of the respective
atom assemblies recorded with
a CO-functionalized tip (scan
range: 2 × 2 nm2). The inter-
atomic distance and orientation
are indicated for each dimer.
Right panel: Ball model repre-
sentation. Stabilization parame-
ters: (a) U = −7 mV, I = 0.4 nA,
Umod = 0.1 mV; (b)-(e) −10 mV,
5 nA. T = 1.4 K. Reprinted from
Ref. [341]. Copyright ©2021 by the
American Physical Society.
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quasiparticles in the substrate, which mediate the coupling between the Fe atoms.
Contrary to Fe atoms, Cr atoms, which have YSR states very close to EF reflecting
a strong adatom–substrate interaction, were shown to couple over much larger
distances of several nanometers [254]. The second factor influencing the coupling
distance is the spatial decay of the YSR wave functions, which is proportional to
1/kFr (cf. section 5.3). Due to the multitude of bands crossing the Fermi level in
the Nb(110) surface Brillouin zone, it is unclear to which of these bands the Fe
atoms couple most dominantly, preventing a straightforward determination of kF.
However, mapping out the LDOS of the single-atom YSR state reveals a strong
localization of the state to the Fe atom, suggesting a decay length < 0.5 nm.

9.3 Coupling in 1D chains

To further evaluate the hybridization of YSR states in impurity dimers and track
the YSR state coupling toward the formation of bands, the experiments were
expanded to short chains along the ⟨1 1 1⟩ direction, where the strongest coupling
was observed in the Fe dimers. By preparing the samples as described in the
previous section, chains of up to four atoms self-assembled on the Nb(110) surface
with any nearby atoms having a distance larger than the minimal coupling distance
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9.3 Coupling in 1D chains

(a) (b) (c)

Figure 9.6: Topographic scans
of an Fe (a) dimer, (b) trimer
and (c) tetramer along the
⟨1 1 1⟩ direction recorded with
a CO-functionalized tip. Scale
bar is 1 nm. Scan parame-
ters: U = −10 mV, I = 3 nA.
Adapted from Ref. [341]. Copy-
right ©2021 by the American Phys-
ical Society.

of 0.55 nm to the chains. Scans of each a dimer, trimer and tetramer are displayed
in Figure 9.6. In this set of measurements, a slight CO/metal double tip produced
a shadow on the right side of every chain. However, as the tip was reconditioned
to render it superconducting before the STS measurements, this double tip feature
did not affect the results presented in the following.
In order to assess the hybridized YSR wave functions, full grid spectroscopy
was performed on all chains in a range of 3 × 3 nm2 with a spectrum taken
every 0.05 nm. The results for all chains are presented in Figure 9.7. As already
shown in the previous section, ⟨1 1 1⟩ dimers exhibit two pairs of YSR states
with higher intensity of the electron-like states (cf. Figure 9.7(a)). Maps of the
LDOS of both states extracted from the full grid measurements at a bias voltage
of U = (∆t + EYSR)/e and displayed in Figure 9.7(c) and (d) reveal the YSR
wave functions. The low-energy state wave function exhibits an odd symmetry,
characterized by the vanishing intensity at the dimer center, while the even-
symmetry wave function of the high-energy state has an intensity maximum at
the dimer’s center. A line grid extracted from the same measurement displayed in
Figure 9.7(b) confirms this observation. To emphasize especially the low-intensity
odd state, the line grid shows the numerically calculated second derivative of the
conductance signal. Peaks in the dI/dU signal hence appear as dark areas in the
color-coded d3 I/dU3 line grid. Clearly, the low-energy state is more prominent at
the ends of the dimer, while the high-energy state dominates at the dimer center.
Spectra taken on the [1 1 1] trimer (panel (e)) similarly reveal two clear YSR in-gap
states at ±1.75 mV and ±2.30 mV. Again, wave functions of both even and odd
symmetry are found in both the line grid and the differential conductance maps at
the bias voltages corresponding to the YSR energies (panels (f)-(h)). For the trimer
however, the low-energy state’s wave function has an even symmetry, while the
high-energy state’s wave function is odd, exactly opposite to the picture observed
for the dimer.
For the tetramer, the situation becomes more complicated. The spectrum at the
chain center displayed in Figure 9.7(i) exhibits a broadened asymmetric peak that
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Figure 9.7: (a) Point spectra taken at the center and end of the [1 1 1] dimer displayed
in Figure 9.6(a). (b) Calculated second derivative of the dI/dU signal along the
dimer axis indicated by the line in the inset of panel (d), white arrows highlight
low-intensity YSR states. (c),(d) Maps of the differential conductance at the bias
voltages indicated by black arrows in (a) and noted in the panels. Black dots mark the
Fe atoms’ centers. Scale bar is 1 nm. The inset shows the simultaneously recorded
topography. (e)-(h), (i)-(l): Same as (a)-(d), but for a trimer and tetramer, respectively.
Stabilization parameters: U = −7 mV, I = 1 nA, Umod = 0.1 mV. T = 1.4 K.
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is slightly shifted from the coherence peak position of the bare surface. At the
chain end, an additional low-intensity state appears at about ±1.6 mV. The spatial
resolution in the line grid presented in panel (j) generates a clearer picture: The
lowest-energy state is most pronounced at the chain ends as further confirmed by
the conductance map in Figure 9.7(k). At higher energies, the broad peak found in
the single-point spectrum is in the line grid shown to vary in energy in a wave-like
pattern along the chain. This observation suggests the presence of at least two
individual YSR states that cannot be resolved in the experiment. Adopting this
description, the wave-like structure in the line grid can be separated into a state
with even symmetry at high energies, also visible in the conductance map in panel
(l), and a lower-energy state with an odd symmetry as indicated by the intensity
minimum at the chain center visible in the line grid (see also appendix D, where
dI/dU maps of all YSR states at positive and negative bias voltage are displayed).
Reviewing the results obtained on the ⟨1 1 1⟩ Fe chains on Nb(110) presented
above, one finds that the symmetries of both the energetically lowest and highest
YSR states’ wave functions alternate between odd and even whenever the chain
length is increased by one atom. This finding will be rationalized in the following.

9.4 Discussion

The experimental results discussed in the previous two sections revealed a signifi-
cant coupling of the Fe atoms’ YSR states only for close-packed structures on the
Nb(110) lattice and uncovered an oscillatory behavior of the YSR states’ spatial
symmetries for short chains as a function of length. The aim of this section is to
reproduce these findings in a simple tight-binding model, that allows to rationalize
the experimental findings and provides insight into the basic characteristics of YSR
state coupling. Ultimately, more rigorous calculations are presented to legitimate
the simple model, but also to exhibit its limits.
The model employed to describe the coupling in Fe chains was introduced by
D. K. Morr and J. Yoon in Ref. [247] and can be obtained by simplification of
the extended model that will be shown in the second part of this section (see
also appendix E). The advantage of the simplified version is that it only contains
the single-atom YSR energy E0 and the n − 1 hopping constants ki describing
the coupling between atoms at sites (j, j + i) in an n-atomic chain. The short
coupling distance < 0.55 nm of the YSR states of Fe atoms on Nb(110) prevents
the coupling of next-nearest neighbor atoms even in the close-packed chains,
which have a distance of 2 ·

√
3a/2 nm = 0.57 nm. This reduces the model to only

two parameters, E0 and k1. The resulting YSR energies as a function of both E0
and k1 are displayed in Figure 9.8(a)-(c).3

3 Details of the calculations can be found in appendix E.
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9 Coupled Yu-Shiba-Rusinov States in Short Chains of Fe Atoms

Figure 9.8: (a)-(c) Energy
splitting of coupled YSR
states depending on
the nearest-neighbor
hopping term k1 as
obtained from the sim-
plified tight-binding
model for a dimer,
trimer, and tetramer,
respectively. Blue (red)
lines represent an even
(odd) symmetry of the
corresponding wave
function. (d)-(f) Energies
and spatial distribution
of the YSR states in
the ⟨1 1 1⟩ chains ob-
tained by subtracting
∆t from the data in
Figure 9.7(b),(f),(j). The
data is shifted to match
“0” in the calculations,
all y-axes extend over
2∆Nb, ensuring an equal
scaling of theory and
experiment. Reprinted
from Ref. [341]. Copyright
©2021 by the American
Physical Society.
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It is evident that the model does not directly map onto the experimental results,
where the single-atom YSR energy of the Fe atom is approximately equal to the
superconducting gap of Nb, while the observed in-gap states in the chains lie well
inside the gap. The model in contrast predicts a symmetric splitting of the YSR
energies around E0 with a linear dependence on k1, such that the center between
the energetically lowest and highest YSR state remains at E0. As will be shown
below, a shift of the center energy as observed in the experiment is obtained from
the full tight-binding model and can originate from Coulomb-like interactions or
a finite overlap of the wave functions, which are both neglected in the simplified
model. Further, a variation of the spin alignment within the chain can cause
shifts in the center energy [246], and changes of the adatom–substrate interaction
caused by e.g. the small change in adsorption position discussed in section 9.1.2 or
an overlap of the atomic orbitals would alter the single-atom YSR energy within
the chains. To acknowledge the experimentally observed variation of the center
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energy, the calculated data was shifted to the center energy E′
0 extracted from the

measurements for each chain. The result is displayed in Figure 9.8(d)-(f), where
the d3 I/dU3 line grids already presented in Figure 9.7 are aligned with the model
calculations, shifted to E′

0 = 0.6 meV for the dimer, E′
0 = 1.0 meV for the trimer

(Note that according to the model the center energy is equal to the YSR state with
an odd wave function.) and E′

0 = 0.7 meV for the tetramer.
To assess the validity of the model we first compare the theoretical and experimen-
tal results obtained for the Fe dimer: For positive k1, the model predicts a higher
energy for the even than for the odd states, as also found experimentally. Thus
the dimer can serve as an input parameter to fix the hopping parameter in the
model. From the relation

(
Eeven − Eodd) = 2k1, one extracts a hopping term of

k1 ≈ (0.40 ± 0.04) meV ≈ (0.26 ± 0.03)∆Nb, which can then be used to “predict”
the experimental data of the trimer and tetramer as is graphically illustrated in
Figure 9.8. For the trimer, the model predicts three YSR states. For the energeti-
cally lower two states, the extracted energies at k1 = 0.26∆Nb as well as the states’
symmetries very well match the experimental data, as indicated by the gray arrows
in Figure 9.8. The third state is expected to coincide with the coherence peaks
detected on the clean Nb surface, which prevents its unambiguous identification
due to co-tunneling into the surface and the potential YSR state atop the Fe chain.
For the tetramer, the model confirms the interpretation of the experimental results
discussed in the previous section, suggesting that the wave-like structure observed
around 1.2 meV consists of an even state at slightly higher and an odd state at
lower energy, which is further confirmed by maps of the differential conductance
at the corresponding bias voltage (cf. Figure 9.7(l) and appendix D). The low-
energy odd state observed experimentally at ≈ 0.2 meV in the sample LDOS (cf.
Figure 9.7(k)) is also confirmed by the calculations. Finally, the low-energy even
state produced by the tight-binding model is not clearly resolved in the presented
measurements, although a very weak signature of a potential peak can be identi-
fied in the d3 I/dU3 line grid at ≈ 0.6 meV in Figure 9.8(f). Yet, the very intense
odd state at higher energies dominates dI/dU maps taken at the corresponding
bias voltage (cf. appendix D), preventing an assessment of the state’s symmetry.
In conclusion, the simplified tight-binding model provides a satisfactory qualita-
tive but also quantitative description of the experimentally investigated coupling
of YSR states in short chains of Fe atoms. Especially the fact that knowledge about
the coupling in an adatom dimer suffices to model the YSR states in longer chains
demonstrates the potential of this simple model. Yet, it is instructive to compare
the results of the simplified model to more extended calculations to understand
the origin of the obtained results as well as their limitations.
To this end, the Hamiltonian describing a single magnetic impurity on a supercon-
ducting surface given by Equation (5.29) was extended to 1D chains.4 As suggested

4 See appendix E for details.
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Figure 9.9: YSR energies in coupled 1D chains of two to four atoms (top to bottom) as
obtained from the full model discussed in the text. Panels (a)-(c) show the dependence
on the exchange potential strength, (d)-(f) on the interatomic distance and (g)-(i) on
the decay length of the exchange potential. Input parameters are: (a)-(c) ξ J/λF = 0.4,
d/λF = 0.35; (d)-(f) ξ J/λF = 0.4, J0/∆ = 1; (g)-(i) d/λF = 0.7, J0/∆ = 1. The dashed
lines in (d)-(f) indicate the interatomic distances used in (a)-(c) and (g)-(i). Reprinted
from Ref. [341]. Copyright ©2021 by the American Physical Society.

in Ref. [250], the exchange potential was described by J(r) = J0/
√

πξJ exp
(
−r2/ξ2

J

)
and the normalized YSR wave function φ(r) =

√
2/λF sinc(2πr/λF) [51] was in-

serted into the obtained eigenvalue problem, where J0 is the potential strength,
ξ J is the potential’s decay length, λF is the Fermi wavelength and r points along
the chain. In Figure 9.9, the derived eigenvalues of the system are displayed as a
function of (a)-(c) J0/∆, (d)-(f) d/λF and (g)-(i) ξ J/λF.
Similar to the simplified model, the YSR energies depend linearly on the strength
of the exchange potential for all chains, yet, also the center energy shifts from
E0 with increasing potential strength. This general shift of the YSR energies is
found to depend on all free parameters in the model, while it was fully absent in
the simplified model and hence had to be manually compensated for to match
experiments and calculations. Another significant difference between both models
concerns the energetic distribution of the states with even and odd wave functions.
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Although for the parameters chosen in panels (a)-(c), the symmetry oscillates as
a function of energy, this is not a universal property of the full model, contrary
to the simplified version. As can be seen e.g. for d = 0.7λF in panels (e) and
(f) or ξ J = 2λF in panels (h) and (i) the energetic order can be reversed or
completely altered. The main reason for this effect is the variation of the phase
difference between the YSR state wave functions, which is insignificant for very
short interatomic distances, where both models yield the same results, but gains
importance at distances comparable to λF.
The experimentally studied ⟨1 1 1⟩ chains are expected to fall into a limit where
both models yield qualitatively similar results: In the nearest-neighbor adsorption
position of the Fe atoms, d is expected to be much smaller than λF, where for an
antiferromagnetic coupling between the impurity spin and the quasiparticles the
energetically highest state always has an even symmetry due to the vanishing
phase difference between the YSR states. Equally, the Fe chains are expected
to lie within the limit of small ξ J , where the energetic order of the YSR states
is maintained, as the coupling was determined to be very short-ranged. Both
observations justify a description of the studied Fe chains within the simplified
model.

The results presented in this chapter provide direct access to the coupling of
individual atomic YSR states. Based on the high-resolution topographic measure-
ments with CO-functionalized tips and STS data of a variety of atomic dimers, a
very short coupling distance of Fe atoms on Nb(110), originating from the strong
localization of the YSR states, could be determined. Fe/Nb(110) thus constitutes
a model tight-binding system, as could be shown by matching the experimental
data of longer chains with simplified tight-binding calculations. Notably, the
model only relies on information obtained from the measurements on Fe dimers
and does not rely on the tuning of free parameters to reproduce the experimental
results of larger systems.
Hence, Fe/Nb(110) nominally constitutes an excellent platform to engineer larger
adatom systems whose electronic properties could be modeled rather easily to e.g.
predict band crossings as were shown to occur in the electronically more complex
system of Mn/Nb(110) [276]. Unfortunately, the rather difficult manipulation of
Fe atoms on the Nb(110) surface and the short coupling distance that diminishes
the potential to tune the interatomic coupling over a large range complicates
the realization of more elaborate adatom assemblies. Yet, the presented work
outlines the benefits of a profound understanding of the YSR state coupling in
small adatom assemblies when looking for new adatom–surface combinations
in which these advanced YSR systems could be realized. Theoretical suggestions
already surpass the investigation of 1D chains [274, 379], that have been the main
focus of experimental work in the past, and suggest a multitude of physical effects
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beyond MZMs that could be realized in engineered systems of magnetic adatoms
on superconducting surfaces [380–383].
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10
Chapter 10

Summary and Outlook

The research presented in this thesis covered the interaction of magnetic adatoms
with both metallic and superconducting surfaces and the effects resulting from
this interaction, ranging from the Kondo effect in Part I to Yu-Shiba-Rusinov states
in Part II.

In chapters 2 and 3 of this thesis, the physics relevant for Part I and the experi-
mental details of the presented work were introduced.

The experiments on Co atoms on Cu(111) presented in chapter 4 reassessed
the origin of the zero-bias anomaly previously observed in differential conduc-
tance measurements and revealed signatures deviating from the to date prevailing
explanation within the framework of the Kondo effect. Recent theoretical work pro-
posed spin excitations in combination with a new many-body state, the spinaron,
rather than the Kondo effect as the physical origin of the zero-bias anomaly, and
motivated the magnetic field-dependent and spin-polarized measurements pre-
sented in this thesis. In fields of up to 12 T, the zero-bias anomaly was shown
to alter its line shape due to an asymmetric splitting of features observed in the
d2 I/dU2 signal. Comparison of this experimental finding with both a modeled
Zeeman-split Kondo resonance and the proposed model of spin excitations and
the spinaron failed to produce a satisfactory agreement between theory and ex-
periment that would have allowed to discriminate between both explanations.
Further experiments with spin-polarized STM tips revealed the spin character of
the uncovered magnetic states or excitations in Co/Cu(111). Surprisingly, one
of the features in the atoms’ LDOS that was shown to shift to lower energies
with increasing magnetic field strength was determined to have a minority spin
character. Simultaneously, a second feature that was shown to shift to higher
energies exhibited a majority spin character. While being in contradiction with
standard theories of both the Kondo effect and trivial spin excitations, this shift to
higher energies in combination with a majority spin character is reported for the
spinaron. Nevertheless, the overall picture of the proposed model could not be
matched to the experimental results presented in this thesis, as the minority spin
state remained unexplained.
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Hence, while further experimental and theoretical efforts are required to unveil
the full physics behind this at first sight very simple system of a single Co atom
on the Cu(111) surface, the performed experiments clearly reveal new intriguing
physics incompatible with standard magnetic effects observed in spin systems
coupled to metallic substrates.

The theoretical background of the physics discussed in Part II was presented in
chapter 5, reviewing the formation of in-gap Caroli-de Gennes-Matricon states,
YSR states and Majorana zero modes in superconducting systems. The platform
for the experimental work, the Nb(110) surface, was introduced in chapter 6.
In chapter 7, the electronic properties of the Nb(110) surface were further studied
by examining the vortex bound states on the type II superconductor. On the clean
Nb(110) surface, vortices imaged at bias voltages inside the superconducting gap
were shown to exhibit an anisotropic apparent shape, changing from coffee bean-
like to elliptical at zero bias. In comparison, vortices on the oxygen-reconstructed
surfaces were imaged as almost fully isotropic. Hence, the vortex shape could
directly be linked to Caroli-de Gennes-Matricon states, that only develop in clean
superconductors. These Caroli-de Gennes-Matricon states were consecutively
shown to inherit their anisotropy from the two-fold symmetric shape of the Fermi
surface of Nb(110) by tight-binding calculations.
In chapter 8, the interaction of Fe atoms with the clean and oxygen-reconstructed
Nb(110) surface and the influence of modifications of this interaction on the
arising Yu-Shiba-Rusinov states was investigated. While atoms adsorbed onto the
clean surface were shown to only very weakly interact with the superconducting
substrate, inducing a single pair of YSR states close to the superconducting gap,
Fe atoms on NbOx were demonstrated to exhibit a wide range of atom–substrate
interaction strengths and hence YSR state energies. In comparative measurements
in the superconducting and normal state of the substrate, Kondo resonances in
the normal state could be correlated with YSR states of the same atoms, exposing
an adsorption position-dependent quantum phase transition of the Fe atoms from
an unscreened to a screened YSR ground state.
Finally, motivated by proposals of realizing Majorana zero modes in chains of
magnetic adatoms on superconductors, the interatomic coupling of YSR states of Fe
atoms on clean Nb(110) was examined in chapter 9. STM tips functionalized with
CO molecules allowed to topographically resolve close-packed dimers and short
chains that self-assembled on the surface upon Fe deposition. STS measurements
on various dimers demonstrated an extremely short coupling distance of the YSR
states on the order of 1.5 lattice constants. By mapping the LDOS of hybridized
YSR states in close-packed chains, the YSR state wave functions’ symmetry was
revealed, displaying an oscillating behavior between chains with even and odd
numbers of Fe atoms for the energetically lowest and highest YSR state. The
observed oscillation of the hybridized YSR states’ symmetry was qualitatively and

134



the corresponding YSR energies within limits also quantitatively simulated in a
simple tight-binding model, solely relying on the coupling strength extracted from
the measurements on Fe dimers as an input parameter.
Based on the example of Fe/Nb(110), the results of chapters 8 and 9 demonstrate
how a thorough understanding of the adatom–substrate interaction and atom–
atom coupling in only small systems such as dimers can be sufficient to model and
potentially also to deterministically design larger artificial coupled YSR systems
with defined electronic properties.

Outlook

Although Fe atoms on Nb(110) are an ideal system to study the above-mentioned
properties as single Fe atoms only exhibit a single pair of YSR states which is
easily traceable in coupled geometries, the short coupling distance limits the
realization of more complex geometries. Cr and Mn atoms were shown to exhibit
larger interactions and were successfully assembled to magnetic adatom chains [63,
69, 244, 254, 276]. Nevertheless, even larger coupling distances are desirable to
increase the flexibility of the structures’ design, envisioning e.g. ring-like [380] or
2D systems [274]. This could be achieved by combining both systems investigated
in the course of this thesis: By introducing superconductivity into the surface state
of the noble metal (111) surfaces via the proximity effect, as has been done in thin
films of Ag on Nb(110) [384, 385] and Au on V(110) [386], one could realize an
effectively 2D superconducting state. This would significantly increase the YSR
states decay length and hence coupling distance [237]. Further, the isotropy of
the fcc (111) surfaces suppresses orientation-dependent coupling, allowing for
maximum flexibility in the design of 2D magnetic adatom lattices.
The same system might also yield further insight into the physics of Co atoms on
the Cu(111) surface. If the zero-bias anomaly persists on the layered noble metal/
superconductor system, screening of the Co atom spin via the Kondo effect at
temperatures much higher than Tc should prevent the formation of YSR states.
On the other hand, the observation of YSR states would indicate the existence of a
finite magnetic moment of the Co atom, disproving the prevalent Kondo-related
explanation of the zero-bias anomaly.
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Appendix A

Additional Fits of

Field-Dependent Spectra on

Co/Cu(111)

Additional fitting results of the field-dependent spectroscopy measurements of the
ZBA on Co/Cu(111) are presented in Figures A.1 and A.2. To assess the change
of the overall line shape of the ZBA in an external field, the dI/dU signal from
measurements at positive and negative values of the applied field were fitted
with a single Fano resonance. Although this description is unphysical in both the
Kondo picture, due to the neglected splitting of the Kondo resonance, and also the
SE & spinaron model, that does not contain any interference of tunneling paths
that could lead to a Fano line, the applied fit helps to track the position E0 and
width Γ of the ZBA. As mentioned in the main text, the center of the ZBA shifts
to lower bias voltages with increasing field strength, independent on the direction
of the field, as can be seen from the data in Figure A.1(a). Equally symmetric
with respect to 0 T, the width of the ZBA displayed in Figure A.1(b) increases as a
consequence of the shift of the individual features discussed in the main text.
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Figure A.1: Results of single-Fano line fits of the ZBA on Co/Cu(111) recorded at
various fields and opposing field directions. Fitting was performed in a bias range
of (−10, +10) mV. The (a) position and (b) width of the ZBA change symmetrically
around zero-field. The directions of the field for positive and negative values of µ0H
are sketched in (a).
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Figure A.2: Fits (red) of the d2 I/dU2 signal (black) of four additional Co atoms within
the model including four inelastic excitation-like peaks. Stabilization parameters
(same as in Figure 4.4): U = −20 mV, I = 1 nA, Umod = 0.5 mV. µ0H as indicated;
T = 1.4 K.

Figure A.2 displays fits of the d2 I/dU2 signal of four additional Co atoms applying
the model proposed in the main text containing four peaks used to describe
inelastic excitations. Equivalent to the data presented in Figure 4.6, the fits
describe the experimental signal well. The results of the fits presented here are
included in the graphs of Figure 4.7.

140



B
Appendix B

The Zero-Bias Anomaly on

Co/Au(111)

To support the field-dependent results on Cu/Cu(111) presented in chapter 4, the
same measurements were performed on Co/Au(111). The Au(111) surface was
prepared by Ar+-ion sputtering at 0.5 keV and annealing to 400 ◦C for 20 min. Co
atoms were deposited as described in chapter 4. The resulting surface is displayed
in Figure B.1(a). Panels (b) and (c) display the measured dI/dU and calculated
d2 I/dU2 signal of a Co atom on the fcc and hcp site and on the soliton wall of
the herringbone reconstruction of the Au(111) surface. Due to a failure of the
experiments, no zero-field data exists for this measurement set, yet measurements
on other Co atoms exhibited spectra similar to those observed at 6 T. The atoms on
the fcc and hcp sites show a similar behavior than Co atoms on Cu(111). Especially
the splitting of the positive bias peak in the d2 I/dU2 signal is well observed, again
with the peak at lower bias voltage exhibiting a higher intensity in comparison to
the one at higher bias voltage. The Co atom on the soliton wall only exhibits a
weak ZBA, as already shown in Ref. [150], which does not change as a function
of the applied field, suggesting a non-magnetic origin. The results of the fitting
procedure introduced in the main text for the atoms in the fcc and hcp sites are
displayed in Figure B.1(d). While both types of atoms show the same shift of both
the low- and high-energy (orange and red) feature at positive bias voltage, the
absolute energies of the states of the fcc atoms are slightly higher.
In general, Co atoms on Au(111) are demonstrated to show the same spectroscopic
response to an external field as Co atoms on Cu(111).
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Figure B.1: (a) Topography of the Au(111) surface with deposited Fe atoms. Scale bar
is 10 nm. (b) Differential conductance measured on the atoms mark in (a). (c) Numer-
ically calculated derivative of the dI/dU signal in (b). (d) Results of the fitting model
introduced in the main text. Linear fits to the positions of the two d2 I/dU2 peaks at
positive bias yield slopes of (−0.15 ± 0.02) mV/T and (0.23 ± 0.08) mV/T for atoms
in both the fcc and hcp site. Stabilization parameters: U = −30 mV, I = 1 nA,
Umod = 0.5 mV. µ0H as indicated; T = 1.4 K.
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Appendix C

Adsorption of CO on Nb(110)

As described in the main text in chapter 9, the deposition of CO molecules onto the
Nb(110) surface was unsuccessful, in that no vibrational modes of CO molecules
could be detected by IETS atop the impurities found on the surface after CO
deposition. Further, attempts to transfer these impurities onto the tip failed. In
Figure C.1, the Nb surface after CO deposition at a substrate temperature of 4.2 K
is presented. Contrary to oxygen, which can also form atomic impurities on very
clean Nb surfaces, the impurities found in these scans do not change their contrast
when the bias voltage is changed from −1 V to +2 V (cf. panels (a) and (b)), but
remain depressions with a diameter of about 0.5 nm and depth of 10 − 20 pm (cf.
panels (c) and (d)). As such defects were only observed after CO deposition, two
origins of the observed depressions are plausible: (i) The impurities might be
intact CO molecules, yet absorbed differently to the Nb surface than to the Cu
surface, e.g. laying horizontally on the surface, which would explain the lacking
vibrational modes in IETS measurements. (ii) The CO molecules might decompose
on the surface [313], with the oxygen atom attaching to a NbOx patch, leaving the
carbon atom, seen as the depression, behind.
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Figure C.1: Scans of the Nb(110) surface with remaining patches of NbOx phase II
and round-shaped impurities resulting from the deposition of CO molecules at a
substrate temperature of 4.2 K. At a bias voltage of (a) −1 V, both oxygen and the
impurities appear as depressions, while at (b) +2 V, oxygen exhibits a positive height
above the clean Nb(110) surface. The impurities remain dark in the used color code.
Scale bars are 2 nm. Line profiles indicated by arrows in (a) and (b) are displayed
in (c) and (d). Oxygen is marked in red, the CO-related impurities are marked in
gray. The same colors are used to indicate the respective positions in the scans. Scan
parameters: (a) U = −1 V, I = 1 nA; (b) 2 V, 1 nA.
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Appendix D

Differential Conductance

Maps of ⟨1 1 1⟩ Chains

The following figure demonstrates the electron–hole symmetry of the YSR states
in ⟨1 1 1⟩ chains of Fe atoms on Nb(110) discussed in chapter 9. The weak enhance-
ment at the coherence peaks on the single atom in panel (a) is strongly localized to
the topographic lateral extension of the atom. The additional conductance maps
for the trimer (±2.85 mV) in panel (c) and tetramer (±1.95 mV and ±2.35 mV) in
panel (d) not shown in the main text correspond to the values where the simplified
model predicts additional states that are spectrally unresolved in the point spectra
shown in Figure 9.7 of the main text. The similar shape of the tetramer LDOS at
±1.60 mV and ±1.95 mV suggests that the appearance of the less intense state
at ±1.95 mV is covered by the more intense state at ±1.60 mV, hiding the true
symmetry of the first.
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D Differential Conductance Maps of ⟨1 1 1⟩ Chains

(a)
2.85 mV

−2.85 mV

(b) 1.35 mV

−1.35 mV −2.20 mV

2.20 mV (c) 1.75 mV

−1.75 mV −2.30 mV −2.85 mV

2.85 mV2.30 mV

dI/dU highlow

[1 1 0]

[0 0 1]

(d) 1.60 mV 1.95 mV 2.35 mV

−1.60 mV −1.95 mV −2.35 mV −2.50 mV

2.50 mV

Figure D.1: Supplemental differential conductance maps of a (a) single atom
(∆t = 1.31 meV), (b) dimer, (c) trimer and (d) trimer (all ∆t = 1.33 meV). Scale
bars are 1 nm. Stabilization parameters: U = −7 mV, I = 1 nA, Umod = 0.1 mV.
T = 1.4 K. Reprinted from Ref. [341]. Copyright ©2021 by the American Physical Society.
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Appendix E

Details of the Tight-Binding

Models Describing the

Yu-Shiba-Rusinov State Coupling

E.1 Simplified model

The simplified model was introduced for YSR states by D. K. Morr and J. Yoon in
Ref. [247] and is generally known from a basic description of the H+

2 molecule.
Approximating the solution of the n-atomic coupled system as a linear combi-
nation of the single-atom YSR wave functions with coefficients cj, j ∈ [1, n], and
hopping constants ki describing the coupling between atoms in sites (j, j + i),
i ∈ [1, n − 1], yields the following eigenvalue problems for a dimer, trimer and
tetramer, respectively:

(
E0 k1
k1 E0

)(
c1
c2

)
= E

(
c1
c2

)
, (E.1)

E0 k1 k2
k1 E0 k1
k2 k1 E0

c1
c2
c3

 = E

c1
c2
c3

 , (E.2)


E0 k1 k2 k3
k1 E0 k1 k3
k2 k1 E0 k1
k3 k2 k1 E0




c1
c2
c3
c4

 = E


c1
c2
c3
c4

 . (E.3)

E0 is the single-atom YSR energy. Diagonalizing the matrices yields the eigenval-
ues of these equations, which can be separated for states with even (ci = cn−i+1)
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and odd (ci = −cn−i+1) symmetry:

Edimer,e = E0 + k1, (E.4)
Edimer,o = E0 − k1, (E.5)

Etrimer,e = E0 +
k2

2
±

√
2k2

1 +
k2

2
4

, (E.6)

Etrimer,o = E0 − k2, (E.7)

Etetramer,e = E0 +
k1

2
+

k3

2
±

√
5k2

1
4

+ 2k1k2 −
k1k3

2
+ k2

2 + k3
3, (E.8)

Etetramer,o = E0 −
k1

2
− k3

2
±

√
5k2

1
4

− 2k1k2 −
k1k3

2
+ k2

2 + k3
3. (E.9)

Figure 9.8(a)-(c) reproduces these solutions for k2, k3 = 0.

E.2 Complete model

The complete model was introduced in Ref. [250] for dimers and was extended
to trimers and tetramers in this thesis, describing the YSR state coupling in
chapter 9. For a system with n magnetic impurities coupled to a superconductor,
the Hamiltonian of the single impurity in 5.29 is extended to

H = HBCS +
n

∑
j

Jj(r), (E.10)

with Jj(r) := J(r − rj) being the the exchange potential of the impurity at site rj.
The impurity spin was fixed to 1 [250]. Again, considering small coupling, a linear
combination of the single-atom wave functions |φi⟩ = |φ(r − ri)⟩ is assumed as
the solution of the above Hamiltonian:

|Φ(r)⟩ =
n

∑
i

ci |φi⟩ . (E.11)

Inserting this ansatz into the Schrödinger equation containing the Hamiltonian in
Equation (E.10) and multiplying with ⟨φl|, one obtains

n

∑
i

n

∑
i ̸=j

ci ⟨φl|Jj|φi⟩ = (E − E0)
n

∑
i

ci ⟨φl|φi⟩ . (E.12)
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E.2 Complete model

Writing out the equation for a dimer yields(
C1 D1
D1 C1

)(
c1
c2

)
= (E − E0)

(
1 S1
S1 1

)(
c1
c2

)
, (E.13)

with the overlap integral

Si := ⟨φ1|φi+1⟩ , (E.14)

the Coulomb-like integral

Ci := ⟨φ1|Ji+1|φ1⟩ (E.15)

and the exchange-like integral

Di := ⟨φ1|J1|φi+1⟩ . (E.16)

The eigenvalues of this problem are given by

E = E0 +
C1 ± D1

1 ± S1
. (E.17)

Arguing that the overlap between the atomic YSR wave functions is sufficiently
small such that S1 = 0 and that the exchange potential decays fast enough such
that C1 = 0, one obtains the solutions of the simplified model by replacing D1
with the hopping term k1.
The eigenvalue equations of the complete model for the trimer and tetramer areC1 + C2 B1 + D1 A2 + D1

B1 + D1 2C1 B1 + D1
A2 + D2 B1 + D1 C1 + C2

c1
c2
c3

 = (E − E0)

 1 S1 S2
S1 1 S1
S2 S1 1

c1
c2
c3

 (E.18)

and
C1 + C2 + C3 B1 + B′

1 + D1 A2 + B′
2 + D2 2A3 + D3

B1 + B′
1 + D1 2C1 + C2 2B1 + D1 A2 + B′

2 + D2
A2 + B′

2 + D2 2B1 + D1 2C1 + C2 B1 + B′
1 + D1

2A3 + D3 A2 + B′
2 + D2 B1 + B′

1 + D1 C1 + C2 + C3




c1
c2
c3
c4



= (E − E0)


1 S1 S2 S3
S1 1 S1 S2
S2 S1 1 S1
S3 S2 S1 1




c1
c2
c3
c4

 ,

(E.19)

respectively, with the following additional definitions:

Ai := ⟨φ1|J2|φi+1⟩ , (E.20)
B1 := ⟨φ1|J3|φ2⟩ , (E.21)

B′
i := ⟨φ1|J4|φi+1⟩ . (E.22)
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The results displayed in Figure 9.9 in chapter 9 were obtained by introducing
the exchange potential J(r) = J0/

√
πξJ exp

(
−r2/ξ2

J

)
[250] and a normalized YSR

wave function of the form
√

2/λF sinc(2πr/λF) [51] in one dimension, where
J0 is the potential strength, ξ J is the potential’s decay length, λF is the Fermi
wavelength and r points along the chain. The integrals and solutions of the
eigenvalue problems were numerically evaluated with python.
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List of Abbreviations

1D one-dimensional
2D two-dimensional
3D three-dimensional
AFM atomic force microscopy
AES Auger electron spectroscopy
bcc body-centered cubic
BCS Bardeen-Cooper-Schrieffer
CdGM Caroli-de Gennes-Matricon
DFT density functional theory
DOS density of states
fcc face-centered cubic
FWHM full width at half maximum
G-L Ginzburg-Landau
hcp hexagonal close-packed
IETS inelastic tunneling spectroscopy
LEED low-energy electron diffraction
LDOS local density of states
MONA molecular nanoprobe
MZM Majorana zero mode
Nc nickelocene
QPT quantum phase transition
UHV ultra-high vacuum
SE spin excitation
SP-STM spin-polarized scanning tunneling microscopy
SP-STS spin-polarized scanning tunneling spectroscopy
STM scanning tunneling microscopy / microscope
STS scanning tunneling spectroscopy
XMCD x-ray magnetic circular dichroism
YSR Yu-Shiba-Rusinov
ZBA zero-bias anomaly
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