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Zusammenfassung

Die Suche nach topologischen Materialien ist ein beherrschendes Thema der aktuellen Forschung

im Bereich der kondensierten Materie. In dieser Arbeit wird das 4-Band Luttinger-Modell

untersucht, welches die j = 3/2 Zustände vieler Halbleiter beschreibt. Dieses Modell beschreibt

eine Vielzahl von topologischen Zuständen und ermöglicht die analytische Betrachtung der

zugehörigen topologischen Oberflächenzustände. Die Existenz dieser Oberflächenzustände ist

überaus erstrebenswert, da sie auf Grund ihrer topologischen Natur besonders gegen kleine

Störungen geschützt sind.

Im ersten Teil dieser Arbeit wird die Existenz von einem oder zwei Oberflächenzuständen in

Abhängigkeit des Verhältnisses der effektive Massen in der quadratischen Luttinger-

Halbmetallphase vorhergesagt. Diese Zustände mit topologischen Ursprung können mit den

invertierten s- und p-Orbitalen aus der Bandstruktur und der angenäherten chiralen Symmetrie

des Kreuzungspunktes in Verbindung gebracht werden. Daher sind die Resultate dieser Arbeit

relevant für eine Vielzahl an Materialien, wie HgTe, α-Sn und Iridium-Verbindungen. Diese

Materialien werden häufig mit Hilfe von Deformation bearbeitet, indem der Kristall auf einem

Substrat mit unterschiedlicher Gitterkonstanten gewachsen wird. Dies führt zu Deformationspo-

tentialen, welche auf die Elektronen wirken. Während Dehnungen häufig verwendet werden, um

einen topologisch isolierenden Zustand mit einer Bandlücke zu erzeugen, wird in dieser Arbeit

Kompression betrachtet, um eine topologische Halbmetallphase herbeizuführen. Hierbei unter-

scheidet man zwischen Dirac- und Weyl-Halbmetallen, in Abhängigkeit von der gleichzeitigen

Präsenz von Inversions- und Zeitumkehrsymmetrie. Ein Hauptteil dieser Arbeit ist die theo-

retische Untersuchung der Oberflächenzustände in Luttinger-Halbmetallen beim Übergang in

diese topologischen Halbmetallphasen.

Die relative Stärke des Kompressionspotentials im Vergleich zu Termen, welche mithilfe gängiger

Inversionssymmetrie berechnet wurden, erlaubt die Definition einer Symmetriehierarche für das

System. Hierbei bildet das Luttinger-Modell mit kubischer Symmetrie das Ursprungsmodell für

kleine Energien mit der höchsten Symmetrie. Da die Inversionssymmetrie brechenden Terme

in der Weyl-Halbmetallphase schwach in vielen Materialien sind, lässt sich ein kleiner Energie-

und Impulsbereich finden, in dem die Oberflächenzustände Fermi-Bögen zwischen zwei Weyl-

Punkten mit unterschiedlicher Chiralität ausbilden. Als Konsequenz existieren zweidimension-

ale (2D) Impulsebenen zwischen den Weyl-Punkten, die als effektive 2D Chern-Isolatoren mit

chiralen Randzuständen in der Bandlücke angesehen werden können. Außerhalb des Bereichs

der Inversion brechenden Terme dominieren die Kompressionspotentiale und das System ist ein
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effektives Dirac-Halbmetall mit zwei doppelt entarteten Dirac-Punkten in der Bandstruktur.

Im Energiebereich außerhalb der Kompressionsstärke dominieren die quadratischen Terme des

Luttinger-Modells und das Energiespektrum lässt sich nicht von einem ungestörten Luttinger-

Halbmetall unterscheiden. Um die Symmetriehierarchie abzuschließen, werden die Grenzen des

Luttinger-Modells untersucht, bei dem die entfernten j = 1/2 Zustände einen signifikanten Ef-

fekt auf die j = 3/2 Zustände aufweisen. Hier verliert das Luttinger-Modell seine Gültigkeit und

kompliziertere Modelle, wie das 6-Band Kane-Modell, müssen in Betracht gezogen werden.

Im zweiten Teil dieser Arbeit werden theoretisch zwei verschiedene Systeme für s-wellenartige,

supraleitende j = 3/2 Teilchen in Luttinger-Materialien unter dem Einfluss eines Magnetfeldes

analysiert. Zuerst wird der Fokus auf eine eindimensionale Kette gelegt, bei der die intrinsis-

che Spin-Orbit-Kopplung von inversionsassymetrischen Kristallen eine topologische Bandlücke

öffnet. Im Gegensatz zu Atomketten, die mit einer herkömmlichen quadratischen Dispersion mit

Rashba- oder Dresselhaus-Spin-Orbit Kopplung modelliert werden, bilden sich zwei topologis-

che Phasenübergänge wegen des unterschiedlichen Effekts des Magnetfeldes auf die |jz| = 3/2

und |jz| = 1/2 Zustände. Darüber hinaus wird ein 2D Josephson-Kontakt mit lokalisierten

Andreev-Zuständen innerhalb der supraleitenden Bandlücke diskutiert. Hierbei is die intrinsis-

che Spin-Orbit-Kopplung des Luttinger-Modells ausreichend, um eine topologische Bandlücke

zu öffnen, selbst mit intakter Inversionssymmetrie. Dies resultiert aus der Hybridisierung der

|jz| = 1/2 und |jz| = 3/2 Zustände in Kombination mit der supraleitenden Kopplung.

Konsequenterweise können beide Systeme Majorana-Randzustände bilden. Diese sind höchst

relevant für die wissenschaftliche Forschung wegen ihrer nichtabelschen Austauschstatistik und

ihrer Stabilität gegen Dekoherenz, was sie prädestiniert für die Realisierung topologischer Quan-

tencomputer macht. Diese Majorana-Randzustände haben eine flache Energiedispersion und

werden von der topologischen Bandlücke geschützt. Interessanterweise lassen sich die Resul-

tate dieser Arbeit für die topologisch supraleitende Phase im Luttinger-Modell sowohl auf das

Halbmetall- als auch auf das Metallregime anwenden. Dies induziert eine Relevanz für metallis-

che Systeme, wie zum Beispiel p-dotiertem GaAs. Hierduch werden neue Möglichkeiten für die

Realisierung topologischer Supraleitung eröffnet.
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Abstract

The hunt for topological materials is one of the main topics of recent research in condensed

matter physics. We analyze the 4-band Luttinger model, which considers the total angular

momentum j = 3/2 hole states of many semiconductors. Our analysis shows that this model

hosts a wide array of topological phases and allows analytical calculations of the related topo-

logical surface states. The existence of these surface states is highly desired due to their strong

protection against perturbations.

In the first part of the thesis, we predict the existence of either one or two two-dimensional

(2D) surface states of topological origin in the three-dimensional (3D) quadratic-node semimetal

phase of the Luttinger model, called the Luttinger semimetal phase. We associate the origin

of these states with the inverted order of s and p-orbital states in the band structure and

approximate chiral symmetry around the node. Hence, our findings are essential for many

materials, including HgTe, α-Sn, and iridate compounds. Such materials are often modified

with strain engineering by growing the crystal on a substrate with a different lattice constant,

which adds a deformation potential to the electrons. While tensile strain is often used to drive

such materials into a gapped topological insulator regime, we apply compressive strain to induce

a topological semimetal regime. Here, we differentiate between Dirac andWeyl semimetals based

on inversion and time-reversal symmetry being simultaneously present or not. One major part

of this thesis is the theoretical study of the evolution of the Luttinger semimetal surface states

in these topological semimetal phases.

The relative strength of the compressive strain and typical bulk inversion asymmetry (BIA)

terms allow the definition of a symmetry hierarchy in the system. The cubic symmetric Oh

Luttinger model is the highest symmetry low-energy parent model. Since the BIA terms in the

Weyl semimetal phase are small in most materials, we find a narrow energy and momentum

range around the Weyl points where the surface states form Fermi arcs between two Weyl nodes

with opposite chirality. Consequently, we see 2D momentum planes between the Weyl points,

which can be considered as effective 2D Chern insulators with chiral edge states connecting

the valence and conduction band in the bulk gap. Exceeding the range of the BIA terms, the

compressive strain becomes dominating, and the system behaves like a Dirac semimetal with

two doubly degenerate linear Dirac nodes in the band structure. For energies larger than the

compressive strain strength, the quadratic terms in the Luttinger model dominate and surface

band structure is indistinguishable from an unperturbed Luttinger semimetal. To conclude this

symmetry hierarchy, we analyze the limit of the Luttinger model when the remote j = 1/2
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electron states show a considerable hybridization with the j = 3/2 hole states around the

Fermi level. Here, the Luttinger model is not valid anymore and one needs to consider more

complicated models, like the 6-band Kane Hamiltonian.

In the second part of this thesis, we analyze theoretically two different setups for s-wave su-

perconductivity proximitized j = 3/2 particles in Luttinger materials under a magnetic field.

First, we explore a one-dimensional wire setup, where the intrinsic BIA of inversion asymmetric

crystals opens a topological gap in the bulk states. In contrast to wires, modeled by a quadratic

dispersion with Rashba or Dresselhaus spin-orbit coupling, we find two topological phase transi-

tions due to the different effects of magnetic fields to |jz| = 3/2 heavy-hole (HH) and |jz| = 1/2

light-hole (LH) states. Second, we discuss a two-dimensional Josephson junction setup, where

we find Andreev-bound states inside the superconducting gap. Here, the intrinsic spin-orbit

coupling of the Luttinger model is sufficient to open a topological gap even in the presence of

inversion symmetry. This originates from the hybridization of the light and heavy-hole bands

in combination with the superconducting pairing.

Consequently, both setups can form Majorana-bound states at the boundaries of the system.

The existence of these states are highly relevant in the scientific community due to their non-

abelian braiding statistics and stability against decoherence, making them a prime candidate

for the realization of topological quantum computation. Majorana-bound states form at zero

energy and are protected by the topological gap. We predict that our findings of the topological

superconductor phase of the Luttinger model are valid for both semimetal and metal phases.

Hence, our study is additionally relevant for metallic systems, like p-doped GaAs. This opens

a new avenue for the search for topological superconductivity.
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“The most important tool of the

theoretical physicist is his

wastebasket.“

Albert Einstein
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1 Introduction

What are the consequences of the most fundamental geometric properties of a sys-

tem? This question gave rise to the mathematical discipline of topology in the later

part of the 19th century. It concerns stable characteristics under continuous defor-

mations, like stretching, twisting, or bending. Consequently, a topologist considers

a coffe mug and a donut equivalent objects since both have a single hole. While you

can put your finger through the handle of a coffe mug, you cannot put your finger

through a potato.One can only transform both objects into each other by adding or

removing a hole, making them members of different topological classes.

Many believed that topology is just an abstract mathematical concept like number

theory, which would never find concrete applications. However, solid states physi-

cists found the potential of topology with the prediction of the topological insulator

almost a century later [1, 2, 3, 4, 5]. This initiated the hunt for topological materials,

whose robustness under perturbations makes them attractive for commercial use in

technology.

Many models have been established to identify and analyze topological materials.

For instance, the density functional theory models a many-body system numerically

by considering an effective potential acting on the electrons [6]. This potential is built

from a sum of external potentials given by the elemental composition of the lattice

and an effective potential representing the interactions between the electrons. While

it was successfully used to predict the overall band structure of many materials,

it is known to be computationally demanding for systems with strong spin-orbit

interactions and does not allow a deep analytical understanding of a problem.

A rather opposite approach is the so-called BHZ model, developed by Bernevig,

Hughes, and Zhang in 2006 [7]. It focuses solely on the two lowest two-dimensional
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1 Introduction

(2D) energy subbands around the Fermi level with the additional spin degree of

freedom. The resulting Hamiltonian is a 4× 4 matrix, which can easily be diagonal-

ized analytically. It was famously used to discuss the electronic properties of a 2D

topological insulator with its metallic edge states in the bulk gap [5].

In this thesis, we consider the three-dimensional (3D) 4-band Luttinger model, de-

rived by J. M. Luttinger in 1956 [8]. It describes the j = 3/2 HH and LH states

in semiconductors. We show that it allows the analytical study of materials with

zinc-blende structure, like HgTe, α-Sn, or iridate compounds.

These materials are of particular interest for their rich potential for topological

phases. By themselves, they host a strong intrinsic spin-orbit coupling (SOC) and

an inverted band structure, which makes them a quadratic-node semimetal. Con-

fining the crystal in a quantum-well setup leads to the formation of subbands in the

dispersion, giving an insulating phase. If the thickness of the quantum-well exceeds

a critical value, the conduction and valence bands invert, and the system is a 2D

topological insulator [7, 5, 9]. If the crystal is grown on a substrate with a different

lattice constant, the lattice is strained, and deformation potentials act on the elec-

trons. Here, tensile strain opens a gap between the j = 3/2 states and induces a 3D

topological insulator phase with 2D Dirac surface states [10].

During our study, we apply compressive strain to the lattice, which splits the

quadratic node of the dispersion into multiple linear nodes. These are characteristic

of a topological semimetal phase, classified in two different categories. If the system

preserves both time-reversal symmetry (TRS) and inversion symmetry, we find a

Dirac semimetal (DSM) phase with double degenerate Dirac nodes [11, 12, 13]. The

breaking of at least one of these symmetries splits the Dirac nodes into sets of Weyl

nodes, indicating a Weyl semimetal (WSM) phase. The Weyl nodes have a finite

chirality and act as sources and sinks of Berry curvature [14, 15]. This gives rise to

exciting physics, like negative magnetoresistance, the existence of Fermi arcs on the

surface, or the chiral anomaly [16, 17, 18, 19].

Another topological phase considered in this thesis is the topological superconductor

(SC). This phase is highly desired for forming Majorana bound states (MBSs), man-

ifesting as zero-energy modes at the boundaries of the system [20, 21]. Their non-

abelian statistics and protection against decoherence make them the ideal candidate
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for realizing topological quantum computation [22]. The j = 3/2 states of the

Luttinger model allow the formation of higher-order d or f -wave Cooper pairs in

addition to the s and p-wave states of ordinary j = 1/2 models.

It was discussed that combining a magnetic field and SOC for a semiconducting one-

dimensional (1D) nanowire with s-wave proximitized superconductivity can lead to

a topological phase with MBSs at its ends [21]. Similarly, a 2D Josephson junction,

modeled by an ordinary two-dimensional electron gas (2DEG), can host MBSs at

the boundaries [23, 24, 25]. Here, the Zeeman field splits the double degenerate

Andreev bound states (ABSs), creating a topological regime between two crossings,

where an additional SOC opens a topological gap that protects the MBSs against

perturbations. We predict that the intrinsic SOC of Luttinger materials allows the

formation of a topological SC phase without the need for artificial SOC.

This thesis is structured as follows: In Ch. 2, we introduce physical concepts neces-

sary for the findings of this work. Here, we discuss the idea of topological classes and

invariants determined by the fundamental symmetries of the system. Afterward, we

show the most relevant features of 3D topological semimetals, categorized in Weyl

and Dirac semimetals. Considering topological superconductivity, we introduce the

Bogoliubov-de Gennes (BdG) formalism and discuss the significance of ABSs and

MBSs.

In Ch. 3, we analyze the formation and evolution of 2D topological surface states in

the semimetallic phases of the 3D Luttinger model. For this, we begin with the 3D

quadratic-node Luttinger semimetal phase and link the existence of 2D topological

surface states in this gapless regime to the inverted band structure of the 6-band

Kane model and approximate chiral symmetry, discussed in Ref. [26]. Then, we

study the evolution of the 2D surface states in the DSM phase under compressive

strain as perturbations. We explain the effect of inversion symmetry in two steps.

First, we focus only on linear-momentum bulk inversion asymmetry (BIA) terms,

which introduces a line-node semimetal phase. Afterward, we add the cubic BIA

terms, which drive the system in a 3D WSM phase with the formation of 2D Fermi

arcs and 2D momentum planes with non-trivial Chern numbers between the Weyl

nodes [19]. The additional publication of the analysis of Ch. 3 is submitted to PRB

[27].
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1 Introduction

In Ch. 4, we apply proximitized s-wave superconductivity to the Luttinger model

in its metal and semimetal phases. First, we consider a 1D wire setup with a Zee-

man field, where SOC of inversion symmetry breaking crystals is sufficient to open

a topological gap that protects MBSs at the ends. We show that the coexistence

of |jz| = 1/2 and |jz| = 3/2 states which act differently in a magnetic field, leads

to two topological phase transitions, limiting the magnetic field range of the MBSs.

Next, we consider a 2D Josephson junction setup, where the intrinsic SOC of Lut-

tinger materials is sufficient to form topological regimes even if the lattice conserves

inversion symmetry. Also, we show that the interplay of |jz| = 1/2 and |jz| = 3/2

states give rise to exciting features in the Josephson junction setup. The findings of

Ch. 4, considering the semimetal phase, are also published in Ref. [28].

Finally, we conclude our findings and give an outlook on potential future continua-

tions of this study in Ch. 5.
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2 Introduction to topological semimetals and superconductors

2.1 Classification of topological matter in different

symmetry classes

This thesis will study different topological phases in the Luttinger model [8]. To do

so, we will introduce the topological invariant Q, which indicates whether a system is

a topologically trivial or non-trivial regime. The existence of a topological invariant

depends on discrete symmetries and the dimensionality of the system [29, 30, 31,

32, 33].

It is convenient to separate solid-state systems into ten unique classes, dedicated by

their relation to three discrete symmetries time-reversal symmetry (TRS), particle-

hole symmetry (PHS), and chiral symmetry [34]. Each discrete symmetry is associ-

ated with the symmetry operators T̂ , Ĉ, and Ŝ.

A system has TRS if it is invariant under the reversion of time. The reversal of

time leads to a change in the propagation direction and rotation of a particle, which

affects the momentum p and spin σ. Therefore, the TRS operator acts as

T̂ : (r, t) 7→ (r,−t) and T̂ : (p, σ) 7→ (−p,−σ). (2.1)

The anti-unitarity of the TRS operator means that it can be written as

T̂ = ÛT K, (2.2)

where ÛT is a unitary matrix and K is the complex conjugation operator. A system

preserves TRS if the single-particle Hamiltonian commutes with T̂ leading to

T̂ Ĥ(p)T̂ −1 = Ĥ(−p). (2.3)

Consequently, the conservation of TRS indicates the constriction to the dependence

on momentum and spin of the eigenenergy and, therefore, in the band structure,

i.e.,

ϵ(p, σ) =T ϵ(−p,−σ). (2.4)

Here, we add a subscript to the equal sign =T to indicate the consquences of the
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2.1 Classification of topological matter in different symmetry classes

TRS. This notation is used frequently in this section. One finds that the TRS

operator’s square depends on the system’s spin. It distinguishes between bosonic

particles with integer spin and fermionic particles with half-integer spin as

T̂ 2 =

+1 bosons,

−1 fermions,
(2.5)

indicated by the ’±’ entry in Tab. 2.1. In the absence of TRS, where the Hamiltonian

does not commute with T̂ , due to, i.e., a magnetic field, is indicated by ’0’.

The second discrete symmetry is the PHS. As the name suggests, it relates electrons

with holes, which corresponds to an interchange of creation and annihilation opera-

tors in second quantization. If the single-particle Hamiltonian anti-commutes with

the PHS operator Ĉ, the system is particle-hole symmetric. This leads to

ĈĤ(p)Ĉ−1 = −Ĥ(−p), (2.6)

which indicates a relation between positive and negative energy states with opposite

momentum

ϵ(p, σ) =C −ϵ(−p, σ). (2.7)

The PHS operator squares to

Ĉ2 = ±1, (2.8)

indicated by the ’±’ entry in Tab. 2.1. For superconducting systems, PHS is essential

due to the shape of the Bogoliubov-de Gennes (BdG) equation (see Sec. 2.3). Due to

the relation of Bogoliubov quasi-particles, one finds the condition T̂ 2 = −Ĉ2 [29, 35],
which means that the symmetry classes BDI and CII are only relevant in fine-tuned

Hamiltonians.

The third discrete symmetry is chiral symmetry, a combination of TRS and PHS

(Ŝ = T̂ · Ĉ). Hence, a system with both TRS and PHS preserves always chiral sym-

metry, while only one of these symmetries leads to chiral asymmetry. Interestingly,

systems with both broken TRS and PHS can either have chiral symmetry or not.

This corresponds to the symmetry classes A and AIII, which are called complex

classes [32]. The chiral symmetry operator is unitary, which must anti-commute
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2 Introduction to topological semimetals and superconductors

with the single-particle Hamiltonian. One gets the condition

ŜĤ(p)Ŝ−1 = −Ĥ(p), (2.9)

which relates positive with negative energy states without the inverted sign of the

momentum

ϵ(p, σ) =S −ϵ(p, σ), (2.10)

in contrast to the PHS. The chiral symmetry operator only comes in one flavor,

Ŝ2 = +1. (2.11)

An additional symmetry that is important to the systems discussed in this thesis is

the inversion symmetry, also known as parity [10]. While it does not contribute to

the periodic table from Tab. 2.1, it has a significant impact on the Hamiltonian and

band structure of the system. An inversion symmetric system is equivalent to its

mirror image in three dimensions. Similar to the TRS operator, inversion in space

also inverts the propagation direction, meaning the momentum. On the other hand,

it does not affect the spin. In summary, the inversion symmetry operator P̂ acts

as

P̂ : (r, t) 7→ (−r, t) and P̂ : (p, σ) 7→ (−p, σ). (2.12)

A single-particle Hamiltonian conserves inversion symmetry if

P̂Ĥ(p)P̂−1 = Ĥ(−p) (2.13)

is satisfied. One finds the inversion symmetry relation to the energy dispersion

ϵ(p, σ) =P ϵ(−p, σ). (2.14)

Kramers’ degeneracy is a relevant consequence of the coexistence of TRS and in-

version symmetry. Combining Eqs. (2.4) and (2.14), one can immediately show
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2.1 Classification of topological matter in different symmetry classes

that

ϵ(p, σ) =T ,P ϵ(p,−σ), (2.15)

meaning that every state has a degenerate Kramers’ partner state with the same

energy and momentum, but opposite spin.

Even though it is not discussed in this thesis, we like to point out that parity in

a 2D quantum system gives rise to interesting consequences. A mirror operation

on both spatial components would be equivalent to a rotation in two dimensions.

Hence, parity in 2D is defined by inverting only one spatial component with

P̂x : (x, y, t) 7→ (−x, y, t), and P̂y : (x, y, t) 7→ (x,−y, t). (2.16)

An odd number of massless 2D Dirac fermions conserves parity symmetry on a

classical level, which cannot be maintained on the quantum level [36, 37]. This

contradiction is called the parity anomaly, which has major consequences for the

Dirac surface states of a 3D topological insulator [38, 39, 40, 41]. This includes

a re-entrant quantum Hall effect in a single topological surface state of the tensile

strained 3D topological insulator (Hg,Mn)Te, which we discuss in detail in Ref. [42],

which is in preparation.

In summary, one finds ten different symmetry classes, which are presented in Tab. 2.1

[34]. Schnyder et al. [29] showed that any system of a specific symmetry class could

be linked to one of four different types of topological invariants in d dimensions: (1) A

Z topological invariant can take any integer value (Q ∈ {0,±1,±2, . . .}) and is called

the Chern number [43, 44, 40]. Prominent examples of these phases are the quantum

Hall and quantum anomalous Hall effect with chiral states at the system’s boundary.

(2) The 2Z invariant can only take even integer values (Q ∈ {0,±2,±4, . . .}). This
is related to a topological phase, where the symmetry of the system demands a

doubling of the degrees of freedom. (3) A Z2 invariant can only have one of two

values (Q = ±1 or Q ∈ {0, 1}). A possible relation is the existence of an even or

odd number of Majorana bound states (MBSs) in topological superconductors (SCs)

(see Sec. 4.2) or topological insulators (TIs) in d = {2, 3} [2, 3, 4, 7, 5, 33, 45]. (4)

The ’0’ entries in Tab. 2.1 correspond to systems without a topological phase.
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2 Introduction to topological semimetals and superconductors

class T C S d = 0 d = 1 d = 2 d = 3

A 0 0 0 Z 0 Z 0
AIII 0 0 + 0 Z 0 Z

AI + 0 0 Z 0 0 0
BDI + + + Z2 Z 0 0
D 0 + 0 Z2 Z2 Z 0

DIII − + + 0 Z2 Z2 Z

AII − 0 0 2Z 0 Z2 Z2

CII − − + 0 2Z 0 Z2

C 0 − 0 0 0 2Z 0
CI + − + 0 0 0 2Z

Table 2.1: Periodic table of gapped topological materials with their topological in-
variant up to three dimensions d [29, 30, 31, 32]. The systems are clas-
sified by their discrete symmetries [34], time-reversal T , particle-hole C,
and chiral or sublattice S symmetry. The entry ’0’ indicates the absence
of symmetry or a topological invariant. The ’±’ listings indicate whether
the symmetry operator squares to ±1. A Z topological invariant can take
all integer values, a 2Z only even numbers, and a Z2 only two discrete
values.

A unique feature of a d-dimensional topological system is the existence of a (d− 1)-

dimensional state at the boundary. We can understand this by imagining a junction

of a topological and trivial insulator. A topological phase transition is associated

with the inversion of the bulk bands in the band structure. Hence, a critical gap

closing point must arise at the boundary of the junction. This leads to the gapless

boundary state, characteristic to the topological materials [46, 29, 47, 48, 49, 50].

Throughout this work, we are interested in the behavior of such edge (d = 1) and

surface (d = 2) states forming as a consequence of this bulk-boundary correspon-

dence.

2.2 Topological Semimetals

The majority of study in the field of topological materials lies in systems with a

gapped band structure, like TIs. This section is dedicated to their gapless relatives,

called topological semimetals [15]. In contrast to the well-known two-dimensional

(2D) gapless states, like the linear Dirac nodes in graphene [51, 52] or the surface
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2.2 Topological Semimetals

states of a three-dimensional (3D) TI [33, 45], the line nodes of topological semimetal

are 3D themselves.

One can differentiate them into two classes, the Weyl semimetal (WSM) and the

Dirac semimetal (DSM). We can study both types of topological semimetals in the

context of the Luttinger model. Following, we will introduce the physical properties

of both WSMs and DSMs.

2.2.1 Weyl semimetals

The defining feature of a WSM is the existence of non-degenerate linear crossing

points in the 3D bulk band structure, called Weyl points. It is convenient to write

the simplest 3D low-energy Hamiltonian of a Weyl point as

ĤWP(p) = vp · σ̂ = v(pxσ̂x + pyσ̂y + pzσ̂z), (2.17)

where p = (px, py, pz)
T is the momentum, v is the Fermi velocity, and σ̂ = (σ̂x, σ̂y, σ̂z)

T

are the 2× 2 Pauli matrices, representing a certain degree of freedom in the system,

like spin. This Hamiltonian is well known from high-energy physics and describes

Weyl fermions. Hermann Weyl first considered it to describe massless particles in

the Dirac equation [53, 14]. The Weyl point has the dispersion

ϵ±WP(p) = ±|vp|, (2.18)

which shows a linear crossing at p = 0. Since all three Pauli matrices in ĤWP(p)

have a momentum-dependent term, one cannot destroy the Weyl point by small per-

turbations. One can consider, i.e., a magnetic fieldB which changes the Hamiltonian

to

ĤWP(p) + ĤZ = (vp+B) · σ̂. (2.19)

One can immediately see that the magnetic field only shifts the Weyl point in mo-

mentum space without lifting the crossing. This demonstrates the topological pro-

tection of a single Weyl point.

Since the band structure of a WSM is gapless, one needs to define the topological
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2 Introduction to topological semimetals and superconductors

invariant by the winding number around the Weyl point [29]. It can be determined

by calculating the Berry curvature Fn(p) of ĤWP(p), given by [54]

Fn(p) = ∇p ×An(p) = − Im

∑
n′ ̸=n

〈
∇pn

∣∣n′〉× 〈n′∣∣∇pn
〉, (2.20)

whereAn(p) = i ⟨n|∇p|n⟩ is the Berry potential of a filled energy state |n⟩. Applying
the Nabla operator to the Schrödinger equation, one can find the identity

〈
n′
∣∣∇p

[
Ĥ |n⟩

]
=
〈
n′
∣∣∇p[ϵn |n⟩] (2.21)

⇒
〈
n′
∣∣∇pĤ

∣∣n〉+ 〈
n′
∣∣Ĥ∣∣∇pn

〉
= ϵn

〈
n′
∣∣∇pn

〉
(2.22)

⇒
〈
n′
∣∣∇pn

〉
=
⟨n′|∇pĤ|n⟩
ϵn − ϵn′

. (2.23)

Combining Eqs. (2.20) and (2.23), one gets

Fn(p) = − Im

∑
n′ ̸=n

⟨n|∇pĤ|n′⟩ × ⟨n′|∇pĤ|n⟩
(ϵn − ϵn′)2

. (2.24)

Therefore, the Weyl point, described by ĤWP(p), has the berry curvature

FWP(p) = v
p

2|vp|3
. (2.25)

By integrating around the Weyl point in the Brillouin zone, we find the chirality of

the Weyl point

c = sgn(v), (2.26)

which can be either +1 or −1. Notice that it acts as a monopole charge of Berry

flux. It is possible, that the projection on the surface leads to two distinct Weyl

points at the same position in the surface Brillouin zone. This way, one can find a

Weyl point with an effective chirality of c = 0 or c = ±2. In general, a Weyl point

can only be destroyed by hybridization with another Weyl point of opposite chirality

[15].

The Nielsen-Ninomiya theorem states that the sum of all Weyl point chiralities in a

system must be zero [55, 56]. So, every Weyl point has a partner Weyl point with

opposite chirality. The minimal number of Weyl points in a system is related to the
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2.2 Topological Semimetals

system’s symmetry. As discussed in Sec. 2.1, the band structure of a system with

both TRS and inversion symmetry is double degenerate everywhere due to Kramers’

theorem. Since Weyl points cannot be degenerate, a WSM can only exist if either

TRS or inversion symmetry or both is broken.

While TRS and inversion symmetry cannot be present simultaneously, a WSM can

conserve one of them. In this case, every Weyl point at pW must have a symmetry

partner Weyl point at −pW . From Eq. (2.12), we find that ĤWP =P −ĤWP due to

the sign flip in momentum but not in the spin. This means that inversion symmetry

partner Weyl points have opposite chirality [16]. Therefore, an inversion symmetric

WSM has a minimum of two Weyl points in the bulk. For TRS, Eq. (2.1) indicates

that ĤWP =T ĤWP due to a sign flip in both momentum and spin, which cancels

in the low-energy Hamiltonian. Consequently, a Weyl point and its TRS partner

always have the same chirality [57]. Since the sum of the chirality of all Weyl points

needs to vanish, a WSM with TRS must have a minimum of four Weyl points in the

bulk.

Let us consider a 3D bulk Brillouin zone as a series of effective 2D cuts. If the cut

does not intersect one or more Weyl points, the 2D spectrum is gapped, which allows

the association with a topological invariant. We illustrate this by taking the Weyl

point Hamiltonian at a constant pz value

ĤCh(px, py, pz =
m

v
) = v(pxσ̂x + pyσ̂y) +mσ̂z, (2.27)

which resembles the Hamiltonian of a 2D Chern insulator [58, 59, 60]. Here it is

well-known that the system is topologically non-trivial for m < 0. In a WSM, m

has different sign for 2D cuts on opposite sites of the Weyl point. This indicates a

topological phase transition and the existence of topological surface states. So, the

related quantum anomalous Hall effect is an essential feature of a WSM. The integral

of a 2D cut with a single fixed momentum component p is the Chern number, given

by the integral over the Berry curvature [15]

C(p) =

∫
d2p

2π
F(p). (2.28)

Consequently, one finds that the difference of the Chern numbers of two parallel 2D
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2 Introduction to topological semimetals and superconductors

cuts is given by the sum of all chiralities of Weyl points in between

C(p2)− C(p1) =
∑

p1<pi<p2

c(pi). (2.29)

Figure 2.1: Conceptional illustration of a Dirac point (cyan), with chirality c = 0,
splitting into two Weyl points (green, blue) with c = ±1. The chirality
of the Weyl points is the monopole charge of Berry curvature F (orange
arrows). The Chern numbers C of the 2D cuts (dashed lines) in the
Brillouin zone changes at a Weyl point by its chirality [see Eq. (2.29)].
The C ̸= 0 in between two Weyl points with opposite c indicates the
existence of chiral surface states, which form a Fermi arc (red) connecting
the Weyl points in the projected surface Brillouin zone. (a) Case, where
two partner Weyl points merge into a Dirac point, destroying the Fermi
arc. (b) Case of two non-partner Weyl points merging into a Dirac point,
keeping the Fermi arcs intact and forming a double Fermi arc.

Since Weyl points always come in pairs of opposite chirality, one can always find

a non-trivial topological phase between them. The surface state in this region is

always chiral, indicating a crossing with the Fermi energy. Consequently, the Fermi

surface of the surface states forms a single curve connecting two Weyl points with

opposite chirality. This is called Fermi arc [16], which originates from a c = +1

Weyl point as the source and terminates at a c = −1 Weyl point as the sink (see
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2.2 Topological Semimetals

Fig. 2.1).

The existence of Fermi arcs is a unique feature of WSMs. Another compelling

property is the chiral anomaly [17, 18], which states that a single Weyl point coupled

to an electromagnetic field breaks the conservation of electric charge. This anomaly

can only be resolved with the existence of a secondWeyl point with opposite chirality,

where the charge is pumped through the Fermi arcs by parallel magnetic and electric

fields [61]. A further feature of the WSM is the negative magnetoresistance [62] which

can be already derived in semiclassical kinetics.

In this thesis, we discuss the existence and evolution of the WSM phase in the

Luttinger model, induced by compressive strain and inversion symmetry breaking,

motivated by Ref. [63]. Our findings helped to explain an experiment, discussed

by Ref. [19], on compressive strained HgTe with an inversion asymmetric lattice

structure.

2.2.2 Dirac semimetals

The second kind of topological semimetals is the DSM, characterized by spin-degenerate

gapless linear bulk nodes called Dirac points [11, 12, 13]. One can consider a Dirac

point as the superposition of two Weyl points with opposite chirality. The most

general low-energy Hamiltonian can be written as

ĤDP(p) =

(
ĤWP(p) m1̂2

m1̂2 −ĤWP(p)

)
, (2.30)

where m is the hybridization of both Weyl points. For m ̸= 0, the Weyl points

couple and open a gap. ĤDP resembles a general low-energy Hamiltonian of a 3D

insulator, which is topologically trivial for m > 0 and non-trivial for m < 0.

The topological transition point arises for m = 0, where the gap closes, and both

Weyl points are degenerate, leading to zero chirality (see Fig. 2.1). This degener-

acy requires both TRS and inversion symmetry due to Kramers’ theory. Since the

topological invariant is zero, Dirac points are not topologically protected. Therefore
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2 Introduction to topological semimetals and superconductors

Dirac points are not stable against perturbations like magnetic fields.

One way to form a DSM is to induce a band-inversion in a system with multiple

double degenerate bands without breaking TRS or inversion symmetry. An anti-

crossing usually prevents the resulting fourfold degenerate crossing point. A DSM

requires this accidental crossing to lie on a high symmetry line in the Brillouin zone

[15]. The mechanism discussed in this thesis is applying compressive strain to a

quadratic nodal semimetal. This moves the valence (conduction) band up (down)

in energy, leading to two Dirac points at the Fermi energy [64]. Alternatively, a

DSM can form by exploiting additional spatial symmetries of the lattice, which is

not discussed here [65, 11, 66, 67].

Since a Dirac point can be understood as a superposition of two opposite chirality

Weyl points, Fermi arcs can often form also in DSMs [15]. Let’s consider a system

with four Weyl points that form two pairs connected by Fermi arcs. Introducing TRS

and inversion symmetry to the system leads to one of three cases: (1) All four Weyl

points collapse into a single Dirac point, and (2) the Weyl points merge with their

partner, destroying the Fermi arcs [see Fig. 2.1(a)], or (3) the Weyl points merge

with another Weyl point, which is not connected via a Fermi arc [see Fig. 2.1(b)].

In the last case, the two Fermi arcs survive, leading to a double Fermi arc system

[12, 68, 69].

Since the Dirac points have a trivial topological invariant, the double Fermi arcs

are not protected. They can only exist if additional spatial symmetries are present.

Therefore, double Fermi arcs are fragile surface states which can easily be decou-

pled from the singularities and deformed to a single point in momentum space by

perturbation [70, 71].

In Sec. 3.6, we study the DSM phase in compressive strained Luttinger semimetals,

which preserve inversion symmetry. The analysis in the framework of the more

realistic Luttinger model allows for a description beyond the effective models used

for DSMs and WSMs. This makes α-Sn a prime candidate for future experiments

related to our study [72]. Additionally, recent ARPES measurements confirmed the

existence of a DSM phase in materials like Na3Bi [73, 74] and Cd3As2 [75, 76, 77].
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2.3 Topological superconductivity

2.3 Topological superconductivity

The mathematical field of topology proved itself to be valuable for solid-state physics.

In this chapter, we discuss the concept of topological semimetals and hinted at in-

teresting features of TIs. A third relevant application of topology are SCs, discussed

in this work.

The concept of non-trivial topological SCs was first discussed by Read and Green

[78] in 2D systems and Kitaev [79] in 1D wires. Since superconductivity demands

the existence of PHS, the symmetry classes D and DIII (see Tab. 2.1) are most

relevant to half-integer spin SCs. Both classes can be in a non-trivial topological

phase in 1D and 2D. This is related to the non-abelian Majorana fermions, which

form due to bulk-boundary correspondence.

In this section, we introduce the concept of superconductivity in the Bogoliubov-de

Gennes (BdG) equation [80] and discuss the physical features of their characteristic

states.

2.3.1 Superconducting pairing potential and the Bogoliubov-de

Gennes equation

For a general introduction, we use the single-band effective Hamiltonian for a SC in

second quantization [81, 35]

H = H0 +
1

2

∑
p,p′,s1,s2,s3,s4

Vs1,s2,s3,s4(p,p
′)c†−p,s1c

†
p,s2cp′,s3c−p′,s4 , (2.31)

with H0 =
∑

p,s1,s2

Hs1,s2(p)c
†
p,s1cp,s2 . (2.32)

Here cp,s (c
†
p,s) is the annihilation (creation) operator of an electron with momentum

p and spin s =↑, ↓, following the fermionic anticommutation relations {cn, cm} =

{c†n, c†m} = 0 and {cn, c†m} = δnm. The term Hs1,s2(p) is the normal non-interacting

Hamiltonian of the system, and Vs1,s2,s3,s4(p,p
′) is the pairing interaction of the

particles. In a SC, Cooper pairs form from particles with opposite momentum [82],
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2 Introduction to topological semimetals and superconductors

which leads to the two body operator cp,sc−p,s′ having a non-zero expectation value.

Therefore, one can define the pair potential

∆s,s′(p) = −
∑

p′,s3,s4

Vs′,s,s3,s4(p,p
′)
〈
cp′,s3c−p′,s4

〉
. (2.33)

Using the mean-field approximation [35], the Hamiltonian (2.31) simplifies to

H = H0 +
1

2

∑
p,s1,s2

[
∆s1,s2(p)c

†
p,s1c

†
−p,s2 + h.c.

]
. (2.34)

It is convenient to rewrite the first term to only sum over positive momenta. Using

the fermionic anticommutation relation, we get

H0 =
∑

p>0,s1,s2

[
Hs1,s2(p)c

†
p,s1cp,s2 −H

∗
s1,s2(−p)c−p,s2c

†
−p,s1 +Hs1,s2(−p)

]
, (2.35)

where the constant last term is only an energy shift, which will be neglected. The

complex conjugation in the second term comes from the interchange of the operators

and the Hamiltonian’s hermicity. One can rewrite the total Hamiltonian into a

matrix form

H =
1

2

∑
p,s1,s2

(
c†p,s1 , c−p,s1

)
Ĥ0(p)

(
cp,s2

c†−p,s2

)
(2.36)

with Ĥ0(p) =

(
Hs1,s2(p) ∆s1,s2(p)

∆†
s1,s2(p) −H∗

s1,s2(−p)

)
. (2.37)

The Hilbert space is now effectively doubled, which means that Ĥ0(p) acts on wave

functions whose first half is composed of annihilation operators of electrons. The

second half is built from creation operators of the same electron. Therefore, Ĥ0(p)

automatically has PHS, which exchanges electrons and holes. Here, the PHS oper-

ator is given by Ĉ = τ̂xK, where the Pauli matrix τ̂x acts on the particle and hole

blocks and K is the complex conjugation operator. The PHS relation indicates that

for a given state with energy

Ĥ0(p)

(
us(p)

v∗s(−p)

)
= E(p)

(
us(p)

v∗s(−p)

)
, (2.38)
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a particle-hole symmetric partner state exists with negative energy

ĈĤ0(p)Ĉ−1Ĉ

(
us(p)

v∗s(−p)

)
= −Ĥ0(−p)

(
vs(−p)
u∗s(p)

)
= −E(−p)

(
vs(−p)
u∗s(p)

)
. (2.39)

Taking the basis of the eigenvectors, one can diagonalize the Hamiltonian via

Û †(p)Ĥ0(p)Û(p) = diag[E1(p), E2(p),−E1(−p),−E2(−p)], (2.40)

with Û(p) =

(
u
(i)
s (p) v

(i)
s (p)

v
(i)∗
s (−p) u

(i)∗
s (−p)

)
, (2.41)

i ∈ {1, 2}, and Ei(p) ≥ 0. Taking Eq. (2.40), we can write the total Hamiltonian in

the diagonal form

H =
∑
p,i

Ei(p)α
†
p,iαp,i, (2.42)

where αp,i =
∑
s

[
u∗s(p)cp,s + vs(−p)c†−p,s

]
(2.43)

is the operator for the so-called Bogoliubov quasi-particles, which satisfy the fermionic

anticommutation relations. The excitation energy Ei(p) separates the Cooper pair

into a quasi-electron and a quasi-hole.

It is important to note that each element of Ĥ0(p) is a 2N × 2N matrix, where N is

the number of orbitals in the system, which have a spin (=↑, ↓) degree of freedom.

Therefore, the basis vector (c†p,s1 , c−p,s1) is a 4N component vector

(c†p,1, . . . , c
†
p,2N , c−p,1, . . . , c−p,2N ). The general Hamiltonian can finally be written

with the BdG Hamiltonian [80]

H =
1

2

∑
p,n1,n2

(
c†p,n1

, c−p,n1

)
ĤBdG(p)

(
cp,n2

c†−p,n2

)
, (2.44)

with ĤBdG(p) =

(
Ĥn1,n2(p) ∆n1,n2(p)

∆†
n1,n2(p) −Ĥ∗

n1,n2
(−p)

)
, (2.45)

n1,2 = 1, . . . , 2N , and Ĥn1,n2(p) is the usual Bloch Hamiltonian taken relative to the

chemical potential. Using the BdG Hamiltonian, we can now describe superconduct-
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ing states in any material, either a SC by itself or one with induced superconductivity

by the proximity effect [83, 84].

In general, Cooper pairs are formed by pairs of half-spin particles. Therefore, the

total angular momentum l of a Cooper pair is an integer, which can either be even

(l ∈ {0, 2, 4, . . .}) or odd (l ∈ {1, 3, 5, . . .}). Consequently, the corresponding pairing

potentials need to have either even or odd parity to conserve inversion symmetry

in the system. In analogy to atomic orbitals, the Cooper pairs are labeled as s-

wave (l = 0), p-wave (l = 1), d-wave (l = 2), and so on. This work focuses on

s-wave superconductivity, where the Cooper pairs are formed only between between

particles with opposite spins.

When there is only s-wave superconducting coupling, it is often convenient to intro-

duce a basis transformation using the TRS operator T̂ = ÛT K. Applying the unitary
part of the operator ÛT to the quasi-holes allows us to rewrite the Hamiltonian as

H =
1

2

∑
p,n1,n2

(
c†p,n1

, c−p,n1Û
†
T

)( Ĥn1,n2(p) ∆n1,n2(p)Û
†
T

ÛT ∆
†
n1,n2(p) −T̂ Ĥn1,n2(−p)T̂ −1

)(
cp,n2

ÛT c
†
−p,n2

)
.

(2.46)

This new basis has a couple of benefits: First, an s-wave superconducting coupling

term ∆(p) is now proportional to the unit matrix. Also, every TRS conserving term

is proportional to τ̂z and every TRS breaking term to τ̂0. As a drawback, the PHS

and TRS operators change in the new basis to be Ĉ = −iτ̂yÛT K and T̂ = τ̂y1̂K.

2.3.2 Majorana bound states and non-abelian statistics

One of the most characteristic features of topological SCs is the existence of MBSs.

Its concept first appeared when Majorana found in 1937 [20] that the Dirac equation

has a solution that describes a particle identical to its antiparticle. The Dirac

equation describes the relativistic motion of particles and reads [85]

i
ℏ
c
∂tΨ(r, t) =

[
−iℏα̂ · ∂r + β̂mc

]
Ψ(r, t). (2.47)
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Here, m is the mass of a particle, and c is the speed of light. The 4 × 4 matrices

α̂ = (α̂1, α̂2, α̂3)
T and β̂ can be chosen freely, as long as the relations

{α̂i, α̂j} = 2δij ,
{
α̂i, β̂

}
= 0, β̂2 = 1̂4, (2.48)

with {A,B} = AB + BA being the anti-commutator, are satisfied. Therefore, we

can take

α̂1 = ν̂xσ̂x, α̂2 = ν̂xσ̂z, α̂3 = ν̂zσ̂0, and β̂ = ν̂xσ̂y, (2.49)

which are tensor products of two sets of Pauli matrices ν̂i and σ̂i. This basis satisfies

all conditions of Eq. (2.48) and gives purely real α̂∗ = α̂ and an imaginary β̂∗ = −β̂
[35]. It follows that the complex conjugate of the Dirac equation (2.47) takes the

shape

i
ℏ
c
∂tΨ

∗(r, t) =
[
−iℏα̂ · ∂r + β̂mc

]
Ψ∗(r, t), (2.50)

which means that the particle Ψ and the antiparticle Ψ∗ satisfy the same Dirac

equation. The resulting real field Ψ, which describes its own antiparticle, is today

called Majorana fermion (γ = γ†). In general, Majorana fermions appear in high-

energy particle physics, but recently topological SCs have been considered to host

them as well [86]. One case discussed in this thesis is the formation of MBSs as

zero energy solutions of the BdG-equation at the ends of topologically SC wires (see

Sec. 2.3.4).

Majorana fermions give rise to exciting features, like its non-abelian statistics or

the prospect of topological quantum computation. Let us consider a solution for a

Majorana fermion with

γ1 = c† + c and γ2 = i
(
c† − c

)
, (2.51)

where c(†) denotes annihilation (creation) operators of an electron with the reciprocal

relations

c =
1

2
(γ1 + iγ2) and c† =

1

2
(γ1 − iγ2). (2.52)
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The fermionic operators satisfy the relations

{ci, cj} =
{
c†i , c

†
j

}
= 0,

{
ci, c

†
j

}
= δij , and {γi, γj} = 2δij . (2.53)

The c operator rotates with a shift of superconducting phase ϕ by ϕ/2: c → eiϕ/2c

and c† → e−iϕ/2c†. Therefore, the Majorana fermion transforms accordingly with

γ → e−iϕ/2c†+ eiϕ/2c. From this, one can see that an entire evolution of ϕ→ ϕ+2π

leads to a sign change in the Majorana zero mode γ → −γ [87, 88].

This sign change has unique consequences under the braiding of multiple Majorana

modes. Having a system of 2N Majorana fermions, one can define an exchange oper-

ation for neighboring particles. The braid operation Ti interchanges the Majoranas

γi and γi+1 (i = 1, . . . , 2N − 1) leading to

Ti:


γi → γi+1

γi+1 → −γi
γj → γj

for j ̸= i and j ̸= i+ 1. (2.54)

A series of braid operations form a braid groupB2N [89]. The basic operations in this

group can always be reduced to the sequential application of two braid operations,

which satisfy the relations

TiTj = TjTi, for |i− j| > 1, (2.55)

TiTjTi = TjTiTj , for |i− j| = 1. (2.56)

One finds the representation for the braid operator [87, 90]

B̂i+1,i =
1√
2
(1 + γi+1γi), (2.57)

where γj → B̂i+1,iγjB̂
†
i+1,i with j ∈ {i, i + 1} describes the clockwise exchange

of two neighboring Majoranas. This exchange operation results in γi → γi+1 and

γi+1 → −γi. Two Majorana modes form a Majorana fermion, which acts on the
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2.3 Topological superconductivity

fermionic number state as ladder operators via

c |1⟩ = γ1 + iγ2
2

|1⟩ = |0⟩ and c† |0⟩ = γ1 − iγ2
2

|0⟩ = |1⟩ . (2.58)

We expect the braid operator to leave the eigenvalue of the number operator un-

changed. It acts on the number states by multiplication with a phase

B̂12 |0⟩ =
1√
2
(1 + i) |0⟩ and B̂12 |1⟩ =

1√
2
(1− i) |1⟩ . (2.59)

To highlight the non-trivial features of the non-abelian statistics, we consider a

system of at least four Majorana states, described by two number states |n1n2⟩. As
expected, a braid operation with two Majorana states of the same fermion has a

trivial effect

B̂12 |0n2⟩ =
1√
2
(1 + i) |0n2⟩ , B̂12 |1n2⟩ =

1√
2
(1− i) |1n2⟩ , (2.60)

B̂34 |n10⟩ =
1√
2
(1 + i) |n10⟩ , B̂34 |n11⟩ =

1√
2
(1− i) |n11⟩ . (2.61)

This can easily be understood because one fermion is not affected by the exchange

of two states in a different fermion. More interesting is the braid operation of two

Majorana states of separate fermions. One finds [90]

B̂23 |00⟩ =
1√
2
(|00⟩+ i |11⟩), B̂23 |11⟩ =

1√
2
(|11⟩ − i |00⟩), (2.62)

B̂23 |01⟩ =
1√
2
(|01⟩+ i |10⟩), B̂23 |10⟩ =

1√
2
(|10⟩ − i |01⟩), (2.63)

which conserves the total parity of the system since n1+n2 stays either even or odd.

This indicates that the Majorana fermions can considerably impact the realization

of fault-tolerant quantum computation [22]. Here one can, i.e., consider the states

|00⟩ and |11⟩ as two levels of a qubit. Exchanging two states of different fermions

B̂23 entangles the two configurations of the qubit and acts as a Hadamard gate,

essential to quantum computation.

The non-abelian nature of the Majorana fermions comes from the commutator re-

lations of the braid operators. As expected, two operators commute if different

fermions are involved ([B̂i−1,i, B̂i+2,i+1] = 0). Although, if the same Majorana
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2 Introduction to topological semimetals and superconductors

fermion is involved, one gets the non-abelian statistics[
B̂i−1,i, B̂i,i+1

]
= γi−1γi+1. (2.64)

In general, the clockwise exchange of two Majorana vertices can not be performed

in 1D. Hence, the non-abelian representation of the braid group B2N can only exist

in 2D [91]. Different devices are exploited to achieve non-trivial braiding in 1D

systems, like topological superconducting wires. Here, one can consider sequences

of T-shaped junctions to allow a step-wise exchange of Majorana modes at the ends

of the wires [92, 90, 93, 94, 95].
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2.3 Topological superconductivity

2.3.3 Andreev bound states in Josephson junctions

Figure 2.2: Schematic presentation of the concept of Andreev reflection and the for-

mation of Andreev and Majorana bound states. (left) Usual junction of

a normal conductor (N) and a trivial insulator (I), where an incoming

electron (blue) with charge −e is normally reflected at the interface. Af-

ter reflection, the electron is preserving its charge and spin (indicated by

the arrows). (middle) Junction of a normal conductor with an s-wave

superconductor (S), termed N-S junction. At the interface, an incoming

electron with charge −e is Andreev reflected and becomes a hole (red)

with charge +e and opposite spin. Consequently, a cooper pair with

charge −2e is formed in the S region by two electrons with opposite

spins. (right) The sandwich structure of two s-wave superconductors

(S1 and S2) with a normal conductor as a barrier is termed Josephson

junction. Here, Andreev reflection occurs at both N-S interfaces, which

leads to the formation of a confined state in the N region, called Andreev

bound state. In this setup, the Andreev bound states act as a quasi-1D

superconducting state, which can host Majorana bound states γ at the

boundaries (green region) in a non-trivial topological phase [96, 25].

To understand the concept of ABSs, let us first consider a trivial reflection of an

electron in a normal lead (N in Fig. 2.2) at an interface with a trivial insulator (I

in Fig. 2.2) or vacuum. The initial trajectory is described with the velocity vector

v = (vx, vy)
T and the electron has the charge −e and spin σ. After the reflection, the

velocity parallel to the interface vy is conserved, and the perpendicular component
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2 Introduction to topological semimetals and superconductors

vx is inverted v → v̂ = (−vx, vy)T . During the reflection, the electron’s charge and

spin stay unchanged.

In contrast, if the electron scatters at an interface with an s-wave SC (S in Fig. 2.2),

the overall reflection process changes drastically. An incoming electron with spin σ

can couple with another electron with opposite spin −σ and form a cooper pair in

the S region. The Cooper pair has a combined charge of −2e and moves through

the SC. To preserve total charge, spin, and momentum, a hole with charge +e

and spin −σ is emitted with the trajectory −v. One can consider this as a single

reflection process, called Andreev reflection [97], at the superconducting gap, where

an incoming electron is reflected as an outgoing hole with an opposite spin. In a

realistic system, Andreev reflection and normal reflection can occur simultaneously

if the chemical potential is not much larger than the superconducting potential

(µ ̸≫ ∆).

Throughout this work, we consider a Josephson junction setup, which is a finite N

region sandwiched between two SCs (see right panel of Fig. 2.2). Here, one has

two N-S interfaces, where Andreev reflection can happen. This way, a right-moving

electron with spin σ gets Andreev reflected at the right N-S interface, which results

in a left-moving hole with spin −σ. This hole gets Andreev reflected on the left

N-S interface, giving a right-moving electron with spin σ. This sequence repeats

indefinitely, which results in a bound state in the N region of the junction. This

localized state is called ABS.

Usually, the N region of a Josephson junction is narrow. Therefore, one can consider

the ABSs as the bulk states of a quasi-1D wire of a perpendicular orientation. It

was found that these states can host a topological phase, where MBSs form at the

ends of the N region (see green areas in Fig. 2.2) [23, 24, 25]. In Sec. 4.6, we discuss

these states in a Luttinger Josephson junction in 2D.
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2.3 Topological superconductivity

2.3.4 Majorana bound states in a superconducting Rashba wire

0 0.5 1.0 1.5 2.0 2.5

-0.4

-0.2

0

0.2

0.4

0 0.2 0.4 0.6 0.8 1.0

0 0.5 1.0 1.5 2.0 2.5

-0.4

-0.2

0

0.2

0.4

0 0.2 0.4 0.6 0.8 1.0

Figure 2.3: band structure of a 1D superconducting Rashba wire with finite length

L, described by the Hamiltonian of Eq. (2.65). Beyond the critical mag-

netic field Bcrit =
√

∆2 + µ2 [Eq. (2.69)], the system is in a non-trivial

topological phase with a topological gap opening due to the Rashba spin-

orbit coupling (nRashba ⊥ nZ). Majorana bound states (γ1 and γ2) form

around zero energy, indicated in red. We compare the difference between

a long wire, where L is much larger than the localization length of the

Majorana bound state λ, and a short wire, where the wavefunctions of

the states overlap in the middle. The right column shows a schematic

sketch of the localized wavefunctions of both bound states, indicating the

finite overlap, which leads to hybridization and the so-called Majorana

oscillations in the spectrum [98]. We used parameters characteristic of

HgTe quantum wells m = 0.038m0/ℏ2, α = 16meVnm, µ = 5meV, and

∆ = 1meV [25].
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2 Introduction to topological semimetals and superconductors

The realization of topological superconductors is a highly desired goal due to the rich

physical properties of MBSs (see Sec. 2.3.2). Since the discussion of p-wave super-

conducting Kitaev chains [79], different systems have been considered. Intuitively,

driving non-trivial topological materials into a superconducting phase is a promis-

ing approach. Hence, the behavior of Cooper pairs in TIs [99, 100, 101, 102, 103],

WSMs [104, 105, 106], and DSMs [107, 108] are of wide interest in recent studies.

Sato et al. showed in 2009 [21] that even ordinary electrons with a quadratic energy

dispersion can achieve topological superconductivity under a specific combination of

a Zeeman and Rashba SOC field. This section shows the formation of MBSs in 1D

superconducting Rashba wires.

Using the Nambu basis (c↑, c↓, c
†
↓,−c

†
↑), the BdG Hamiltonian is given by [21, 109,

110]

ĤR,W(p) = τ̂z

[
p2x
2m

1̂2 + αpxσ̂y − µ
]
+ τ̂x∆s +Bxσ̂x. (2.65)

Here, m is the effective mass, α is the strength of the Rashba SOC, µ is the chemical

potential, ∆s is the proximitized s-wave pairing potential, and Bx is an applied

Zeeman field in x-direction parallel to the wire. Without superconductivity (∆s =

0), the dispersion of the quasi-electrons in the Rashba wire has the form

εR,W
± (px) =

p2x
2m
− µ±

√
B2

x + α2p2x. (2.66)

From this, one can see that the Rashba SOC term without magnetic field (Bx =

0) lifts the spin degeneracy of the parabolic band. This leads to two parabolas,

which are shifted in momentum by ±pSO = ±αm and in energy by ϵSO = −mα2/2.

Without mixing the spins, the two parabolas cross at p = 0, giving a spin degeneracy

at this point. A finite magnetic field introduces such spin mixing, removing the

degeneracy and opening a gap of size 2Bx.

Therefore a small chemical potential (|µ| < |Bx|) will only leave the εR,W
− states

around the Fermi energy since the εR,W
+ are moved up by the Zeeman field. This

way, the proximitized s-wave coupling leads to the formations of Cooper pairs, which

are effectively spinless. Projecting the Hamiltonian from Eq. (2.65) onto the low
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2.3 Topological superconductivity

energy states c− gives the effective Hamiltonian

Hp =
∑
px

[
εR,W
− (px)c

†
−(px)c−(px) + ∆p(px)c

†
−(px)c

†
−(−px) + H.c.

]
, (2.67)

where ∆p(px) = iαpx∆s/
√
B2

x + α2p2x is a superconducting coupling term with p-

wave symmetry [∆p(px) = −∆p(−px)] [109, 98]. This effective Hamiltonian resem-

bles the p-wave Kitaev chain, which was predicted to host MBSs in the topologically

non-trivial regime [79].

The existence of topologically protected states at the ends of the wire demands a

non-trivial topological invariant. Hence, one can look for a topological transition

given by a band inversion in the bulk states. We take the Hamiltonian ĤR,W at

px = 0 and find the energy

εR,W
± (px = 0) = τ

[√
∆2 + µ2 ±Bx

]
, (2.68)

where τ = ±1 refers to the quasi-particle and hole states. We see a critical magnetic

field, where the bands cross at zero energy, and the gap is inverted. This critical

field is given by

B2
crit = ∆2 + µ2. (2.69)

We find that the gap inversion at Bcrit is related to a topological phase transition,

with a non-trivial topological invariant (Q = −1) for Bx > Bcrit (see Sec. 4.2 for

details).

According to the bulk boundary correspondence, a non-trivial topology induces the

existence of localized states at the boundary of the system. We calculate the spec-

trum of ĤR,W(px → −i∂x) [Eq. (2.65)], discretized on a finite chain depicted in

Fig. 2.3. We notice that the bulk states undergo a gap inversion at Bx = Bcrit, and

a localized state forms at each end of the wire in the topological gap for Bx > Bcrit.

We identify this state as the MBS (γ1 and γ2), which has a finite localization length

λ proportional to the inverse of the topological gap.

The right column of Fig. 2.3 illustrates a schematic sketch of the wavefunctions of
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the MBSs. In long Rashba wires with L≫ λ, the wavefunction of γ1 has no overlap

with γ2, leading to no hybridization between the two end states. Consequently, the

MBSs are degenerate at zero energy. If the wire is short (L ̸≫ λ), the boundary

states overlap, giving a finite hybridization between γ1 and γ2. This lifts the states’

degeneracy, which shift to finite energies, which oscillate around ϵ = 0 with the

magnetic field. This behavior is called Majorana oscillations [98].

2.3.5 Majorana bound states in 2DEG Josephson junctions

Realizing a 1D chain of atoms is a challenging task for experimental groups due to

their susceptibility to defects. Hence, considering a 2D setup is more appealing to

realize in the laboratory. Here, we take the Josephson junction setup, where a normal

conducting barrier separates two SCs. It is named after Brian David Josephson, who

received the Nobel prize for the prediction of superconducting Cooper pair tunneling

through a barrier [111].

In this section, we briefly introduce the latest research in planar Josephson junctions

modeled by a 2DEG with Rashba and Dresselhaus SOC, discussed in Refs. [23, 24,

25]. For this discussion, we focus on Rashba SOC only, described by the Hamilto-

nian

ĤR,JJ(x, py) = τ̂z

[
p̂2x + p2y
2m

+ α(p̂xσ̂y − pyσ̂x) +
1

2
mα2 − µ

]
+ [V0τ̂z −Bxσ̂x −Byσ̂y]h(x) + ∆(x)[τ̂x cosϕ(x)− τ̂y sinϕ(x)], (2.70)

where p̂x = −i∂x is the momentum operator, m is the effective mass, α is the

strength of the Rashba SOC, µ is the chemical potential, V0 is the chemical potential

mismatch between the N and S regions, (Bx, By) is the magnetic field in the (x, y)-

direction, and ∆(x) = ∆Θ(|x| −W/2) is the s-wave superconducting potential with

a given phase ϕ(x) = sgn(x)ϕ/2 [see Fig. 4.1(b)]. Here, τ̂ and σ̂ are two sets of

Pauli matrices, where τ̂ acts on the partice-hole degree of freedom and σ̂ acts on the

spin.

As mentioned in Sec. 2.3.3 one can find subgap (|ϵ| < |∆|) ABS, confined to the N

region of the junction. For a Josephson junction with infinite length L perpendicular
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to the supercurrent [see Fig. 4.1(b)], py is a good quantum number, giving the ABS

a dispersion. It was found that a combination of perpendicular magnetic and SOC

fields leads to a topological gap for all py in the ABS spectrum.

Following Sec. 2.1, one can associate a topological invariant to this regime, which

can either be trivial or non-trivial. Illustrating the topological gap as a function of

By and ϕ shows a diamond-shaped structure where the gap is closed [see Fig. 2.4(a)].

This is a critical phase transition, which inverts the gap and converts the system

from trivial to topological. If the magnetic field deviates from the perpendicular

direction to the SOC field (Bx ̸= 0), the topological gap decreases or vanishes [25].

In the Luttinger Josephson junctions analyzed in Sec. 4.6, we use Bx instead of By

due to the different nature of the SOC.
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Figure 2.4: Josephson junction setup of a 2D Rashba model [Eq. (2.70)]. (a) Topo-

logical gap Etop
g = minpy Eg(py) of the Andreev bound states for a junc-

tion with infinite length (L → ∞). (b, c) Absolute value of the lowest
energy state in the junction with finite L, where the black regions cor-
respond to the existence of zero energy Majorana bound states. Due
to the finite localization length of the boundary states, Majorana oscil-
lation increases with smaller L. The white regions correspond to en-
ergies exceeding the scale (|E| > 0.1∆). We use the parameters from
Ref. [25], m = 0.038m0/ℏ2, W = 100nm, WS = 450nm, α = 16meVnm,
µ = 1meV, V0 = 0.3meV, ∆ = 0.25meV.

From the bulk-boundary correspondence, we expect the existence of topologically

protected boundary states inside the diamond. Solving the BdG equation for a

Josephson junction with finite L shows the formation of MBSs at the ends of the

N region [see Fig. 2.2(c)]. The lowest energy states as a function of By and ϕ are

shown in Figs. 2.4(b,c). The black regions correspond to zero-energy MBSs in the

topological region with a finite localization length in the y-direction. Similar to the
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1D superconducting Rashba wires, we find Majorana oscillations in the Josephson

junction. These are related to the overlap of the MBS wavefunctions at opposite

ends of the junction. We show that this effect is enhanced by decreasing L since

the localization length is proportional to the inverse of the topological gap and,

therefore, constant.

Recent studies suggest that MBSs can also form in different Josephson junction

setups, using s-wave SCs and 3D TIs [99, 112]. Here, it was shown that the prox-

imitized s-wave superconductivity in the Dirac-like surface states of the TI induces

effective p-wave correlations. This can be seen in the pair correlation of the Green’s

function, which hosts a s-wave and p-wave pairing compoment, due to the helicity

of the surface states. Even without a magnetic field, this leads to a non-trivial topo-

logical phase with helical ABSs. In this case, the bound states’ zero-energy crossing

at ϕ = π is protected from perturbations, like a potential barrier in the junction.

This zero-energy state can be identified as an MBS. In contrast to the 2DEG Rashba

Josephson junction, where the MBS is effectively 1D, localized at the edge of the N

region near the vacuum [see Fig. 2.2(c)], the MBS in the TI Josephson junction is

bound to the entire 2D normal conducting surface of the 3D TI.
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3.1 Semimetal phases in the Luttinger model

Recently, materials with a zinc-blende structure, like HgTe and α-Sn, are highly used

in the scientific community for hosting a wide range of different topological phases

[7, 5, 113, 114, 63, 26, 64, 72, 19]. Confining these crystals lead to an effective

2D insulator state, which is topological or trivial depending on its thickness [115].

Applying tensile strain to the lattice opens a gap in the band structure, leading to

a 3D topological insulator phase.

Throughout this work, we focus on the 3D semimetal phases of these materials,

which can also be tuned using strain engineering. Here, the valence and conduction

bands around the Fermi energy consist of the j = 3/2 states, which can be described

by the 4-band Luttinger model [8]. The bands host a quadratic node, forming a so-

called Luttinger semimetal. Compressive strain shifts the bands in energy, leading to

linear crossings and a topological semimetal phase, already introduced in Sec. 2.2.

Along this chapter, we use the Luttinger model to discuss the evolution of the surface

states in the different semimetal phases. We take the quadratic-node Luttinger

semimetal as a starting point, which evolves into a Dirac semimetal (DSM) under

compressive strain, and a Weyl semimetal (WSM) if inversion symmetry is broken.

Our findings are published in Ref. [27].

3.1 Semimetal phases in the Luttinger model

3.1.1 The 4-band Luttinger model

In this section, we derive the 4-band Luttinger model from the method of invariant

[116]. The Luttinger model describes the j = 3/2 states of a solid. These states

are generally sixfold degenerate at the Γ point, consisting of the |X⟩, |Y ⟩, and |Z⟩
spherical harmonics of the p-orbital (l = 1) plus spin |↑, ↓⟩. With spin-orbit coupling

(SOC), the split-off band separates itself from the other states in energy, leaving a

fourfold degenerate state at the Γ point. These four states are described by the
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3 Evolution of topological surface states of the Luttinger semimetal

wavefunction

|ΨL(r)⟩ =


∣∣3
2 ,+

3
2

〉∣∣3
2 ,+

1
2

〉∣∣3
2 ,−

1
2

〉∣∣3
2 ,−

3
2

〉

, (3.1)

where the elements have the form |j, jz⟩. The |jz| = 3/2 states are often referred to

as HH states, and the |jz| = 1/2 states are called LH states. The elements of the

wavefunction can be written in the basis of spherical harmonics and spin by [116]∣∣∣∣32 ,+3

2

〉
= − 1√

2
|X + iY ⟩ ⊗ |↑⟩ , (3.2)∣∣∣∣32 ,+1

2

〉
=

1√
6
[2 |Z⟩ ⊗ |↑⟩ − |X + iY ⟩ ⊗ |↓⟩], (3.3)∣∣∣∣32 ,−1

2

〉
=

1√
6
[|X − iY ⟩ ⊗ |↑⟩+ 2 |Z⟩ ⊗ |↓⟩], (3.4)∣∣∣∣32 ,−3

2

〉
=

1√
2
|X − iY ⟩ ⊗ |↓⟩ . (3.5)

Notice that the Luttinger model is a k · p model, which preserves time-reversal

symmetry (TRS) [see Sec. 2.1] with T̂ 2 = −1 due to the half-integer spin. The

additional conservation of particle-hole symmetry (PHS) and chiral symmetry is

not demanded, while possible under the given circumstances discussed below. Its

most general form has full spherical symmetry O(3), where inversion symmetry is

also conserved. Depending on the lattice structure of the crystal, additional terms

that lower the symmetry to cubic Oh and tetrahedral Td are allowed. These three

symmetry groups form a hierarchy chain of subgroups

O(3) ⊃ Oh ⊃ Td. (3.6)

Following Eq. (3.6), we can separate the Luttinger model by the corresponding

symmetry subgroups. Hence, the symmetry of the Hamiltonian can be lowered by

adding specific terms. Taking O(3) as a starting point, the Oh symmetric model is
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3.1 Semimetal phases in the Luttinger model

given by

ĤL(p̂) ≡ ĤOh(p̂) = ĤO(3)(p̂) + Ĥ□(p̂), (3.7)

where p̂ = (p̂x, p̂y, p̂z)
T = −i(∂x, ∂y, ∂z)T is the momentum operator, and Ĥ□(p̂)

is the linear combination of all symmetry invariants of the Oh group. This Hamil-

tonian is original form of the Luttinger Hamiltonian, also labeled ĤL(p̂) [8]. To

lower the system’s symmetry to Td, one must break inversion symmetry, giving the

Hamiltonian

ĤTd(p̂) = ĤOh(p̂) + ĤBIA(p̂). (3.8)

Here, ĤBIA(p̂) is the bulk inversion asymmetry (BIA). For most materials, the

symmetry-breaking terms are small and dominated by the next-higher element in

the symmetry hierarchy from Eq. (3.6). We will show that this relation leads to

momentum ranges, where the specific symmetry terms give the physical properties.

Reps. Symmetrized matrices Irreducible tensor components

Γ1 1̂4; Ĵ
2 1; p2

Γ2 ĴxĴyĴz + ĴzĴyĴx

Γ3
1√
3

(
2Ĵ2

z − Ĵ2
x − Ĵ2

y

)
, Ĵ2

x − Ĵ2
y

1√
3

(
2p2z − p2x − p2y

)
, p2x − p2y

Γ4 Ĵx, Ĵy, Ĵz; Ĵ
3
x , Ĵ

3
y , Ĵ

3
z px

(
p2y − p2z

)
, c.p.; Bx, By, Bz

Γ5

{
Ĵy, Ĵz

}
, c.p.;

{
Ĵx, Ĵ

2
y − Ĵ2

z

}
, c.p. px, py, pz; pypz, c.p.;

px
(
p2y + p2z

)
, c.p.; p3x, p

3
y, p

3
z

Table 3.1: Symmetrized matrices and irreducible tensor components for the Γ8 ⊗
Γ∗
8 = Γ1 + Γ2 + Γ3 + 2Γ4 + 2Γ5 block of the tetrahedral symmetry point

group Td (see App. A.3 for details). This corresponds to the j = 3/2
states in the Luttinger model. The tensor components are listed up to
cubic order in momentum in addition to the constant magnetic fields. The
Ĵ matrices are the 4 × 4 spin 3/2 matrices, defined in App. A.1. Here,
c.p. is the cyclic permutation concerning (x, y, z) [117, 116, 118].

The highest symmetry Hamiltonian can be derived by the method of symmetry

invariants [116]. The Hamiltonian consists of the Γ1 irreducible representations,

presented in Tab. 3.1. We get the most general Hamiltonian with O(3) symmetry

ĤO(3)(p) = α0p
21̂4 + αzM̂z(p). (3.9)
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3 Evolution of topological surface states of the Luttinger semimetal

The parameters α0 and αz are material specific and related to the invariants of the

O(3) group p21̂4 and

M̂z(p) =
5

2
p21̂4 − 2

(
p · Ĵ

)2
. (3.10)

Here, 1̂4 is the 4×4 unit matrix, and Ĵ = (Ĵx, Ĵy, Ĵz)
T are the j = 3/2 spin matrices

presented in App. A.1. Throughout this thesis, we take the convention αz > 0.

From the orbital structure of the basis (3.1), we can see that all states are odd

under the inversion symmetry. Therefore, odd powers of momentum are forbidden

in the Hamiltonian.

A cubic symmetric crystal includes the Oh invariants in the Hamiltonian. Since

inversion symmetry is still preserved, odd momentum terms are forbidden. Hence,

the invariants consist of the remaining quadratic momentum terms in Tab. 3.1. They

are part of the Γ3 and Γ5 irreducible representations and have the form

1

3

(
2Ĵ2

z − Ĵ2
⊥

)(
2p2z − p2⊥

)
,
(
Ĵ2
x − Ĵ2

y

)(
p2x − p2y

)
,
{
Ĵy, Ĵz

}
pypz + c.p., (3.11)

where Ĵ2
⊥ = Ĵ2

x + Ĵ2
y , p

2
⊥ = p2x + p2y, and c.p. is the cyclic permutation. We can find

a linear combination of these invariants to get

Ĥ□(p) = α□M̂□(p) (3.12)

with

M̂□(p) = p2xĴ
2
x + p2yĴ

2
y + p2zĴ

2
z −

2

5

(
p · Ĵ

)2
− 1

5
p2Ĵ2. (3.13)

Here, α□ is the cubic anisotropy. The Hamiltonian ĤOh(p) [Eq. (3.7)] was first

considered by Luttinger in 1956 [8], giving the name Luttinger model.

If inversion symmetry is broken, odd powers of momentum are allowed. Taking

the remaining invariants of the Td, we find one linear term in the Γ5 irreducible

representation and four cubic terms in Γ4 and Γ5

ĤBIA(p) = β1M̂1(p) +

4∑
i=1

β3iM̂3i(p). (3.14)

The material-specific β parameters determine the strength of the BIA terms. The
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3.1 Semimetal phases in the Luttinger model

linear part has the form

M̂1(p) = px

{
Ĵx, Ĵ

2
y − Ĵ2

z

}
+ c.p., (3.15)

and the cubic ones

M̂31(p) = px
(
p2y − p2z

)
Ĵx + c.p., (3.16)

M̂32(p) = px
(
p2y − p2z

)
Ĵ3
x + c.p., (3.17)

M̂33(p) = px
(
p2y + p2z

){
Ĵx, Ĵ

2
y − Ĵ2

z

}
+ c.p., (3.18)

M̂34(p) = p3x

{
Ĵx, Ĵ

2
y − Ĵ2

z

}
+ c.p.. (3.19)

We conclude that ĤTd(p) [Eq. (3.8)] contains all terms allowed by Td and TRS up

to cubic order in momentum. Therefore, the Luttinger model is considered the most

general low-energy model for many materials, where the Fermi level resides in the

j = 3/2 states.

It was shown that many quadratic nodal semimetals host interesting topological

phases under strain [63]. The sample is grown on a substrate with a different lattice

constant in actual experimental setups. The lattice mismatch leads to deforma-

tion since the sample must match the lattice constant of the substrate. Pikus and

Bir showed [119, 120] that one could write the strain potential by substituting the

momentum terms in the Hamiltonian with

pipj → uij , (3.20)

where uij is the strength of the potential along the direction of pipj . Throughout

this thesis, we apply strain in the z-direction. Hence, we use the substitution p2z →
uzz ≡ u and get the strain Hamiltonian

Ĥu = −u
(
Ĵ2
z −

5

4
1̂4

)
, (3.21)

which has D∞h spatial symmetry. The sign of u determines if the lattice is stretched

(tensile strain) for u > 0 or compressed (compressive strain) for u < 0.
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3 Evolution of topological surface states of the Luttinger semimetal

Adding strain to the quadratic nodal Luttinger semimetal drives the system into

a different topological state. Tensile strain opens a gap between the HH and LH

states, creating a class AI topological insulator (Tab. 2.1). Compressive strain splits

the quadratic node into two linear nodes, inducing a DSM phase, described by the

Dirac Hamiltonian

ĤD(p) = ĤOh(p) + Ĥu. (3.22)

We discuss the effect of strain on the bulk band structure in more detail in Sec. 3.1.2.

The strain lowers the symmetry of the Hamiltonian to

D4h = Oh ∩D∞h. (3.23)

Since TRS and inversion symmetry are still preserved, we expect the band structure

to be double degenerate due to Kramers’ theorem. Therefore, any linear crossings

in the dispersion are Dirac points, as discussed in Sec. 2.2.2.

A WSM phase arises if either TRS or inversion symmetry is broken in a DSM. So,

one expects the dispersion to form Weyl points if the BIA terms are added to the

Hamiltonian. Interestingly, we find that the linear term of ĤBIA(p) is insufficient

to drive the system into a WSM phase. Instead, it leads to an intermediate phase,

where the Dirac points split into circular line nodes (see Secs. 3.1.2 and 3.1.3 for

details). We call this phase line-node semimetal described by the Hamiltonian

ĤLN (p) = ĤD(p) + β1M̂1(p), (3.24)

with the symmetry

D2d = Td ∩D∞h. (3.25)

Taking the cubic BIA terms into account leads to the formation of eight separated

linear Weyl points along the high symmetry lines px = 0 and py = 0. In this way,

the Weyl Hamiltonian aquires the form

ĤW (p) = ĤTd(p) + Ĥu. (3.26)

We illustrate the evolution of the Luttinger semimetal phase under the effect of

compressive strain, linear, and cubic BIA terms in Fig. 3.1.
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3.1 Semimetal phases in the Luttinger model

Figure 3.1: Evolution of the bulk band structure of the (a) Luttinger model ĤL(p)

[Eq. 3.7)] under symmetry lowering perturbations. (b) The quadratic

node of the Luttinger semimetal phase splits into two linear Dirac nodes

under compressive strain Ĥu [Eq. (3.21)] with u < 0. (c) The Dirac

points split into circular line-nodes with linear bulk-inversion-asymmetry

terms β1M̂1(p) [Eq. (3.15)]. (d) The cubic bulk-inversion-asymmetry

terms β3M̂3(p) form Eqs. (3.16)-(3.19) lift the line-node degeneracy for

pxpy ̸= 0 and give a Weyl semimetal phase. The position of the bulk

crossings in the 3D Brillouin zone and the projected 2D surface Brillouin

zones for a y = 0 and z = 0 boundary is illustrated next to the corre-

sponding bulk dispersion.

In Chapter 4, we discuss superconducting systems described by the Luttinger model

in a magnetic field, which breaks TRS. We consider the effect of the magnetic field by
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3 Evolution of topological surface states of the Luttinger semimetal

a Zeeman term, which comes from the constant momentum term in the Γ4 irreducible

representation in Tab. 3.1

ĤZ = B · Ĵ, (3.27)

where B = (Bx, By, Bz)
T is the magnetic field vector with absorbed g factor.

3.1.2 Evolution of the bulk band structure under symmetry

breaking

In this section, we show the evolution of the bulk dispersion in the different semimetal

phases of the Luttinger model introduced above. We start with the highest symmetry

phase ĤO(3)(p) [Eq. (3.9)] with full rotational symmetry. Here, we find the double

degenerate bulk eigenvalues

ε
O(3)

|jz |= 3
2

(p) = α−p
2, ε

O(3)

|jz |= 1
2

(p) = α+p
2, (3.28)

which is fourfold degenerate at the Γ point (p = 0) and invariant under any rotation

in space. The modified parameters α± = α0± 2αz determine the effective masses of

the HH (α−) and LH (α+) states. It is convenient to take αz as an overall effective

mass, which leaves ĤO(3)(p) with a single dimensionless parameter ᾱ0 ≡ α0/αz.

Notice that Eq. (3.28) has two different phases. If α̃+ > 0 and α̃− < 0, the bands

have opposite curvatures, and the system is a semimetal. In this case, the HH

(|jz| = 3/2) states have a hole-like character while the LH (|jz| = 1/2) states are

electron-like. We find the condition |ᾱ0| < 2 for the semimetal phase, where one

band is flat at |ᾱ0| = 2, giving a critical phase transition point. For |ᾱ0| > 2, both

states have the same curvature indicating a metallic phase. In the absence of ᾱ0 = 0,

the effective masses of the HH and LH states are equal, giving PHS. Therefore, the

Luttinger parameter α0 is the particle-hole asymmetry.

The cubic anisotropy α□ breaks the rotational symmetry and gives the energy dis-

persion

εL±(p) ≡ ε
Oh
± (p) = α0p

2 ±
√

4α̃2
zp

4 + 3α□
(
4αz − 1

5α□
)(
p2xp

2
y + p2⊥p

2
z

)
, (3.29)
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3.1 Semimetal phases in the Luttinger model

with p2⊥ = p2x + p2y and α̃z = αz − 3
10α□. In a 1D wire, the last term vanishes, and

α□ only renormalizes the effective masses to α̃± = α0 ± 2α̃z.

With strain, we can still find an analytical expression for the bulk dispersion

εD±(p) = α0p
2 ±

√
4α̃2

zp
4 + 3α□

(
4αz − 1

5α□
)(
p2xp

2
y + p2⊥p

2
z

)
+ 2α̃z

(
2p2z − p2⊥

)
u+ u2.

(3.30)

It is instructive to consider the momentum p = (0, 0, pz)
T , where the bulk energy

has the form

εD|jz |=3/2(0, 0, pz) = (α0 − 2α̃z)p
2
z − u, εD|jz |=1/2(0, 0, pz) = (α0 + 2α̃z)p

2
z + u.

(3.31)

At the Γ point, the quadratic node of the Luttinger semimetal splits, and a gap of

2|u| opens. For u > 0, the strain opens a topological gap for all pz and induces an

insulator phase. From Tab. 2.1, we can identify this phase as a potential class AI

insulator, which can be driven into a class A topological insulator phase under TRS

breaking.

This work focuses on the compressive strain u < 0, which splits the quadratic node

into two nodes along pz = ±pu, with

pu =

√
|u|
2α̃z

, (3.32)

and energy

εu = α0p
2
u =

1

2
ᾱ|u|. (3.33)

Here, we use the dimensionless parameter renormalized by the cubic anisotropy

ᾱ =
α0

α̃z
. (3.34)

Since the semimetal phase requires |ᾱ| ≤ 2, we can find the restriction |εu| < |u|.
Recall that the crossing points are double degenerate and linear, making them Dirac

points in the DSM phase of the Luttinger model.
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3 Evolution of topological surface states of the Luttinger semimetal

In order to make our study independent of the strength of the compressive strain,

we introduce dimensionless parameters

p̄i =
pi
pu0

, with pu0 =

√
|u|
2αz

, (3.35)

ϵ̄ =
ϵ

|u|
, (3.36)

which are going to be used throughout this chapter.

For the line-node phase of ĤLN (p) [Eq. (3.24)], it is convenient to use cylindrical

coordinates p = (p⊥ cos(φ), p⊥ sin(φ), pz)
T and apply the unitary transformation

H̃LN (p) = Û †
φĤLN (p)Ûφ, with

Ûφ =
1√
2


0 −e−iφ 0 −e−iφ

1 0 1 0

e−iφ 0 −e−iφ 0

0 1 0 −1

. (3.37)

The transformed Hamiltonian has the block structure

H̃LN (p) =

(
h̃+m(p) h̃c(p)

h̃†c(p) h̃−m(p)

)
, (3.38)

where the diagonal blocks are given by

h̃±m(p) = d±m
0 (p)1̂2 + d±m(p) · σ̂, (3.39)

with

d±m
0 (p) = α0p

2 ±m
3

2
β1p⊥, (3.40)

d±m
x (p) =

[
2
√
3
√
(αz +

1

5
α□)p⊥ ∓m

√
3β1

]
pz, (3.41)

d±m
y (p) =

[√
3

2
β1 ∓m

√
3

(
αz +

1

5
α□

)
p⊥pu

]
p⊥ sin(2φ), (3.42)

d±m
z (p) = α̃z

[
2
(
p2z − p2u

)
− p2⊥

]
. (3.43)
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3.1 Semimetal phases in the Luttinger model

The coupling between the two diagonal blocks has the shape

h̃c(p) =

[
m

2pu
σ̂x +

√
3iα̃zp⊥σ̂y

]
p⊥ cos(2φ). (3.44)

At φ = ±π/4, the Hamiltonian decouples into two blocks, and one can find the

crossing of the bands at the momentum

p⊥0(φ = ±π
4
) = pβ1 , p2z0(φ = ±π

4
) = p2u +

1

2
p2β1

, (3.45)

and energy

ε0(φ = ±π
4
) = εu + εβ1 , (3.46)

with

εβ1 =
3

2

(
α0 + 2αz +

2

5
α□

)
, (3.47)

pβ1 =
|β1|

2αz +
2
5α□

. (3.48)

For arbitrary φ, we cannot solve H̃LN (p) analytically. Nevertheless, we can confirm

numerically the existence of two circular line nodes depicted in Fig. 3.1. Without

α□, the radius of the line node is constant p⊥(φ, α□ = 0) = pβ1 , while pz0(φ) and the

energy of the node ε0(φ) have a minimal angle dependency. The cubic anisotropy

also introduces a small angle dependency to p⊥(φ).

We believe the line-node phase is accidental and not protected by a specific symme-

try. It is also questionable if this phase can be realized in an actual material since

the inversion symmetry has to be broken while the cubic BIA terms need to vanish.

We include it in this thesis to distinguish between the effects of the linear and cubic

BIA terms on the surface and bulk states.

To drive the system into a WSM phase, we need to add the cubic BIA terms from

Eqs. (3.16)-(3.19). We apply the basis rotation from Eq. (3.37) and approximate

the bulk energy for φ = π/4. Details are provided in Sec. A.4 of the Appendix. We
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3 Evolution of topological surface states of the Luttinger semimetal

find

ε
W,φ=π

4
± (q⊥, qz) = ϵ0 + v0,⊥q⊥ + v0,zqz (3.49)

±
√

(v1,⊥q⊥ + ϵ1)
2 + ϵ22 + (vz,⊥q⊥ + vz,zqz + ϵz)

2,

with the shifted momentum coordinates q = (q⊥, qz) = (p⊥ − p⊥0, pz − pz0) relative
to the line-node coordinates from Eq. (3.45). The v constants are related to the

parameters of the line-node semimetal phase up to quadratic order in momentum.

The cubic BIA terms give the ϵi constants. From the dispersion [Eq. (3.49)], we can

see that ϵ0 shifts the energy, and ϵ1,z moves the momentum of the line node without

opening a gap along φ = π/4. The only term in the root that a shift in momentum

cannot nullify is the constant ϵ2. Therefore, it opens a gap in the bulk states along

φ = π/4 of the size 2|ϵ2|, with

|ϵ2| =
√
3

∣∣∣∣β31 + 7

4
β32 + β33 − β34

∣∣∣∣ p⊥0pz0p
2
u√

p2⊥0 + 4p2z0

, (3.50)

leading to the destruction of the line node. Taking the perpendicular diagonal line

φ = −π/4 only gives a relative change in sign of ϵ2. The shape of Eq. (3.50) suggests

that each cubic BIA term β3i can equivalently open the gap. Since the magnitude

of the cubic BIA terms is not discussed in the literature for most materials, we focus

on β31 in the discussion of the surface states.

3.1.3 Linearized model of the topological semimetal phase

Analytical calculations are impossible in the topological semimetal phases of the

Luttinger model under compressive strain. We can use the linear nature of the Dirac

nodes to perform an expansion around (0, 0,±pu). In this way, the wavefunction can

be written as

|ψ(r)⟩ = eipuz
∣∣Ψ+u(r)

〉
+ e−ipuz

∣∣Ψ−u(r)
〉
, (3.51)

where the labels ±u indicate the linearization around the Dirac points at pz = ±pu.
Using the new momentum coordinates k = (kx, ky, kz)

T = (px, py, pz ∓u pu)
T and
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3.1 Semimetal phases in the Luttinger model

the basis (|Ψ+u(r)⟩ , |Ψ−u(r)⟩)T , we write the linearized Hamiltonian

ĤD(k) =

(
ĤD,+u(k) 0

0 ĤD,−u(k)

)
. (3.52)

The blocks of the distinct Dirac points have the shape

ĤD,±u(k) = εu1̂4 ±u


(v0 − 2vz)kz −v⊥k− 0 0

−v⊥k+ (v0 + 2vz)kz 0 0

0 0 (v0 + 2vz)kz v⊥k−

0 0 v⊥k+ (v0 − 2vz)kz

,
(3.53)

with k± = kx ± iky. The energy of the Dirac point εu from Eq. (3.33) acts only as

a shift in energy. The v parameters have the units of velocity and are given by

v0 = 2α0pu, vz = 2α̃zpu, v⊥ =
√
3

(
2αz +

2

5
α□

)
pu. (3.54)

Taking the basis of the Luttinger model [Eq.(3.1)] into account, we see that the

jz > 0 and jz < 0 are decoupled in Eq. (3.53) and form Kramers’ partners. Using

cylindrical coordinates k = (k⊥ cosφ, k⊥ sinφ, kz), we find the dispersion around the

Dirac points

ε±u
± (k) = εu ±u v0kz ±

√
v2⊥k

2
⊥ + 4v2zk

2
z . (3.55)

We can see that the spectrum in the vicinity of the Dirac points is rotational sym-

metric in the px-py plane, even in the presence of cubic anisotropy. Neglecting the

energy shift εu, we find that ĤD(k) has effective chiral symmetry due to

Ŝ†ĤD(k)Ŝ = −ĤD(k), with Ŝ = σ̂x ⊗ 1̂4. (3.56)

The consequence of this effective chiral symmetry is discussed in Sec. 3.6.2.
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3 Evolution of topological surface states of the Luttinger semimetal

For the line-node semimetal phase, we linearize the linear BIA term around pz = ±pu
and take the constant term. It has the shape

β1M̂1(0, 0,±upu) = ±um


0 0 1 0

0 0 0 −1
1 0 0 0

0 −1 0 0

, (3.57)

with m =
√
3β1pu. We write the linearized Hamiltonian of the line-node semimetal

phase as

ĤLN,±u(k) = ĤD,±u(k) + β1M̂1(0, 0,±upu), (3.58)

where m couples the blocks for positive and negative jz states. It is convenient to

apply the unitary transformation from Eq. (3.37), H̃LN,±u(k) = Û †
φĤLN,±u(k)Ûφ to

get

H̃LN,±u(k) = εu ±u


(v0 + 2vz)kz v⊥k⊥ −m 0 0

v⊥k⊥ −m (v0 − 2vz)kz 0 0

0 0 (v0 + 2vz)kz v⊥k⊥ +m

0 0 v⊥k⊥ +m (v0 − 2vz)kz

.
(3.59)

The unitary transformation restores the Hamiltonian’s block-diagonal structure,

which still preserves the effective chiral symmetry from Eq. (3.56). Solving the

Schrödinger equation, we get the bulk dispersion

εLN,±u,−m
± (k) = εu ±u v0kz ±

√
(v⊥k⊥ −m)2 + 4v2zk

2
z , (3.60)

εLN,±u,+m
± (k) = εu ±u v0kz ±

√
(v⊥k⊥ +m)2 + 4v2zk

2
z . (3.61)

The energy spectrum is independent of the angle φ, which shows that the constant

part of the BIA terms does not break the rotational symmetry of the linearized DSM

Hamiltonian. By setting each term under the root to zero, we find that the Dirac

points split into a ring-shaped line node. Its center lies at p = (0, 0,±pu)T with the

radius

p⊥0 =
|m|
v⊥

= pβ1 , (3.62)
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3.2 Luttinger model as the low-energy limit of the Kane model

with pβ1 defined in Eq. (3.48). The independence of Eq.(3.62) on the angle φ shows

that the line node in the linearized model is a perfect circle. The radius corresponds

to the solution of the full model at φ = ±π/4.

3.2 Luttinger model as the low-energy limit of the

Kane model

The band structure of crystalline solids is formed by a wide array of states given by

the orbitals of the atoms [116]. Around the Fermi energy, the bands consist of s-

orbitals with angular momentum l = 0 and p-orbitals with l = 1. The s-states form

a double degenerate state, with spin |↑⟩ and |↓⟩ at the Γ point, while the p-states are

sixfold degenerate due to a combination of the three spherical harmonics |X⟩, |Y ⟩,
and |Z⟩ with spin. With SOC, the sixfold degeneracy of the p-orbitals is lifted and

splits into a fourfold degenerate point with a double degenerate split-off band.

In general, one can use the density functional theory to analyze the band structure

in a solid [6]. Alternatively, one can apply a k · p approach to write a 14-band

Hamiltonian, which describes the interactions between all possible s and p-states,

called the extended Kane model [121, 122, 123, 116]. On one hand, it accurately

predicts experiments with semiconductors. On the other hand, it is not analytically

solvable, which demands numerical calculations. Therefore, reducing the extended

Kane model to the bands of the highest interest is often convenient. The resulting

8-band or 6-band Kane models are widely used in literature and allow analytical

explanations of many experiments [114, 19, 124, 125]. The 4-band Luttinger model

is the most general reduction of the extended Kane model and describes only the

fourfold degenerate j = 3/2 states at the Fermi level. It enables analytical calcula-

tions while missing the explicit consideration of the fundamental gap between the s

and p-states.

In this section, we discuss the relation of the Luttinger model to the 6-band Kane

model, which additionally considers the j = 1/2 states. Here, we demonstrate how

the hybridization of the j = 1/2 and j = 3/2 states renormalize the Luttinger

parameters and induce a quadratic-node semimetal phase.
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3 Evolution of topological surface states of the Luttinger semimetal

3.2.1 The 6-band Kane model

In this section we introduce the 6-band Kane model, which describes j = 1/2 and

j = 3/2 states in the basis

|ΨK(r)⟩ =

∣∣∣Ψ 1
2
(r)
〉∣∣∣Ψ 3

2
(r)
〉,

∣∣∣Ψ 1
2
(r)
〉
=

(∣∣1
2 ,+

1
2

〉∣∣1
2 ,−

1
2

〉), ∣∣∣Ψ 3
2
(r)
〉
=


∣∣3
2 ,+

3
2

〉∣∣3
2 ,+

1
2

〉∣∣3
2 ,−

1
2

〉∣∣3
2 ,−

3
2

〉

,
(3.63)

where the components indicate the |j, jz⟩ quantum numbers. The basis states of∣∣∣Ψ 3
2
(r)
〉

are given by Eqs. (3.2)-(3.5) and the
∣∣∣Ψ 1

2
(r)
〉

states are built from the

spherical harmonics of the s-orbital [116]∣∣∣∣12 ,+1

2

〉
= |S⟩ ⊗ |↑⟩ ,

∣∣∣∣12 ,−1

2

〉
= |S⟩ ⊗ |↓⟩ , (3.64)

which are even under inversion.

Block Reps. Symmetrized matrices

Γ6 ⊗ Γ∗
6 = Γ1 + Γ4 Γ1 1̂2

Γ4 σ̂x, σ̂y, σ̂z
Γ6 ⊗ Γ∗

8 = Γ3 + Γ4 + Γ5 Γ3 T̂xx − T̂yy, −
√
3T̂zz

Γ4 T̂yz, T̂zx, T̂xy
Γ5 T̂x, T̂y, T̂z

Table 3.2: Symmetrized matrices for the additional blocks of the Kane model from
Eq. (3.65). The Γ6⊗Γ∗

6 block contains the 2×2 Pauli matrices (σ̂x, σ̂y, σ̂z)
and the unit matrix 1̂2. The coupling block Γ6⊗Γ∗

8 is built from the 4×2
T̂ matrices, defined in App. A.1 [117, 116, 118].

The 6-band Kane Hamiltonian has the block-like structure

ĤK(p) =

(
Ĥ 1

2
1
2
(p) Ĥ 1

2
3
2
(p)

Ĥ 3
2

1
2
(p) Ĥ 3

2
3
2
(p)

)
, with Ĥ 1

2
3
2
(p) = Ĥ†

3
2

1
2

(p). (3.65)
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3.2 Luttinger model as the low-energy limit of the Kane model

The blocks are given by

Ĥ 1
2

1
2
(p) =

(
Eg + γ 1

2
p2
)
1̂2, (3.66)

Ĥ 3
2

3
2
(p) = γ0p

21̂4 + γzM̂z(p) + γ□M̂□(p) + βK1 M̂1(p) +
4∑

i=1

βK3i M̂3i(p), (3.67)

Ĥ 1
2

3
2
(p) = vÛ(p) +B−Û−(p) +B+Û+(p). (3.68)

The j = 1/2 block Ĥ 1
2

1
2
(p) is built from the Γ1 symmetry invariant of the Td group

(see Tabs. 3.1 and 3.2). In addition, the j = 1/2 states are separated from the

j = 3/2 states by an energy gap Eg. The j = 3/2 block Ĥ 3
2

3
2
(p) contains the

same invariants as the Luttinger model, discussed in Sec. 3.1.1. The coupling terms

between the j = 1/2 and j = 3/2 states are given by

Û(p) =
3√
2

(
T̂ · p

)
, (3.69)

Û−(p) = −
1

2
√
3

(
T̂xx − T̂yy

)(
2p2z − p2x − p2y

)
+

√
3

2
T̂zz
(
p2x − p2y

)
, (3.70)

Û+(p) =
√
3i
(
T̂xpypz + c.p.

)
, (3.71)

where the 4× 2 T̂ matrices are presented in Sec. A.1 of the Appendix.

The Kane model shows the same symmetry hierarchy chain of the subgroups of the

tetrahedral group O(3) ⊃ Oh ⊃ Td [Eq. (3.6)]. The highest symmetry elements

from the full spherical group O(3) are the γ 1
2
, γ0, γz, and v terms. The linear

momentum terms in Û(p) are allowed since the j = 1/2 states are even and the

j = 3/2 states are odd under the inversion operation. Combined with the cubic

anisotropy γ□, they describe a lower cubic symmetric system. The linear βK1 , the

quadratic B±, and the cubic momentum βK3i terms are the BIA terms, which lower

the symmetry to Td and break inversion symmetry.
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3 Evolution of topological surface states of the Luttinger semimetal

3.2.2 Hybridization effect between j = 1/2 and j = 3/2 states

Figure 3.2: Schematic visualization of the effect of the hybridization v between

the j = 1/2 and j = 3/2 states in the O(3) symmetric Kane model

[Eq. (3.65)], assuming γ 1
2
> 0 and γ± < 0. The dispersions of the Kane

model are calculated with spherical symmetry, where the |jz| = 3/2

heavy-hole states [Eq. (3.74)] decouple from the |jz| = 1/2 electron and

light-hole states [Eq. (3.73)]. (a) Usual band structure of a semiconduc-

tor, where the s-orbital states are above the p-orbital states in energy

at p = 0. This resembles the dispersion of materials, like GaAs. (b)

Metal regime with a negative gap (Eg < 0), where the s and p-orbital

states are inverted at p = 0. Without hybridization (v = 0), a crossing

between the |jz| = 1/2 states can be found. (c) With small hybridization

[v < vcrit Eq. (3.77)], the crossing becomes an anti-crossing due to the

coupling of the |jz| = 1/2 states. (d) If the hybridization exceeds the

critical value (v > vcrit), the light-hole and electron state change charac-

ter. Here, the light-hole state is electron-like and forms the conduction

band, while the electron state becomes hole-like and gives an additional

valence band inside the heavy-hole states. This chapter focuses on the

quadratic-node semimetal phase (d), which can be found in materials

like HgTe and α-Sn.

This section shows the effect of the hybridization v between the j = 1/2 and j = 3/2

states for full rotational symmetryO(3). We find that the Kane Hamiltonian ĤK(p)

from Eq. (3.65) decouples at px = py = 0 into two blocks corresponding to the sign
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3.2 Luttinger model as the low-energy limit of the Kane model

of jz. In the basis (
∣∣1
2 ;±

1
2

〉
,
∣∣3
2 ;±

1
2

〉
,
∣∣3
2 ;±

3
2

〉
)T , the blocks have the form

ĤK,O(3)(pz) =


Eg + γ 1

2
p2z vpz 0

vpz (γ0 + 2γz)p
2
z 0

0 0 (γ0 − 2γz)p
2
z

. (3.72)

Here, one can see that the |jz| = 3/2 HH state are fully decoupled from the |jz| =
1/2 LH and electron states. Since we assume O(3) symmetry, we can replace the

momentum pz with the general length of the momentum vector (pz → p ≡ |p|).
The block-like structure of Eq. (3.72) allows for easy diagonalization, which gives

the overall double degenerate energy dispersion

ε
K,O(3)

|jz |= 1
2
,±(p) =

Eg +
(
γ 1

2
+ γ+

)
p2

2
±

√√√√√v2p2 +

Eg +
(
γ 1

2
− γ+

)
p2

2

2

, (3.73)

ε
K,O(3)

|jz |= 3
2

(p) = γ−p
2, (3.74)

shown in Fig. 3.2. Here, we use γ± = γ0± 2γz. For most materials with zinc-blende

structure, the parameters of the Kane model have the constrictions γ 1
2
> 0 and

γ± < 0.

To study the effect of the hybridization v, we expand Eq. (3.73) up to quadratic

order in momentum

ε
K,O(3)

j= 1
2
,|jz |= 1

2

(p) = Eg +

(
γ 1

2
+
v2

Eg

)
p2 +O(p4), (3.75)

ε
K,O(3)

j= 3
2
,|jz |= 1

2

(p) =

(
γ+ −

v2

Eg

)
p2 +O(p4). (3.76)

The solution for the HH band [Eq. (3.74)] is already exact to second order in p.

The band structure of a typical semiconductor with a positive gap (Eg > 0), like

GaAs, is shown in Fig. 3.2(a). Here, the HH and LH states for j = 3/2 form the

valence band, while the electron j = 1/2 states give the conduction band. In this

phase, the hybridization v decreases the magnitude of the effective masses. The

overall signs of the masses cannot be changed since γ 1
2
Eg > 0 and γ+Eg < 0.

For materials with an inverted gap (Eg < 0), like HgTe or α-Sn, the effect of the
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3 Evolution of topological surface states of the Luttinger semimetal

hybridization on the band structure is more significant. At p = 0, the electron states

are below the HH and LH states. Without hybridization (v = 0), the |jz| = 1/2

states are not coupled, leading to a crossing at finite p [see Fig. 3.2(b)]. This crossing

is lifted under finite v, reopening a non-trivial gap between the |jz| = 1/2 states

[Fig. 3.2(c)]. From Eq. (3.76), one finds a critical hybridization

v2crit = Egγ+, (3.77)

where the LH states have a positive effective mass, giving an electron-like character,

while the electron states become hole-like. The system is a quadratic-node semimetal

for hybridizations that exceed the critical value, as shown in Fig. 3.2(d). Here, a

fourfold degenerate node forms at the Fermi level, where the LH states are the

conduction band and the HH states are the valence band. The j = 1/2 states form

a remote band, separated by the gap Eg inside of the HH continuum.

3.2.3 Derivation of Luttinger model from Kane model via a folding

procedure

In this section, we show the effect of the j = 1/2 band on the parameters in the

Luttinger model. Hence, we apply an effective folding procedure, called Löwdin

partition theory [126, 119], to the 6-band Kane model from Eq. (3.65). This results

in an effective 4-band model for the j = 3/2 states, including the effect of the

hybridization to the j = 1/2 as a perturbation. Our derivation of the Luttinger

parameters up to Oh symmetry is already discussed in Ref. [26]. Here, we show the

effective BIA parameters additionally.

First, we write the Schrödinger equation for the 6-band Kane model ĤK(p) |ΨK⟩ =
ϵ |ΨK⟩ and exclude the

∣∣∣Ψ 1
2

〉
states to get the effective folding equation for the

j = 3/2 statesĤ 3
2

3
2
(p) + Ĥ 3

2
1
2
(p)

1

ϵ1̂2 − Ĥ 1
2

1
2
(p)

Ĥ 1
2

3
2
(p)

 ∣∣∣Ψ 3
2

〉
= ϵ

∣∣∣Ψ 3
2

〉
. (3.78)

This equation acts as a Schrödinger equation for the original j = 3/2 states, modified

by a correction term from the hybridization between the j = 1/2 and j = 3/2 states.

We expand the correction term around the fourfold degenerate point of the j = 3/2
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3.2 Luttinger model as the low-energy limit of the Kane model

states [(ϵ,p) = (0, 0)] to get the effective Schrödinger equation of the j = 3/2

states Ĥ 3
2

3
2
(p) + Ĥ 3

2
1
2
(p)

1

01̂2 − Ĥ 1
2

1
2
(0)

Ĥ 1
2

3
2
(p)

 ∣∣∣Ψ 3
2

〉
= ϵ

∣∣∣Ψ 3
2

〉
. (3.79)

This expansion demands that the inverse in Eq. (3.79) is a small correction term.

Hence, the validity condition of the folding procedure gives that the energy is far

away from the j = 1/2 states |ϵ| ≪ |Eg|. Up to cubic order in momentum, this

resembles the full Luttinger model, using ∣∣∣Ψ 3
2

〉
← |ΨL⟩ , (3.80)

Ĥ 3
2

3
2
(p) + Ĥ 3

2
1
2
(p)

1

01̂2 − Ĥ 1
2

1
2
(0)

Ĥ 1
2

3
2
(p)← ĤTd(p) +O(p4), (3.81)

where ĤTd(p) is the full Luttinger Hamiltonian from Eq. (3.8) in the basis of |ΨL⟩
from Eq. (3.1). By comparison, we can find the effective parameters of the Luttinger

model

α0 = γ0 −
v2

2Eg
, αz = γz −

v2

4Eg
, α□ = γ□. (3.82)

From this, one can see that the coupling to the j = 1/2 states only changes the LH

states to the lowest order since

α+ = γ+ − v2/Eg and α− = γ−. (3.83)

If the hybridization exceeds the critical value vcrit [Eq. (3.77)] in a system with

inverted band structure (Eg < 0), the LH states become electron-like (α+ > 0),

even though the unhybridized state has hole-like nature (γ+ < 0).

It is often discussed in the literature that materials like HgTe have topological surface

states due to the inverted gap between the j = 1/2 and j = 3/2 states (Eg < 0) [7, 5].

The question arises of how the 4-band Luttinger model can host topological surface

states when the j = 1/2 states are absent. Eq. (3.83) shows that the quadratic-node

semimetal phase is only possible if Eg < 0. Hence, we argue that the topological

nature of the inverted band structure is encoded in the α parameters of the Luttinger

semimetal. Without an inverted band structure (Eg > 0), the Luttinger model is

always in a metallic regime, which does not host surface states (see Sec. 3.5).
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The folding procedure leads to a renormalization of the bare parameters of Ĥ 3
2

3
2
(p)

by the hybridization. The shape of the renormalization term in Eq. (3.81) suggests

that the lowest order term in Ĥ 1
2

3
2
(p), the linear momentum term v, can only appear

as a correction term of quadratic order or higher. Therefore, the linear BIA term in

the folded model is unchanged

β1 = βK1 . (3.84)

The cubic BIA terms are affected by a combination of the quadratic BIA terms B± in

one hybridization block and the linear v term in the other. We find the renormalized

cubic BIA terms of the Luttinger model

β31 = βK31 +
v
(
2B+ − 9

2B−
)

√
6Eg

, β32 = βK32 +
2vB−√
6Eg

, (3.85)

β33 = βK33 +
vB−

3
√
6Eg

, β34 = βK34 −
2vB−

3
√
6Eg

. (3.86)

We present the material-specific parameters of the Kane model and the resulting

folded parameters of the Luttinger model for HgTe, α-Sn, and GaAs in App. A.2.

In this chapter, we use the Td symmetric HgTe as an example to study the surface

states in a WSM. Here, the bare quadratic and cubic BIA terms B± and βK3i could

not be found in the literature. Therefore, we consider βK3i = 0 and focus on B±.

In Sec. 3.1.2, we showed that the gap around the Weyl points in the WSM phase of

the Luttinger model is proportional to a linear combination of the cubic BIA terms.

Now, using Eq. (3.50) we get

|ϵ2| ∝
∣∣∣∣β31 + 7

4
β32 + β33 − β34

∣∣∣∣ =
∣∣∣∣∣ vB+√

6Eg

∣∣∣∣∣. (3.87)

Interestingly, B− cancels out, which suggests that B+ is the most dominant higher-

order BIA term. Hence, we set B− = 0 and fit only the B+ parameter to DFT band

structure calculations (see Tab. A.1). Consequently, we agree with the approxima-

tion of Ref. [63] to only consider the β31 parameter in the WSM calculations of the

Luttinger model.

One often considers the well-known hard-wall boundary conditions to calculate sur-

face states in the Kane model. For a sample occupying the z > 0 half-space, they
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read

|ΨK(x, y, z = 0)⟩ = 0. (3.88)

This assumes that the system terminates at a usual insulator (Eg > 0), where

the wavefunction needs to decay for z → −∞. At an interface with the vacuum

(Eg → +∞), all components of |ΨK(r)⟩ have to vanish already at the boundary

z = 0. The Luttinger model does not include a gap, which makes the question for

the boundary conditions of |ΨL(r)⟩ non-trivial. Here, we only show the effective

folded boundary conditions derived in Ref. [26]

|ΨL(x, y, z = 0)⟩ = 0. (3.89)

While the physical interpretation is different in the absence of a gap, the effective

boundary conditions have the same form as Eq. (3.88). Hence, we refer to them as

hard-wall boundary conditions throughout this thesis.

3.3 Energy and momentum scales of the different

phases in the Luttinger model

In the previous sections, we have introduced all possible topological semimetal phases

of the Luttinger model and identified it as a low-energy model of the higher 6-

band Kane model from Eq. (3.65). Each of the different phases has a characteristic

parameter, which dominates the physical properties due to a specific gap opening in

the spectrum.

To proceed with, we consider the 6-band Kane model as the highest order k · p
model. As discussed in Sec. 3.2.1, it originates from a full 14-band Hamiltonian,

which describes all possible interactions between s and p-orbital states. Therefore,

the Kane model is only valid up to a critical energy and momentum (ϵ∗K , p
∗
K) where

the effect of the remote bands becomes relevant. The folding procedure explained in

Sec. 3.2.3 restricts the validity of the 4-band Luttinger model to energies far away

from the j = 1/2 states with a gap Eg. The DSM phase under compressive strain
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3 Evolution of topological surface states of the Luttinger semimetal

introduces a new gap opening around the Γ point, given by the strength of the gap

2|u|. The Dirac point splits into a ring-shaped line node under the linear BIA term.

In the center of the line node, the energy bands are separated by 2|m| = 2
√
3|β1|pu.

In the WSM phase, the line node is lifted away from the high-symmetry planes

px,y = 0 with a gap of the size εβ3 , which we approximated by |ϵ2| from Eq. (3.50)

proportional to the cubic BIA β3i terms.

In HgTe, the relevant parameters for the different phases form a hierarchy

εβ3 ≪ |m| ≲ |u| ≪ |Eg| ≪ ϵ∗K . (3.90)

Each critical energy can be related to a critical momentum, which follows the same

hierarchy

pβ3 ≪ pβ1 ≲ pu ≪ pEg ≪ p∗K , (3.91)

with pβ1 given in Eq. (3.48) and pu from Eq. (3.32). This suggests that the specific

physical properties of a given semimetal phase are most relevant in the related energy

and momentum range. So, e.g., in the WSM phase of the Luttinger model, the Weyl

physics is most prominent in the energy range |ϵ−εW | ≪ |m| around the Weyl point

energy εW . After exceeding this range, the observed features will be dominated by

the line-node physics in the regime |ϵ − ε0] ≪ |u| [see Eq. (3.46)]. For energies in

the order of the strain, the features of the DSM dominate the WSM even without

inversion symmetry. The BIA terms are often neglected in this regime.

This way, we can define an upper limit of each phase’s energy and momentum

regimes. Starting with the cut-off of the Kane model (ϵ∗K , p
∗
K), we can define the

boundary of the Luttinger model

(ϵ∗L, p
∗
L) = (|Eg|, pEg), (3.92)

which demands that the energy must be far away from the j = 1/2 states.

The expansion to linear order in the DSM phase ĤD(k) from Eq. (3.52) is most

precise in the vicinity of the Dirac points at (εu,pu). Hence, we can find the critical
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energy and momentum where ĤD(k) is only valid for

|ϵ− εu| ≪ |u| and |p∓ pu| ≪ pu. (3.93)

The strength of the strain is a special parameter in this discussion. While the gap to

the j = 1/2 states and the BIA terms are fixed for a given material, one can engineer

the magnitude of u by growing the sample on a different substrate. In this work, we

assume that the strain is a continuous parameter. Considering that |m| ∝ pu, we

find the relation

|m|
|u|
∝

√
β21
α̃z|u|

. (3.94)

Therefore, the magnitude of the strain needs to be tuned to satisfy the hierarchy of

Eq. (3.90) with |m|/|u| ≲ 1.

It was discussed by Ruan et al. [63] that a significant small strain (|m|/|u| > 1) leads

to a band structure with line-nodes in addition to the eight Weyl points, giving a

type-II WSM phase, not discussed in this thesis. For a significant strong compressive

strain |u| ≲ |Eg|, the j = 3/2 states are close to the j = 1/2 states. Notice that this

would violate the validity condition for the 4-band Luttinger model. We compare

the Luttinger and Kane model in the WSM phase under different u in Sec. 3.8.

3.4 Surface states in a semi-infinite system

The main results of this thesis regard the calculation and analysis of surface states

in topological systems. A simple solution of the Schrödinger equation, where all

momentum components are good quantum numbers, assumes an infinite extended

sample. Here, we can only calculate the bulk states’ dispersion. To compute the sur-

face state dispersion, we use two different methods throughout this thesis. Chapter 4

considers systems of finite dimensionality, where two parallel boundaries exist along

each spatial direction. We implement a tight-binding approach that discretizes the

finite sample on a lattice structure, called the finite-difference method (see Sec. 4.3
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3 Evolution of topological surface states of the Luttinger semimetal

for details).

This chapter analyzes surface states in semi-infinite samples with infinite length and

only one boundary. While the method is applicable for any semi-infinite half-space,

we demonstrate it on a 3D system occupying the z > 0 half-space with a surface at

z = 0. Since translational symmetry in x and y-direction is conserved, the in-plane

momentum (px, py) is a good quantum number and acts as a simple parameter. We

take the ansatz of a plane-wave form of the surface state

|Ψ(x, y, z)⟩ = |Ψ(px, py, z)⟩ ei(pxx+pyy), (3.95)

where the wavefunction Ψ̂(px, py, z) must be a solution to the Schrödinger equation

Ĥ(px, py, p̂z) |Ψ(px, py, z)⟩ = ϵ |Ψ(px, py, z)⟩ , (3.96)

where p̂z = −i∂z is the momentum operator and ϵ is the energy. The surface

state needs to be localized at the system’s surface, meaning that the wavefunction

needs to decay into the bulk. Additionally, |Ψ(px, py, z)⟩ needs to vanish at the

interface to satisfy the continuity condition. Therefore, we get two general boundary

conditions,

|Ψ(px, py, z → +∞)⟩ = 0, (3.97)

|Ψ(px, py, z = 0)⟩ = 0. (3.98)

We assume that the Hamiltonian of the system does not vary in z. Hence, we can

solve Eq. (3.96) with the ansatz

|Ψ(px, py, z)⟩ = |ψ(p)⟩ eipzz, (3.99)

where p = (px, py, pz) is the 3D momentum. The z-independent spinor |ψ(p)⟩
satisfies the Schrödinger equation

Ĥ(p) |ψ(p)⟩ = ϵ |ψ(p)⟩ . (3.100)
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3.4 Surface states in a semi-infinite system

From Eq. (3.100), we get the characteristic equation

det
[
Ĥ(p)− ϵ1̂

]
= 0, (3.101)

with the unit matrix 1̂. To satisfy the boundary condition (3.97), we need to solve

Eq. (3.101) for pz with a positive imaginary part.

In general, one can only find complex pz solutions in the gap of the projected surface

bulk band structure

E−b
(px, py) < ϵ < E+b

(px, py), (3.102)

where E±b
(px, py) are the boundaries of the projected bulk states. They are given

by the maximum and minimum values of the 3D bulk states relative to pz,

E−b
(px, py) = max

pz
ϵ−b

(p), and E+b
(px, py) = min

pz
ϵ+b

(p). (3.103)

In the gap, one finds Npz × NH complex momentum pzj(px, py, ϵ) solutions, where

Npz is the highest order of pz in the Hamiltonian and NH = 4 is the size of the

Hilbert space. Without the cubic BIA term M̂34(p) [β34 = 0 in Eq. (3.14)], the

Luttinger Hamiltonian is quadratic in pz (Npz = 2). We find Npz ·NH = 8 complex

momentum solutions, of which four have positive and four negative imaginary parts.

For the considered system with z > 0, only the Im pzj(px, py, ϵ) > 0 (j ∈ {1, 2, 3, 4})
solutions lead to a decaying wavefunction into the bulk.

In conclusion, the general solution for the surface-state wavefunction at given energy

ϵ reads

|Ψ(px, py, z, ϵ)⟩ =
4∑

j=1

cj |ψj(px, py, ϵ)⟩ eipzj(px,py ,ϵ)z, (3.104)

with the arbitrary coefficients cj . We combine Eqs. (3.104) and (3.98) to get the

effective matrix equation

χ̂(px, py, ϵ)c = 0, (3.105)
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with

χ̂(px, py, ϵ) =
(
|ψ1(px, py, ϵ)⟩ . . . |ψ4(px, py, ϵ)⟩

)
and c =


c1

c2

c3

c4

. (3.106)

We can find the non-trivial solutions of Eq. (3.105) by solving

det χ̂(px, py, ϵ) = 0. (3.107)

The solutions to this characteristic equation give the surface-state dispersion ϵ =

E(px, py).

Including the M̂34(p) cubic BIA term increases the highest order of pz to cubic in the

Hamiltonian. Following the discussion above, this leads to 12 complex momentum

solutions, from which six satisfy BC (3.97). A significant problem arises if the gap

in the projected bulk states remains: χ̂(px, py, ϵ) is now a 6× 4 non-square matrix,

where the determinant is not defined.

To resolve this problem, we make use of the momentum scales of the specific terms

in the Hamiltonian, as discussed in Sec. 3.3. In the scale of the cubic BIA terms

(p ∼ αz/β3), we can differentiate the momentum solutions pzj(px, py, ϵ) into two

groups. The first group consists of the typical eight complex momenta, also present

without cubic BIA terms. The second group is built from the additional momenta,

which are of a much larger magnitude due to αz ≫ β3. Since the momentum

solutions of the second group exceed the validity range of the Luttinger model,

we can discard them and proceed with the calculation only with group one. This

resolves χ̂(px, py, ϵ) into a square matrix, where the determinant is well defined.
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3.5 Quadratic node Luttinger semimetal phase

3.5 Quadratic node Luttinger semimetal phase

3.5.1 Chiral symmetric nodal model as the parent model

Another point that we discuss throughout this thesis, is the evolution of the topolog-

ical features of the Luttinger model under symmetry lowering perturbations. While

it can be considered as a low-energy approximation model of a full k · p model, it is

instructive to look at it from a different perspective. The quadratic-node Luttinger

semimetal phase is gapless, which does not allow associating a topological invariant.

For this reason, we take a general chiral-symmetric nodal semimetal model in 2D

and analyze the properties of the topological edge states. The discussion is presented

in detail in Ref. [26]. We summarize the results relevant to the full Luttinger model

in this section.

We consider the Hamiltonian of a chiral-symmetric nodal semimetal in the two-state

basis ψ̂(x, y) = (ψa(x, y), ψb(x, y))
T

ĤN (p) =

(
0 pN−

pN+ 0

)
, (3.108)

with p± = px ± ipy and the integer N ∈ N giving the momentum order of the node.

Following the method of Ref. [127], we find that the winding number of the node is

given by N , indicating a non-trivial topological behavior.

Assuming a semi-infinite system that occupies the y > 0 half-plane, px is still a

good quantum number, while py needs to be replaced with the momentum operator

p̂y = −i∂y. We take the Schrödinger equation

ĤN (px, p̂y)ψ̂(x, y) = ϵψ̂(x, y), (3.109)

with a plane-wave ansatz

ψ̂(x, y) = ψ̂(px, y)e
ipxx. (3.110)

Using the method described in Sec. 3.4, we can show that only flat edge states exist

63



3 Evolution of topological surface states of the Luttinger semimetal

with

EN = 0. (3.111)

Therefore, the Schrödinger equation gives two equations for the edge states

(px + ∂y)
Nψa(px, y) = 0, (px − ∂y)Nψb(px, y) = 0, (3.112)

which each have N independent solution

ψan(px, y) = yne−pxy, ψbn(px, y) = ynepxy, (3.113)

with n = 0, . . . , N − 1. Since the wavefunction needs to decay into the bulk y →∞,

we find that ψan(px, y) is only an edge-state solution for px > 0 and ψbn(px, y) only

for px < 0. To select the correct solutions, additional boundary conditions have to

be applied.

In Ref. [26], we derived the asymptotic chiral-symmetric current-conserving bound-

ary conditions for ĤN (p). They come from the restriction that the probability

current perpendicular to the boundary must vanish at the boundary [jy(x, y = 0) =

0]. We can divide them into N + 1 groups (Na, Nb), with Na,b = 0, . . . , N and

Na +Nb = N . The list of all possible boundary conditions is given by

ψa, . . . , ∂
Na−1
y ψa, ψb, . . . , ∂

Nb−1
y ψb = 0. (3.114)

Therefore, we get the general edge states for the group (Na, Nb)

ψ̂n(px > 0, y) =

(
1

0

)
yne−pxy with n = Na, . . . , N − 1 (3.115)

ψ̂n(px < 0, y) =

(
0

1

)
ynepxy with n = Nb, . . . , N − 1. (3.116)

We conclude that a chiral symmetric linear node (N = 1) has one flat edge state,

while a quadratic node (N = 2) hosts two edge states. To show the relationship
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3.5 Quadratic node Luttinger semimetal phase

between the Luttinger model and ĤN=2(p), we consider ĤO(3)(px, py, 0) [Eq. (3.9)]

at pz = 0. Here, the Hamiltonian decouples into two blocks of opposite chiralities.

One block describes the (
∣∣3
2 ,+

3
2

〉
,
∣∣3
2 ,−

1
2

〉
) states in the form of

ĥ
O(3)

+ 3
2
,− 1

2

(px, py) =

(
(α0 + αz)p

2
⊥ −

√
3αzp

2
−

−
√
3αzp

2
+ (α0 − αz)p

2
⊥

)
. (3.117)

By comparison, we can see that one block of the Luttinger model at pz = 0 resembles

ĤN=2(p) with additional chiral symmetry breaking terms on the diagonal. We show

in Ref. [26] and the following section that the edge states of the Luttinger model

correspond to the (Na, Nb) = (1, 1) class with one edge state on either side of the

node. The chiral symmetry-breaking terms give a finite curvature to the edge states

without destroying them entirely. Therefore, we can consider the quadratic chiral

symmetric node with an N = 2 winding number as the parent model of the Luttinger

Hamiltonian with non-trivial topology.

3.5.2 Surface states of the quadratic-node Luttinger semimetal

In this section, we calculate the surface states of the Luttinger model ĤO(3)(p) from

Eq. (3.9). For full rotational symmetry, all surface orientations are equivalent. Here,

we use p⊥ as a notation for the general momentum perpendicular to the boundary.

First, we need to find the boundaries of the bulk spectrum. From Eq. (3.28), we

find

EL
±b
(p⊥) = αzᾱ±b

p2⊥, with ᾱ±b
= ᾱ0 ± 2. (3.118)

The effective mass of the bulk boundary states is given by αz, modified by the dimen-

sionless parameter ᾱ±b
. The ’+’ (’−’) subscript indicates the LH (HH) bands. At

finite p⊥, the projected LH states are consistently above the HH states (EL
+b
(p⊥) >

EL
−b
(p⊥)) in the semimetal regime since αz > 0. A local gap

∣∣EL
+b
(p⊥)− EL

−b
(p⊥)

∣∣ = 4|αz|p2⊥ (3.119)

separates them.
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Figure 3.3: Surface band structure of the unperturbed Luttinger model (3.9) for a

semi-infinite sample with arbitrary surface orientation due to symmetry.

(a) Curvature of the projected bulk band boundaries α±b
[Eq. (3.118)]

(blue) and the surface states Ā±(ᾱ0) [Eqs. (3.120) and (3.121)] (red) as a

function of the effective mass ratio ᾱ0 = α0/αz. The red points highlight

the critical point, where a surface state disappears. The dashed lines give

the boundaries of the semimetal phase of the Luttinger model (|ᾱ0| ≤ 2).

(b-h) Surface dispersion of the projected bulk band boundaries EL
±b
(p⊥)

(blue) and the surface states EL±(p⊥) (red). We show the evolution of

the band structure for different mass ratios (b) ᾱ0 = 0 with particle-

hole symmetry, (c) ᾱ0 = 0.5, (d) ᾱ0 = 0.9, (e) ᾱ0 = 1.0 where EL+(p⊥)
merges with the bulk and EL−(p⊥) is flat, (f) ᾱ0 = 1.1, (g) ᾱ0 = 1.7, and

(h) ᾱ0 = 2.0 the limit of the semimetal phase with a flat valence band.

(i-j) Surface band structure for realistic material parameters (Tab. A.2)

with the cubic anisotropy (ᾱ = α0/α̃z, α̃z = αz − 3
10α□) [Eqs. (3.122)

and (3.123)]. (i) α-Sn, (j) HgTe, and (k) GaAs in the metallic regime

[128, 129].
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3.5 Quadratic node Luttinger semimetal phase

Applying the method from Sec. 3.4, we find the surface states of the O(3) Luttinger

model

EL+(p⊥) = Ā+(ᾱ0)αzp
2
⊥ ≡

1

2

(
3ᾱ0 +

√
3
√
4− ᾱ2

0

)
αzp

2
⊥ for − 2 ≤ ᾱ0 < 1,

(3.120)

EL−(p⊥) = Ā−(ᾱ0)αzp
2
⊥ ≡

1

2

(
3ᾱ0 −

√
3
√
4− ᾱ2

0

)
αzp

2
⊥ for − 1 < ᾱ0 ≤ 2.

(3.121)

One can see that it follows a quadratic behavior in momentum with the overall

effective mass αz, which is modified by the dimensionless surface-state parame-

ters Ā±(ᾱ0). The evolution of the surface band structure under ᾱ0 is shown in

Fig. 3.3(a).

For ᾱ0 = 0 [Fig. 3.3(b)], the bulk bands and the surface states are both particle-hole

symmetric, with ᾱ+b
= −ᾱ−b

and Ā+(ᾱ0 = 0) = −Ā−(ᾱ0 = 0). The existence

of two surface states is related to the chiral symmetric quadratic node ĤN=2 from

Sec. 3.5.1. Considering the decoupled block ĥ
O(3)

+ 3
2
,− 1

2

(px, py) [Eq. (3.117)], we find that

the EL±(p⊥) surface states exist at p⊥ ≷ 0, respectively, which corresponds to the

(Na, Nb) = (1, 1) boundary condition class. The diagonal terms of ĥ
O(3)

+ 3
2
,− 1

2

(px, py)

give a finite curvature to the flat edge states of Eq. (3.111). Therefore, the surface

states of the Luttinger semimetal are related to the well-defined N = 2 topological

invariant without the requirement of explicit chiral symmetry. The Kramers’ partner

surface states at opposite momentum arise from the (
∣∣3
2 ,+

1
2

〉
,
∣∣3
2 ,−

3
2

〉
) block.

A finite ᾱ0 introduces a difference in the effective masses. For 0 < ᾱ0 < 1 [Figs. 3.3(c,d)],

the EL+(p⊥) surface state moves closer to the conduction band continuum, while the

EL−(p⊥) surface state becomes flatter. The critical point ᾱ0 = 1 [Fig. 3.3(e)] gives

a conceptional transition in the surface band structure. Here, the EL−(p⊥) surface

state is flat, since Ā−(ᾱ0 = 1) = 0. Additionally, we find that Ā+(ᾱ0 = 1) = ᾱ+b
,

meaning that the EL+(p⊥) surface state merges with the bulk continuum and does

not reappear for ᾱ0 > 1.

In the 1 < ᾱ0 ≤ 2 regime, the remaining EL−(p⊥) surface state changes from hole-like

to electron-like character sgn(Ā−(0 ≤ ᾱ0 < 1)) ̸= sgn(Ā−(1 < ᾱ0 ≤ 2)). This can

be seen in Figs. 3.3(f-h), the surface state bends closer to the conduction band. The
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3 Evolution of topological surface states of the Luttinger semimetal

case ᾱ0 = 1.7 [Fig. 3.3(g)] is shown as a representation for both α-Sn (ᾱ0 ≈ 1.57) and

an O(3) symmetric approximation of HgTe (ᾱ0 ≈ 1.77). As discussed in Sec. 3.1.2,

the valence band is flat at ᾱ0 = 2, which gives the upper limit in ᾱ0 for the semimetal

regime of the Luttinger model. In the metallic regime (|ᾱ0| > 2), the surface states

disappear since EL±(p⊥) becomes complex.

With the cubic anisotropy, we can only solve analytically for the surface states at

py = 0. We find

EOh
+ (px) =

1

2
α̃zp

2
x

(
3ᾱ+

√
3
√

4− ᾱ2
)

for − 2 ≤ ᾱ < 1, (3.122)

EOh
− (px) =

1

2
α̃zp

2
x

(
3ᾱ−

√
3
√

4− ᾱ2
)

for − 1 < ᾱ ≤ 2, (3.123)

with ᾱ = α0/α̃z and α̃z = αz− 3
10α□. Lowering the symmetry fromO(3)→ Oh, does

not change the surface states significally. Along the high symmetry lines px,y = 0,

the effective mass is only renormalized by the cubic anisotropy with the substitution

ᾱ0 → ᾱ.

In Figs. 3.3(i-k), we present the surface band structure for realistic material param-

eters listed in Tab. A.2. The lattice of α-Sn [Fig. 3.3(i)] is O(3) symmetric with

ᾱ0 = 1.57. Therefore, it hosts one electron-like surface state. HgTe shows a simi-

lar behavior with finite cubic anisotropy (ᾱ ≈ 1.68). We neglect the BIA terms in

Fig. 3.3(j), which we show to be reasonable in this momentum scale in Sec. 3.8. In

Fig. 3.3(k), we show the band structure of the metallic regime in the Luttinger model,

where we exemplarily pick p-doped GaAs. While the general Luttinger model does

not host surface states, it has remarkable physical features in the superconducting

phase, as discussed in Chapter 4.

3.5.3 Limits of the Luttinger model for large momentum

Throughout this chapter, we established the relation between the 4-band Luttinger

model and the 6-band Kane model. As a low-energy approximation, the Luttinger

model is only valid for energies far from the j = 1/2 states. In this section, we

compare the surface band structure of both models in the quadratic-node semimetal

regime to analyze this validity range.
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Figure 3.4: Comparison of the surface band structure of the quadratic-node

semimetal phase of the Luttinger model ĤOh(p) [Eq. (3.7)] and the

Kane model [Eq. (3.65)]. The bulk continuum of the Luttinger (Kane)

model is shown in blue (dashed gray), and the surface state is drawn in

red (dashed orange). The columns correspond to different values of Eg,

which is the gap between the j = 1/2 and j = 3/2 states. We use the

effective masses of HgTe (see Tab. A.1) with artificial Eg for the Kane

model and the corresponding folded parameters from Eq. (3.82) in the

Luttinger model. The framed plots in the second row show a zoom-in

around the quadratic node, indicated by the framed inset in the top row.

In Fig. 3.4, we show the band structure calculations for the effective masses of HgTe

[see Tab. A.1] with an artificially chosen energy gap Eg between the j = 1/2 and

j = 3/2 states. The effective α-parameters of the Luttinger model are computed

according to Eq. (3.82).

The large energy range in the top row of Fig. 3.4 reveals the conceptional difference

between the two models far away from the Γ point. Since the surface states and

the bulk continuum of the Luttinger model are proportional to p2⊥, there is no

critical momentum where both states merge. Hence, the Luttinger-surface-states

exist in the entire surface Brillouin zone. The Kane-surface-states merge with the
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bulk continuum at considerable momentum when the linear terms of the Ĥ 1
2

3
2
(p)

coupling block from Eq. (3.65) become dominant. This is related to the inverse gap

between the j = 1/2 and j = 3/2 bands (Eg < 0), leading to topological surface

states connecting the LH and j = 1/2 band. The method used in this chapter does

not show any surface states inside the bulk continuum since the wavefunction gets

oscillating components.

Larger magnitudes of Eg lead to an increased validity range of the Luttinger model

in momentum and energy. Here, the band structure of the Luttinger model is in

good agreement with the Kane model, as shown in the framed plots of Fig. 3.4. This

behavior is related to the folding procedure of Eq. (3.79), where the effect of the

correction term decreases.
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3.6 Dirac semimetal phase under compressive strain

In the previous section, we established that the quadratic-node Luttinger semimetal

hosts either one or two surface states. This section discusses the behavior of these

surface states under the application of compressive strain.

From the bulk dispersion calculations in Sec. 3.1.2, we know that compressive strain

in the z-direction splits the quadratic node into two double-degenerate linear Dirac

nodes at p = (0, 0,±pu). The bulk dispersion and the Brillouin zone are shown in

Fig. 3.1. While the surface orientation in the Luttinger semimetal phase is incon-

sequential, it is significant in the DSM phase. The separation of the Dirac points

along the pz-axis lead to two separate classes of surface Brillouin zones. On the

z = 0 surface parallel to the strain, both Dirac points are projected onto each other.

This section shows that this case is closely related to the chiral symmetric linear

node ĤN=1(p) from Eq. (3.108). Any different surface orientation has two sepa-

rated Dirac points in the projected band structure. Even though the Dirac points

have zero chirality, it is possible to find a double Fermi arc, as discussed in Sec. 2.2.2.

In this thesis, we concentrate on a surface perpendicular to the strain, where the

separation of the Dirac points is the largest. While any perpendicular surface ori-

entation is physically equivalent, we use a boundary at y = 0 as an example in this

section.

3.6.1 Surface perpendicular to the strain

We assume a sample that occupies the y < 0 half-space with a surface at y = 0.

Here, the two Dirac points are separated in the projected surface Brillouin zone.

First, we consider the linearized Hamiltonian ĤD,±u(k) from Eq. (3.53). The bulk

boundaries with respect to ky are given by

E±u
±b

(kx, kz) = εu ±u v0kz ±
√
v2⊥k

2
x + 4v2zk

2
z . (3.124)

To calculate the surface states, we need to establish the effective boundary conditions

of the linearized model. Therefore, we compute the wavefunctions at the Dirac points
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[(px, pz, ϵ) = (0,±pu, εu)] from the full Hamiltonian ĤD(p) [Eq. (3.22)]

|Ψ+u(y)⟩ =


ψ+u

+ 3
2

ψ+u

+ 1
2

ψ+u

− 1
2

ψ+u

− 3
2

+

c+u
1


√

4v2z − v20
v0 + vz

0

−
√
3vz

+ c+u
2


v0 − vz

−
√

4v2z − v20
−
√
3vz

0


eκy, (3.125)

|Ψ−u(y)⟩ =


ψ−u

+ 3
2

ψ−u

+ 1
2

ψ−u

− 1
2

ψ−u

− 3
2

+

c−u
1


−
√
4v2z − v20
v0 + vz

0

−
√
3vz

+ c−u
2


v0 − vz√
4v2z − v20
−
√
3vz

0


eκy, (3.126)

where κ = 2puv⊥/
√

4v2z − v20, ψ
±u
jz

corresponds to the elements of the wavevector in

the linearized model, and c±u
1,2 are constant coefficients. In general, the wavefunction

of the surface states cannot grow into the sample y → −∞. We can apply the

hard-wall boundary condition |Ψ±u(y = 0)⟩ = 0 to eliminate the c±u
1,2 constants and

get the four effective boundary conditions for the linearized model

√
3ψ+u

+ 3
2

+ (v̄0 − 1)ψ+u

− 1
2

+
√
4− v̄20ψ

+u

− 3
2

= 0, (3.127)

√
3ψ+u

+ 1
2

+ (v̄0 + 1)ψ+u

− 3
2

−
√
4− v̄20ψ

+u

− 1
2

= 0, (3.128)

√
3ψ−u

+ 3
2

+ (v̄0 − 1)ψ−u

− 1
2

−
√
4− v̄20ψ

−u

− 3
2

= 0, (3.129)

√
3ψ−u

+ 1
2

+ (v̄0 + 1)ψ−u

− 3
2

+
√
4− v̄20ψ

−u

− 1
2

= 0, (3.130)

with v̄0 = v0/vz. While the jz > 0 and jz < 0 states are decoupled in the Hamil-

tonian, we find that the effective boundary conditions introduce a hybridization

between the blocks. Additionally, we see that the +u and −u states are completely

independent for the y = 0 surface orientation.
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3.6 Dirac semimetal phase under compressive strain
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Figure 3.5: Comparison of the y = 0 surface band structure of the full quadratic Lut-

tinger model with compressive strain ĤD(p) [Eq. (3.22)] (solid lines) and

the linearized model ĤD(k) [Eq. (3.52)] (dashed lines). The linearized

model gives the projected bulk boundaries by E±u
±b

(kx, kz) [Eq. (3.124)]

(dashed blue) and the surface states by E±u
±,y<0(kx, kz) [Eq. (3.136)]

(dashed red), while the states in the full model are calculated nu-

merically. (a-c, e-g) Polar momentum coordinates, with (p̄x, p̄z) =

(p̄r sin ζ, 1 + p̄r cos ζ) and (kx, kz) = p̄rpu(sin ζ, cos ζ) for p̄r = 0.05. The

evolution under the effective mass ratio is shown, with (a) ᾱ0 = 0, (b)

ᾱ0 = α0/αz = 0.5, (c) ᾱ0 = 0.9, (e) ᾱ0 = 1.0, (f) ᾱ0 = 1.1, and (g)

ᾱ0 = 1.7. (d,h) Dispersion for a constant momentum component (d)

p̄x = 0 (kx = 0) and (h) p̄z = 1 (kz = 0) for ᾱ0 = 1.7. We use the

dimensionless units ϵ̄ = ϵ/|u| [Eq. (3.36)] and p̄i = pi/pu0 [Eq. (3.35)].
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3 Evolution of topological surface states of the Luttinger semimetal

Following the method of Sec. 3.4, one can calculate the surface states in the linearized

model

∣∣∣Ψ+u
jz>0(y,k, ϵ)

〉
= c+u

jz>0

v⊥kx −√v2⊥k2x + 4v2zk
2
z − (v0kz − ϵ)2

(v0 − 2vz)kz − ϵ

eκ+uy, (3.131)

∣∣∣Ψ+u
jz<0(y,k, ϵ)

〉
= c+u

jz<0

−v⊥kx +√v2⊥k2x + 4v2zk
2
z − (v0kz − ϵ)2

(v0 + 2vz)kz − ϵ

eκ+uy, (3.132)

∣∣∣Ψ−u
jz>0(y,k, ϵ)

〉
= c−u

jz>0

−v⊥kx +√v2⊥k2x + 4v2zk
2
z − (v0kz + ϵ)2

−(v0 − 2vz)kz − ϵ

eκ−uy, (3.133)

∣∣∣Ψ−u
jz<0(y,k, ϵ)

〉
= c−u

jz<0

v⊥kx −√v2⊥k2x + 4v2zk
2
z − (v0kz + ϵ)2

−(v0 + 2vz)kz − ϵ

eκ−uy, (3.134)

with

κ+u =

√
k2x +

4v2zk
2
z − (v0kz − ϵ)2

v2⊥
and κ−u =

√
k2x +

4v2zk
2
z − (v0kz + ϵ)2

v2⊥
.

(3.135)

We can rewrite the boundary conditions from Eqs. (3.127)-(3.130) with these wave-

functions into a matrix equation to eliminate the constant coefficients c±u
jz

. From

this, one finds the surface state dispersion

E±u
±,y<0(kx, kz) = ±u

1

2
vz

(
3v̄0kz ±

√(
4− v̄20

)(
v̄2⊥k

2
x + 3k2z

))
, (3.136)

with v̄⊥ = v⊥/vz. Similar to the Luttinger semimetal phase, the surface-state dis-

persion becomes complex for |v̄0| > 2. It is convenient to rewrite the surface state

dispersion into polar coordinates with (kx, kz) = k⊥(sin ζ, cos ζ)

E±u
±,y<0(k⊥, ζ) = ±u

1

2
vzk⊥

(
3v̄0 cos ζ ±

√(
4− v̄20

)(
v̄2⊥ sin2 ζ + 3 cos2 ζ

)
)

)
. (3.137)

This highlights that the surface states around the Dirac points have axial symmetry,

even in the presence of cubic anisotropy α□. Comparing the surface states with the

boundary of the bulk, one can find a critical condition for the merging of a single
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3.6 Dirac semimetal phase under compressive strain

surface state

v̄0 = ±
2 cos ζ√

4 cos2 ζ + v̄2⊥ sin2 ζ
, (3.138)

which can be rewritten to

cos ζ = ± v̄0v̄⊥√
4 + v̄20

(
v̄2⊥ − 4

) . (3.139)

We note that the merging condition is only dependent on the momentum angle and

independent of the magnitude. Hence, the surface states form a circle segment in

the Brillouin zone with the Dirac point in the center.

For α□ = 0, this simplifies to

cos2 ζ =
3ᾱ2

0

4− ᾱ2
0

, (3.140)

which only has a solution if ᾱ2
0 ≤ 1. From this, we find that for |ᾱ0| ≤ 1, two

surface states exist, which merge with the bulk continuum at some critical angle.

For |ᾱ0| > 1, one surface state immerse into the bulk, leaving only the second surface

state, which exists all around the Dirac points. This resembles the conditions for

the number of surface states in the Luttinger semimetal phase.

We show the behavior of Eq. (3.137) with neglected cubic anisotropy under the

evolution of ᾱ0 as dashed lines in Fig. 3.5. Here, we show a circular path around the

pz = +pu Dirac point with a small radius of k⊥ = 0.05pu. As mentioned before, the

system conserves PHS for ᾱ0 = 0 [Fig. 3.5(a)]. The surface states merge with the

bulk continuum at the critical angle ζcrit(ᾱ0 = 0) = ±π/2 given by Eq. (3.140). As

consequence, the surface states along kx = 0 only exist for kz > 0, which corresponds

to ζ = 0. Along kz = 0, the surface states follow the bulk continuum closely for

both kx ≷ 0, which resembles the critical angles ζ = ±π/2.

Breaking PHS, we find that the magnitude of the merging angle for the E±u
+,y<0(k⊥, ζ)

solution becomes smaller, while the merging angle of E±u
−,y<0(k⊥, ζ) grows towards

±π. At the critical point ᾱ0 = 1, the E±u
+,y<0(k⊥, ζ) solution has merged with the

bulk continuum for all angles and disappears. The E±u
−,y<0(k⊥, ζ) state decouples
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3 Evolution of topological surface states of the Luttinger semimetal
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Figure 3.6: Surface band structure for a Dirac semimetal [ĤD(p) from Eq. (3.22)]
occupying the y < 0 half-space. Here, we neglect the cubic anisotropy
(α□ = 0) and take the effective mass ratio ᾱ0 = α0/αz = 0, correspond-
ing to particle-hole symmetry. (a) Fermi contour at the energy of the
Dirac points [ϵ = εu, Eq. (3.33)] in the projected surface Brillouin zone,
with dimensionless momenta p̄x,z = px,z/pu0 [Eq. (3.35)]. The positions
of the Dirac points are shown with green points and the merging contour
of the surface states with the bulk continuum is projected in purple. The
label +b (−b) corresponds to a merging with the conduction (valence)
band. The number of existing surface states at a given momentum is
indicated by the red shading. The absence of surface states is shown in
white, one surface state in light-red, and two surface states in dark-red.
(b,c) Surface dispersion for constant p̄x, at (b) p̄x = 0 and (c) p̄x = 0.2.
The energy is given in dimensionless units relative to the strain ϵ̄ = ϵ/|u|
[Eq. (3.36)]. The color code for the surface states and bulk boundaries
corresponds to Fig. 3.3. (e-g) Surface dispersion for constant p̄z, at (e)
p̄z = 0, (f) p̄z = 1.0, and (g) p̄z = 1.2. (d,h) Surface dispersion in polar
coordinates (p̄x, p̄z) = (p̄r sin ζ, 1+p̄r cos ζ) around the upper Dirac point
for (d) p̄r = 0.2 and (h) p̄r = 0.5.

linearized model ĤD,±u(k) [Eq. (3.53)].

We show the evolution of the y < 0 surface band structure in Figs. 3.6-3.11. Here, we

use the dimensionless parameters ϵ̄ = ϵ/|u| and p̄x,z = px,z/pu0 from Eqs. (3.36) and
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3.6 Dirac semimetal phase under compressive strain
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Figure 3.7: Surface band structure for a Dirac semimetal [ĤD(p) from Eq. (3.22)]
occupying the y < 0 half-space. The figure is analog to Fig. 3.6 for
ᾱ0 = 0.5. The color code in (a) gives the number of existing surface
states at a given momentum, with either two (dark-red), one (light-red),
or no surface states.
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Figure 3.8: Surface band structure for a Dirac semimetal [ĤD(p) from Eq. (3.22)]
occupying the y < 0 half-space. The figure is analog to Fig. 3.6 for
ᾱ0 = 0.9.
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Figure 3.9: Surface band structure for a Dirac semimetal [ĤD(p) from Eq. (3.22)]
occupying the y < 0 half-space. The figure is analog to Fig. 3.6 for
ᾱ0 = 1.0, corresponding to the critical point where the upper surface
state merges with the bulk continuum. In addition, (a) shows the Fermi
contour of the surface state (red line) at ϵ = εu [Eq. (3.33)]. Here, one
surface state exists in the entire surface Brillouin zone except for p̄x = 0
and p̄z ∈ {−1, 1} (purple line).

(3.35) to give the most general results. Additionally, we neglect the cubic anisotropy

α□ = 0. Fig. 3.6 shows the particle-hole symmetric case for ᾱ0 = 0. Along the

constant momentum paths p̄x = 0 [Fig. 3.6(b)] and p̄z = 1 [Fig. 3.6(f)], one can see

the two Dirac points at (p̄x, p̄z) = (0,±1). From the linearized model, we know along

which directions the surface states disperse from the Dirac points [see Eq. (3.140)].

These critical merging angles can also be seen in the circular momentum path around

the crossing point with a radius of 0.2pu, depicted in Fig. 3.6(d). Leaving the vicinity

of the Dirac point [Fig. 3.6(h)], we see that the merging angle deviates from the value

from Eq. (3.140). This results in the merging contour, presented by the purple circle

in Fig. 3.6(a), where the label +b corresponds to a merging point of the surface state

with the conduction band and −b indicates a merging with the valence band. For

ᾱ0 = 0, the two contours are degenerate due to PHS. To conclude, two surface states

exist outside of the circle (dark-red area), and none exist inside of it (white area).

78



3.6 Dirac semimetal phase under compressive strain
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Figure 3.10: Surface band structure for a Dirac semimetal [ĤD(p) from Eq. (3.22)]
occupying the y < 0 half-space. The figure is analog to Fig. 3.9 for
ᾱ0 = 1.1. Here, the single surface state exists in the entire Brillouin
zone, and the Fermi contour of the surface state forms a double Fermi
arc.
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Figure 3.11: Surface band structure for a Dirac semimetal [ĤD(p) from Eq. (3.22)]
occupying the y < 0 half-space. The figure is analog to Fig. 3.10 for
ᾱ0 = 1.7, which is close to the material specific parameters of α-Sn and
HgTe [Tab. A.2].
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3 Evolution of topological surface states of the Luttinger semimetal

Breaking PHS 0 < ᾱ0 < 1, we see that the surface states have a similar dependence

on ᾱ0 as in the Luttinger semimetal phase. In Figs. 3.7 and 3.8, we show the surface

band structure for ᾱ0 = 0.5 and ᾱ0 = 0.9. Here, both surface states bend upwards

in energy. The circular momentum paths show that the critical merging angle for

the higher surface state decreases, and the lower state goes towards ±π. This results
in splitting the +b and −b merging contours in Figs. 3.7(a) and 3.8(a). Hence, a

finite area in the surface Brillouin zone exists, where only one surface state exists

(light-red area).

The critical point ᾱ0 = 1 is presented in Fig. 3.9. Here, the upper surface state

has completely merged with the conduction band, while the lower surface state

becomes flat along the lines p̄x = 0 [Fig. 3.9(e)] and p̄z = 0 [Fig. 3.9(b)] for |p̄z| > 1.

The critical merging angle can be calculated in the linearized model ζcrit = ±π
[Eq. (3.140)]. Hence, the merging contour in Fig. 3.9(a) is reduced to a single line at

p̄x = 0 for |p̄z| < 1 between the Dirac points. The rest of the surface Brillouin zone

hosts a single surface state. The red line in Fig. 3.9(a) indicates the formation of a

surface-state Fermi contour, where the surface state lies at the energy of the Dirac

point ϵ = εu [Eq. (3.33)]. Since the surface state along p̄x = 0 is flat, the Fermi

contour forms a line, which extends from |p̄z| > 1 to infinity, which is limited by the

validity range of the Luttinger model.

The Figs. 3.10 and 3.11 illustrate the band structure for ᾱ0 = 1.1 and ᾱ0 = 1.7,

where the critical point is exceeded. Here, we find that the single surface state exists

in the entire surface Brillouin zone, giving the absence of a merging contour. For

1 < ᾱ0 ≤ 2, the remaining surface state changed from a hole-like to an electron-like

character. Interestingly, we find that the surface state has a negative velocity in

the vicinity of the Dirac point along the constant momentum paths p̄z = 1 and

p̄z = 1.2 [Figs. 3.10(f,g) and 3.11(f,g)]. Therefore, the linear surface-state Fermi

surface evolves into a closed contour, connecting both Dirac points. We identify this

contour as the double Fermi arcs discussed in Sec. 2.2.2.

The case ᾱ0 = 1.7 from Fig. 3.11 is shown explicitly because it closely resembles the

material-specific parameters for α-Sn and HgTe, with neglected cubic anisotropy and

BIA terms (see Tab. A.2). The following sections present the surface band structure

along the same momentum paths in the equivalent momentum and energy ranges

to show the effect of the linear and cubic BIA terms.
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3.6 Dirac semimetal phase under compressive strain

Each momentum path, which does not cross a Dirac point, has a finite gap between

the valence and conduction band. As discussed in Sec. 2.2, we can consider these

momentum planes as effective 2D insulators, which can be associated with a Chern

number as a topological invariant. Due to the bulk-boundary correspondence, we

see that the DSM phase of the Luttinger model only hosts trivial planes with zero

Chern number. This agrees with the predictions due to the zero chirality of the

Dirac points.

3.6.2 Surface parallel to the strain

In this section, we consider a system occupying the z > 0 half-space with the unique

z = 0 surface orientation in the DSM phase, where both Dirac points are projected

onto each other in the surface Brillouin zone (see Fig. 3.1). We first analyze the

linearized model ĤD(k) from Eq. (3.52) for analytical calculations. We find the

bulk boundaries with respect to kz

E±u
±b

(kx, ky) = εu ±
1

2
v⊥k⊥

√
4− v̄20. (3.141)

The bulk boundary becomes imaginary outside of the semimetal phase of the Lut-

tinger model (|v̄0| > 2), showing that the linearized model is only well-defined if

Dirac points are present.

To derive the effective boundary conditions for the z = 0 surface, we follow the

method of the previous section and calculate the wavefunctions of the full Hamilto-

nian ĤD(p) [Eq. (3.22)] at the Dirac points [(px, py, ϵ) = (0, 0, εu)]

|Ψ(z)⟩ =


ψ+u

+ 3
2

ψ+u

+ 1
2

ψ+u

− 1
2

ψ+u

− 3
2

e
ipuz +


ψ−u

+ 3
2

ψ−u

+ 1
2

ψ−u

− 1
2

ψ−u

− 3
2

e
−ipuz ≡

∣∣ψ+u(z)
〉
eipuz +

∣∣ψ−u(z)
〉
e−ipuz.

(3.142)

Here, |ψ±u(z)⟩ are the expanded four-component wavefunctions of the linearized

Hamiltonian. We demand the wavefunction to vanish at the boundary and get the
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3 Evolution of topological surface states of the Luttinger semimetal

effective boundary conditions

∣∣ψ+u(z = 0)
〉
+
∣∣ψ−u(z = 0)

〉
= 0. (3.143)

With the established boundary condition, we can use the method from Sec. 3.4 to

calculate the surface states of the sample. Using the wavefunction (3.51) of the

linearized model, we make the ansatz for the surface state

∣∣ψ+u(z, k⊥, φ, ϵ)
〉
=
(
c+u1

∣∣ψ+u
1

〉
+ c+u2

∣∣ψ+u
2

〉)
eik

+u
z (k⊥,φ,ϵ)z, (3.144)∣∣ψ−u(z, k⊥, φ, ϵ)

〉
=
(
c−u1

∣∣ψ−u
1

〉
+ c−u2

∣∣ψ−u
2

〉)
eik

−u
z (k⊥,φ,ϵ)z, (3.145)

which vanishes for z → ∞. Here, c±u1 and c±u2 are arbitrary coefficients,
∣∣∣ψ±u

1,2

〉
are the eigenvectors of the linearized Hamiltonian, and we use the polar coordinates

(kx, ky) = k⊥(cosφ, sinφ). From the Schrödinger equation, we find the wavenum-

bers

k+u
z (k⊥, φ, ϵ) =

−v̄0(ϵ− εu) + i
√
v2⊥k

2
⊥
(
4− v̄20

)
− 4(ϵ− εu)2

vz
(
4− v̄20

) , (3.146)

k−u
z (k⊥, φ, ϵ) =

v̄0(ϵ− εu) + i
√
v2⊥k

2
⊥
(
4− v̄20

)
− 4(ϵ− εu)2

vz
(
4− v̄20

) , (3.147)

and the eigenvectors

∣∣ψ+u
1

〉
=


−v⊥k⊥e−iφ

ϵ− εu − (v0 − 2vz)k
+u
z

0

0

, ∣∣ψ+u
2

〉
=


0

0

v⊥k⊥e
−iφ

ϵ− εu − (v0 + 2vz)k
+u
z

,
(3.148)

∣∣ψ−u
1

〉
=


v⊥k⊥e

−iφ

ϵ− εu + (v0 − 2vz)k
−u
z

0

0

, ∣∣ψ−u
2

〉
=


0

0

−v⊥k⊥e−iφ

ϵ− εu + (v0 + 2vz)k
−u
z

.
(3.149)
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3.6 Dirac semimetal phase under compressive strain

Solving the boundary condition (3.143), we find flat surface-state solutions with the

energy

Ez>0 = εu (3.150)

and the wavefunctions

|Ψjz>0(z)⟩ = v⊥k⊥



−e−iφ

i
√

2−v̄0
2+v̄0

0

0

ei(κz+pu)z +


e−iφ

−i
√

2−v̄0
2+v̄0

0

0

ei(κz−pu)z

, (3.151)

|Ψjz<0(z)⟩ = v⊥k⊥




0

0

e−iφ

−i
√

2+v̄0
2−v̄0

ei(κz+pu)z +


0

0

−e−iφ

i
√

2+v̄0
2−v̄0

ei(κz−pu)z

, (3.152)

with

κz = ik⊥
v̄⊥√
4− v̄20

. (3.153)

The flat dispersion of the surface state shows the relation of the linearized DSM

model with the linear chiral symmetric node ĤN=1(p) from Eq. (3.108). We showed

that the Hamiltonian ĤD(k) [Eq. (3.52)] inhabits effective chiral symmetry [see

Eq. (3.56)] concerning the interchange of the +u and −u blocks.

The surface band structure for the z > 0 sample in the full Hamiltonian ĤD(p)

[Eq. (3.22)] with neglected cubic anisotropy is illustrated in Fig. 3.12. Here, we use

the dimensionless quantities ϵ̄ = ϵ/|u| and p̄⊥ = p⊥/pu. Similar to the Luttinger

semimetal phase, the system is PHS for ᾱ0 = 0 [Fig. 3.12(a,b)]. Both surface states

bend upwards in energy for increasing ᾱ0. For the critical ᾱ0 = 1 [Fig. 3.12(g,h)],

one surface state is entirely flat and changes from a hole-like behavior to an electron-

like one. In contrast to the Luttinger semimetal phase, the second surface state is

still present for 1 ≤ ᾱ0 ≤ 2. It merges with the bulk dispersion for finite momentum

[see Fig. 3.12(k)], where the merging point goes to zero for increasing ᾱ0.
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3 Evolution of topological surface states of the Luttinger semimetal
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Figure 3.12: Surface band structure of the full quadratic Luttinger model with

compressive strain ĤD(p) [Eq. (3.22)] and neglected cubic anisotropy

(α□ = 0) for a sample occupying the z > 0 half-space. We show the evo-

lution under effective mass ratio for (a) ᾱ0 = α0/αz = 0, (c) ᾱ0 = 0.5,

(e) ᾱ0 = 0.9, (g) ᾱ0 = 1.0, (i) ᾱ0 = 1.1, and (k) ᾱ0 = 1.7. The

framed insets (b,d,f,h,j,l) show zooms around the projection of both

Dirac points, emphasizing the linear regime. We use the dimensionless

units ϵ̄ = ϵ/|u| [Eq. (3.36)] and p̄⊥ = p⊥/pu0 [Eq. (3.35)]. The projected

bulk states are shown in blue, and the z = 0 surface states in red.

The framed plots in Fig. 3.12 present a small momentum range around the projected

Dirac points. Here, one can see the linear behavior of the bulk continuum, which

confirms the validity range of the linearized model |ϵ− εu| ≪ |u| and |p∓pu| ≪ pu,
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3.7 Nodal semimetal phase under inversion symmetry breaking

discussed in Sec. 3.3. The surface states near the Dirac point are flat in the lowest

order, which resembles the analytically calculated Ez>0 from Eq. (3.150). Outside of

the DSM range (p ≫ pu), the band structure of the DSM phase converges towards

the quadratic-node Luttinger semimetal spectrum.

3.7 Nodal semimetal phase under inversion symmetry

breaking

As discussed in Sec. 2.2, breaking inversion symmetry in a DSM leads to a WSM

phase. It is educational to discuss an intermediate stage to understand the effect of

the full BIA terms from Eq. (3.14) on the surface states. The application BIA terms

up to linear order in momentum drives the system into a line-node semimetal phase,

described by the Hamiltonian ĤLN (p) from Eq. (3.24). This section analyzes the

evolution of the surface states of the DSM phase in the line-node phase. We focus

on the material-specific parameters of HgTe with neglected cubic BIA terms, shown

in Tab. A.2.

3.7.1 Surface perpendicular to the strain

Here, we assume a system occupying the y < 0 half-space with a surface at y = 0.

The projected surface Brillouin zone shows a line node connecting the momentum

points (px, pz) = (−p⊥0,∼ pz0) and (p⊥0,∼ pz0) [see Eq. (3.45)]. As discussed in

Sec. 3.1.2, the exact pz coordinate has a minor dependency on px, which does not

affect the discussion of this section.

Comparing Fig. 3.11 with Fig. 3.13 gives the effect of the linear BIA term on the

surface band structure in the topological semimetal regime. The surface state is

no longer mirror symmetric concerning the planes px = 0 or pz = 0. Only the

point-mirror symmetry for (px, pz)→ (−px,−pz) is preserved due to the presence of

TRS. The linear BIA term reintroduces merging contours, depicted by the purple

lines in Figs. 3.13(a) and 3.14(a). Here, one can see a closed merging contour with

the valence band −b around the Γ point. Additionally, two closed merging contours
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3 Evolution of topological surface states of the Luttinger semimetal

form at the edges of the line nodes.
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Figure 3.13: Surface band structure for a line-node semimetal [ĤLN (p) from

Eq. (3.24)] occupying the y < 0 half-space. We take the material-

specific parameters for HgTe (see Tab. A.2) without cubic BIA terms.

(a) Fermi contour at the energy of the line nodes [ϵ = ε0, Eq. (3.46)]

in the projected surface Brillouin zone, with dimensionless momenta

p̄x,z = px,z/pu0 [Eq. (3.35)]. The positions of the line nodes are shown

with green lines, and the merging contour of the surface states with the

bulk continuum is projected in purple. The label +b (−b) corresponds

to a merging with the conduction (valence) band. The light-red shading

indicates the existence of the surface state at a given momentum. The

absence of surface states is shown in white. (b,c) Surface dispersion

for constant px, at (b) px = 0 and (c) px = 0.2pz0, where pz0 is the

pz coordinate of the line node from Eq. (3.45). The energy is given in

dimensionless units relative to the strain ϵ̄ = ϵ/|u| [Eq. (3.36)]. The

color code for the surface states and bulk boundaries corresponds to

Fig. 3.3. (e-g) Surface dispersion for constant pz, at (e) pz = 0, (f)

pz = pz0, and (g) pz = 1.2pz0. (d,h) Surface dispersion in polar coordi-

nates (px, pz) = pz0(p̄r sin ζ, 1+ p̄r cos ζ) around the center of the upper

line node for (d) p̄r = 0.2 and (h) p̄r = 0.5.
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3.7 Nodal semimetal phase under inversion symmetry breaking
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Figure 3.14: Surface band structure for a line-node semimetal [ĤLN (p) from

Eq. (3.24)] occupying the y < 0 half-space, analog to Fig. 3.13. (a)

Fermi contour of the surface state at ϵ = ϵ0 [Eq. (3.46)] (red line),

where we checked that both contours terminate at the right edge of

the line node around (px, pz) ≈ (p⊥0, pz0) [Eq. 3.45)]. (b-l) Momen-

tum planes for px = const. in the vicinity of the line node, with (b)

px = −1.1p⊥0, (c) px = −1.0p⊥0, (d) px = −0.9p⊥0, (e) px = −0.6p⊥0,

(f) px = −0.3p⊥0, (g) px = 0, (h) px = 0.3p⊥0, (i) px = 0.6p⊥0, (j)

px = 0.9p⊥0, (k) px = 1.0p⊥0, and (l) px = 1.1p⊥0.

In Fig. 3.14, we show momentum planes for px = const. in the vicinity of the line

node. Here, we see that the surface state merges with the conduction band for

px ≤ −p⊥0 and with the valence band for px ≥ p⊥0 on both sides of the line node.
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3 Evolution of topological surface states of the Luttinger semimetal

The bulk gap closes for |px|p⊥0, and the surface state originates from the line node

towards both sides in pz.
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Figure 3.15: Surface band structure for a line-node semimetal [ĤLN (p) from

Eq. (3.24)] occupying the y < 0 half-space, analog to Fig. 3.13. (a-

c) Momentum planes for px = const. around the line node, with (a)

px = pz0 − 0.1p⊥0 [Eq. (3.45)], (b) pz = pz0 directly at the line node,

and (c) px = pz0 + 0.1p⊥0. (d-f) Circular momentum paths around (d)

the left edge, (e) the center, and (f) the right edge of the line node, with

the radius 0.1p⊥0. The origin of the horizontal axes is always indicating

the energy ϵ = ϵ0 from Eq. (3.46).

In Fig. 3.15, one can see detailed zoom ins of the surface band structure around

the line node. For pz = const. momentum planes [Figs. 3.15(a-c)], we see that the

bulk continuum is almost flat in the vicinity of the line node. The surface state at

pz = pz0 + 0.1p⊥0 appears to be chiral for |px| < p⊥0 and connect the conduction
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3.7 Nodal semimetal phase under inversion symmetry breaking

and valence band through the gap. Nevertheless, the effective 2D Chern number of

this momentum plane is still zero, due to a second surface state at px ≤ −p⊥0 with

the opposite chirality. The small gap at pz = pz0 and |px| ≤ p⊥0 is due to the tiny

fluctuations in the pz coordinate of the line node, as discussed in Sec. 3.1.2.

The Figs. 3.15(d-f) show the circular momentum paths around the left edge, right

edge and center of the projected line node with a small radius 0.1p⊥0. Here, the

projected line node is indicated by the gap closing at ζ ≈ ±π/2, respectively. Since
these momentum paths are not fully gapped, the effective Chern number is not

defined. To conclude, the linear BIA term does not change the topological behavior

of the surface states from the DSM phase.

3.7.2 Surface parallel to strain

For a line-node semimetal on the z > 0 half-space, we can see the full ring-shape

of the node in the surface Brillouin zone [Fig. 3.16(a)]. Here, both line nodes at

pz ≈ pz0 are projected onto each other.

Taking a radial momentum direction along p̄⊥, with (p̄x, p̄y) = p̄⊥(cosφ, sinφ), we

see the effect of the linear BIA term by comparisson of Figs. 3.11(l) and 3.16(b-

d). First, we note the gap opening at the Γ point of the size |2m|, as showed in

Sec. 3.1.2.

The two surface states cross at p⊥ = 0 and ϵ = εu, due to Kramers’ theorem. In

general, the surface-state dispersion does not change significantly in the vicinity of

the line node. This is related to the effective chiral symmetry of the linearized model

H̃LN,±u(k) from Eq. (3.59), which is not broken by the linear BIA term. Therefore,

the surface states can be approximated to be flat for small momenta, similar to the

DSM phase.
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Figure 3.16: Surface band structure for a line-node semimetal [ĤLN (p) from

Eq. (3.24)] occupying the z > 0 half-space. (a) Fermi contour with the

line node of the bulk states (green) and the surface states (red line) at

ϵ = ε0 [Eq. 3.46]. Here, we use the unitless momentum p̄x,y = px,y/pu0

from Eq. (3.35). The merging contours of the surface states with the

bulk continuum with the valence band is shown by the purple lines

with the label −b. The number of existing surface states is indicated

by the light-red shading with one state, and dark-red shading with two

states. The dashed lines indicate the momentum cut of the correspond-

ing band structure plots. (b-d) Surface band structure for the polar

coordinates (p̄x, p̄y) = p̄⊥(cosφ, sinφ), for (b) φ = 0, (c) φ = π/4, and

(d) φ = −π/4. Here, we use the dimensionless energy ϵ̄ = ϵ/|u| from
Eq. (3.36).

The two bulk crossings along a radial momentum for φ = const. are given by two

blocks in the line-node semimetal Hamiltonian H̃LN (p) [Eq. (3.38)], which decouple

completely at φ = ±π/4. Hence, the surface state originating from one block appears

to go unaffected through the bulk state of the other block. This results in the two

merging contours, shown by the purple lines in Fig. 3.16(a).

Since both surface states have an electron-like character and εu < ε0, we find a Fermi

contour outside of the line node for ϵ = ε0. It forms a closed outline indicating a

topologically trivial nature. We show in the next section, that this Fermi contour

does not change conceptionally for increasing compressive strain in the Luttinger

model, while it can shrink in the WSM phase of the Kane model.
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3.8 Weyl semimetal phase under higher order inversion symmetry breaking

3.8 Weyl semimetal phase under higher order inversion

symmetry breaking

In this section, we analyze the surface states of the full WSM phase of the Lut-

tinger model ĤW (p) [Eq. (3.26)]. Particullarly, the effects of the cubic BIA terms

are highlighted by comparisson with the line-node semimetal phase of the previous

section.

Using the analysis of this chapter, we are able to explain surface transport mea-

surements of compressive strained HgTe in Ref. [19]. Here, an additional surface

potential generated Volkov-Pankratov states [1, 130], which coexisted with the sur-

face states of the WSM.

3.8.1 Surface perpendicular to the strain

For a WSM sample, which occupies the y < 0 half-space, the eight Weyl points of

the bulk project onto the surface to form six projected Weyl points (see Fig. 3.1).

This leads to four single Weyl points at (px, pz) = (±pW⊥ ,±pWz ) with a chirality of

c = −1 and two double Weyl points at (0,±pWz ) with a chirality of c = +2.

First, we consider a large momentum and energy range shown in Figs. 3.17(a-h). We

can see that the surface band structure in this scale is indistinguishable from the

line-node semimetal phase, shown in Fig. 3.13. Even the momentum planes pz =

pWz ±pW⊥ in Figs. 3.17(i,k) are identical to the line-node phase in Figs. 3.15(a,c). The

pz = pWz momentum plane in the scale of the Weyl points changes conceptionally.

In Fig. 3.17(j) we find the short Fermi arc, connecting the c = +2 Weyl point at

(0,+pWz ) and the c = −1 Weyl point at (+pW⊥ ,+p
W
z ), which is also visible in the

Fermi contour of Fig. 3.18(a).
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Figure 3.17: Surface band structure for a Weyl semimetal [ĤW (p) from Eq. (3.26)]

occupying the y < 0 half-space analog to Fig. 3.13. We take the

material-specific parameters for HgTe (see Tab. A.2) where the cubic

BIA terms were fitted to DFT calculations. (a) Fermi contour at the

energy of the Weyl points (ϵ = εW ). The positions of the six projected

Weyl points [(px, pz) = (±pW⊥ ,±pWz ) and (0,±pWz )] are shown with

green points, and the merging contour of the surface states with the

bulk continuum is projected in purple. The label +b (−b) corresponds

to a merging with the conduction (valence) band. (b,c) Surface disper-

sion for constant px, at (b) px = 0 and (c) px = 0.2pWz . The energy is

given in dimensionless units, relative to the strain ϵ̄ = ϵ/|u| [Eq. (3.36)].
(e-g) Surface dispersion for constant pz, at (e) pz = 0, (f) pz = pWz with

a zoom in around the Weyl points in (j), and (g) pz = 1.2pWz . (d,h) Sur-

face dispersion in polar coordinates (px, pz) = pWz (p̄r sin ζ, 1 + p̄r cos ζ)

around the center between the upper Weyl points for (d) p̄r = 0.2 and

(h) p̄r = 0.5. (i,k) Constant momentum plane for pz = pWz ∓ 0.1pW⊥ .
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3.8 Weyl semimetal phase under higher order inversion symmetry breaking

The specific Weyl point setup of the projected y = 0 surface Brillouin zone lead to

effective 2D momentum planes, with different topological behavior. Following the

discussion from Sec. 2.2.1, we can consider distinct momentum planes and analyze

effective 2D Chern numbers in the gapped regimes.

In the momentum planes, given by a constant pz, the critical transitions of the 2D

planes are located along pz = ±pWz . Since the sum of all Weyl point chiralities is zero

along this plane, there is no phase transition and all pz = const. planes are effective

2D topologically trivial insulators. This can be seen through the bulk-boundary

correspondence in Figs. 3.17(e) and (g).

On the other hand, the momentum planes given by a constant px show a more

interesting behavior. Here, we can find three critical planes px = −pW⊥ , px = 0,

and px = +pW⊥ . In Fig. 3.18, we show the evolution of the surface states along

different px = const. planes around pz ∼ +pWz . Please note, that the surface states

around pz ∼ −pWz also contribute to the bulk-boundary correspondence and can

be seen utilizing the TRS via (px, pz) → (−px,−pz). Away from the Weyl points

[|px| > pW⊥ , Fig. 3.18(b,l)], we find a zero Chern number. The chirality of Weyl

points at px = ±pW⊥ sum up to c = −2. Using Eq. (2.29), we expect an effective

2D Chern number of C = +2 in the 0 < px < pW⊥ region [Fig. 3.18(h-k)]. Here,

we find two surface states crossing the Fermi level with positive velocity around

pz ∼ +pWz . Therefore, these momentum planes can be considered as effective 2D

Chern insulators. It is worth to highlight that the chiralities of the Weyl points at

px = 0 sum up to c = +4, leading to a topological transition from C = +2→ −2 in

the −pW⊥ < px < 0 region.

Overall, the Fermi contour of the surface states forms Fermi arcs, which originate

from the c = +2 Weyl points and terminate at the c = −1 Weyl points, as discussed

in Sec. 2.2.1. In Fig. 3.18(a) and Fig: 3.17(a), we can see that two different Fermi

arcs exist. A short Fermi arc, which connects the (0,+pWz ) with the (+pW⊥ ,+p
W
z )

Weyl point and a long arc between the (0,−pWz ) and (−pW⊥ ,+pWz ) Weyl point. Both

arcs have a TRS partner at negative momentum. Driving the system into a DSM

phase by reintroducing inversion symmetry, we find that the Weyl points merge into

two Dirac points at (0,±pu). Here, the short Fermi arcs get annihilated, while the

long arcs survive and form the double Fermi arcs, as depicted in Figs. 3.10(a) and

3.11(a).
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Figure 3.18: Surface band structure for a Weyl semimetal [ĤW (p) from Eq. (3.26)]
occupying the y < 0 half-space analog to Fig. 3.17. (a) Fermi contour
at the energy of the projected Weyl points, indicated by the green
points at (px, pz) = (±pW⊥ , pWz ) and (0, pWz ). The Fermi arcs of the
surface states are shown in red and the arrows indicate the direction
from a Weyl point with positive chirality to a Weyl point with negative
chirality. The projected merging contours ±b with the bulk continuum
are shown in purple. The number of existing surface states at a given
momentum is indicated by the red shading, where dark-red corresponds
to two surface states, light-red for one surface state, and white for the
absence of states. (b-l) Bulk (blue) and surface (red) dispersion for
constant momentum px = const. indicated by the plot label. We use
the dimensionless units for the momentum p̄i = pi/pu0 [Eq. (3.35)] and
energy ϵ̄ = ϵ/|u| [Eq. (3.36)].
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Figure 3.19: Surface band structure for a Weyl semimetal [ĤW (p) from Eq. (3.26)]

occupying the y < 0 half-space analog to Fig. 3.17. (a-d) Circular

momentum path around the Weyl point at (px, pz) = (−pW⊥ , pWz ) with

c = −1 chirality for decreasing radii. The momentum path is given

by (px, pz) = (−pW⊥ + pr sin ζ, p
W
z + pr cos ζ), with (a) pr = 0.1pW⊥ ,

(b) pr = 0.01pW⊥ , (c) pr = 0.001pW⊥ , and (d) pr = 10−4pW⊥ . (e-h) Fermi

contour at the energy of the Weyl points (ϵ = εW ) analog to Fig. 3.18(a)

in the momentum range of the corresponding band structure plot above,

indicated by the dashed circles.

The monopole charge of the Weyl points can be better understood by analyzing

the surface states in a circular momentum path around the node. Fig. 3.19 shows

the circular momentum paths around the c = −1 Weyl point at (−pW⊥ ,+pWz ) with

(px, pz) = (−pW⊥ + pr sin ζ, p
W
z + pr cos ζ) for decreasing radius pr in addition to

the Fermi and merging contours in the corresponding momentum range. We find

a single chiral surface state in the range of ζ ∈ [−π,+π] which crosses the Fermi

level with positive velocity. The Fermi contour in Fig. 3.19 becomes linear if the

momentum radius is small. In this regime, the full Luttinger model in the WSM

phase can be described by the well-known low-energy Hamiltonian for a single Weyl

point HWP (p) from Eq. (2.17). A similar analysis can be performed for the Weyl
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3 Evolution of topological surface states of the Luttinger semimetal

point at (+pW⊥ ,+p
W
z ), shwon in Fig. 3.20.
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Figure 3.20: Surface band structure for a Weyl semimetal [ĤW (p) from Eq. (3.26)]
occupying the y < 0 half-space analog to Fig. 3.19. (a-d) Circular
momentum path around the Weyl point at (px, pz) = (pW⊥ , p

W
z ) with

c = −1 chirality for decreasing radii. The momentum path is given
by (px, pz) = (pW⊥ + pr sin ζ, p

W
z + pr cos ζ), with (a) pr = 0.1pW⊥ , (b)

pr = 0.01pW⊥ , (c) pr = 0.001pW⊥ , and (d) pr = 10−4pW⊥ . (e-h) Fermi
contour at the energy of the Weyl points (ϵ = εW ) analog to Fig. 3.18(a)
in the momentum range of the corresponding band structure plot above,
indicated by the dashed circles.

For the middle Weyl point at (0,+pWz ) (Fig. 3.21), we find two chiral surface states,

which cross the Fermi level with negative velocity around ζ = +π/2 [see Fig. 3.21(c)].

This confirms the superposition of two Weyl points in the projected surface Brillouin

zone due to bulk-boundary correspondence. Interestingly, the momentum range of

the linear regime is different for each Weyl point.
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Figure 3.21: Surface band structure for a Weyl semimetal [ĤW (p) from Eq. (3.26)]
occupying the y < 0 half-space analog to Fig. 3.19. (a-c) Circular
momentum path around the Weyl point at (px, pz) = (0, pWz ) with c =
+2 chirality. The momentum path is given by (px, pz) = (pr sin ζ, p

W
z +

pr cos ζ), with pr = 0.1pW⊥ . The framed insets (a,c) show a zoom around
the regions with the smallest gap at ζ = ±π/2. (d) Fermi contour at
the energy of the Weyl points (ϵ = εW ) analog to Fig. 3.18(a) in the
momentum range of (b), indicated by the dashed circles. (e) Fermi
contour analog to (d) with a smaller range in pz to show the seperation
of the Fermi arcs and merging contours.

3.8.2 Surface parallel to the strain

The z = 0 surface leads to a projection of the Weyl points along the strain splitting

in pz. Here, the projected surface Brillouin zone hosts four double Weyl points, as

shown in Fig. 3.1. The Weyl nodes are located at the momentum (px, py) = (±pW⊥ , 0)
with c = −2 and (0,±pW⊥ ) with c = +2. Hence, the physical properties of the WSM

phase are most relevant in the range of the linear BIA term around the Γ point.

The surface states of the z > 0 WSM system are shown in Fig. 3.22. The lin-

ear momentum paths for constant angles, using the polar coordinates (px, py) =

p⊥(cosφ, sinφ) are given in Figs. 3.22(b,e,h). In the range of the linear BIA term

we see no significant difference to the line-node semimetal phase in Fig. 3.16. The

effect of the cubic BIA terms is clearly visible in the momentum range close to

p⊥ ∼ pβ1 in Figs. 3.22(c,d,f,g,i,j). Similar to the previous section, we can analyze

effective 2D momentum planes for the topological behavior. The diagonal momen-

tum paths for φ = ±π/4 have a zero effective 2D Chern number, since the chiralities

of the Weyl points along a diagonal sum to zero. This is visualized by the bulk-
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3 Evolution of topological surface states of the Luttinger semimetal

boundary correspondence in the zoom-in plots of Figs. 3.22(f,g) for φ = +π/4 and

(i,j) for φ = −π/4. Interestingly, the realization of the effective C = 0 2D Chern

number is different for the two diagonals. For φ = +π/4 [Figs. 3.22(f,g)], we see four

crossings of the surface states with the Fermi level. Since two have positive and two

negative velocity, they result in a zero Chern number. For φ = −π/4, no surface

state crosses the Fermi level around p⊥ ∼ pW⊥ .

In summary, this results in two Fermi arcs, which connect the c = +2 Weyl point

at (0,+pW⊥ ) and the c = −2 Weyl point at (+pW⊥ , 0), and two time-reversal partner

Fermi arcs at negative momentum. This is depicted in Fig. 3.22(a), where the

additional trivial Fermi contour outside of the Weyl points is present, similar to the

line-node semimetal phase in Fig. 3.16(a). The cubic BIA also introduces additional

merging contours, which follow two close circular paths through the Weyl points, in

between the Fermi arcs.

The Figs. 3.22(k-t) show the momentum region around the c = −2 Weyl point

at (px, py) = (+pW⊥ , 0), using (px, py) = (pW⊥ + pr cos ζ, pr sin ζ). The circular mo-

mentum paths with the radius pr = 0.1pW⊥ is presented in Figs. 3.22(k-m) and the

smaller radius pr = 0.01pW⊥ in Figs. 3.22(p-r). Here, we find the two chiral surface

states, which cross the Fermi level with negative velocity around ζ ∼ +π/2. In

Figs. 3.22(n,o,s,t), we show the Fermi contour around the considered Weyl point.

The px axis in Figs. 3.22(o,t) have a different range to highlight the critical mo-

mentum scale, where the Fermi arcs become linear. This gives the regime, where

the full WSM Hamiltonian can be approximized by the linear low-energy Weyl node

Hamiltonian ĤWP (p) from Eq. (2.17).

For horizontal and vertical momentum planes, we find a topological transition of

±2 at px,y = ±pW⊥ and ±4 at px,y = 0, respectively. Consequently, we find that the

0 < px,y < pW⊥ momentum regions host an effective 2D Chern insulator phase with

C = +2, while the 0 > px,y > −pW⊥ momentum regions have C = −2.
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Figure 3.22: Surface band structure for a Weyl semimetal [ĤW (p) from Eq. (3.26)]

occupying the z > 0 half-space analog to Fig. 3.16. (a) Fermi contour

at the energy of the Weyl points, which positions are indicated by the

green points. The Fermi arcs of the surface states are shown by the

red lines with arrows indicating the direction from positive to negative

chirality. (b-j) Energy dispersion for a constant angle φ, with (px, py) =

p⊥(cosφ, sinφ), as a function of p⊥. The large momentum ranges are

shown in (b,e,h) with zoom-ins around the gap minima in (c,d,f,g,i,j).

(k-m, p-r) Circular momentum paths as a function of φ around the

Weyl point at (px, py) = (+pW⊥ , 0). (n,o,s,t) Zoom-in of the Fermi

contour, analoge to (a), where (n,t) show enhanced px axis, giving a

non-square aspect ratio. We use the dimensionless variables with |ϵ| =
ϵ/|u| [Eq. 3.36)] and p̄i = pi/pu0 [Eq. 3.35)].
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3 Evolution of topological surface states of the Luttinger semimetal
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Figure 3.23: Chiral surface states (red arrows) in a Weyl semimetal with infinite
length in the x-direction and two surfaces at y = 0 and z = 0. The
framed plots show the surface band structure calculations in the mo-
mentum regime 0 < px < pW⊥ for the semi-infite systems occupying the
y < 0 and z > 0 half-spaces, respectively. In this momentum regime,
the system is associated to an effective C = +2 Chern number, related
to the surface states (red) which connect the valence and conductance
bands of the bulk continuum (blue).

This behavior leads to physical consequences for a real WSM sample in 3D occupying

both the y < 0 and z > 0 half-spaces. If the length of the system in the x-direction

is infinite, we can consider a px = const. momentum plane. For px = pW⊥ /2, for

instance, one can find two chiral states at the z = 0 surface with positive velocity.

A second termination of the sample at y = 0 can be understood as a non straight

continuation of the z = 0 surface plane. Hence, the bulk-boundary correspondence of

the z > 0 surface states has to be continuous over the edge at y = z = 0. Therefore,

it is possible to find two localized chiral states with positive velocity along the y = 0

surface. In total, the sample hosts two chiral surface states at the Fermi level, which

move in a counter-clockwise direction around the edge, as presented in Fig. 3.23.

As discussed in Sec. 3.3, the Luttinger model is invalid if the compressive strain

is too strong and the j = 1/2 states become relevant. This behavior is illustrated

in Fig. 3.24, where we show the surface-state calculations for the Luttinger and

Kane model for different strengths of strain. For minor strain with u = −3meV
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3.8 Weyl semimetal phase under higher order inversion symmetry breaking

corresponding to a lattice mismatch of ∼ 1%, both models are in good agreement,

where the Weyl points are connected pair-wise by the Fermi arcs and a trivial Fermi

contour exists for p⊥ > pW⊥ , as discussed above. While the surface states in the

Luttinger model appear to be unaffected by increasing compressive strain, we find

a significant evolution in the Kane model.

For u = −10meV, the crossing point of the surface states at p⊥ = 0 shifts up in

energy in the Kane model. This leads to a separation of the Fermi arcs, which

are still connecting the Weyl points pair-wise, and a decrease of the trivial Fermi

contour, which now lies between the Weyl points (p⊥ < pW⊥ ). At u = −14meV

the Kane model undergoes a critical transition, where the crossing point of the

surface states at p⊥ = 0 passes the Fermi level. Therefore, the trivial Fermi contour

vanishes and reappears around u = −16meV, where the surface states at the Γ point

lies above the Fermi level. For u = −17meV, the trivial Fermi contour hybridizes

with one set of Fermi arcs. This leads to a distinct change in the structure of the

Fermi arcs, which are now connecting all four Weyl points in a circular shape. Here,

both φ = ±π/4 diagonals host surface states which cross the Fermi level around

p⊥ ∼ pW⊥ , without diverging from the effective C = 0 2D Chern number.

In conclusion, we find that the Luttinger model delivers a good description of the

low-energy behavior of many topological semimetals. The most relevant condition

is the absence of any additional bands close to the j = 3/2 states around the Fermi

energy.
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Figure 3.24: Comparison of the 4-band Luttinger model (three top rows) and 6-
band Kane model (three bottom rows) in the Weyl semimetal phase
with bulk-inversion-asymmetry and compressive strain u occupying the
z > 0 half-space. We show the Fermi contours with the Fermi arcs of
the surface states in red and the positions of the projected Weyl points
in green. The surface band structures are calculated along the diagonal
momentum paths for φ = ±π/4 with (px, py) = p⊥(cosφ, sinφ), analog
to Figs. 3.22(e,h). The columns correspond to different strengths of
compressive strain with increasing magnitude. The units of momentum
is µm−1 and energy is meV and we take the material-specific parameters
of HgTe from Tabs. A.2 and A.1.
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4 Topological superconductivity

within the Luttinger model
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4 Topological superconductivity within the Luttinger model

Figure 4.1: (a) Sketch of a 1D Luttinger wire of length L in contact with a s-wave

superconductor and in the presence of a Zeeman field Bx or By. (b)

Luttinger Josephson junction with a non-superconducting (N) region in

between two superconductors (S1, S2) with a phase difference of ϕ. The

N and the S1/2 regions have a width of W and WS and the full junction

has a length of L. A magnetic field in x direction Bx is applied only to

the N region (red arrow).

Over the last decades, a tremendous interest in the formation of Majorana bound

states (MBSs) has arisen [92, 93, 131, 132, 98]. These states were first predicted

in high energy physics by Ettore Majorana in 1937 [20] as a fermion that is its

antiparticle. It was later discovered that they also exist in condensed-matter systems

as zero-energy modes, which appear at the boundaries of topological superconductors

(SCs) [79, 90]. The topological protection of their nonlocal properties and non-

abelian statistics make MBSs ideal candidates for topological quantum computation

[22, 99, 133, 90, 132, 98]. Consequently, the interest in detecting signatures of MBSs

in experiments is high [134, 131, 135, 136, 24].

It was predicted that MBSs emerge in semiconducting nanowires with proximitized

s-wave superconductivity and spin-orbit coupling (SOC) [109, 110, 137, 138, 98, 139].

These systems go into a topological phase if a Zeeman field perpendicular to the SOC

field inverts the SC gap in the bulk dispersion (see Fig. 2.3). A similar topological

phase transition appears in 2D Josephson junction if the double degenerate Andreev

bound states (ABSs) split at a finite Zeeman field (see Fig. 2.4). In these topological

Josephson junctions, the MBSs form at the boundary between the normal region

and the vacuum (see Fig. 2.2) and are protected by the topological gap in the ABS
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spectrum [140, 23, 136, 24, 25].

This chapter analyzes these two superconducting systems in the Luttinger model.

This 4-band model provides a more realistic description of materials and their band

structure in comparison to the 2-band model discussed before. Additionally, intrinsic

spin-orbit interactions, especially bulk inversion asymmetry (BIA) terms, are already

considered [116], leading to an inherent emergence of MBSs in the system without

applying extra SOC.

As previously discussed, the Luttinger model hosts various topological phases with

topological surface states, even without superconductivity. Furthermore, the de-

scription of j = 3/2 particles allows the existence of higher-order superconducting

couplings beyond the usual s- and p-wave Cooper pairs [141, 142, 143, 144, 145, 146,

147]. This opens a new field of research that can analyze the combination of differ-

ent superconducting effects, bulk states with intrinsic SOC, and topological surface

states in the future. The findings of this chapter are also published in Ref. [28].
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4 Topological superconductivity within the Luttinger model

4.1 Superconducting pairing in j=3/2 carriers

Even
parity

Odd
parity

Figure 4.2: Schematic presentation of the possible Cooper pair states in l = 0 (gray)

and l = 1 (red, blue) states.

Recently, a broad interest in the superconducting pairing in quadratic nodal semimet-

als, described by the Luttinger model, can be found in the scientific community

[141, 148, 149, 150, 151, 142, 143, 145]. Due to the j = 3/2 character of the elec-

trons forming the Cooper pairs, exotic spin pairings are possible. One can find

the spin-singlet (j = 0) and spin-triplet (j = 1) pairings, which also arise in the

traditional j = 1/2 SC with l = 0, but also spin-quintet (j = 2) and spin-septet

(j = 3) pairings are realizable. We present a schematic overview of the different

coupling possibilities in Fig. 4.2. The Clebsch-Gordon coefficients [152] in Tab. 4.1

correspond to all possible Cooper pair states [142, 145].

This thesis focuses on the singlet s-wave pairing state with j = 0. In the usual

l = 0 states, only a combination of a jz = +1/2 and jz = −1/2 state can lead to an
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4.1 Superconducting pairing in j=3/2 carriers

s-wave superconducting pairing (see top left of Fig. 4.2). In Luttinger semimetals

(LSMs) with l = 1, an s-wave state forms by a quantum mechanical superposition

of a Cooper pair, consisting of a jz = +1/2 and jz = −1/2 state (blue in Fig. 4.2),

and another Cooper pair, built from a jz = +3/2 and jz = −3/2 state (red in

Fig. 4.2). In the basis (ΨL,Ψ
∗
L)

T [Eq. (3.1)], the s-wave pairing term in its most

straightforward momentum independent form is given by [151, 142, 143, 145]

∆̂s = ∆sÛT , with ÛT = eiπĴy =


0 0 0 1

0 0 −1 0

0 1 0 0

−1 0 0 0

. (4.1)

We want to briefly summarize the higher spin coupling terms discussed in the lit-

erature. The odd parity p-wave state (j = 1) usually consists of a combination

of two spin-1/2 states with equal jz (see bottom left in Fig. 4.2). The LSM gives

another possibility, leading to a superposition with an additional pairing between a

jz = +3/2 and jz = −1/2 state (or vice versa). A possible momentum-dependent

p-wave superconducting coupling term is discussed in Refs. [141, 145] and is given

by

∆̂p(p) = ∆p


3
4p−

√
3
2 pz

√
3
4 p+ 0

√
3
2 pz

3
4p+ 0 −

√
3
4 p−√

3
4 p+ 0 −3

4p−
√
3
2 pz

0 −
√
3
4 p−

√
3
4 pz −3

4p+

, (4.2)

where ∆p is a real constant.

A unique feature of superconducting pairing in LSMs is the higher spin d-wave (j =

2) and f -wave (j = 3) pairings. The d-wave Cooper pair arises from a combination

of a jz = +3/2 and jz = +1/2 state, which is impossible without the existence of

both heavy-hole (HH) and light-hole (LH) states. In general, the even parity d-wave

state can be expanded by [151, 143]

∆̂d =
∑
i

∆d,iΓ̂i, (4.3)
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where the Γ̂i matrices are given by

Γ̂yz =
1√
3

(
ĴyĴz + ĴzĴy

)
ÛT , (4.4)

Γ̂xz =
1√
3

(
ĴzĴx + ĴxĴz

)
ÛT , (4.5)

Γ̂xy =
1√
3

(
ĴxĴy + ĴyĴx

)
ÛT , (4.6)

Γ̂3z2−r2 =
1

3

(
2Ĵ2

z − Ĵ2
x − Ĵ2

y

)
ÛT , (4.7)

Γ̂x2−y2 =
1√
3

(
Ĵ2
x − Ĵ2

y

)
ÛT . (4.8)

Here, the subscripts are motivated by the corresponding spherical harmonics. All

Γ̂i matrices are generally even under time-reversal symmetry (TRS), which means

that the pairing state preserves TRS if the amplitude ∆d,i is real. A possible d-wave

pairing term discussed by Refs. [148, 145] is given by

∆̃d(p) = ∆1f(p)ηs +∆0

(
Γ̂xz + iΓ̂yz

)
, (4.9)

with ∆0 and ∆1 being real constants, ηs being a spin-singlet state with an isotropic

form factor f(p) = pzp+, which breaks TRS.

As discussed in Sec. 2.3, we use the convenient basis transformation from Eq. (2.46),

which applies the unitary part of the TRS operator to the quasi-hole states

ΨN =

(
ΨL

ÛT Ψ
∗
L

)
. (4.10)

In this basis, the s-wave coupling term simplifies to be proportional to the unit

matrix

∆̂s = ∆s1̂4, (4.11)

which is used throughout the rest of the thesis.
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|j = 3, jz = 0⟩ = 1√

20

(∣∣3
2 ,−

3
2

〉
+ 3

∣∣1
2 ,−

1
2

〉
+ 3

∣∣−1
2 ,

1
2

〉
+
∣∣−3

2 ,
3
2

〉)
|j = 3, jz = −1⟩ = 1√

5

(∣∣−3
2 ,

1
2

〉
+
√
3
∣∣−1

2 ,−
1
2

〉
+
∣∣1
2 ,−

3
2

〉)
|j = 3, jz = −2⟩ = 1√

2

(∣∣−3
2 ,−

1
2

〉
+
∣∣−1

2 ,−
3
2

〉)
|j = 3, jz = −3⟩ =

∣∣−3
2 ,−

3
2

〉
Table 4.1: Summary of all possible superconducting pairing states in the Luttinger

model. We use the short notation |jz,1, jz,2⟩ ≡ |j1, j2; jz,1, jz,2⟩, since

j1 = j2 = 3/2. [142, 145]
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4 Topological superconductivity within the Luttinger model

4.2 Reflection matrix as topological invariant

Figure 4.3: Schematic setup for determining of the topological invariant given by

the reflection matrix. (left) 1D semi-infinite superconducting wire (S)

connected to a normal conducting region (N). The red arrows indicate

the scattering modes which reflect at the N-S interface r̂NS and the left

boundary of the N region r̂N . (right) Setup of the numerical calculation

for the reflection matrix in a 2D Josephson junction (see Fig. 4.1). The

black frame indicates the scattering region, where a single semi-infinite

N lead is attached to one boundary of the finite N region between two

superconductors (S1 and S2). The full Josephson junction becomes semi-

infinite in y →∞ by a full S-N-S lead.

Throughout this work, we study superconducting systems under the effect of mag-

netic fields. These are members of the symmetry class D due to the conserved

particle-hole symmetry (PHS) and broken TRS (see Sec. 2.1) [29, 30, 32]. In 1D,

a Z2 invariant Q determines the topological classification, which gives the parity

of the number of MBSs N at the system’s boundary. If N is even, the system is

topologically trivial with Q = +1. The system is topologically non-trivial for odd

N with Q = −1.

Akhmerov et al. [153] showed that one can compute Q with the reflection matrix

at the system boundary, where the MBSs form. Fulga et al. [154, 155] expanded

this framework for general symmetry classes and higher dimensions. This section is

dedicated to explaining the formalism and showing the concrete application for this

work.
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4.2 Reflection matrix as topological invariant

Only localized states contribute to the scattering in the system at zero energy.

Therefore, one can describe the scattering problem of a 1D N-S interface (see Fig. 4.3)

with the unitary 2M × 2M reflection matrix r̂NS , where the number of modes 2M

is even due to the PHS. The relation between the incoming and outgoing modes is

given by

Ψ̂out = r̂NSΨ̂in, with r̂NS =

(
r̂ee r̂eh

r̂he r̂hh

)
. (4.12)

Here, r̂ee (r̂hh) is the normal reflection from electron to electron (hole to hole), and

r̂eh (r̂he) is the Andreev reflection from hole to electron (electron to hole). In a

superconducting system, the reflection matrix should conserve PHS

C†r̂NSC = r̂NS , (4.13)

which gives the symmetry relations

r̂∗ee = r̂hh and r̂∗eh = r̂he. (4.14)

Using the unitary transformation, one can transform the reflection matrix into the

so-called Majorana basis

r̂ = Ω̂†r̂NSΩ̂ with Ω̂† =
1√
2

(
1 1

−i i

)
(4.15)

=
1

2

(
r̂ee + r̂hh + r̂eh + r̂he i(r̂ee − r̂hh − r̂eh + r̂he)

−i(r̂ee − r̂hh + r̂eh − r̂he) r̂ee + r̂hh − r̂eh − r̂he

)
.

In this basis, the reflection matrix is purely real r̂∗ = r̂ due to PHS. One can use

the condition for a bound state in the 1D N-S junction [156]

det
(
1̂− r̂N r̂NS

)
= 0 with r̂N =

(
ÛN 0

0 Û∗
N

)
, (4.16)

where r̂N is the reflection matrix from the terminated normal lead and ÛN (Û∗
N ) is

an M ×M unitary matrix of electron (hole) reflection amplitudes. Since a unitary

transformation does not change the determinant of a matrix, we can rewrite the

bound state condition

det
(
1̂ + ÔN r̂

)
= 0, (4.17)

111



4 Topological superconductivity within the Luttinger model

with the unitary and orthogonal matrix ÔN = −Ω̂†r̂N Ω̂. The shape of Eq. (4.17)

implies that the number of eigenvalues (−1) of ÔN r̂ determines the number of bound

states N .

Using the properties of unitary matrices, one can easily show that

det
(
ÔN

)
= det(r̂N ) = det

(
ÛN

)
det
(
Û∗
N

)
= 1. (4.18)

Therefore, one can find the relation

det
(
ÔN r̂

)
= det(r̂) =

2M∏
i=1

λi = ±1, (4.19)

where λi are the eigenvalues of r̂, which are either +1, −1 or come in conjugate

pairs of e±iθ. This leads to the topological invariant

Q = det(r̂) = (−1)N , (4.20)

which determines if the number of bound states is even or odd.

It is essential to mention that the reflection matrix does not fully describe the scat-

tering problem if a non-localized bulk state exists at zero energy due to a closed

topological gap. Here, the transmission of the scattering matrix gives a finite contri-

bution, making the reflection matrix non-unitary. The topological invariant is not

defined without a gap, and we find det(r) = 0.

Throughout this thesis, we calculate the reflection matrix of a system using the

algorithms of the Kwant code [157]. For a 1D superconducting wire, we model

the system by a semi-infinite normal conducting lead connected to a semi-infinite

superconducting lead, as shown on the left of Fig. 4.3. For the 2D Josephson junction

calculations, we apply a semi-infinite in y ∈] −∞,−L/2] direction normal lead on

one side of the system at −W/2 ≤ x ≤ W/2. To counteract the effects of reflection

with the opposite edge, we extend the entire Josephson junction with one normal

and two superconducting leads for y ∈ [L/2,∞[, as shown in the right of Fig. 4.3.

This way, we can model the narrow N region of the Josephson junction as an effective

1D SC and get the topological invariant accordingly.
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4.3 Finite-difference method

To verify this formalism, one can apply it to the 1D superconducting Rashba wire

from Eq. (2.65). Here, we confirm numerically that the topological invariant is given

by

QRashba wire =

+1 for Bx <
√
µ2 +∆2

−1 for Bx >
√
µ2 +∆2

, (4.21)

which agrees with the predictions of Refs. [109, 110]. Our numerical calculations in

Sec. 2.3.4 show that MBSs form only in the magnetic field range, whereQRashba wire =

−1.

Additionally, we can calculate Q in the 2D Josephson junction setup, discussed in

Sec. 2.3.5. We find Q = −1 inside the boundaries of Fig. 2.4(a) and Q = +1 outside

of it. This confirms the validity of the method, which we use for the superconducting

Luttinger systems throughout this chapter.

4.3 Finite-difference method

To study topological superconductivity in LSMs, we use two different setups. We

can explore the bulk dispersion analytically in an infinite 1D wire (L → ∞) since

translation symmetry is preserved and px is a good quantum number. The calcu-

lation of MBSs demands the existence of a boundary at the ends of the wire. We

apply effective hard-wall boundary conditions given by:

Ψ

(
x = −L

2

)
= Ψ

(
x =

L

2

)
= 0. (4.22)

Consequently, this boundary condition breaks translation symmetry; therefore, px

is not a good quantum number.

Nevertheless, the junction between the normal and SC regions in the 2D Joseph-

son junction setup [see Fig. 4.1(b)] already breaks translation symmetry in the x-

direction. One must verify that the wavefunction is continuous at the interfaces in
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4 Topological superconductivity within the Luttinger model

addition to the effective hard-wall boundary condition at the ends of the SCs

ΨS1

(
x = −W

2
, y

)
= ΨN

(
x = −W

2
, y

)
, (4.23)

ΨS2

(
x =

W

2
, y

)
= ΨN

(
x =

W

2
, y

)
(4.24)

ΨS1

(
x = −W

2
−WS , y

)
= ΨS2

(
x =

W

2
+WS , y

)
= 0. (4.25)

For a Josephson junction with infinite length in the y-direction (L → ∞), we can

analyze the ABSs with the good quantum number py, which act as effective bulk

states in the subgap regime (|ϵ| < ∆) of the system. In parallel to the wire setup, one

needs to introduce additional boundaries in the y-direction to calculate the MBSs,

forming at the ends of the normal region (see Fig. 2.2). Therefore, we apply effective

hard-wall boundary conditions in the y-direction via

Ψ

(
x, y = −L

2

)
= Ψ

(
x, y =

L

2

)
= 0. (4.26)

In the case of broken translation symmetry, one must use the momentum operator

px → −i∂x. This leads to complicated differential equations, which we need to

calculate numerically. Therefore, we map the continuum Hamiltonian in a given

setup on a numerical grid, which can be interpreted as a finite lattice in real space

with a lattice constant a, giving the distance between the lattice points. Using this

mapping, one can approximate the derivative of the wavefunction with the finite-

difference method

pxΨ(x)→ −i∂xΨ(x) ≈ −iΨ(x+ a)−Ψ(x− a)
2a

(4.27)

p2xΨ(x)→ −∂2xΨ(x) ≈ −Ψ(x+ a) + Ψ(x− a)− 2Ψ(x)

a2
. (4.28)
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4.3 Finite-difference method

Expanding the basis into the mapping of the real space lattice gives the new basis

Ψ(x)→


Ψ
(
x = −L

2

)
Ψ
(
x = −L

2 + a
)

Ψ
(
x = −L

2 + 2a
)

. . .

Ψ
(
x = L

2

)

, (4.29)

which leads to a new 8N × 8N Hamiltonian, where N = L/a is the number of

lattice points that are multiplied by the four spin states in the Luttinger model

and particle-hole degree of freedom due to superconductivity. The finite-difference

method is often referred to as the tight-binding method since the resulting Hamil-

tonian resembles a tight-binding Hamiltonian very closely.

In general, periodic boundary conditions [Ψ(x) = Ψ(x+L)] allow simplifications to

Eqs. (4.27) and (4.28). Using the identity Ψ(x+ a) = eipxaΨ(x), we get

−i∂xΨ(x) ≈ sin(pxa)

a
Ψ(x) (4.30)

−∂2xΨ(x) ≈ 2

a2
[1− cos(pxa)]Ψ(x), (4.31)

which also leads to a periodicity in momentum [Ĥ(px) = Ĥ(px + 2π/a)].

Using the finite-difference method has both advantages and drawbacks. On the

one hand, the eigenvalues of the resulting Hamiltonian contain any boundary states

coming from the hard-wall boundary conditions. Additionally, the containment of

the system to a finite size splits the bulk continuum into discrete subbands, which

resembles the band structure in an experimental setup more realistically. On the

other hand, one must choose a sufficiently small lattice constant a for the numerical

approximations in Eqs. (4.27) and (4.28) to be valid. Therefore, N can proliferate

until convergence is reached, leading to a huge Hamiltonian, where diagonalization

is computationally demanding. Here, it is essential to exploit the sparseness of the

Hamiltonian since only the coupling between adjacent lattice points is considered.

Throughout this thesis, we use the Kwant package to conveniently generate and

analyze such finite-difference Hamiltonians in Python [157].
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4 Topological superconductivity within the Luttinger model

4.4 Effective SOC field orientation in the isoparity basis

In the superconducting two-dimensional electron gas (2DEG) model with j = 1/2,

the orientation of the SOC field relative to the magnetic field is essential for the

topological behavior [109, 25, 98] (see Secs. 2.3.4 and 2.3.5). Here, the basis states

are defined by the z-component of the spin (↑, ↓). Therefore, the Hamiltonian is a

2× 2 matrix, which can be described by a linear combination of four basis matrices.

It is convenient to use the Pauli matrices σ̂i and write the specific terms of the

Hamiltonian in the shape of n · σ̂, with σ̂ = (σ̂x, σ̂y, σ̂z)
T . Since the spin orientation

is proportional to σ̂, which allows to immediately read the direction of the SOC

field given by the vector n.

In contrast to the 2DEG, the Luttinger model does not allow such direct interpre-

tation since the 4×4 basis of the j = 3/2 spin matrices has 16 (15 plus unit matrix)

independent basis matrices. We show in this section, that a combination of parity

and spin allows to seperate the 4×4 basis into a tensor product of two 2×2 matrices,

which we define as two sets of Pauli matrices κ̃i and σ̃i. Afterwards, we can compare

the σ̃i terms in the j = 3/2 basis with the σ̂i terms in the j = 1/2 basis to get an

effective SOC field in the Luttinger model. Following Ref. [158], we use the isoparity

operator

P̃z = P̂zQ̂, (4.32)

where the parity operator P̂z : z 7→ −z, pz 7→ −pz acts on the spatial coordinates,

and −iQ̂ is the diagonal representation matrix of the parity operator on the space

of j = 3/2 states. The eigenvalues of Q̂ come in pairs of ±1, with opposite signs for

opposite jz values. We demand that P̃z is a conserved quantity [Ĥ(p), P̃z] = 0. In

the usual basis of the Luttinger model [(c 3
2
, c 1

2
, c− 1

2
, c− 3

2
)T ], one finds

Q̂ =


+1 0 0 0

0 −1 0 0

0 0 +1 0

0 0 0 −1

. (4.33)

It is convenient to rewrite the Luttinger Hamiltonian ĤOh(p) [Eq.(3.7)] in a basis
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4.4 Effective SOC field orientation in the isoparity basis

ordered by the eigenvalues of Q̂ [(c 3
2
, c− 1

2
, c− 3

2
, c 1

2
)T ]

H̃L(p) =
{
α0p

2κ̃0 + α̃z

[(
p2⊥ − 2p2z

)
κ̃z −

√
3
(
p2x − p2y

)
κ̃x)
]}
σ̃0 + nL · σ̃,

with nL = −2
√
3

(
αz +

1

5
α□

)
κ̃y

 pypz

−pxpz
pxpy

. (4.34)

Here, α̃z = αz− 3
10α□, p

2
⊥ = p2x+p

2
z, σ̃ = (σ̃x, σ̃y, σ̃z)

T acts on the isoparity as pseu-

dospin and κ̃i acts on the LH and HH states |jz| ∈
{
3
2 ,

1
2

}
. From the shape of H̃L(p),

we can identify nL as the effective intrinsic SOC field of the Luttinger model. Since

nL vanishes if two momentum components are zero (i.e. py = pz = 0), Eq. (4.34)

shows that the Oh symmetric 1D Luttinger Hamiltonian is pseudospinless.

In Sec. 4.5, we study the effect of the 1D inversion symmetry breaking SOC terms

given by linear BIA from Eq. (3.15). In the basis of Eq. (4.34), it takes the form

ĤBIA(px) = nBIA · σ̃, with nBIA = −
√
3

2
β(κ̃x +

√
3κ̃z)

px0
0

 . (4.35)

Therefore, a 1D superconducting Luttinger wire with Td symmetry has an intrinsic

effective SOC field parallel to the wire. Since the BIA breaks P̂z symmetry, it is

off-diagonal and couples the blocks of H̃L(px, py, pz = 0), even for pz = 0.

The j = 1/2 superconducting models, discussed in Secs. 2.3.4 and 2.3.5, show that

a topological phase requires a perpendicular Zeeman and SOC field. We write the

Zeeman term from Eq. (3.27) in the pseudospin basis and find

ĤZ = nZ · σ̃, with nZ =
1

2

Bx

(√
3κ̃x + κ̃0 − κ̃z

)
By

(√
3κ̃x − κ̃0 + κ̃z

)
Bz(κ̃0 + 2κ̃z)

 , (4.36)

where nZ ||B.

Considering the direction of nBIA relative to the system, we predict that the 1D su-
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4 Topological superconductivity within the Luttinger model

perconducting Luttinger wire hosts a topological phase if a magnetic field is applied

perpendicular to the wire. Since nL points out-of-plane for pz = 0, any in-plane

magnetic field in the 2D Josephson junction setup without BIA is sufficient for a

topological phase transition.

4.5 One dimensional superconducting Luttinger wire

In this Section, we discuss the emergence of topological superconductivity in 1D

Luttinger wires. Here, we assume a setup shown in Fig. 4.1(a), where the proximity

of the yellow SC induces s-wave superconductivity. The Luttinger model generally

describes a wide variety of metals and semimetals, where the Fermi energy is close

to the Γ8 bands [159, 116]. We choose three materials as examples to show the effect

of these phases under inversion symmetry breaking.

For the general analysis of a 1D SC without SOC, we present calculations for α-Sn

parameters, shown in Tab. A.2 with O(3) symmetry without BIA. The emergence of

a topological phase with MBSs is shown for HgTe as a semimetal and p-doped GaAs

as a metal, with Td symmetry, due to an intrinsic lack of inversion symmetry.

Our study shows that the coexistence of HH and LH states introduces new features

to the topological behavior, which were not present in the j = 1/2 Rashba wire

[Eq. (2.65)] [109, 110]. We show that the extra band is responsible for a second phase

transition, leading to an upper boundary in the magnetic field for the existence of

MBSs. This can be used as an additional knob in future experiments.
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4.5.1 Inversion symmetric phase
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Figure 4.4: (a) - (e) Bulk band structure of the Luttinger semimetal without spin-

orbit coupling. We apply a magnetic field By in the y-direction, using

the parameters for α-Sn (see Tab. A.2), ∆ = 0.56meV and µ = 2∆.

The color indicates the band to have either heavy-hole (red) or light-

hole (blue) character. The critical magnetic fields BHH and BLH are

defined in Eq. (4.40). If the band structure has a finite topological gap

ϵtopg = minpx ϵg(px), one can calculate the topological invariant Q from

Eq. (4.20). (f) Topological gap ϵtopg as a function of a magnetic field in

y-direction (black) and x-direction (green).

We take the cubic symmetric Luttinger Hamiltonian in 1D ĤOh(px, 0, 0) [Eq. (3.7)]

and apply a general Zeeman field B = (Bx, By, Bz). In the Nambu basis ΨN

[Eq. (4.10)] it takes the form

ĤOh
W (px) = τ̂z

[
ĤOh(px, 0, 0)− µ1̂4

]
+ τ̂x∆+B · Ĵ . (4.37)

First, we consider a wire with infinite length (L → ∞) [see Fig. 4.1(a)], where px

is a good quantum number. Therefore, one cas study the bulk properties of the

system. One must find the gap closings at zero momentum for the topological phase

119



4 Topological superconductivity within the Luttinger model

transition. Taking a general magnetic field orientation, we find the energy

εW,Oh

|jz |= 3
2

(px = 0) = ±
(
3

2
|B| − 2

√
∆2 + µ2

)
, (4.38)

εW,Oh

|jz |= 1
2

(px = 0) = ±
(
1

2
|B| − 2

√
∆2 + µ2

)
, (4.39)

with |B| =
√
B2

x +B2
y +B2

z . One can see that the HH and the LH states behave

differently under magnetic fields due to the different magnitudes of jz. The critical

field, where the bulk gap closes [see Fig. 4.4 (b) and (d)], is given by:

BHH =
2

3

√
∆2 + µ2 and BLH = 2

√
∆2 + µ2. (4.40)

It is important to emphasize that these critical fields do not depend on the effec-

tive masses of the Luttinger model (α0, αz, α□). Therefore, our findings apply to

semimetals and metals, as long as the Luttinger model describes the band structure

around the chemical potential.

It is convenient to perform a unitary basis rotation

R̂†
y(
π

2
)ĤOh

W (px)R̂y(
π

2
), where R̂y(θ) = e−iθJy (4.41)

is the unitary rotation operator around the y-axis by an angle θ. For a magnetic

field in x-direction, the Hamiltonian decouples into four 2× 2 blocks

ĥ|jz |= 3
2
,σ(px) =

(
α̃−p

2
x − µ

)
τ̂z +∆τ̂x + σ

3

2
Bxτ̂0, (4.42)

ĥ|jz |= 1
2
,σ(px) =

(
α̃+p

2
x − µ

)
τ̂z +∆τ̂x + σ

1

2
Bxτ̂0. (4.43)

Here, σ = ±1 indicates the sgn(jz) and α̃± = α0±2α̃z. In this basis, we can interpret

the αz and α□ terms as different effective masses for the HH and LH states and do

not act as symmetric SOC in 1D. For a wire with infinite length L [Fig. 4.1(a)],

where px is a good quantum number, we can solve the Bogoliubov-de Gennes (BdG)
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equation to get the bulk dispersion

εW,Oh

|jz |= 3
2

(px, By = Bz = 0) = σ
3

2
Bx + τ

√
(α̃−p2x − µ)

2 +∆2, (4.44)

εW,Oh

|jz |= 1
2

(px, By = Bz = 0) = σ
1

2
Bx + τ

√
(α̃+p2x − µ)

2 +∆2, (4.45)

where τ = ±1 gives the particle-hole degree of freedom. Taking zero energy, we can

find the momentum solution for a gap-closing analytically to be

p2|jz |= 3
2

=
µ±

√(
3
2Bx

)2 −∆2

α̃−
and p2|jz |= 1

2

=
µ±

√(
1
2Bx

)2 −∆2

α̃+
. (4.46)

If at least one of these solutions is real, one can always find a critical momentum

where two bulk states cross at zero energy. The gap of the HH and LH states is

closed for

|jz| =
3

2
⇒

Bx ≥ 2
3∆ if µα̃− > 0

Bx ≥ BHH if µα̃− < 0
(4.47)

|jz| =
1

2
⇒

Bx ≥ 2∆ if µα̃+ > 0

Bx ≥ BLH if µα̃+ < 0.
(4.48)

The sgn(α̃∓) determines if the HH and LH states are n or p-type. Therefore, the

conditions of Eqs. (4.47) and (4.48) describe if the chemical potential lies in the

corresponding band [µα̃∓ > 0] or not [µα̃∓ < 0]. Since the Luttinger model for Oh

symmetric materials has no SOC in 1D [see Eq. (4.34)], there is no topological gap

opening beyond the critical magnetic field. The green line in Fig. 4.4 (f) shows the

topological gap ϵtopg = minpx ϵg(px), which is the smallest gap for all momenta as a

function of Bx.

Since a magnetic field By, perpendicular to the wire, mixes the HH and LH states at

finite momentum, the BdG equation cannot be solved analytically. Fig. 4.4 shows

the bulk band structure of a wire of α-Sn for different By. Without magnetic field

[By = 0, see Fig. 4.4 (a)], the bulk bands are double degenerate with a gap in the LH

states due to the superconducting coupling ∆. Since the chemical potential does not

intersect the HH states, their quasi-particle and hole spectrum forms a trivial gap
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4 Topological superconductivity within the Luttinger model

unaffected by superconductivity. Here, we can calculate the topological invariant

Q = +1 using the method discussed in Sec. 4.2. At a finite magnetic field, the

degeneracy of the bands is lifted, and the size of the topological gap is decreased

until it is closed [see black line in Fig. 4.4 (f)]. The topological gap between the two

critical magnetic fields is fully closed for a magnetic field perpendicular to the wire.

It reopens for By > BLH, with a trivial topological invariant Q = +1. Therefore, one

cannot find a non-trivial topological phase in the 1D Luttinger materials without

external SOC, like a Dresselhaus term from inversion symmetry breaking.

From Eqs. (4.47) and (4.48), one can see that the value of the critical magnetic

field behaves similarly as in the j = 1/2 model of Eq. (2.65). In both models,

the critical fields depend only on the superconducting coupling and the chemical

potential. The only difference is the |jz| dependent prefactor in the Zeeman term of

the corresponding state.
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4.5 One dimensional superconducting Luttinger wire

4.5.2 Intrinsic inversion symmetry breaking by BIA
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Figure 4.5: (a-e) Bulk band structure for a Luttinger semimetal with bulk inversion

asymmetry. We apply magnetic field By in y-direction, using the pa-

rameters for HgTe (see Tab. A.2), ∆ = 0.2meV and µ = 0.25meV. The

color code corresponds to Fig. 4.4, and the topological invariant is cal-

culated using Eq. (4.20). Without magnetic field (a), the band structure

is double degenerate with Q = +1. At the critical magnetic fields BHH

(b) and BLH (d) [Eq. (4.40)] the corresponding bands cross at px = 0,

inducing a gap inversion with a change in Q. (c) The bulk inversion

asymmetry term opens the gap at finite momentum Etop
g . (f) Energy

at px = 0 as a function of By. The framed insets correspond to Q in

the regions between the critical magnetic fields indicated by the dashed

lines.

This section discusses the effect of an intrinsic SOC given by the BIA. We focus

on the linear BIA term, added to the cubic symmetric Hamiltonian ĤOh
W (px) from

Eq. (4.37). This leads to a tetrahedral symmetric Hamiltonian, which has the shape

of

ĤTd
W (px) = ĤOh

W (px) + τ̂zβ1px

{
Ĵx, Ĵ

2
y − Ĵ2

z

}
, (4.49)
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4 Topological superconductivity within the Luttinger model

in the previously used Nambu basis ΨN [Eq. (4.10)].

As discussed in Sec. 4.4, the effective SOC field of the BIA is parallel to a Zeeman

field in the x-direction and perpendicular to a field in the y or z-direction. The

evolution of the bulk band structure of a semimetal with Td symmetry under in-

creasing magnetic field By is shown in Fig. 4.5. Here, we use the material-specific

parameters of HgTe (see Tab. A.2). To study the effect of the BIA term, we can

compare Fig. 4.4 with Fig. 4.5.

In Fig. 4.5(a), one can see that the quadratic nodal point around zero momentum

and ϵ = ±µ gets a linear character due to the linear BIA term. As discussed in

Ref. 3.1.2, the dispersion in a small momentum scale is dominated by the BIA

term. In addition, a small hybridization between the HH and LH states exists, even

without a magnetic field. Since the BIA term vanishes at zero momentum, the

critical magnetic fields BHH [Eq. (4.47)] and BLH [Eq. (4.48)] are still valid, which

can be seen in the gap closings in Figs. 4.5(b) and (d).
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Figure 4.6: Topological gap minpx ϵ in a superconducting Luttinger wire [Eq. (4.49)]

at finite magnetic field By = (BHH + BLH)/2 as a function of bulk

inversion asymmetry strength β1 and induced s-wave superconducting

coupling ∆. One can see that there is no topological gap in inversion

symmetric crystals (β1 = 0).

The most important effect of the BIA is shown in Fig. 4.5(c). Here, one can see a
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4.5 One dimensional superconducting Luttinger wire

gap opening between the two critical magnetic fields (BHH < By < BLH) around the

Fermi vector of the LH states pLHF . Therefore, the band structure has a finite gap

at all momentum, giving the topological gap size ϵtopg . We can determine that the

topological gap size is directly proportional to the strength of the BIA term β1 (see

Fig. 4.6).

Due to the existence of a topological gap, we can assign a topological invariant to the

system, given by the determinant of the reflection matrix at the interface of the wire,

as explained in Sec. 4.2. Analog to the Oh symmetric phase, we find that the system

is topologically trivial for By < BHH and By > BLH with Q = +1 [see Fig. 4.5(a,e)].

More strikingly, one finds a non-trivial regime in between the two critical magnetic

fields (BHH < By < BLH) with Q = −1 [Fig. 4.5(c)]. Considering the bulk-boundary

correspondence, we expect the formation of topologically protected MBSs at the ends

of the wire in this regime.

Compared to the j = 1/2 model with a Rashba SOC [Eq. (2.65)], the coexistence

of the HH and LH bands leads to a second topological phase transition. Therefore

the topological region does not extend to infinite magnetic fields but has an upper

limit [see Fig. 4.5(f)]. This can be used as an additional knob to identify topological

features in future experiments, such as in Ref. [160].

Since the critical magnetic fields are independent of the effective masses of the bands,

one can raise the question if these features are also applicable to the metallic phase of

the Luttinger model. For this reason, we use the parameters of GaAs (see Tab. A.2)

with a negative chemical potential, which models its p-doped regime. This material

is generally also Td symmetric, where the BIA is present, though one entire order

of magnitude smaller than HgTe [161, 116]. The band structure of a 1D wire of

p-doped GaAs with a proximitized s-wave superconducting coupling and magnetic

field in the y-direction is presented in Fig. 4.7.

The striking difference in the metallic regime is that the chemical potential lies

simultaneously in both HH and LH states. Therefore, the superconducting potential

opens a gap for red and blue states around their corresponding Fermi vector p
HH/LH
F

in Fig. 4.7(a). Under magnetic field, both bands hybridize at finite momentum,

showing the same band inversions at the critical magnetic fields as in the semimetal

regime [see Fig. 4.7(b,d)].
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4 Topological superconductivity within the Luttinger model
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Figure 4.7: (a-e) Bulk band structure analog to Fig. 4.5 for a Luttinger metal with
weak bulk inversion asymmetry, using the parameters for GaAs (see
Tab. A.2), ∆ = 0.2meV and µ = −0.25meV. The inset in (c) shows a
zoom-in around the gap opening Etop

g at finite px. (f) Energy at px = 0
as a function of By. The framed insets correspond to Q in the regions
between the critical magnetic fields indicated by the dashed lines.

For p-doped GaAs, the topological gap in the topological regime [Fig. 4.7(c)] is tiny

due to its small BIA parameter β1. Therefore, we provide an inset with a zoom

around the framed region in Fig. 4.7(c). We expect that such a small gap leads

to weaker topological protection for any bound states, which will come with a sub-

stantial localization length. Interestingly, the topological phase diagram, indicated

by the gaps at px = 0, is identical for the metal and semimetal regime [compare

Figs. 4.5(f) and 4.7(f)] since the Luttinger parameters (α0, αz, and α□) do not

contribute at zero momentum.

Following the discussion about the effective SOC field directions of the BIA [Sec. 4.4],

our results can also be achieved with magnetic fields in any direction perpendicular

to the x-axis. A magnetic field in the x-direction, parallel to the effective SOC

field of the BIA, will not induce a topological gap between the two critical fields.

Therefore, we do not expect the formation of MBSs if the material has an inversion

symmetric crystal or if the magnetic field is parallel to the wire. On the other hand,

our calculations predict the existence of MBSs in any 1D Luttinger wire made from
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4.5 One dimensional superconducting Luttinger wire

a Td symmetric material, disregarding its metallic or semimetallic nature, in the

proximity of an s-wave SC with a perpendicular applied magnetic field.

4.5.3 Emergence of Majorana bound states in a finite wire
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Figure 4.8: Energy dispersion of a 1D Luttinger superconducting wire with finite

length L as a function of magnetic field By, perpendicular to the

spin-orbit coupling field of the bulk inversion asymmetry term nBIA

[Eq. (4.35)]. (a) α-Sn [O(3) symmetry] with inversion symmetry. (b)

HgTe [Td symmetry] without inversion symmetry. (c,d) GaAs [Td sym-

metry] with weak inversion breaking for two different wire lengths. In

the topological non-trivial regions BHH < By < BLH, where a topologi-

cal gap exists, a localized state forms at the wire’s ends (red).
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4 Topological superconductivity within the Luttinger model

In the previous sections, we analyzed the existence of a topological phase in the 1D

superconducting Luttinger wire between the two critical magnetic fields, BHH and

BLH, if the magnetic field is perpendicular to the effective SOC field nBIA ⊥ nZ

[Eqs. (4.35) and (4.36)]. Due to the bulk-boundary correspondence, one expects

topologically protected states localized at the ends of the wire, which are MBSs.

Therefore we apply the finite-difference method via the Kwant code [157], introduced

in Sec. 4.3, to put the Luttinger model of Eq. (4.49) on a finite lattice. Fig. 4.8 shows

the results of the calculations.

As mentioned in Sec. 4.5.1 and 4.5.2, no topological gap opens at finite magnetic

fields if the effective SOC field is parallel to the magnetic field or absent. In

Fig. 4.8(a), we show the band structure of the inversion symmetric α-Sn, with-

out any SOC field. One can see that the finite length of the wire introduces discrete

subbands in the dispersion due to the confinement in space. As expected, there

is no gap opening for BHH < By < BLH, and therefore, no localized states at the

boundaries of the wire.

A topological gap with a non-trivial topological invariant opens as soon as an effec-

tive SOC is present. In Fig. 4.8(b), we analyze HgTe with a tetrahedral Td symmet-

ric crystal, including BIA, which acts as SOC in the system. Since nBIA ⊥ nZ , a

topological gap exists between the critical fields with a topological invariant Q = −1
[see Fig. 4.5(f)].

This topological region hosts a double degenerate flat state at zero energy [red

state in Fig. 4.5(b)]. From the wavefunction of a single state, we can determine its

expectation value of the position. We identify the zero energy states as MBSs, which

are localized at the ends of the wire if the wire is much longer than the localization

length (L≫ λ).

The MBSs also exist in the metallic phase of the Luttinger model. Following the

calculations of the previous section, we show the band structure of p-doped GaAs

in Figs. 4.8(c,d). Since the strength of the BIA term in GaAs is approximately one

order of magnitude smaller than in HgTe (see Tab. A.2), the topological gap is also

one order of magnitude smaller (see Fig. 4.6).

In general, the localization length λ of the MBSs is proportional to the inverse
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4.6 Emergence of intrinsic Majorana bound states in 2D Luttinger Josephson junctions

of the topological gap size. We present the dispersion for two different lengths in

Figs. 4.8(c,d). For L = 30µm, the condition L ≫ λ is satisfied, and the MBSs are

completely flat. For a shorter wire [L = 10µm Fig. 4.8(d)], the wavefunction of the

MBSs at the opposite ends overlap. Therefore, the states hybridize, which pushes

their energy to finite values. This gives the so-called Majorana oscillation around

zero energy, as conceptional shown in Fig. 2.3.

We emphasize that these results apply to systems with Rashba SOC instead of BIA.

Here, the magnetic field needs to be applied perpendicular to the y-direction, which

is the direction of the effective Rashba SOC field.

4.6 Emergence of intrinsic Majorana bound states in

2D Luttinger Josephson junctions

This section dedicates to the analysis of 2D Luttinger Josephson junctions. We

sketch the setup in Fig. 4.1(b), showing a 2D Luttinger material between two s-

wave SCs with the length WS , the distance W , and the superconducting phase

difference ϕ. A magnetic field Bx is applied along the x-direction in the normal

region only, indicated by the red arrow.

From previous discussions on the 2D Rashba Josephson junction system for j = 1/2

electrons, we expect the existence of a topological phase with a combination of

magnetic and SOC fields [23, 24, 25, 98]. We discuss this system in more detail

in Sec. 2.3.5. In Sec. 4.4, we show that the 2D Luttinger model has an intrin-

sic symmetric SOC, given by the αz and α□ terms, even with conserved inversion

symmetry.

Therefore, we focus in this section on α-Sn as a semimetal without BIA and p-doped

GaAs as a metal with very small BIA. The Hamiltonian

ĤJJ(x, py) = τ̂z

[
ĤOh(p̂x, py, 0)− µ1̂4

]
+ ĤJJ

∆ (x)1̂4 +
(
V0τ̂z 1̂4 +Bxτ̂0Ĵx

)
h(x)

(4.50)

describes this, where p̂x = −i∂x, ĤOh(p) is the cubic symmetric Luttinger Hamil-
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4 Topological superconductivity within the Luttinger model

tonian from Eq. (3.7), and V0 is the chemical potential mismatch between the SCs

and the normal region. The superconducting coupling term is given by

ĤJJ
∆ (x) = ∆(x)[eisgn(x)ϕ/2τ̂+ + e−isgn(x)ϕ/2τ̂−]. (4.51)

Throughout this work, we model the Josephson junction with a finite normal region

in numerical calculations, with h(x) = θ(W/2−|x|) and ∆(x) = ∆θ(|x|−W/2). For
analytical calculations, we apply the short-junction limit using a δ-barrier junction

with h(x) =Wδ(x) and ∆(x) = ∆.

This section shows that the coupling between the two coexisting HH and LH states

is sufficient to induce a topological phase in the Josephson junction. In addition,

we find that the chemical potential can be used to tune the system into different

topological phases, given by either the HH or LH states or both simultaneously. Our

findings of the semimetallic phase are also published in Ref. [28].

4.6.1 Andreev bound states in one dimensional Josephson

junctions

In this section, we calculate the ABSs for py = 0 in the short-junction limit, where

the normal conducting region of the Josephson junction is modeled with a δ-barrier.

The SCs are considered to be semi-infinite leads. On the one hand, this method

allows us to get analytical results for the ABS spectrum, which is crucial to under-

standing the topological behavior in the Josephson junction. On the other hand, the

barriers in real Josephson junctions are often significantly wide. The short-junction

approximation only captures the effect of varying barrier widths to the lowest or-

der.

Similar to Sec. 4.5.1, we can again use the basis rotation R̂†
y(π/2)ĤJJ(x, 0)R̂y(π/2)

[Eq. (4.41)] to decouple the Hamiltonian into four blocks given by

ĥJJ|jz |= 3
2
,σ
(x) =

[
α̃−p̂

2
x − µ

]
τ̂z + ĤJJ

∆ (x) +

(
V0τ̂z + σ

3

2
Bxτ̂0

)
Wδ(x), (4.52)

ĥJJ|jz |= 1
2
,σ
(x) =

[
α̃+p̂

2
x − µ

]
τ̂z + ĤJJ

∆ (x) +

(
V0τ̂z + σ

1

2
Bxτ̂0

)
Wδ(x), (4.53)
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4.6 Emergence of intrinsic Majorana bound states in 2D Luttinger Josephson junctions

where σ = sgn(jz). We can determine the ABSs analytically for each block. To

solve the BdG equation, we first need to derive the effective boundary conditions

for each block. Foremost, the wavefunction Ψ(x) must be continuous at the barrier,

giving

Ψ(0+) = Ψ(0−). (4.54)

The δ barrier will modify the condition for the derivative of the wavefunction. We

integrate the BdG equation around x = 0 and get the boundary conditions

∂xΨ(x)

∣∣∣∣
x=0+

− ∂xΨ(x)

∣∣∣∣
x=0−

=
1

α̃s
(Z0τ̂0 + σZsτ̂z)Ψ(0), (4.55)

with Z0 = V0W . Here, s = +1 indicates the |jz| = 1/2 LH states with Z+ = BxW/2

and s = −1 the |jz| = 3/2 HH states with Z− = 3BxW/2.

First, we need to find the wavefunctions in the superconducting leads, which need

to decay for x → ±∞. Using the identities arccos(z) = −i ln[i
√
1− z2 + z] and

arccos(−z) = π − arccos(z), we get

Ψl(x < 0) =
Al√
2

(
e−iϕ/2

eiη

)
e
isgn(α̃s)

√
µ−iΩ
α̃s

x
+
Bl√
2

(
eiη

eiϕ/2

)
e
−isgn(α̃s)

√
µ+iΩ
α̃s

x
, (4.56)

Ψr(x > 0) =
Ar√
2

(
eiϕ/2

eiη

)
e
−isgn(α̃s)

√
µ−iΩ
α̃s

x
+
Br√
2

(
eiη

e−iϕ/2

)
e
isgn(α̃s)

√
µ+iΩ
α̃s

x
, (4.57)

where Al,r and Bl,r are arbitrary coefficients, η = arccos(ϵ/∆), and Ω =
√
∆2 − ϵ2.

Solving the boundary conditions for a zero-energy solution, gives the condition

cos(ϕ) =
k20 − 3

√
k40 + κ4

k20 +
√
k40 + κ4

+
Z2
s − Z2

0 − 4α̃sZ0 Im(
√
k20 + i|κ2|)

α̃2
s

(
k20 +

√
k40 + κ4

) , (4.58)

with k20 = µ/α̃s and κ
2 = ∆/α̃s. Eq. (4.58) is similar to the predictions of Ref. [25] in

the j = 1/2 Rashba Josephson junction, where the Luttinger parameters renormalize

the effective mass. We present the diagram of the critical superconducting phase

against the magnetic field with the solid lines in Fig. 4.9 (c,f). Eq.(4.58) does not

have a solution for finite ∆ in the absence of a potential barrier and magnetic field
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Figure 4.9: Andreev bound state (ABS) spectrum in the short junction limit using
a δ-barrier approach as a function of superconducting phase difference
ϕ. (a) Effect of a finite potential on a single ABS [Eq. (4.60)] with-
out magnetic field. (b) Single ABS state under finite magnetic field By

[Eq. (4.61)] with (dashed line) and without (solid line) potential barrier.
(c,f) Zero energy ABSs, without [Eq. (4.58), solid] and with Andreev
approximation (µ ≫ ∆) [Eq. (4.61), dashed], as a function of By. (d)
Metal regime, where the ABSs of the heavy-hole and light-hole states
are degenerate without potential (black dashed line) and evolve differ-
ently under a finite potential barrier (solid colored lines). (e) Difference
of the spin- splitting of magnetic field in the different states without
potential. (a-c) Semimetal regime, using the parameters of α-Sn, with
µ = −1.0meV and ∆ = 0.56meV. (d-f) Metal regime, using the param-
eters of GaAs, with µ = −2.0meV and ∆ = 1.0meV.

(Zx = Z0 = 0) since

k20 − 3
√
k40 + κ4

k20 +
√
k40 + κ4

< −1 for κ ̸= 0. (4.59)

To get the total energy dispersion of the ABSs, we use the Andreev approximation,

which assumes an immense chemical potential (|µ| ≫ |∆|). We apply this limit to

the wavenumbers in the exponentials of the wavefunctions and get without magnetic
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4.6 Emergence of intrinsic Majorana bound states in 2D Luttinger Josephson junctions

field (Zx = 0)

εs(ϕ) = ±∆

√
1− Ts sin2

(
ϕ

2

)
with Ts =


1

1+
Z2
0

4α̃sµ

if α̃sµ > 0

0 if α̃sµ < 0

. (4.60)

Here, we defined the transparency of the junction Ts, which determines the super-

conducting phase dependence of the ABSs. From this, we can see that all ABSs are

flat if the chemical potential does not lie in the corresponding bulk band. Fig. 4.9 (a)

shows the effect of a mismatch of chemical potential in the N and SC regions. With-

out a potential barrier (T = 1), the ABS spectrum is proportional to ±∆cos(ϕ/2),

indicating a crossing at ϕ = π and a 4π periodicity, similar to the j = 1/2 Josephson

junction model. A finite potential barrier (0 < T < 1) lifts this degeneracy and

opens a gap leading to a 2π periodicity in the states. This means that the zero

energy state in the Josephson junction for py = 0 is not topologically protected.

A band that is not crossed by the chemical potential (α̃sµ < 0) gives vanishing

transparency (T = 0). One can only find the flat bulk energy solutions outside the

superconducting gap.

In the metallic regime, the chemical potential can simultaneously lie in both HH

and LH states. Therefore, two sets of ABSs are generated by the corresponding

bands. This coexistence is a new feature of the Luttinger model, which the simpler

j = 1/2 models do not capture. One can see in Fig. 4.9 (d) that the ABSs from the

HH bands react differently to a potential barrier than the LH states. This comes

from the fact that transparency is a function of the effective mass [see Eq. (4.60)].

Without a potential, the ABSs are double degenerate.

With the application of a magnetic field, one gets

εs(ϕ) = ±∆
√

1− 4α̃sµf
±
s (ϕ), (4.61)

f±s (ϕ) =


4α̃sµ sin4(ϕ

2
)+

(√
Z2
s cos2(ϕ

2
)+Z2

0 sin2(ϕ
2
)+α̃sµ sin2(ϕ)±Zs

)2

[4α̃sµ+(Z0−Zs)
2][4α̃sµ+(Z0+Zs)

2]
if α̃sµ > 0

0 if α̃sµ < 0

.

We see that the ABS dispersion is flat if the chemical potential does not lie in the
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4 Topological superconductivity within the Luttinger model

corresponding bulk band (α̃sµ < 0).

The effect of the magnetic field is presented in Figs. 4.9(b) and (e). Focusing on a

single ABS, one can see that the degeneracy is lifted due to the TRS breaking of the

magnetic field By. Since the ABSs split into two spin-resolved states, one finds two

gap closing points at finite ϕ. This preserves the 4π periodicity in the dispersion. In

contrast to the degenerate case without a magnetic field, the zero-energy crossings

under a magnetic field are stable under the application of a finite potential in the

barrier [see dashed line in Fig. 4.9(b)].

Interestingly, the intersection of the opposite spin ABSs at finite energy and ϕ = π is

not protected from the potential barrier. This leads to a 2π periodicity in the ABS

spectrum. Therefore, the potential is coupling the two effective spin ABSs, leading

to the anti-crossing, shown by the dashed line in Fig. 4.9(b).

The structure of the ABSs in constant magnetic fields indicates that the gap between

the crossings is inverted. Therefore, the topological invariant at the gap inversion

points needs to change. Similar to j = 1/2 Rashba Josephson junctions, the system

is topologically non-trivial (Q = −1) in between the crossings and trivial (Q = +1)

outside.

Analyzing the gap closings of the ABSs as a function of magnetic field and super-

conducting phase difference gives a topological phase diagram, shown in Figs. 4.9(c)

and (f). Here, we offer the difference between calculations in (dashed lines) and

outside (solid lines) of the Andreev approximation. The Andreev approximation

always leads to a gap closing at ϕ = π and Bx = 0 in the states around the chemi-

cal potential. Additionally, no subgap ABSs are generated from bands not crossed

by the chemical potential. Without the Andreev approximation, both HH and LH

states form an ABS.

A new consequence of the additional state in the Luttinger model is the superposition

of two sets of ABSs, which is most striking in the metallic regime. Since these

states have different spins, they are affected differently by a magnetic field. This

can be seen in Fig. 4.9(e), where the splitting of the zero-energy crossings is more

significant for the HH states (red) in comparison to the LH states (blue). Here, we
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4.6 Emergence of intrinsic Majorana bound states in 2D Luttinger Josephson junctions

expect a different behavior of the topological invariant since the spectrum has four

gap closings with effective gap inversions. Consequently, one finds unique features

in the system’s topology, which is discussed in detail in Sec. 4.6.2.

4.6.2 Topological phase diagram

In this section, we apply the analysis of the ABSs at zero momentum to a full

Josephson junction with finite widths of the normal (WN ) and superconducting

regions (WS), as shown in Fig. 4.1(b). We discretize ĤJJ(x, py) on a square lattice

with infinite length in the y-direction (L → ∞) to have py as a good quantum

number. To analyze the topological phase diagram, we focus on py = 0, similar to

Refs. [23, 24, 25, 98]. Here, we use the finite-difference method introduced in Sec. 4.3

through the Kwant code [157].

Similar to the j = 1/2 Rashba Josephson junction, discussed in Sec. 2.3.5, the

zero-energy ABSs form a diamond shape as a function of magnetic field Bx and

superconducting phase difference ϕ. One can understand this by looking at the ABS

dispersion ϵ(ϕ) at a constant Bx. We show this dispersion for a Josephson junction

built from the semimetal α-Sn in Fig. 4.10(a). We put the chemical potential into

the HH states (µ < 0) to avoid any additional effects from the edge states of the

LSM discussed in Sec. 3.5. At a finite magnetic field, the ABSs have crossings at

zero energy, which indicates a gap inversion at finite ϕ = ϕcrit [see dashed lines in

Fig. 4.10(a)]. This gap inversion induces a topological phase transition, where the

topological invariant from Eq. (4.20) is Q = +1 outside the crossings and Q = −1
in between.

We can draw the topological phase diagram by calculating the gap of the lowest

energy ABS as a function of magnetic field and phase ϵg(Bx, ϕ) [Fig. 4.10(b)]. Here,

the black lines correspond to gap closings in the ABS spectrum, which indicate

the topological phase transitions. The gap closings form the characteristic diamond

shape, centered around the Thouless energy ϵT = (π/2)ℏvF /WN [23], similar to

the j = 1/2 model. For the used parameters for α-Sn, we get ϵα-Sn, HH
T = 2.2meV.

We find that the topological invariant is trivial outside the diamond and non-trivial

inside, as indicated by the framed insets in Fig. 4.10(b).
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4 Topological superconductivity within the Luttinger model
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Figure 4.10: Andreev bound state spectrum in the Luttinger Joesphson junction for
(a,b) α-Sn as a semimetal [∆ = 0.56meV, µ = −1.0meV, V0 = 0,
WN = 20nm, andWS = 150nm] and (c,d) p-doped GaAs for the metal-
lic phase [∆ = 0.5meV, µ = −2.0meV, V0 = 0.2meV, WN = 20nm,
and WS = 300nm] (see Tab. A.2 for material-specific parameters).
The framed insets indicate the calculated topological invariant from
Eq. (4.20). (a, c) Spectrum as a function of superconducting phase
difference ϕ for constant magnetic field (a) Bx = 0.5meV and (c)
Bx = 0.9meV, indicated by the dashed line in (b, d). (b, d) Gap
of the Andreev bound states as a function of ϕ and Bx. The green to
black color code indicates the gap of the numerical calculations. For
comparison, we show the topological phase boundaries, given by the
analytical calculations in the short-junction limit [Eq. (4.58)].
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4.6 Emergence of intrinsic Majorana bound states in 2D Luttinger Josephson junctions

As discussed in Sec. 4.6.1, the different states of the Luttinger model can only

form relevant ABSs, if the chemical potential lies inside the corresponding band.

Therefore, we expect a combination of multiple ABSs in the metallic regime. In

Fig. 4.10(c,d), we show the corresponding calculations for p-doped GaAs. Here,

we can see the coexistence of two distinct topological phase diagrams, depicted by

two diamond-shaped ABS gap closings. Each topological transition line is centered

around the Thouless energy of the corresponding band [ϵGaAs, HH
T = 2.2meV and

ϵGaAs, LH
T = 6.7meV]. Since the vF of the LH states is much larger than for the HH

states, their topological region is stretched strongly along the magnetic field.

To compare the numerical calculations on a finite lattice with the analytical re-

sults of the δ-barrier approach, we additionally show the solutions of Eq. (4.58) in

Fig. 4.10(b,d). Here, the HH states are shown in red, and the LH states are in

blue. The main difference between the analytical and numerical results come from

the assumption of infinite superconducting leads (WS →∞). In the numerical cal-

culations, the SCs are finite, leading to backscattering effects of the states at the

boundary of the SCs with the vacuum. To reduce this effect, we take WS to be

larger than the coherence length in the SCs ξ = ℏvF /∆. For α-Sn, only the ξ of

the HH states is essential, with ξα-Sn, HH = 50nm. In the metallic regime, both

states are relevant, where the LH states have a more considerable coherence length

(ξGaAs, LH = 170nm) than the HH states (ξGaAs, HH = 57nm). Therefore, we take

WS as large as possibly allowed by our computational resources.

4.6.3 Opening of a topological gap

Previous research showed that the opening of a topological gap in the ABSs depends

on the relative alignment between the Zeeman and SOC fields [25]. A unique feature

of the Luttinger model is the existence of an intrinsic SOC in at least two dimensions.

Therefore, the 2D Josephson junction setup does not require the presence of an

external Rashba or Dresselhaus (BIA) term. We show in Sec. 4.4 that the SOC field

of the αz and α□ terms points out of plane. This implies that any in-plane Zeeman

field will lead to a topological gap opening in the ABSs.

First, we analyze the simple case of the semimetallic phase, using the parameters
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4 Topological superconductivity within the Luttinger model

Figure 4.11: (a) Topological gap ϵtopg = minpy ϵg(py) of the Andreev bound states in
a Josephson junction of α-Sn. (b-d) Energy dispersion as a function of
momentum py at Bx = 0.5meV for (b) ϕ = 0, (c) ϕ = ϕcrit, and (d)
ϕ = π. This shows the topological phase transition with the topological
invariant Q = det(r̂) [Eq. (4.20)] indicated by the framed insets.

of α-Sn (see Tab. A.2), where only one species of ABSs exists in the subgap re-

gion. Fig. 4.11(a) shows the topological gap as a function of the Zeeman field and

superconducting phase. These calculations use the finite-difference method from

Sec. 4.3 for a system with infinite length L in y-direction [see Fig. 4.1(b)], where py

is still a good quantum number. One can still see the boundaries of the topological

phase diagram of Fig. 4.10(b) due to the gap closings at py = 0. Around these

lines, the topological gap is small, but in the center of the non-trivial region away

from ϕ = {0, 2π}, it takes values in the order of ϵtopg ≈ ∆. This shows that an

in-plane Zeeman field, combined with a finite superconducting phase, is sufficient to

open a topological gap in the system. Bulk-boundary correspondence suggests that

a non-trivial topological invariant Q = −1 in combination with a topological gap
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4.6 Emergence of intrinsic Majorana bound states in 2D Luttinger Josephson junctions

induces topologically protected states localized at the system’s boundary. These are

the MBSs, which are analyzed in the following section.

The topological transition is presented with the dispersion of the ABSs as a function

of momentum py in Figs. 4.11(b-d). These calculations are along a constant Bx =

0.5meV with varying ϕ. Outside of the topological region [Fig. 4.11(b)], the spectrum

has a gap with a trivial band ordering (Q = +1). The gap slowly closes for increasing

ϕ until ϕcrit, indicated by the dashed line in Fig. 4.10(a), is reached. Here, the bands

cross at py = 0, and the system undergoes a topological transition [see Fig. 4.11(c)].

In the topological region ϕcrit < ϕ < 2π − ϕcrit, the gap reopens with an inverted

band structure, giving rise to a non-trivial topological invariant (Q = −1), shown
in Fig. 4.11(d).

Figure 4.12: (a) Topological gap ϵtopg = minpy ϵg(py) of the Andreev bound states in
a Josephson junction of GaAs. (b-f) Energy dispersion as a function
of py at Bx = 0.9meV for (b) ϕ = 0, (c) ϕ = ϕHH

crit, (d) ϕ = 0.6π, (e)
ϕ = ϕLHcrit, and (f) ϕ = π. This shows the topological phase transition
with the topological invariant Q = det(r̂) [Eq. (4.20)] indicated in the
framed insets.

The previous section showed that the metallic region hosts two sets of ABSs from the

HH and LH states. The topological phase diagram in Fig. 4.10(d) shows that both

groups of states undergo their specific topological phase transition. In Figs. 4.12(b-
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4 Topological superconductivity within the Luttinger model

f), we illustrate the existence of two critical superconducting phases ϕHH
crit and ϕ

LH
crit,

where the ABSs cross at py = 0 and perform a gap inversion with a change in Q.

The effective topological gaps are summarized in Fig. 4.12(a). Here, one can see the

topological phase diagram of Fig. 4.10(d) in combination with the gap size, which

protects the boundary states in the topological regions.

From the dispersions of the ABSs, one can see that the gap is smallest around the

Fermi momentum pF of the relevant state (HH or LH). This corresponds to the

expectations from the simpler 2DEG Josephson junction, where the crossing at pF

is opened by a finite SOC field, which needs to be perpendicular to the magnetic

field. In Sec. 4.4, we showed that the effective intrinsic SOC field of the Luttinger

model nL has an out-of-plane orientation, which is only present for pxpy ̸= 0. From

this, one can see that the topological gap opens for any in-plane magnetic field, and

the topological phase transition can only happen at py = 0, where nL = 0.

4.6.4 Majorana bound states

This chapter showed that Luttinger materials in a 2D Josephson junction host ABSs.

Even without external SOC, a topological gap opens under the application of a

magnetic field. In addition, we can link a topological invariant Q [Eq. (4.20)] to

specific magnetic fields and topological phase differences, leading to a topological

phase diagram, shown in Fig. 4.10. With the combination of a topological gap and a

non-trivial topological invariant, one expects the existence of topologically protected

states at the edges of the system due to bulk boundary correspondence.

Our numerical finite-difference approach (see Sec. 4.3) allows us to define a finite 2D

system and solve for the lowest energy wavefunctions from the BdG equation. The

results for an α-Sn Josephson junction with L = 2000nm are shown in Fig. 4.13.

Since we expect the MBSs to exist around zero energy, we show the energy of the

lowest state in the finite system as a function of magnetic field and superconducting

phase difference in Fig. 4.13(a). One can see that areas exist in the topological

region of the phase diagram, where the energy of the lowest states is close to zero,
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4.6 Emergence of intrinsic Majorana bound states in 2D Luttinger Josephson junctions

Figure 4.13: (a) Lowest energy states in a finite Josephson junction with the
semimetal α-Sn. (b-e) Wavefunctions of the lowest energy sates at
ϕ = 1.2π and (b) Bx = 0.05meV, (c) Bx = 2.0meV, and (d,e)
Bx = 4.0meV. The positions of (b-e) in the (Bx, ϕ) space are indicated
by the red points in (a). We used the material specific parameters of
α-Sn (see Tab. A.2), with µ = −1.0meV and ∆ = 0.56meV. The dimen-
sions of the junction are W = 20nm, WS = 150nm, and L = 2000nm.

indicated by the black color. In theory, one would expect the formation of MBSs in

the entire topological region, but the finite L leads to Majorana oscillations, similar

to the 2D Rashba Josephson junction (see Fig. 2.4).

The difference between the lowest energy state in the topological and trivial regions

can be seen in Fig. 4.13(b-e). For small magnetic fields outside of the topological

diamond [Fig. 4.13(b)] one can find an ABS localized in the N region along the

full sample length in the y-direction. These are considered to be the quasi-1D bulk

states, similar to the superconducting wires.

As shown conceptionally in Fig. 2.2, we expect the formation of MBSs at the ends

of the N region around x ∈ [−W/2,W/2] and y ≈ ±L/2. Inside the topological

region [Fig. 4.13(c)], we find a zero energy state, perfectly localized in the expected

region. We identify these states as MBSs. If the magnetic field is sufficient to be

in the second trivial regime, one finds two localized states [Fig. 4.13(d,e)], due to

the second gap inversion in the ABS spectrum. These states hybridize, which moves

them to higher energies. This leads to a fermionic system of an even number of

MBSs, which is topologically trivial.
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4 Topological superconductivity within the Luttinger model

These calculations are done in the semimetallic regime with negative chemical po-

tential. Therefore, we find that the wavefunctions of all lowest ABSs and MBSs

have mainly HH character with |jz| = 3/2.

We show the coexistence of two topological phases from the HH and LH states

in the metallic regime. As indicated in Fig. 4.10(d), we expect a region around

ϕ = π, where both states are topological simultaneously. This leads to an even

number of MBSs and a trivial topological invariant (Q = +1). Our numerical

calculations confirm that in this region, two MBSs exist, where one has mainly HH

character and the other mostly LH character. The coexistence of multiple MBSs

from different topological origins makes studying Luttinger Josephson junctions a

rich field to investigate in future experiments.

We emphasize that the formation of MBSs in the 2D Luttinger Josephson junctions

without the direct application of a Rashba or Dresselhaus SOC is a novel conclusion

of this thesis. We have checked that the presence of a Dresselhaus SOC in the form

of a BIA term does not change these results, as long as the BIA terms are small

compared to the Luttinger parameters.

4.6.5 Zero-bias peak in the edge conductance

In this chapter, we discuss the calculation of the edge conductance of the Joseph-

son junction setup. This provides a concrete prediction for possible future experi-

ments.

We are using the numerical approach from Sec. 4.3 requires additional leads to

compute the conductance. Therefore, we use the method of Ren et al. [136] and

attach a probe on top of the edge of the N region, where the MBSs form [see

Fig. 4.14(a)]. This extends the general 2D model to 3D, where the z-direction

consists of two layers. The finite Josephson junction forms the bottom layer, where

leads are attached to the two SCs, which extend y →∞ [grey area in Fig. 4.14(a)].

The conductance probe [red in Fig. 4.14(a)] is localized on the top layer and is

modeled with the normal Luttinger Hamiltonian [Eq.(3.7)]. It is connected to the

Josephson junction via vertical tunnel coupling. The corresponding coupling term
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Figure 4.14: (a) Setup for the edge conductance calculations in the Luttinger Joseph-
son junction motivated by Ref. [136]. The normal N region (yellow)
lies between two s-wave superconductors S1,2 (grey). Two leads are
attached to the superconducting regions extending to y → ∞. The
Josephson junction is a 2D object where a normal conductance probe
(red) is put on a second layer in z on the top of a small area around
the edge of the N region. A lead is attached to this probe extending
it to y → −∞. (b,c) Calculated edge conductance G(ϵ) [Eq. (4.63)]
as a function of energy and superconducting phase difference for the
semimetal α-Sn. (b) Without a magnetic field (Bx = 0), one can see
the signal of the Andreev bound statesm and (c) at Bx = 0.5meV,
the edge conductance shows the zero-bias peak of the Majorana bound
state in the topological region.

in the tight-binding Hamiltonian has the shape

HTB
coupling = tp

i2∑
i=i1

j2∑
j=j1

d̂†i,j τ̂z 1̂4ĉi,j + h.c. (4.62)

Here, i1 ≤ i ≤ i2 and j1 ≤ j ≤ j2 indicate the x and y coordinates in the square

lattice. For our calculations, we used a contact area of (10× 25)nm, which is moti-

vated by the localization length of the MBS. The creation (annihilation) operators

c†i,j (ci,j) act on the Josephson junction in the bottom layer, and d†i,j (di,j) act on the

normal probe in the top layer. For the presented calculations, we use the coupling

strength tp = 0.5meV.

We can use the Kwant code [157] to calculate the scattering matrix of the system

numerically. This way, one can determine the conductance between the normal
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4 Topological superconductivity within the Luttinger model

probe and the superconducting leads at given energy with

G(ϵ) =
e2

h
[N −Ree(ϵ) +Reh(ϵ)], (4.63)

where N is the number of channels in the lead, and the reflection probabilities Ree(ϵ)

and Reh(ϵ) correspond to normal and Andreev reflection in the normal lead.

The results of the conductance calculations as a function of energy and supercon-

ducting phase difference are shown in Fig. 4.14(b,c). Without a magnetic field

[Fig. 4.14(b)], one can see the signatures of the ABSs. This is highlighted by the

zero energy crossing at ϕ = π and the cos(2ϕ) dependence. Applying a finite mag-

netic field leads to splitting the ϕ = π crossing towards finite ϕ. This can be seen in

Fig. 4.14(c), where the two crossings are in good agreement with the ABS disper-

sion in Fig. 4.10(a). As discussed in the previous sections, one can find a non-trivial

topological phase between the two ABS crossings with Q = −1. The zero-bias peak

in Fig. 4.14(c) is a solid indicator of the existence of an MBS in the topological

regime.

We predict that this conductance peak in the topological regime can be observed in

future experiments. Our parameters for the superconducting coupling are motivated

to form a Josephson junction, where the normal region is built from α-Sn and β-Sn

acts as the SCs. One can expect this to be interesting for α-Sn samples, where local

β-Sn defects can form on the surface.
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5 Conclusion and Outlook

In this thesis, we provided a detailed analysis of a wide array of topological phases

arising in the 4-band Luttinger model. We showed that this model is a low-energy

description of the hole states with total angular momentum j = 3/2 states in many

materials, as long as the characteristic gap with the j = 1/2 states is significantly

larger than the relevant energy scale. The most significant topological properties

arise in crystals with an inverted band structure between the s and p-orbitals and

strong intrinsic spin-orbit coupling (SOC). Therefore, the Luttinger model is relevant

for describing Luttinger semimetals, which host a quadratic node in the dispersion.

Examples are HgTe, α-Sn, or iridate compounds, like Pr2Ir2O7.

To study the topological behavior in the Luttinger semimetal, we analyzed the sur-

face states of a half-infinite system with a single surface in Ch. 3. Here, we found

that the number of surface states is related to the difference between the effective

masses of the light-hole (LH) and heavy-hole (HH) states ᾱ from Eq. (3.34). For

ᾱ = 0, the system has two particle-hole symmetric surface states with quadratic

dispersion originating from the quadratic bulk node. For 0 ≤ |ᾱ| < 1, one surface

state flattens while the other state moves closer to the bulk boundary. We found a

critical transition point at |ᾱ| = 1, where one surface state has zero curvature and

the second state merges entirely with the bulk and vanishes. In the remaining range

of the semimetal phase 1 ≤ |ᾱ| ≤ 2, the Luttinger semimetal hosts a single surface

state. For |ᾱ| > 2, the effective masses of the HH and LH states have the same sign,

giving a metallic regime where no surface states exist.

We could explain the existence of the surface states from two different points of view.

Considering the higher-order 6-band Kane model from Eq. (3.65) with the additional

j = 1/2 states, we can relate the existence of surface states to the inverted band

structure. Utilizing the folding procedure performed in Sec. 3.2.3, we found that
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5 Conclusion and Outlook

the required ᾱ values of the Luttinger model can never be achieved with a trivial

band ordering in the Kane model. Hence, the inverted gap is necessary for the

existence of surface states in the Luttinger model. In Sec. 3.5.1, we summarized the

results presented in Ref. [26], which considers the most general Hamiltonian of a

chiral symmetric node. In the reference, we showed that flat surface states exist, as

long as chiral symmetry is only partially broken, which holds true for the Luttinger

semimetal. Therefore, the chiral symmetric quadratic node is the high-symmetry

parent model of the Luttinger model. Overall, we can relate the existence of surface

states in the Luttinger semimetal to the inverted band structure of the higher order

Kane model and the chiral symmetry of the lower order quadratic node.

Strain engineering is often used to modify the band structure of Luttinger semimet-

als by growing the sample on a substrate with a different lattice constant. As

discussed in Sec. 3.1.2, tensile strain leads to a topological insulator phase, and

compressive strain gives a topological semimetal phase with linear nodes in the dis-

persion discussed in this work. We distinguish between the Dirac semimetal (DSM)

phase, where inversion and time-reversal symmetry (TRS) is conserved, and the

Weyl semimetal (WSM) phase, with either of these symmetries broken.

In Sec. 3.6, we analyzed the evolution of the surface states under compressive strain,

where the quadratic node of the Luttinger semimetal splits into two linear Dirac

nodes. We showed that one can choose the surface orientation to project the Dirac

points onto each other or separate, illustrated in Fig. 3.1. Using a semi-analytical

approach (see Sec. 3.4), we provide the surface states of the DSM phase for both

surface orientation cases numerically in the full range of effective masses ᾱ. Addi-

tionally, we discussed the surface states analytically in the proximity of the Dirac

nodes, using the linearized Hamiltonian described by Eq. (3.52). In general, the

curvature of the surface states behaves similarly to the Luttinger semimetal phase

as a function of ᾱ. If the surface is chosen perpendicular to the strain, where the

Dirac nodes are separated (see Sec. 3.6.1), the surface states exist only for a finite

range of angles in momentum space, which also depends on ᾱ. This leads to the

existence of double Fermi arcs, connecting the Dirac points in the surface Brillouin

zone for 1 < ᾱ ≤ 2. Suppose both Dirac points are projected onto each other in

the surface Brillouin zone. In the case, where both Dirac points are projected onto

each other, the surface states are flat in the vicinity of the nodes. This can also be

related to the chiral symmetric linear node, discussed in Ref. [26].
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We break inversion symmetry with the linear and cubic bulk inversion asymmetry

(BIA) terms from Eq. (3.14) to achieve a WSM phase. For instructive reasons, we

analyzed the effect of the linear BIA terms first in Sec. 3.7. We discussed that under

this condition, the Dirac points split into ring-shaped line nodes, giving the line-

node semimetal phase. Additional cubic BIA terms lift the line-node degeneracy

for px,y ̸= 0, providing eight Weyl points with a finite chirality. Again, the surface

orientation is essential since Weyl points that project onto each other modify the

total chirality of the nodes. We showed that the surface states form Fermi arcs, which

connect Weyl points with positive chirality to Weyl points with negative chirality. As

discussed in Sec. 2.2.1, 2D momentum planes can be considered effective 2D Chern

insulators, where the Chern number is given by the chiralities of the surrounding

Weyl points. We confirmed this property of the WSM phase with the presence

or absence of chiral surface states along these momentum planes using the bulk-

boundary correspondence.

Since the compressive strain and the BIA terms are considered small perturbations,

we could define a hierarchy of momentum and energy scales corresponding to the

specific semimetal phases (see Sec. 3.3). The smallest regime considered in this thesis

is determined by the cubic BIA terms, where the Weyl physics is most relevant. Here,

one can approximate the system with the well-known low-energy Weyl Hamiltonian

from Eq. (2.17), originating from high-energy physics. Outside the vicinity of the

Weyl points, the cubic BIA terms get dominated by the linear ones, leading to a

line-node semimetal phase. Increasing the momentum and energy range further

gives more significance to the compressive strain. The system can be approximated

in this scale by a DSM, even if inversion symmetry is broken. Away from the linear

nodes, the dispersion becomes quadratic in momentum and takes the shape of the

Luttinger semimetal phase. We showed in Sec. 3.5.3 that the Luttinger model has a

validity limit at energies in the order of the characteristic gap related to the j = 1/2

electron states. Here, the hybridization of the s and p-orbitals becomes relevant,

and one has to consider the multiband Kane model.

The research of superconductivity in Luttinger materials is of high interest in the

scientific community since the j = 3/2 states open the possibility of s, p, d, and

f -wave Cooper pairing. In Ch. 4, we studied the topological superconductor (SC)

phase of the Luttinger model with spin-singlet Cooper pairing. It was previously

shown in ordinary j = 1/2 models that specific combinations of SOC and magnetic
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fields drive the system into a non-trivial phase with Majorana bound states (MBSs)

forming at the boundary of the system, as discussed in Sec. 2.3. We illustrated

that Luttinger materials could be topological SCs without needing an external SOC

application. While our findings of Luttinger semimetals are published in Ref. [28],

this thesis extends the study to the metallic phase of the Luttinger model, relevant

to materials like p-doped GaAs.

In a 1D superconducting wire, we showed that inversion asymmetric materials could

be driven into a non-trivial topological phase by gap inversion under a magnetic field

(see Sec. 4.5). Here, the j = 1/2 model gives only a single topological transition

point, where the MBS survives for infinitely large magnetic fields. Interestingly, we

found that the heavy-hole (HH) and light-hole (LH) states of the Luttinger model

are affected differently by a Zeeman field due to their difference in jz. Hence, the

system is topologically trivial for small magnetic fields until the HH states cross at

zero momentum. Using the topological invariant given by the reflection matrix of

the wire, we proved that the gap inversion of the HH states leads to a topologically

non-trivial phase with MBSs forming at the ends of the wire. A new feature of the

Luttinger model is the existence of a second phase transition, where the supercon-

ducting gap of the LH states is closed. Under this condition, our system aquired

two band inversions, giving a trivial topological invariant, and destroying the MBSs.

For even higher magnetic fields, the system stays in a trivial regime.

The critical magnetic fields from Eq. (4.40) are independent of the effective masses

of the bands. Therefore, our findings apply to both the semimetallic and metallic

phases of the Luttinger model. Using our numerical calculations, we showed that the

localization length of the MBSs is related to the strength of the BIA terms. This

dictates the required minimum length of the wire to avoid Majorana oscillations

coming from the hybridization of the wavefunctions from both ends.

In Sec. 4.6, we considered the Josephson junction setup, where a normal conducting

region separates two s-wave Luttinger SCs with a finite phase difference. We showed

that the Luttinger model in 2D includes an intrinsic SOC, which is sufficient to open

a topological gap in the Andreev bound states (ABSs), even if inversion symmetry

is preserved. The gap closing of the ABSs as a function of the Zeeman field and

superconducting phase difference gives a topological phase diagram, where the non-

trivial region lies in the resulting diamond shape depicted in Fig. 4.10.
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Using a δ-barrier approach, we could derive an analytical expression for the ABS

dispersion. Here, we found that both HH and LH states can form subgap ABSs

if the chemical potential lies in the corresponding bands. Similar to the supercon-

ducting wire, the ABSs of the HH states behave differently under magnetic fields

than the LH states due to the individual jz values. Therefore, the topological phase

diagram in the semimetal regime changes significantly by inverting the sign of the

chemical potential. For the metal regime, we find a coexistence of two independent

diamond shapes, where the gap closings of both types of ABSs lead to a topological

transition.

Our numerical calculations on a finite junction in Sec. 4.6.4 showed the formation of

zero-energy MBSs at the boundary of the normal region (see Fig. 2.2). The number

of Majorana modes is odd inside the diamond shape of the ABS gap-closings, which

corresponds to a non-trivial topological invariant computed via the reflection matrix

(see Sec. 4.2). In the metallic regime, the diamonds overlap in the phase diagram,

where two types of MBSs exist with HH and LH characters. This results in an

even number of MBSs, where the topological invariant is trivial. By calculating the

conductance at the edge of the normal region, we could confirm the existence of

MBSs with a well-resolved zero-bias peak in the topological regime.

Throughout our study of the Luttinger SC, we focused on Cooper pairs from the

HH and LH bulk states. Hence, we considered only chemical potentials away from

the surface states. It was shown that induced superconductivity in surface states of

topological insulators provides a wide array of exciting properties. We believe that

induced superconductivity in a Luttinger semimetal, where the chemical potential

lies in both surface and bulk states, will provide a combination of the physical

features discussed in Ch. 4 and the ones found in topological insulators. The relation

between both topological systems and their potential hybridization is an exciting

topic for future research.
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A Appendix

A.1 Matrices

σ̂x =

(
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1 0
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0 2 0 −
√
3

0 0
√
3 0

 (A.2)

Ĵz =
1

2


3 0 0 0

0 1 0 0

0 0 −1 0

0 0 0 −3

 1̂4 =


1 0 0 0

0 1 0 0

0 0 1 0

0 0 0 1

 (A.3)

T̂x =
1

3
√
2

(
−
√
3 0 1 0

0 −1 0
√
3

)
T̂y =

−i
3
√
2

(√
3 0 1 0

0 1 0
√
3

)
(A.4)

T̂z =

√
2

3

(
0 1 0 0

0 0 1 0

)
(A.5)

T̂xx =
1

3
√
2

(
0 −1 0

√
3

−
√
3 0 1 0

)
T̂yy =

3√
2

(
0 −1 0 −

√
3√

3 0 1 0

)
(A.6)

T̂zz =

√
2

3

(
0 1 0 0

0 0 −1 0

)
(A.7)
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T̂yz =
i

2
√
6

(
−1 0 −

√
3 0

0
√
3 0 −1

)
T̂zx =

1

2
√
6

(
−1 0

√
3 0

0
√
3 0 −1

)
(A.8)

T̂xy =
i√
6

(
0 0 0 −1
−1 0 0 0

)
(A.9)

σ̂ = (σ̂x, σ̂y, σ̂z)
T Ĵ =

(
Ĵx, Ĵy, Ĵz

)T
T̂ =

(
T̂x, T̂y, T̂z

)T
(A.10)
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A.2 Material specific parameters

Eg γ 1
2

γ0 γz γ□

HgTe −303 meV ℏ2
2m0

−4.1 ℏ2
2m0

−0.98 ℏ2
2m0

−1.6 ℏ2
2m0

GaAs 1519 meV ℏ2
2m0

−6.85 ℏ2
2m0

−2.58 ℏ2
2m0

−1.6 ℏ2
2m0

v2 βK1 B+ B−

HgTe 12.53 ℏ2
2m0

eV −4.31 meVnm −75.48 meVnm2 0

GaAs 19.27 ℏ2
2m0

eV −0.20meVnm

Table A.1: Material-specific parameters for the 6-band Kane model ĤK(p)
[Eq. (3.65)] for HgTe and GaAs [161, 116, 129], where ℏ is the reduced
Planck constant and m0 is the electron mass. The quadratic bulk inver-
sion asymmetry constants B± were fitted to DFT calculations.

α0 αz α□ β1

HgTe 16.58 ℏ2
2m0

9.36 ℏ2
2m0

−1.6 ℏ2
2m0

−4.31 meVnm

α-Sn 18.62 ℏ2
2m0

11.88 ℏ2
2m0

GaAs −13.19 ℏ2
2m0

−5.75 ℏ2
2m0

−1.6 ℏ2
2m0

−0.20meVnm

β31 β32 β33 β34

HgTe 140.36 meVnm3 25.6 meVnm3 4.3 meVnm3 −8.5 meVnm3

Table A.2: Material-specific parameters for the 4-band Luttinger model ĤTd(p)

[Eq. (3.8)] and the bulk inversion asymmetry term ĤBIA(p) [Eq. (3.14)]
for HgTe, GaAs, and α-Sn, where ℏ is the reduced Planck constant and
m0 is the electron mass. The HgTe and GaAs parameters are calculated
by the folding procedure from Sec. 3.2.3 using the parameters from Ta-
ble A.1 and the α-Sn parameters are taken from Ref. [128].
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A.3 Character table of the tetrahedral double group Td

Td E Ē 8C3 8C̄3 3C2, 3C̄2 6S4 6S̄4 6σd, 6σ̄d

Γ1 1 1 1 1 1 1 1 1

Γ2 1 1 1 1 1 −1 −1 −1
Γ3 2 2 −1 −1 2 0 0 0

Γ4 3 3 0 0 −1 1 1 −1
Γ5 3 3 0 0 −1 −1 −1 1

Γ6 2 −2 1 −1 0
√
2 −

√
2 0

Γ7 2 −2 1 −1 0 −
√
2
√
2 0

Γ8 4 −4 −1 1 0 0 0 0

Table A.3: Character table for the tetrahedral double group Td. The conserved

symmetry operations of the group are shown in the top row, where E is

the identity, Cn is a rotation by 2π/n, Sn represents a rotation by 2π/n,

followed by a reflection in a plane perpendicular to the rotation axis, and

σ denotes a reflection [118].

The character table A.3 describes the tetrahedral double group Td. The irreducible

representations Γ1 to Γ5 form the single group Td for integer angular momentum

states without spin. The tetrahedral group contains the following symmetry opera-

tions: (1) The identity E. (2) Threefold (2π/3) rotational symmetry with respect to

eight different axis (8C3). (3) Twofold (2π/2) rotational symmetry with respect to

three seperate axis (3C2). (4) Six axis with a fourfold rotational symmetry (2π/4),

followed by a reflection in a perpendicular plane to the rotation (6S4). (5) Reflection

symmetry with respect to six diagonal planes (6σd) [117, 118].

With spin, the group is expanded to the Td double group, containing the additional

irreducible representations Γ6, Γ7, and Γ8. Here, one must include the additional 2π

rotation R, since only a 4π rotation restores a half-integer angular momentum state.

In Tab. A.3, we use the notation from Koster et al. [162], where the barred symmetry

operations include an additional 2π rotation (e.g. Ē = RE, with Ē2 = E).

In the Kane model, discussed in Sec. 3.2.1, the j = 1/2 states transform according

to the Γ6 and the j = 3/2 states transform according to the Γ8 irreducible represen-
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tation of the Td double group. The blocks of the Kane Hamiltonian ĤK(p) from

Eq. (3.65) can be found with the direct product of the corresponding irreducibe

representation. These direct products can be expanded as a linear combination of

the single group irreducibe representations. Therefore, the blocks of ĤK(p) have

the representations

Ĥ 1
2

1
2
(p)→ Γ6 ⊗ Γ∗

6 = Γ1 + Γ4, (A.11)

Ĥ 3
2

3
2
(p)→ Γ8 ⊗ Γ∗

8 = Γ1 + Γ2 + Γ3 + 2Γ4 + 2Γ5, (A.12)

Ĥ 1
2

3
2
(p)→ Γ6 ⊗ Γ∗

8 = Γ3 + Γ4 + Γ5. (A.13)

With the help of these representations, we can use the symmetrized matrices and

irreducible tensor products, shown in Tabs. 3.1 and 3.2, to write the most general

form of the Kane Hamiltonian.
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A.4 Bulk dispersion of the Weyl semimetal phase

We provide the details of the bulk analysis of the Weyl semimetal (WSM) phase,

discussed in Sec. 3.1.2. In the transformed basis of Eq. (3.37), the WSM Hamiltonian

ĤW (p) from Eq. (3.26) decouples into two blocks for φ = π/4

H̃W (p⊥, φ =
π

4
, pz) = Û †

π
4
ĤW (p⊥, φ =

π

4
, pz)Ûπ

4
(A.14)

=

(
ĥ+(p⊥, pz) 0

0 ĥ−(p⊥, pz)

)
(A.15)

with

ĥ±(p⊥, pz) =
[
d±0 (p⊥, pz) + δ±0 (p⊥, pz)

]
1̂2 +

[
d±(p⊥, pz) + δ±(p⊥, pz)

]
· σ̂. (A.16)

The components of the blocks without cubic bulk inversion asymmetry (BIA) terms

are given by

d±0 (p⊥, pz) = α0(p
2
⊥ + p2z)±

3

2
β1p⊥, (A.17)

d±x (p⊥, pz) =
√
3

[
|β1|
pβ1

p⊥ ∓ β1
]
pz, (A.18)

d±y (p⊥, pz) =

√
3

2

[
∓|β1|
pβ1

p⊥ + β1

]
p⊥, (A.19)

d±z (p⊥, pz) = 2α̃z

(
p2z −

1

2
p2⊥ − p2u

)
. (A.20)

And the cubic BIA terms take the form

δ±0 (p⊥, pz) = ±
1

2
p⊥

[
1

2
p2⊥

(
β31 +

7

4
β32 + 3β33 + 3β34

)
− p2z

(
β31 +

7

4
β32 − 3β33

)]
,

(A.21)

δ±x (p⊥, pz) = ∓
√
3pz
(
β33p

2
⊥ + β34p

2
z

)
, (A.22)

δ±y (p⊥, pz) =

√
3

2
p⊥

[
p2z(β31 +

7

4
β32 + β33)−

1

2
p2⊥(β31 +

7

4
β32 − β33 − β34)

]
,

(A.23)

δ±z (p⊥, pz) = ±
1

2
p⊥

(
1

2
p2⊥ − p2z

)(
β31 +

13

4
β32

)
. (A.24)
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We take the crossing point from the line node phase of the Luttinger Hamiltonian

ĤLN (p), p0 = (p⊥0, pz0) with p⊥0 = pβ1 and p2z0 = p2u + p2β1
/2 [Eq. (3.45)], and

expand the Hamiltonian to linear order in momentum. From d±x,y(p⊥, pz), one can

see that the Hamiltonian is separated into a low and a high energy block, depending

on the sign of β1. We only focus on the low energy block ĥsgn(β1)(p⊥, pz) and expand

the cubic BIA terms to zeroth order and the other terms to first order in momentum.

It is convenient to use the new basis

σ̂1 =
vx,⊥σ̂x + vy,⊥σ̂y

v1,⊥
, σ̂2 =

vx,⊥σ̂x − vy,⊥σ̂y
v1,⊥

, (A.25)

vx,⊥ =
√
3
pz0
p⊥0
|β1|, vy,⊥ = −

√
3

2
|β1|, v1,⊥ =

√
v2x,⊥ + v2y,⊥. (A.26)

This simplifies the expanded term dx(p⊥, pz)σ̂x + dy(p⊥, pz)σ̂y ≈ v1,⊥σ̂1q⊥, with

q = (q⊥, qz) = (p⊥ − p⊥0, pz − pz0). We get the effective low energy Hamiltonian

h̃(q) = (ϵ0 + v0,⊥q⊥ + v0,zqz)1̂2 + (v1,⊥ + ϵ1)σ̂1 + ϵ2σ̂2 + [vz,⊥q⊥ + vz,zqz + ϵz]σ̂z,

(A.27)

with the effective parameters from the Luttinger model

v0,⊥ = 2α0p⊥0 +
3

2
|β1|, v0,z = 2αzpz0, (A.28)

vz,⊥ = −2α̃zp⊥0, vz,z = 4α̃zpz0, (A.29)

coming from the partial derivatives of d0,z(p⊥, pz). The constant terms are given

by

ϵ0 = d0(p0) + δ0(p0) (A.30)

ϵ1 =
δx(p0)vx,⊥ + δy(p0)vy,⊥

v1,⊥
(A.31)

ϵ2 =
δy(p0)vx,⊥ − δx(p0)vy,⊥

v1,⊥
(A.32)

=
√
3

(
β31 +

7

4
β32 + β33 − β34

)
p⊥0pz0p

2
u√

p2⊥0 + 4p2z0

ϵz = δz(p0). (A.33)
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Utilizing the shape of h̃(q), we can easily diagonalize the Hamiltonian to find the

energy dispersion

ε(q⊥, qz) = ϵ0 + v0,⊥q⊥ + v0,zqz ±
√

(v1,⊥q⊥ + ϵ1)
2 + ϵ22 + (vz,⊥q⊥ + vz,zqz + ϵz)

2.

(A.34)

The analysis of this equation is provided in Sec. 3.1.2 of the main text.
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[114] C. Brüne, C. X. Liu, E. G. Novik, E. M. Hankiewicz, H. Buhmann, Y. L.

Chen, X. L. Qi, Z. X. Shen, S. C. Zhang, and L. W. Molenkamp. “Quantum

hall effect from the topological surface states of strained bulk HgTe”. Phys.

Rev. Lett., 106, 126803 (2011).
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