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8 Erklärungen zu Autorenschaften 193

9 Danksagung 197

IX



X



Abbreviations

AE Appearance energy

AEPICO Auger-electron-photoion coincindence

AEPIPICO Auger-electron-photoion-photoion coincidence

AES Auger electron spectroscopy

ATcT Active thermochemical tables

DPI Dissociative photoionisation

DTA Double toroidal analyzer

EPSD Electron position sensitive detector

es energy-selective

Eq. Equation

EXAFS Extended X-ray absorption fine structure

Fig. Figure

HOMO Highest occupied molecular orbital

IE Ionization energy

IR Infrared radiation

LUMO Lowest unoccupied molecular orbital

MCP Micro channel plate

MO Molecular orbital

ms mass-selective

NEXAFS Near edge x-ray absorption fine structure

NMR Nuclear magnetic resonance

PIPICO Photoion-photoion-coincidence

PLEIADES Polarized Light source for Electron and Ion Analysis from

Diluted Excited Species

PSD Position sensitive detector

RAES Resonant Auger electron spectroscopy

SLS Swiss Light Source

SOLEIL Source Optimisée de Lumière d’Energie Intermédiaire du LURE

XI



Tab. Table

TOF Time-of-flight

UV/VIS Ultraviolet and visible spectral range

VUV Vacuum ultraviolet

XANES X-ray absorption near-edge structure

XPS X-ray photoelectron spectroscopy

XRF X-ray fluorescence

XII



List of Publications

The Chapters 3 and 4 are adapted versions of peer-reviewed and published articles.

Chapter 5 is an adapted version of a submitted manuscript. The contribution of

each author to these chapters is stated in Erklärungen zu Autorenschaften. The
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CHAPTER 1

Introduction

1.1 The history of fulminic acid

Fulminic acid, HCNO, has fascinated chemists since 1800, when it was first discov-

ered by Edward Howard.[1] In those times, chemists still believed that the element

“murium” existed, which together with hydrogen and oxygen formed hydrochlo-

ric acid, HCl.[2] Howard’s goal was to synthesize muriate salts, so he combined

ethanol, nitric acid and mercury oxide. Ethanol and nitric acid were meant to

be the sources of hydrogen and oxygen, respectively, while the mercury served as

a metal base for the salt. The product was a white solid. The common test for

murium was the addition of sulfuric acid, producing gaseous HCl. However, when

Howard added sulfuric acid to this compound a violent explosion ensued instead.

Howard now knew that he had not produced a muriate salt and instead named

this new substance, after its explosive properties, “fulminating mercury”.[1]

Howard had produced mercury fulminate Hg(CNO)2. Adding sulfuric acid led

to the highly exothermic formation of fulminic acid, HCNO. It has to be noted

here, that the free acid is nonexplosive, instead the released heat of the reaction

caused the explosion of unreacted mercury fulminate. Mercury fulminate itself

has a captivating history; due to its high explosive power, it was used as an initi-

ating explosive to set off more tame explosives like gunpowder.[3] It was also the

initiating explosive used by Alfred Nobel to detonate his dynamite explosive.[4,5]

The composition and structure of fulminic acid and fulminate puzzled chemists

for close to 150 years. In 1824, Justus Liebig published the quantitative analysis

of silver and mercury fulminate[6] and found that they were identical to the com-

position of the seemingly unrelated compound silver cyanate (AgNCO) published

1



1 Introduction

in the same year by Friedrich Wöhler.[7] This led to a disagreement and Liebig ac-

cused Wöhler of making a mistake.[8,9] Only after a personal meeting and another

round of experiments, Liebig was convinced that both results were correct.[10]

These findings conflicted with the contemporary idea that the properties of a

substance were solely dependent on its composition. Thus, Jöns Jakob Berzelius

suggested that the way that these atoms are connected with each other, i.e., the

chemical structure is also important. He introduced the concept of isomerism to

explain these and other observations.[8,11]

The structure of fulminic acid, HCNO, and its isomer isocyanic acid, HNCO,

as well as their salts turned out to be challenging questions. In the beginning,

it was believed that fulminic acid contained two carbon atoms since the still em-

ployed synthesis by Howard was based on ethanol.[1] This led to several erroneous

suggestions. Of note are those by August Kekulé who gained fame for coming

up with the correct structure of benzene in 1865.[18,19] He proposed the structure

H2C(NO2)CN (3, Figure 1.1).[14,15] Others also put forward structures based on

two carbon atoms[16,17,20], some of which are shown in Figure 1.1.

In 1892, Nef first proposed a structure containing only one of each atom.[13] His

structure (2 in Figure 1.1) contained a divalent carbon atom, a novel concept at

the time. Today we know that his structure is that of the isofulminic acid. The

correct structure was first suggested by Ley and Kissel, two researchers from the

Universität Würzburg in 1899.[12] Lothar Wöhler could show in 1905 that indeed

1

2

3

4

5

Figure 1.1: Proposed structures of fulminic acid throughout the years. 1 was
first suggested by Ley and Kiesel[12], while Nef suggested 2[13]. The
two-carbon variants 3, 4 and 5 were introduced by Kekulé,[14,15]

Divers[16] and Steiner[17], respectively.
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1.1 The history of fulminic acid

Figure 1.2: Pyrolytic route to fulminic acid, HCNO, developed by Wentrup et
al..[26]

fulminic acid was of the monomeric variety by determining the freezing-point

depression in water.[21] In 1926, Linus Pauling provided a powerful argument

against 2 and in favor of 1.[22] He calculated the free energies of HONC and

HCNO and concluded that HCNO is the correct structure of fulminic acid.[22]

This constitutes one of the earliest examples where calculations were conducted

to enhance the chemical understanding. Finally, the first convincing experimental

evidence for 1 was provided in 1961 by Huisgen. In his work to elucidate the

1,3-dipolar cycloadditions he found that fulminic acid reacted with dipolarophiles

and formed products consistent with structure 1.[23] With the advent of molecular

spectroscopy the final piece of evidence was obtained in the form of infrared and

microwave spectroscopy. In 1966, Beck and Feldl measured its IR spectrum[24]

and observed a C-H stretching mode (3335 cm−1) and no O-H stretching mode.

The observed spectrum was similar to that of nitrous oxide, NNO. The microwave

spectra[25] supported these findings and found a linear structure with the bond

lengths r(C-H) = 1.027 Å, r(C-N) = 1.161 Å and r(N-O) = 1.207 Å. Finally, the

doubts surrounding the composition and structure and fulminic acid had been

removed.

As discussed, the synthesis of fulminic acid involved the highly explosive ful-

minate salts of mercury and sodium and was still more or less based on the

procedure provided by Edward Howard in 1800. In 1979, Curt Wentrup intro-

duced a much safer synthesis, albeit with a more complex setup. His route went

via the gas-phase pyrolysis of the phenyl-substituted isoxazol-5(4H)-ones, which

produces carbon dioxide, benzonitrile and fulminic acid (see Figure 1.2).[26] All

experimental studies after this publication used the new gas-phase pyrolysis route.

3



1 Introduction

Further detailed studies have been conducted by IR[27–29] and microwave spec-

troscopy.[30,31] The VUV absorption spectrum,[32] photoelectron spectrum[33] and

penning ionization spectrum[34] have also been measured. Bondybey and English

measured the IR spectrum of HOCN after irradiation of HCNO with a Xe arc

lamp in a Ne matrix.[35] The mass spectrometry of HCNO[36] and the gas-phase

reactions of HCNO with small radicals were also studied.[37–44] Due to its small

size and unusual properties, HCNO has also been the subject of numerous in-depth

computational studies.[44–53] Particular interest is given to the ”floppy” nature of

the molecule owed to the HCN bending mode with a wavenumber of 225 cm−1

and a remarkably flat potential energy surface. For this reason, HCNO is consid-

ered a quasilinear molecule. These properties even inspired two limericks, which

are included in a review on quasilinear and quasiplanar molecules.[48] Monda et

al. examined the occurrence of Jahn-Teller and Renner-Teller interactions in the

HCNO+ cation,[53] while Luna et al. computed the potential energy surface of

HCNO+ and its isomers.[50]

In summary, fulminic acid and its isomers have been used as model systems to

better understand chemical theory and also to test new ideas and methods. This

can be attributed to its small size limiting the degrees of freedom, thus decreasing

the complexity, and allowing for more detailed analysis. Research on fulminic

acid was for a long time at the cutting edge of chemistry and, in some sense, its

history reflected the current state-of-the art. In the span of 200 years chemists

evolved from believing in the fictional element murium to introducing isomerism

and chemical structures and finally towards investigating these molecules with

complex experiments and high-level quantum chemical theories. Looking back, it

is intriguing to ponder what chemists will think of the science conducted today,

for example the research presented in this thesis.

1.2 HCNO in interstellar space

Hydrogen, carbon, nitrogen, and oxygen are the essential elements of organic

life. They make up more than 90% of biomass on planet earth.[54] fulminic acid

and its isomers isofulminic acid, HONC, cyanic acid, HOCN, and isocyanic acid,

HNCO, form a tetrad of species called CHON. Their relative stability is pictured in

4



1.2 HCNO in interstellar space

Figure 1.3, showing that HNCO is the most stable isomer.[51] A prebiotic role has

been suggested for the molecules of the CHNO tetrad, meaning that they may

be intermediates in the formation of larger biochemical compounds. Isocyanic

acid, HNCO, has been discussed in particular as it may react with H2 to produce

formamide,[55] a key prebiotic precursor.[56]

HCNO was first detected in interstellar space by Marcelino et al. via its mi-

crowave spectrum using the 3 mm band of the IRAM 30m radio telescope.[57]

It was observed towards the dark molecular clouds B1, L1544 and L183, and

in the low-mass protostar L1527. It has now been detected in numerous inter-

stellar objects such as L1157-mm, NGC1333 IRAS4a, L1157-B1 and the dense

core L483.[58–61] Fulminic acid is most likely formed in interstellar space through

the neutral-neutral reaction CH2 + NO → HCNO + H.[57] Both experimental

and theoretical evidence has been provided for this reaction,[62–64] while Zhang et

al. computed that the main product of this reaction should be HNCO + H.[65]

On grain surfaces HCNO is believed to be formed by the reaction of CNO and

H adsorbed on the grain.[66] Isofulminic acid, HONC, is the only isomer in the

tetrad that has not yet been detected in interstellar space, although its laboratory

microwave spectrum is known.[67]

Isocyanic acid is the most abundant isomer in interstellar space with

HNCO/HCNO ratios of 40 to 70 in the protostar L1527.[57] HNCO was first de-

Figure 1.3: Relative heats of formation of the isomers of the CHON tetrad cal-
culated by Schuurman et al..[51] Values are given in kcal/mol.
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1 Introduction

tected in 1972 in Sagittarius B2, a giant molecular cloud close to the center of the

milky way.[68] Since then, isocyanic acid has been detected in massive star forming

regions,[69–71], in galactic and extragalactic interstellar media,[72] and in over 50

other sources.[58,73–79] Cyanic acid, HOCN, has so far been identified in Sagittar-

ius B2 and few other sources.[61,80,81] In cold sources the abundance of cyanic and

fulminic acid are roughly equal, while in hot sources cyanic acid is at least 10 to

100 times more abundant. In a 2010 publication Marcelino et al. attempted to

explain these observations with two gas-phase models and one gas-grain model.[61]

They were not able to reproduce the results and concluded that the chemistry of

the CHNO isomers is still “poorly understood” and that in particular for HCNO

the model may be missing an important destruction mechanism.

1.3 Interstellar VUV and X-ray radiation

One possible destruction mechanism of molecules in interstellar space is the in-

teraction with highly energetic photons, such as vacuum ultraviolet (VUV) and

X-ray radiation.

Interstellar VUV radiation is produced by early type stars in the galaxy, also

called the diffuse radiation field.[82] It is a combination of diffuse galactic and ex-

tragalactic light.[83] Diffuse galactic light originates from stars in the galactic plane

scattered by interstellar dust,[84] while extragalactic light has several sources, the

biggest of which are other galaxies.[85] VUV radiation influences the chemistry in

interstellar space and on grains.[86] It could be shown, for example, that VUV pho-

tolysis of interstellar ice analogues could produce amino acids.[87,88] Irradiating ice

mixtures containing H2O, CO, CO2, CH3OH and NH3 with light from a hydrogen

flow discharge lamp produced a vast catalog of species including glycine, alanine,

valine and serine.[88] These measurements support the hypothesis that the first

amino acids were not formed on earth, but rather transported here by cometary

dust, meteorites or dust particles.

Dark clouds or dense clouds are considered opaque to VUV photons. The

photons are absorbed by the outermost layer of the cloud and do not penetrate

deeper. In these dense clouds, Philips et al. measured an unexpectedly high

ratio of carbon to carbon monoxide,[89] indicating that their model was missing an

6



1.3 Interstellar VUV and X-ray radiation

efficient destruction mechanism from CO to C. Prasad and Tarafdar then proposed

a new mechanism that can produce VUV photons in these dark clouds. Cosmic

rays with energies from 10 to 100 MeV may ionize molecular hydrogen producing

electrons. These electrons in turn electronically excite molecular hydrogen deep

in the dense cloud. The excited hydrogen molecules can then emit either a Lyman

line producing photons in the range of around 8 to 15 eV.[90] This mechanism is

called the Prasad-Tarafdar mechanism and explained discrepancies between the

composition of dense clouds measured in experiments and those determined by

theoretical models.[90] For the C/CO example above, the model could be corrected

by including the photodissociation of CO:[91]

CO + hν → C + O (1.1)

Other than photodissociation, VUV photons may also induce photoionization

leading to the creation of a photoelectron and a photoion. In certain cases, the

produced photoion can have enough energy that it dissociates into a positively

charged and a neutral fragment. For some small and well-studied molecules like

methanol all pathways, i.e., photodissociation, photoionization and dissociative

photoionization are considered in the models.[92] For the CHNO tetrad only the

Figure 1.4: Images of Messier 87, the black hole at the center of our galaxy.
Shown on the right is the famous picture of M87 captured by the
Event Horizon telescope. The picture on the left is an X-ray observa-
tion of M87 conducted by the Chandra X-ray observatory. Chandra
has a significantly wider field of view. Image credit to NASA/CX-
C/Villanova University/J. Neilsen (left) and Event Horizon Tele-
scope collaboration (right).
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1 Introduction

photodissociation is included in models, while the (dissociative) photoionization

is not considered, possibly due to the lack of reliable data.

X-ray radiation is ubiquitous in interstellar space. There exists a cosmic back-

ground of X-rays arising from bremsstrahlung, black-body radiation and inverse

Compton scattering.[93] But X-ray radiation is also produced by discrete objects.

Our own sun for example is a source for X-rays.[93] In general, they can be pro-

duced by X-ray binary systems,[94], bullet clusters,[95] black holes (see Figure 1.4)

and supernova remnants.[96]

An additional class of systems are the super soft X-ray sources (SSXS). They

have effective temperatures of 20 to 100 eV or 2 ·105 to 1 ·106 K. A source with an

effective temperature of 70 eV has its maximum emissivity at around 300 eV. They

were first recognized as a new class of interstellar sources in 1991 by the Röntgen

Observatory Satellite (ROSAT) conducting measurements in the central region

of the Large Magellanic Cloud.[97] The most luminous sources can be explained

by white dwarfs, which are undergoing stable nuclear burning by accreting H-rich

matter from a companion star.[98] White dwarf are remnants of stars, which ended

their hydrogen-fusing period and expanded into red giants, which fuse helium to

carbon and oxygen. If these red giants are too small to fuse carbon, an inert core

of carbon and oxygen will build up. When this red giant sheds its outer-most

layer it turns into a white dwarf. In a super soft X-ray source, a white dwarf

steadily pulls material, i.e., accretes, from a binary companion star.[99]

X-ray radiation is about an order of magnitude more energetic than VUV pho-

tons and the induced processes differ. X-ray radiation is energetic enough to excite

or ionize the core electrons of atoms and molecules, i.e., those electrons that do

not participate in the formation of chemical bonds. This leads to a “hole” in the

core orbital. This core vacancy can be filled by an Auger-Meitner process. Here,

a valence electron fills the hole. This released energy is transferred to another

valence electron, which gets ejected from the molecule. This effect was discov-

ered by Lise Meitner in 1922[100] and independently by Pierre Auger in 1923.[101]

At first, Meitner’s discovery was overlooked, and the process was named after

Auger only. In 2019, it was proposed to rename the effect to recognize Meitner’s

contribution.[102]
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1.4 Outline of this thesis

The goal of this thesis is two-fold. First, investigating how HCNO interacts with

ionizing interstellar radiation leads to a better understanding of its fate in in-

terstellar space. We want to find out which cationic states are produced, when

HCNO interacts with VUV- or Soft X-ray radiation, but also to which fragments

the produced ion dissociates. The other goal of this thesis is to use HCNO as a

small, computationally tractable molecule to better understand complicated ef-

fects, such as the Renner-Teller distortion or the Auger-Meitner decay. Here,

high-level quantum chemical theory will be of integral importance. Before the

results are shown in Chapter 3, Chapter 4 and Chapter 5, some required funda-

mentals are provided. In Chapter 2 the theoretical background of the observed

processes is given. In particular, the Auger-Meitner process is explained in more

detail. Also details regarding the experiments are provided. Here, focus is given

to the EPICEA setup, which was used for the first time in our group. The data

is analyzed using a home-written Python program.

In Chapter 3 the photoelectron spectroscopy and subsequent dissociation is

investigated. The data sets for this study were collected during two beamtimes,

one at the PLÉIADES beamline of the SOLEIL Synchrotron and the other at the

VUV beamline of the Swiss Light Source. At the PLÉIADES beamline the high-

resolution photoelectron spectrum was recorded using a hemispherical analyzer.

At the VUV beamline we used the photoelectron-photoion coincidence setup to

elucidate the dissociative photoionization mechanism of the fulminic acid cation.

The experimental spectra are compared to quantum chemical calculations.

Our investigation of the interaction soft X-ray photons with fulminic acid,

HCNO is shown in Chapter 4. These experiments were conducted at the

PLÉIADES beamline. The ionization and excitation of the carbon, oxygen, and

nitrogen 1s electron is measured via X-ray photoelectron spectra (XPS) and Near-

edge X-ray absorption fine structure (NEXAFS) spectra. We then observed the

subsequent Auger-Meitner processes by measuring the normal and resonant Auger

electron spectra. To extract further information on the observed signals, the

Auger-Meitner transition rates were also computed theoretically.

9



1 Introduction

In Chapter 5 of this thesis, we conducted Auger-electron-photoion-coincidence

spectroscopy of HCNO. Here, the photoions following the 1s ionization or 1s ex-

citation are measured. The spectra are then examined for site-selective effects,

i.e., whether the ionization or excitation of different atomic sites lead to different

product distributions.
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Theulé, ACS Earth Space Chem. 2019, 3, 2122–2137.

[57] N. Marcelino, J. Cernicharo, B. Tercero, E. Roueff, Astrophys. J. 2009,

690, L27–L30.
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Burkert, H. Fink, E. Pfeffermann, W. Pietsch, P. Predehl, J. H. M. M.

Schmitt, W. Voges, U. Zimmermann, K. Beuermann, Nature 1991, 349,

579–583.

[98] C. Maitra, F. Haberl, Astron. Astrochem. 2022, 657, A26.

[99] P. Kahabka, E. P. J. van den Heuvel, Annu. Rev. Astron. Astrophys. 1997,

35, 69–100.

[100] L. Meitner, Z. Phys. 1922, 11, 35–54.

[101] P. Auger, Comptes rendus hebdomadaires des séances de l’Académie des
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CHAPTER 2

Methods

This chapter summarizes the methods that are investigated in the presented pub-

lications. In this thesis, synchrotron radiation, specifically VUV- and soft X-ray

radiation, is used. The production and properties of synchrotron radiation are

well described in numerous textbooks.[1,2] Here I will focus on the processes ini-

tiated by soft X-ray ionization. Extensive literature is available on photoelectron

spectroscopy[3,4], dissociative photoionization[5] and threshold photoelectron pho-

toion coincidence spectroscopy[6–8] and will also not be expanded on here. Further

literature is also cited in the respective chapters.

Soft X-ray photons have energies of roughly 100 eV to a few keV. In this energy

range it is possible to excite or ionize the core electrons in molecules and atoms.

The processes of core ionization will be covered in Section 2.1 and the normal

Auger-Meitner process in Section 2.2. The sections 2.3 and 2.4 will expand on the

X-ray absorption spectroscopy and the resonant Auger-Meitner process and the

fragmentation following the Auger-Meitner decay will be outlined in Section 2.5.

The hemispherical analyzer used in Chapter 3 and Chapter 4 is also elaborated

on briefly in Section 2.6. Then, details are given on the setup and data treatment

of the EPICEA setup (Section 2.7). For the threshold electron photoion coinci-

dence setup, used in Chapter 3, detailed procedures on the data treatment are

already available in the literature.[6,9–11] The fundamentals of dissociative pho-

toionization and the modeling using the minimalPEPICO program are described

in Ref. [5].
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2 Methods

2.1 X-ray photoelectron spectroscopy

In X-ray photoelectron spectroscopy a molecule M absorbs the energy of an X-ray

photon hν, this produces a molecular cation M+ and a photoelectron e−. This

process is in principle identical to that of conventional photoelectron spectroscopy

using vacuum ultraviolet (VUV) radiation. The difference lies in the energy of

the incident photon and consequently in the electron that gets ejected. Soft X-ray

radiation is energetic enough to affect the core electrons in atoms and molecules,

while VUV radiation interacts with the valence electron,[3] these processes are de-

picted in Figure 2.1. Thus, ionization via soft X-ray photons produces a molecular

cation, where an electron from a core orbital is removed:

M + hν →M+(Core−1) + e−ph (2.1)

By invoking Koopmans’ theorem, the ionization energy IE(Core) of an electron

in the core orbital is equal to the negative orbital energy E(Core)[12]:

−E(Core) = IE(Core). (2.2)

Typically, the photon energy is chosen to be far above the core orbital ioniza-

tion energy. Due to its much smaller mass, the excess energy of this process is

transferred almost entirely to the photoelectron as kinetic energy eKE,[13] which

is given by

eKE = hν − IE(Core). (2.3)

The kinetic energy eKE is measured during X-ray photoelectron spectroscopy.

With the photon energy, the core electron ionization energies in atoms and

molecules can be calculated. In this context, it is useful to introduce the binding

energy EB, which is defined as the difference between the energy deposited in the

molecule by the photon and the energy that was removed again by the photoelec-

tron. It represents the energy that remains in the molecule relative to the neutral

ground state:
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Figure 2.1: Schematic representation of a) X-ray photoelectron spectroscopy and

b) VUV photoelectron spectroscopy. In this case, the core orbital is
a 1s orbital, but the concept applies to any type of core orbital.

EB = hν − eKE

with Equation 2.3

EB = IE(Core).

(2.4)

On the binding energy scale, the core ionization energy can be easily extracted

from the maximum of the signal in the X-ray photoelectron spectrum. In this

context, the term binding energy and ionization energy are used interchangeably.

Since the core orbitals do not participate in the formation of valence bonds in

molecules, they remain highly localized at the atom. This also means that the

corresponding orbital energies (and ionization energies) are mostly unchanged,

which leads to characteristic core orbital binding energies for each element. For

example, the 1s ionization energies in carbon, nitrogen and oxygen are around

290 eV, 410 eV and 540 eV, respectively. In the third period of the periodic table,

the 2s and 2p orbitals are also formally core orbitals. Sulfur for example has
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2 Methods

binding energies of around 2470, 230 and 160 eV for the 1s, 2s and 2p orbitals,

respectively.

As mentioned, these binding energies change slightly when the atoms are in-

volved in molecular bonds. They are mostly affected by the electronegativity

of the neighboring elements.[3] Electronegative substituents will remove electron

density from an atomic site and the remaining electrons are subjected to a higher

effective atomic charge. This increases their binding energy. The inverse is true for

electropositive substituents leading to lower binding energies. This effect is illus-

trated by the molecule ethyl-trifluoroethylacetat CF3COOCH2CH3. The four car-

bon atoms have substituents with significantly different electronegativities. This

leads to binding energies of 299.6, 297.1, 293.0, 291.2 eV going from CF3 to CH3,

i.e., a maximum separation of roughly 8 eV.[3] This shows that in general this

shift will be small compared to the absolute binding energy.

Since the binding energies of different elements are well separated, it is possible

to selectively ionize only the 1s electrons of a particular element in a molecule.

So, with HCNO we can ionize for example only the O1s electron. This is true

although the O1s ionization energy is higher than, for example, the N1s ionization

energy, meaning that technically the N1s electron could also be ejected from

the molecule. The core orbital ionization cross section in atoms scales roughly

as ∆E−2.7, where ∆E is the excess energy relative to the respective ionization

energy.[14,15] Assuming that the core orbital cross section in molecules are similar

to those of the free atoms the ionization edge closest in energy has a substantially

larger cross section.

There are a number of different detectors that can measure high kinetic en-

ergy photoelectrons. An overview over these detectors can be found in text-

books.[3,16,17] The detectors used in this thesis are described in Section 2.6 and

Section 2.7.

2.2 Normal Auger-Meitner processes

The molecular cation M+(CO−1), which is created by core orbital ionization, is

highly excited. These excited molecules can then relax electronically via two

competing processes. When a valence electron fills the vacancy, this energy can
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2.2 Normal Auger-Meitner processes

be converted to a photon through X-ray fluorescence (Figure 2.2 b)). The other

possibility is the Auger-Meitner decay. For low-Z elements like carbon, nitrogen

and oxygen the Auger electron yield is around 99%.[4,16] With rising atomic num-

ber fluorescence becomes more likely and at Z = 30 both transitions are roughly

equally likely.[4,16] Both of these processes occur on timescales below 10 fs and are

typically faster than molecular dissociation.[13]

In the Auger-Meitner decay, a valence electron also fills the vacancy in the

core orbital. This releases energy equal to the orbital energy difference E(V1) −
E(Core). Note that the orbital energies are formally negative. This energy is

transferred to another valence electron which gets ejected from the molecule. The

excess energy of this process is transferred to the kinetic energy of the ejected

electron, which is called the Auger electron. The kinetic energy of the Auger

electron EA
kin is the difference of the excess energy and the orbital energy of the

ionized valence electron.
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Figure 2.2: Schematic representations of the processes following 1s ionization.
a) shows X-ray fluorescence and b) the Auger-Meitner decay. The
core orbital is represented by a 1s orbital.
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EA
kin = E(V1)− E(Core) + E(V2) (2.5)

In Auger electron spectroscopy the kinetic energy of this Auger electron is

measured. Auger-Meitner processes lead to two-hole final states. The depopulated

orbitals V1 and V2 can be any combination of two valence orbitals in a molecule,

or even the same orbital. However, different combinations of orbitals may have

different Auger transition rates, and as a result have different intensities in the

Auger electron spectra. Like in X-ray photoelectron spectroscopy, we can define a

binding energy. Here, the energy that is present in the molecule after 1s ionization

is the core orbital energy or, using Equation 2.2, the core ionization energy. Thus,

in normal Auger electron spectroscopy the binding energy EB is defined as:

EB = IE(Core)− EA
kin

with Equation 2.5 and Equation 2.2

EB = −(E(V1)− E(V2)).

(2.6)

The binding energy can be seen as the excess energy of the formed dicationic

state relative to the neutral ground state. It also useful to compare the Auger

electron spectra on the same energy scale, as the final states have fixed binding

energies. Note that both EA
kin and EB are independent of the incident photon

energy.

2.3 X-ray absorption spectroscopy

Instead of ionizing the core electron, it can also be resonantly excited into an

unoccupied valence orbital:

M + hν →M∗(CO−1V 1
1 ) (2.7)

These transitions are investigated as part of X-ray absorption spectroscopy.

These spectra can be recorded by measuring the incident and transmitted light

intensity and calculating the absorption using the Lambert-Beer law.[3] This is

however challenging for low sample concentrations, for example in the gas phase.
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2.4 Resonant Auger-Meitner processes

In this thesis, we determined these resonances using an ion yield detector. As will

be shown in Section 2.4, resonantly exciting a core electron leads to the formation

of an Auger electron and a cation. The photon energy is then scanned from low

to high energies. Whenever the energy is equal to a resonance an increase in total

ion yield is observed.

The resulting spectra are split into two energetic regions, the near-edge X-ray

absorption fine structure (NEXAFS) region and the extended X-ray absorption

fine structure (EXAFS) region. Occasionally, the NEXAFS region is also called

X-ray absorption near-edge structure (XANES).[18] NEXAFS is the structure ob-

served just below the core electron ionization energy and it is this region, where

the excitation of the core electron into unoccupied orbitals is observed. This

transition is pictured in Figure 2.3 a). Similar to the shift in XPS, the energetic

position of these signals is also dependent on the electron density at the atom and

can be influence by the substituents. This is particularly relevant for the X-ray

absorption spectroscopy of metal complexes as these shifts provide information

on the oxidation state of the metal.[18] In this thesis, the observed signals are ei-

ther excitations into the unoccupied 3π orbital of HCNO or into diffuse Rydberg

states.

EXAFS occurs at energies equal or higher than the core electron ionization.

The interaction of the ejected photoelectron with nearby atoms causes scattering

effects, which lead to modulations in the spectra. These signals start immediately

after the absorption edge and appear up to 1 keV above the edge.[18] Fourier trans-

forming these modulations provides distance information between the excitation

site and neighboring atoms.

2.4 Resonant Auger-Meitner processes

An Auger-Meitner process may also take place after core electron excitation. This

process is pictured in Figure 2.3 b) and c) and is called the resonant Auger-Meitner

decay. Like before, a valence electron fills the core vacancy, and another valence

electron picks up the energy and gets ejected from the molecule. This produces

an Auger electron and a singly charged cation. As mentioned above, this process

takes less than 10 fs and is usually much faster than nuclear motion. This is not the
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Figure 2.3: Schematic representation of the process of a) near-edge X-ray ab-
sorption fine structure, b) Auger-Meitner participator decay and c)
Auger-Meitner spectator decay. The core orbital is represented here
by a 1s orbital, the concept however applies to any type of core or-
bital.

case however, when the core-excited state has a repulsive potential energy surface

along one internuclear coordinate. This dissociation that can precede the Auger-

Meitner decay is called ultrafast dissociation.[13] For example, it is observed for

the core-excited HBr (Br 3d−1σ*).[19] Ultrafast dissociation in this state leads to

ground state atomic hydrogen and core-excited atomic Br*, which then undergoes

the Auger-Meitner decay. This leads to a resonant Auger electron spectrum of

HBr, which includes the signals of atomic Br.

The kinetic energy of the Auger electron is dependent on the involved orbitals

and also given by Equation 2.5. It is possible to distinguish between two different

types of decays. In participator decays the electron that was excited in the initial

step is involved in the decay and the released energy E(V1)−E(Core) is equal to

the energy of the photon. In this case Equation 2.5 becomes
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2.4 Resonant Auger-Meitner processes

ERA,P
kin = hν + E(V2), (2.8)

meaning that the kinetic energy of an Auger electron produced by participator

decay ERA,P
kin depends on the photon energy. The other type of decay is called a

spectator decay, where the initially excited electron does not participate in the

Auger-Meitner process. The kinetic energy of the Auger electron ERA,S
kin is then

unchanged from Equation 2.5:

ERA,S
kin = E(V2)− E(Core) + E(V3) (2.9)

Thus, ERA,S
kin is independent of the photon energy. This makes it possible to

differentiate between participator and spectator decays by changing the photon

energy and observing which signals shift in kinetic energy and which do not.

The binding energy is defined as the difference between the photon energy

hν and the kinetic energy of the Auger electron. This leads to the following

expressions for spectator and participator decay, respectively:

ERA,P
Bin = −E(V2) (2.10)

ERA,S
Bin = hν + E(Core)− E(V2)− E(V3) (2.11)

The binding energy of participator states is thus not dependent on the photon

energy, while the binding energy of the spectator states is. The final states pro-

duced by participator decay are so-called one-hole states, while the final states

of the spectator decay are called two-hole-one-particle states, since there are two

holes in the valence orbitals and the spectator electron in the previously unoc-

cupied orbital. The participator final states (one-hole states) are equivalent to

the final states produced by VUV photoelectron spectroscopy. The two-hole one

particle final states of the spectator decay are comparable to the final states pro-

duced by the normal Auger-Meitner decay (Figure 2.2). Thus, the resonant Auger

electron spectra can be seen as the sum of the valence photoelectron spectrum

and the normal Auger electron spectrum.
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2.5 Fragmentation after Auger-Meitner processes

In Chapter 5 the fragmentation of the dications and cations formed by normal

and resonant Auger-Meitner decays will be described. The EPICEA setup (see

Section 2.7) allows the detection of Auger electron and photoions in coincidence.

It couples a double toroidal electron analyzer with a time-of-flight mass spectrom-

eter, which provides insights into the mechanisms of the fragmentation.

The molecular dication M2+ can fragment in the following patterns:

M2+ → A+ +B+ (2.12)

M2+ → A+ +B+ +N (2.13)

M2+ → A2+ +N (2.14)

Equation 2.12 corresponds to a simple bond cleavage and the formation of two

ions A+ and B+, while Equation 2.13 involves the cleavage of several bonds and

the formation of two ions and any number of neutral fragments N, which are not

Figure 2.4: Simulations of the standard peak shapes observed in photoion-
photoion coincidence maps. A) two-body dissociation, B) three-
body dissociation, where the neutral fragment is ejected first, C)
three-body dissociation, where charge separation occurs first, D) ul-
trafast three-body dissociation. Taken from Ref. [20] under the
Creative Commons license.
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2.5 Fragmentation after Auger-Meitner processes

detected. M2+ may also fragment into a dicationic daughter ion (Equation 2.14)

and a neutral fragment. This pathway can be identified by the appearance of dou-

bly charged fragments in the time-of-flight mass spectrum. The channels Equa-

tion 2.12 and Equation 2.13 are not so easily identified in the one-dimensional

TOF mass spectra. The coincidence information of the EPICEA setup enables

the creation of two-dimensional photoion-photoion coincidence (PIPICO) maps.

In these maps the different mechanisms produce unique peak shapes, which are

summarized in Figure 2.4. When the molecular dication fragments, the produced

fragments are ejected in opposite directions. Linear momentum is conserved lead-

ing to p⃗1 = −p⃗2.[21] The time-of-flight t scales linearly with the momentum com-

ponent along the spectrometer axis[21]

t = t0 + |p⃗| cos(θ), (2.15)

where θ is the angle between the momentum vector and the spectrometer axis.

t0 is the time-of-flight of the ion without additional momentum.

Due to the conservation of momentum the time of flight of A+ is reduced by the

same amount as the time of flight of B+ is increased and vice versa. This leads to

peaks in the PIPICO maps with slopes of −1 in time-of-flight units, corresponding

to case A) in Figure 2.4. In case of charge separation and formation of a neutral

fragment (Equation 2.13), there are two possible mechanisms, depending on the

order of the two fragmentation steps. If the neutral fragment is formed before

the charge separation, i.e., M2+ → AB2+ + N → A+ + B+ + N , peak shape

B) would be observed. This is due to the additional random momentum applied

to the dicationic fragment, so the slope is still −1 but the peak is broadened

by the additional momentum. If charge separation occurs first peak shape C)

is observed and the slope depends on the mass relation of the ionic and neutral

fragments.[20] Peak shape D) is observed after ultrafast three body dissociation,

where the momentum component of the neutral fragment is no longer randomly

distributed leading to more complex peak shapes.
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Figure 2.5: Schematic figure of a hemispherical analyzer. The parameters and
components are explained in the text.

2.6 The hemispherical electron analyzer

The VUV photoelectron spectrum, X-ray photoelectron spectra and Auger elec-

tron spectra in Chapter 3 and Chapter 4 were recorded using a hemispherical

electron analyzer (Figure 2.5). It consists of two concentric hemispherical elec-

trodes with radii R1 and R2, with R1 < R2. On these electrodes the potentials

V1 and V2 are applied, with V1 > V2. The electrons enter the analyzer through an

entrance slit with width w. Under these parameters only electrons with a certain

kinetic energy Ep will pass through the dispersive field and the exit slit and arrive

on the detector. The pass energy Ep is given by[16]

Ep = e∆V

(
R1R2

R2
2 −R2

1

)
. (2.16)

e is the elementary charge and ∆V is V1 − V2. The resolution ∆E of this kind

of spectrometer is given by[16]

∆E

Ep
=

w

2R0
+

1

4
(∆a)2, (2.17)

where R0 is the mean radius between R1 and R2 and ∆a is the angular range of

the electrons entering the analyzer. Typically, ∆E/Ep is on the order of 0.02.[16,17]

For Auger electron spectroscopy with electrons on the order of a few hundred eV
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2.7 EPICEA Setup

this resolution is not sufficient. To overcome this, the Auger electrons are retarded

to a lower pass energy in an electrostatic lens by a retardation voltage Vret.

Ep = Ekin − Vret (2.18)

∆V is then adjusted to account for the lower kinetic energy. Since the ratio

∆E/Ep (Equation 2.17) must remain constant, the resolution will improve ac-

cordingly. In order to then measure a larger range of energies the pass energy

(and ∆V ) is fixed and the retardation voltage Vret is scanned or ”swept” over the

desired range.

2.7 EPICEA Setup

The experimental setup EPICEA of the PLÉIADES beamline[22] is used to record

Auger-electron-photoion-coincidence (AEPICO) spectra. This means that the

Auger electrons and the photoions are measured simultaneously and electrons

and ions produced by the same event are correlated with each other. The setup

consists of a double toroidal analyzer (DTA), which measures the kinetic energy

of electrons and a time-of-flight mass spectrometer (TOF-MS), which measures

the ions. This setup uses a double toroidal analyzer instead of a hemispherical

analyzer due to its higher collection efficiency.[23] A high collection efficiency is

critical for coincidence experiments in order to increase the contribution of true

coincidences relative to false coincidences (vide infra). The trade-off is a lower

kinetic energy resolution.

2.7.1 Double toroidal analyzer

The schematic setup of the DTA is shown in Figure 2.6. The DTA collects all

electrons that are emitted in a polar angle of 54.7±3◦ relative to the symmetry axis

of the DTA. Due to the cylinder symmetry of the DTA the full circle of azimuthal

angles (0◦ to 360◦) is collected.[24,25] This leads to a collection efficiency of around

5% of the total emission sphere 4π sr.

The electrons travel from the ionization region (a) through a collimator (b)

consisting of two grounded elements. A four-element conical electron lens (c),[26]
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Figure 2.6: Schematic drawing of the double toroidal analyzer and its compo-
nents. A description of the components is given in the text. The
electrostatic lens system had four elements during the measurements
of this thesis and not three as it is pictured. Figure taken from Ref.
[23] with permission from AIP publishing.

focuses the Auger electrons through the field-free region (f) onto the entrance slit

(d) of the analyzer. This lens also retards the Auger electrons to the pass energy

Ep. Like with the hemispherical analyzer Ep is the energy of the Auger electrons

that can pass the DTA. (e) are correction rings which optimize the incident angle

of the electrons entering the analyzer.[23] The electron then passes through the

toroidal deflection plates (g) and onto the detector (h). The detector is a delay-line

position sensitive detector.[27] The geometries of the analyzer and the electrostatic

lens were found by simulating and optimizing the electron trajectories.[23,26]

The pass energy Ep is an essential parameter of the experiment. It determines

the resolution of the experiment, which was empirically found to be 0.8% of Ep.
[24]

It also governs the range of kinetic energies that are detected simultaneously as

14% of Ep.
[24] In this thesis a pass energy of 250 eV was used, leading to a

resolution of 2 eV and a detection window of roughly 35 eV. The kinetic energy
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2.7 EPICEA Setup

of the Auger electrons after the retardation Eret
kin can then be determined by their

distance r from the center of the detector:[24]

Eret
kin = Ep + a(r − rp) + b

(
1

r
− 1

rp

)
(2.19)

rp is the radial position of electrons that hit the detector with kinetic energy Ep.

Eret
kin is converted to the actual kinetic energy by adding the retardation voltage.

The dispersive coefficients a and b are determined by fitting Equation 2.19 to cal-

ibration measurements on the 3d3/2 and 3d5/2 photoelectron lines of Krypton.[28]

2.7.2 Auger-electron-photoion-coincidence (AEPICO) experiment

The DTA is mounted opposite of a time-of-flight mass spectrometer, together

they form the EPICEA setup. It was first described by Morin et al. in 1998.[29]

The goal of coincidence experiments is to simultaneously measure the particles

(electron and ions) that are created in the same event. In the case of EPICEA

this is achieved using a single-start-multiple-stop acquisition scheme: Detection

of an electron applies a pulsed field which extracts the photoions in the chamber.

A pulsed extraction field is used since a continuous field would interfere with

the electron detection and decrease the energy resolution.[29] All ions detected by

this pulse are detected in coincidence with the Auger electron which triggered

the extraction. The pulsed field also provides a start time for the time-of-flight

detection of the ions. The ions are detected on a hexagonal delay line imaging

detector.[27]

This coincidence scheme will inevitably lead to undesired signals of false coin-

cidences, i.e., the coincidence of two particles that were not created in the same

event. To quantify and reduce the contribution of these signals a random trig-

ger is employed alongside the actual trigger of real electrons.[30] Here, a random

pulse generator also extracts ions out of the experimental chamber at a rate of

150 pulses/s and creates events without electrons. In general, the ionization rate

has to be kept low to decrease the false coincidence background, so a total rate

of up to 250 events/s was chosen. The procedures using these random events is

expanded in the appendix of Chapter 5.
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2.7.3 Data format

The data is recorded as events, where events caused by the detection of an electron

are called electron events, while events caused by the random pulse are called

random events. An electron event consists of a single electron and all ions that

are detected by the pulsed field triggered by the electron detection. A random

event contains no electron and all detected ions. All of these events are collected

in a table, an exemplary table is shown in Table 2.1.

Table 2.1: Example of an event table produced by the EPICEA setup.

Event id
Number of

electrons

Electrons

wave index

Number

of ions

Ions wave

index

Coincidence

order

1 1 0 0 0

2 1 1 2 0 2

3 0 1 2 1

The event id serves as a unique identifier for each event, the columns “electrons

wave index” and “ions wave index” show the index of the electron or ion in

the electron or ion table, respectively. If there are multiple ions detected in the

event, the index of the first ion is given. The column “coincidence order” states

how many ions are detected in the event, so it is practically equivalent to the

fourth column. Events are formally split into different categories according to the

coincidence order. They are described as xn-events, where n is the number of

ions. An event with two detected ions for example is called an x2 event. Row 3

shows an event caused by a random pulse, since no electron was detected, while

the other two events are due to electrons.

The information of the electron and the ions are then given in separate tables,

examples are shown in Table 2.2 and Table 2.3.

Table 2.2 contains the relevant information of the measured real electrons. The

first column shows which event they are associated with, while columns 2 and 3

show the cartesian coordinates of the electron on the detector. Columns 4 and 5

encode the same information expressed in polar coordinates. The third row shows
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Table 2.2: Example of an electron table produced by the EPICEA setup.

Event id X-coordinate Y-coordinate
Distance from

the center r
Polar angle θ

1 -9.6363 13.196 15.061 345.232

2 -7.62333 11.212 14.358 60.232

4

an electron that was detected, but due to missing information from the delay-line

detector no position could be determined.

Column 1 of the ion table (Table 2.3) also contains which event they belong to.

Table 2.1 showed that the event with id 3 was a random event with one ion. Row

3 of the ion table contains the information of that ion, since it is associated with

event id 3. The second column contains the time-of-flight in picoseconds. The

position of the ion on the detector is also available in the data but was not used

in the analysis of this thesis.

Table 2.3: Example of an ion table produced by the EPICEA setup.

Event id Time-of-flight [ps]

2 9.6914 · 106

2 5.87883 · 106

3 6.14528 · 106

2.8 Layout of the python program

The python program basically has to perform two tasks. First it has to read

the raw data in the form shown in the previous section and convert this into a

format that the program can work with. The second task is using the data, i.e.,

calibrating, filtering, preliminary plotting and saving it, so that the spectra can

be plotted using programs like Origin.

The data is saved in the hdf5 file format, which is a collection of tables. The

required tables and the relevant information in those tables can then readily be
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extracted. The python program is based on an object-oriented approach to an-

alyze the data. The data of the events triggered by the detection of an electron

is saved in an object called Electron_obj. This object contains the following

properties:

• Event id

• x and y: Cartesian coordinates of the position on the detector

• r and θ: Polar coordinates of the position on the detector

• ions: The number of ions that are in coincidence to this electron

• ionlist: List of the coincident Ion_obj objects

• tof: List of the times-of-flight of the coincident ions

The object Ion_obj has these attributes:

• tof: Its time-of-flight

• Information on its position on the ion detector, since this information is not

used in the present thesis, it will not be elaborated on further

All Electron_obj are then saved in the list electronList. The ion signals due

to the random trigger are saved in random_tof_lists.

The second step of filtering the data is now fairly straightforward. For example,

filtering for a specific mass range (tof1 to tof2) is achieved by:

m a s s s e l e l e c t r o n s = [ ]

# l i s t t h a t w i l l be re turned

# conta ins the s e l e c t e d even t s

i o n o b j l i s t = [ ]

# l i s t t h a t w i l l be re turned

# conta ins the s e l e c t e d ions

for e l in e l e c t r o n o b j :

#i t e r a t e over a l l e l e c t r on o b j e c t s

k = 0

for index , i in enumerate( e l . t o f ) :

#i t e r a t e over a l l i ons in

#co inc idence to the e l e c t r on

i f ( i >= t o f 1 and i <= t o f 2 ) :
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#check whether the ion i s

#wi th in the s p e c i f i e d t o f range [ to f1 , t o f 2 ]

k +=1

i o n o b j l i s t . append ( ( e l . i o n l i s t [ index ] ) )

#append the found ion

break

i f k >= 1 :

m a s s s e l e l e c t r o n s . append ( e l )

#append the s e l e c t e d e l e c t r on

return m a s s s e l e l e c t r o n s , i o n o b j l i s t

We can then use these selected electrons to plot the corresponding mass-selected

Auger electron spectrum:

r l i s t = [ e l . r for e l in m a s s s e l e l e c t r o n s ]

#Extrac t s the r a d i i o f a l l e l e c t r o n s in the f i l t e r e d l i s t

counts , x a x i s = np . histogram ( r l i s t , b ins=augerbin )

#conver t s the l i s t i n t o a his togram

#augerb in s p e c i f i e s the number o f b in s used in the his togram

p l t . f i g u r e ( f i g )

p l t . p l o t ( x a x i s [ 0 : augerbin ] , counts )

#Generates a p l o t us ing the x−ax i s

#and the counts o f the his togram

p l t . t i t l e ( ’ Mass−s e l e c t e d Auger spectrum ’ )

#de f i n e s the t i t l e o f the p l o t

p l t . x l a b e l ( ’ r ad iu s ’ )

p l t . y l a b e l ( ’ [ counts ] ’ )

#Def ines the l a b e l o f the axes

p l t . xl im (8 ,25 )

#Def ines the range o f the x−ax i s

#The un i t s here are p i x e l p o s i t i o n s

#Which are conver ted to k i n e t i c ene r g i e s

#us ing c a l i b r a t i o n measurements
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Photoelectron spectroscopy and dissociative photoionization

Abstract

We report a joint experimental and computational study of the photoelectron

spectroscopy and the dissociative photoionization of fulminic acid, HCNO. The

molecule is of interest to astrochemistry and astrobiology as a potential precursor

of prebiotic molecules. Synchrotron radiation was used as the photon source. Dis-

persive photoelectron spectra were recorded from 10 eV to 22 eV, covering four

band systems in the HCNO cation and an ionization energy of 10.83 eV was de-

termined. Transitions into the Renner-Teller distorted X+2Π state of the cation

were simulated using wavepacket dynamics based on a vibronic coupling Hamil-

tonian. Very good agreement between experiment and theory is obtained. While

the first excited state of the cation shows only a broad and unstructured spec-

trum, the next two higher states exhibit a well-resolved vibrational progression.

Transitions into the excited electronic states of HCNO+ were not simulated, due

to the large number of electronic states that contribute to these transitions. Nev-

ertheless, a qualitative assignment is given, based on the character of the orbitals

involved in the transitions. The dissociative photoionization was investigated by

photoelectron-photoion coincidence spectroscopy. The breakdown diagram shows

evidence for isomerization from HCNO+ to HNCO+ on the cationic potential en-

ergy surface. Zero Kelvin appearance energies for the daughter ions HCO+ and

NCO+ have been derived.

3.1 Introduction

Fulminic acid, HCNO has been and still is a molecule of considerable interest in

organic chemistry.[1,2] At present, the astrochemical relevance drives spectroscopic

and theoretical work on the molecule, because HCNO contains the basic atoms of

organic chemistry. It has been detected in numerous astrophysical objects, includ-

ing molecular clouds, protostars, starless cores such as B1, L1544, and L183, as

well as the low-mass star-forming region L1527.[3–8] It is most likely formed from

CH2 + NO→ HCNO + H in the gas phase or H + CNO→ HCNO on grains.[9,10]

HCNO has three additional stable isomers; isocyanic acid (HNCO), cyanic acid

(HOCN) and isofulminic acid (HONC). The relative stability is HNCO>HOCN>
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HCNO > HONC with HNCO being the most stable isomer.[11] Of these molecules,

only isofulminic acid has not yet been detected in interstellar space,[4] although its

microwave spectrum is known.[12] Recent computational studies have also shown

that HCNO and its isomers can be formed in (exo)planetary atmospheres[13] and

become the simplest conceivable quaternary compounds in the high-pressure in-

terior of Neptune-like giant icy (exo)planets.[14] Like its isomers, fulminic acid

is considered to be a potential precursor in the interstellar synthesis of prebi-

otic molecules and might be chemically linked to small amides.[15] Laboratory

astrophysics is dominated by spectroscopy in the radiofrequency, microwave and

infrared. However, the availability of instruments such as Chandra X-Ray Obser-

vatory and XMM-Newton triggered interest in the interaction of molecules with

high energy VUV and soft X-ray radiation. For example, Juell et al. analyzed the

K-shell absorption spectra of neutral and ionized atomic oxygen with Chandra.[16]

Interestingly, UV and VUV radiation could also appear within dense clouds, due

to the so-called Prasad-Tarafdar mechanism.[17] Hydrogen molecules excited by

the impact of electrons produced by cosmic-ray ionization, can emit UV and VUV

photons that initiate photochemistry and (dissociative) photoionization. These

photons can have energies up to roughly 13.7 eV (90 nm) and influence the chem-

istry in dense interstellar clouds, where external UV photons may not enter. For

example, the dissociation of CO to C + O and of H2O to OH + H is initiated

in this way.[18,19] Accurate estimation of photodissociation and dissociative pho-

toionization is therefore relevant for astrochemical gas-grain models, where the

photodissociation of HCNO has so far only been estimated.[9]

Given the importance of HCNO in astrochemistry, it is not surprising that sig-

nificant work has been dedicated to this molecule. Due to its small size HCNO

and its isomers have been investigated by various high-level quantum chemical ap-

proaches.[11,20–25] Bunker et al. used the semirigid bender Hamiltonian to fit the

remarkably flat potential of the HCN bending mode,[26] which even inspired two

limericks which are included in a review on quaslinear and quasiplanar molecules

by Bunker.[27] Particularly relevant for the present work are studies by Mondal et

al.[28] on the appearance of Jahn-Teller and Renner-Teller interactions in HCNO+

as well as the work by Luna et al. who published the global potential energy sur-

face of the [H,C,N,O]+ system using density functional theory.[29] Experimentally
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the microwave[30–32] and IR-spectra[32–40] have been reported, the photodissocia-

tion has been investigated at 248 nm[41] and 193 nm[42] and the kinetics of the

HCNO + OH reaction has been studied[43]. In the soft X-ray regime, we re-

cently reported normal and resonant Auger spectra of HCNO at all three K-edges

(Chapter 4 of this thesis).[44] In contrast, valence photoelectron spectra have only

been reported using He I and II ionization.[45] An adiabatic ionization energy

IEad=10.83 eV has been derived and transitions into electronically excited states

of the ion have been observed. However, band assignments were based on rather

simple computations and the Renner-Teller effect in the X+2Π ground state of

HCNO+ was not considered. Hop et al. investigated the products formed through

electron impact ionization.[46] The main dissociation products were m/z 30 and

m/z 27 as well as a large number of other products with smaller intensities. Due

to the limitations of their setup they were not able to provide energy selective

data or provide insights into the mechanism of the dissociation. In this joint

experimental and computational study we therefore reinvestigate the photoion-

ization and dissociative photoionization of HCNO by photoelectron spectroscopy

using synchrotron radiation and coupled-cluster calculations. When combined

with high-level computations, photoelectron spectroscopy has shown to be an ex-

cellent tool to characterize the electronic structure of reactive molecules,[47] as

shown for example in recent work on C4H4, the paradigm for antiaromaticity.[48]

Note that the photoionization of the isomer isocyanic acid, HNCO has already

been extensively investigated by our group.[49,50]

3.2 Experimental and Computational Methods

3.2.1 Experimental

The photoelectron spectrum was recorded at the soft X-ray beamline

PLEIADES[51] of Synchrotron SOLEIL, while the breakdown diagram for the

analysis of dissociative photoionization was obtained at the VUV beamline of the

Swiss Light Source (SLS) in Villigen.[52] Fulminic acid was prepared according

to the procedure by Wentrup et al.[53] Details on the synthesis are given in the

appendix at the end of the chapter.
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At the PLEAIDES beamline the HCNO sample enters a gas cell through an

effusive inlet. Here, it interacts with the synchrotron light, which is produced by

an Apple II HU256 undulator and monochromatized by 400 lines mm−1 grating.

The photon energy was fixed at 30 eV and the light was circularly polarized. Since

the undulator cannot produce light oriented at the magic angle relative to the

detector at this low energy, circularly polarized light was used to avoid anisotropy

of the emitted electrons. Electrons entered a VG Scienta R4000 hemispherical

electron analyzer through an entrance slit of 300 micrometers. A pass energy of

5 eV was adjusted, leading to a spectral resolution of 6 meV. Electron binding

energies EB are obtained by subtracting the photoelectron kinetic energy from

the photon energy hν:

EB = hν − Ekin. (3.1)

Error bars in the photoelectron spectra are derived from the full width half max-

imum of the peak.

At the VUV beamline[52] the sample also enters the experimental chamber

through an effusive inlet. A bending magnet delivers the synchrotron radiation,

which is monochromatized using a 150 lines mm−1 grating. Electrons and ions

were detected in coincidence by a multi-start/multi-stop scheme by a pair of po-

sition sensitive Roentdeck DL40 detectors with a delay line anode.[54] Threshold

electrons were collected with a resolution of 5 meV, the contributions of hot elec-

trons were subtracted according to the procedure of Sztaray and Baer.[55] The

breakdown diagram is produced by dividing the threshold electron signal of each

relevant mass channel by the sum of all relevant mass channels. It was recorded

from 11.5 to 13.5 eV with 25 meV step size and from 13.5 to 15.3 eV with 20 meV

step size.

3.2.2 Computational

The equilibrium structures of neutral fulminic acid and the fulminic acid cation

were calculated using Molpro[56–58] at the CCSD(T)/cc-pVTZ and RCCSD(T)/cc-

pVTZ levels of theory[59–61], respectively. Both molecules were restricted to be
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linear. Harmonic vibrational normal modes and frequencies were calculated at

optimized geometries using the same methods.

We initially intended to simulate the full experimental photoelectron spec-

tra of fulminic acid, however, it was found that at least 12 electronic states of

the molecule spanned the energy range of experiments (see discussion in the ap-

pendix). The excited state potential energy surfaces were also found to vary in

a complicated way along the normal mode coordinates such that they could not

be described using a vibronic coupling model. Here we restrict simulation of the

photoelectron spectra to the first two electronic states of the fulminic acid cation.

Ab initio energies for the fulminic acid cation were calculated using OpenMol-

cas[62] along 1D and 2D cuts of each (neutral) normal mode from the equilbrium

geometry outwards using a two state-averaged restricted active space self con-

sistent field[63] (RASSCF) method followed by second order multiconfigurational

perturbation theory[64,65] (CASPT2). The active space comprised of 11 electrons

in 10 orbitals (11,10). For the neutral molecule a cc-pVDZ basis was used while

for the cation a cc-pVTZ basis was employed. These calculations were based on

an initial unrestricted Hartree-Fock treatment at the equilibrium geometry and

RASSCF orbitals from the previous geometry were used as starting orbitals for

each subsequent geometry. Symmetry was turned off for all calculations and a

level shift of 0.2 hartree was used for CASPT2 calculations.

To obtain coupled potential energy surfaces for dynamics calculations and spec-

tra simulations, a vibronic coupling Hamiltonian model[66] was employed. The dia-

batic potentials are expressed as a Taylor series, in dimensionless (mass-frequency

scaled) normal modes around a particular point, Q0, here taken as the equilibrium

geometry. The Hamiltonian can be written in matrix form as

H = H(0) + W(0) + W(1) + . . . (3.2)

with the zeroth-order diagonal Hamiltonian H(0) often expressed in the harmonic

approximation

H
(0)
ii =

∑
α

ωα

2

(
∂

∂Q2
α

+Q2
α

)
. (3.3)
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The subsequent matrices include the effects of electronic excitation and vibronic

coupling as a Taylor expansion around Q0. The zero order term W(0) is a di-

agonal matrix of excitation energies. The first order term W(1) usually contains

on-diagonal linear terms for each electronic state and off-diagonal linear terms

coupling states along a particular mode, however, for fulminic acid these terms

are absent due to symmetry.

As discussed in the appendix, for all modes the basic harmonic potential was

replaced by polynomial or Morse functions which provide more accurate fits to

the ab initio energies and give better agreement between the calculated and ex-

perimetal photoelectron spectra.

As the fulminic acid cation is a tetra-atomic linear molecule with C∞v symmetry

and degenerate electronic states at equilibrium, it displays the Renner-Teller (RT)

effect for the pairs of degenerate vibrations Q1/2 and Q3/4. These modes do

not have the correct symmetry to provide linear coupling (W(1)) between the

electronic states and coupling is provided through second order terms. This causes

the potential energy surfaces to meet at a glancing intersection rather than at the

peak of a cone. Of the five possible Renner-Teller cases, HCNO+ is an example

of case (b) as defined by Lee et al.[67]: both curves are repulsive as a function of

bending but the two harmonic bending frequencies have the same value.

Following Worth and Cederbaum[68], for the two pairs of degenerate vibrational

modes (Q1/2 and Q3/4), the vibronic coupling Renner-Teller Hamiltoniann can be

expressed as

H =
ω

2

(
Q2

i +Q2
j

)
+

(
−1

2γ(Q2
j −Q2

i ) γQiQj

γQiQj
1
2γ(Q2

j −Q2
i )

)
(3.4)

where ω is the degenerate vibrational frequency for the pair of modes i and j and

γ is the parameter which causes splitting of the degenerate electronic surfaces. In

this work the harmonic potential was replaced by polynomial functions but the

RT γ parameters were retained.

The RT parameter ϵ can be used to describe the splitting and is defined as

V ± = Vm(1 ± ϵ) where Vm is the mean potential of the split surfaces V + and
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V −.[69] The RT parameter can be calculated as

ϵ =
V + − V −

V + + V − . (3.5)

Usually only quadratic terms are considered, which for the fitting functions used

here gives ϵ = 2γ/β where β is the quadratic term parameter (see appendix).

All parameters of the vibronic coupling Hamiltonian were obtained by least-

squares fitting to the CASPT2 ab initio energies using the VCHAM package[70]

as implemented within the Quantics program suite[71]. Fits were constrained so

that the degenerate electronic energies and parameters for degenerate vibrational

modes remained equal. Fitted parameters and plots comparing the ab initio en-

ergies to the vibronic coupling model are provided in the appendix.

The photoelectron spectrum of fulminic acid was simulated in a similar manner

to that described previously for both cyclobutadiene[48,72] and phenol[73] from

wavepacket dynamics simulations using the MCTDH method[74] implemented in

Quantics[71]. In this case, however, thermal effects were found to be important

and a thermalised density operator was propagated in place of the usual 0 K

wavepacket (see appendix for 0 K spectra and assignments). Propagation was

done including all 7 modes using a new multilayer implementation[75] of the ρ-

MCTDH algorithm of Raab et al[76].

The ground state nuclear density operator of neutral fulminic acid was obtained

using energy relaxation[74] of an initial density operator built from harmonic oscil-

lator eigenfunctions, thermalised to infinite temperature and propagated in imag-

inary time until the temperature was 300 K, the temperature of the experimental

sample. A vertical excitation was then performed by placing the ground state

neutral density operator on one of the two lowest electronic states of the fulminic

acid cation and then propagating on these coupled states for 200 fs. The photo-

electron spectrum was obtained from the Fourier transform of the autocorrelation

function as

I(ω) ∝ ω
∫ ∞

−∞
dt C(t)eiωte(−t/τ), (3.6)

where the last factor is an exponential dampening term to simulate experimental

broadening in the photoelectron spectra This phenomenological damping term
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accounts for missing terms in the model and experimental line broadening by

convoluting the spectral lines with a Lorentzian function. The autocorrelation

function C(t) is defined as

C(t) = Re {Trρs0} (3.7)

where ρs0 is the off-diagonal density matrix connecting the neutral ground-state

with the initially excited cation state s. All seven vibrational modes were included

in the calculation in a 3-layer multi-layer scheme,[77] adding basis functions until

convergence with respect to the autocorrelation function was obtained. For all

modes, the primitive basis functions were harmonic oscillator DVRs with 21 points

used. Assignments in the photoelectron spectra to specific vibrational modes were

determined by including/excluding modes from the simulation and observing the

effect on the simulated spectrum.

The mechanism of the dissociation of the fulminic acid cation was calculated us-

ing the Gaussian-4 composite method[78] contained in the Gaussian09 program.[79]

The evaluated intermediates and transition states are based on the previous DFT

calculations by Luna et al..[29] Transition states were located by using the berny

algorithm.[80] They were identified by the presence of a vibration with an imag-

inary frequency, which corresponded to the respective reaction coordinate. The

coordinates of all the intermediates and transition states are given in the appendix

(Tables A3.8 and A3.9). With these transition states the breakdown diagram is

modeled using the minimalPEPICO program.[81]

3.3 Results and Discussion

3.3.1 Equilibrium Geometry and Harmonic Frequencies

Equilibrium bond lengths of rHC = 1.06 (1.08), rCN = 1.17 (1.17) and rNO = 1.21

(1.21) Å were calculated for HCNO (HCNO+), in good agreement with more elab-

orate calculations for the neutral molecule.[25] Harmonic vibrational frequencies

are given in Table 3.1 along with their symmetry labels (in C2v). Values obtained

by Mladenović and Lewerenz[25] are also given for comparison. The force vectors

of the normal modes are shown in the appendix.
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Table 3.1: Comparison of harmonic vibrational frequencies with previous theo-
retical values of Mladenović and Lewerenz,[25] ”all” denotes that all
electrons were correlated in the calculation. Units of cm−1 are em-
ployed.

Mode

CCSD(T)/

cc-pVTZ

(this work)

CCSD(T)/

cc-pVQZ[25]

CCSD(T)/

cc-pVQZ[25]

(all)

RCCSD(T)/

cc-PVTZ

(cation)

Description

ω1/2(B1/2) 206i 128i 33 677/512 H-C-N bend

ω3/4(B1/2) 555 555 565 402/368 C-N-O bend

ω5(A1) 1266 1269 1279 1140
C-N-O

sym. stretch

ω6(A1) 2276 2280 2296 1992
C-N-O

asym. stretch

ω7(A1) 3500 3493 3505 3296 C-H stretch

For the doubly degenerate H-C-N bend, lower levels of theory give imaginary

frequencies, indicating that this geometry is not the global minimum. Many

experimental[26,31,36,38,39] and theoretical[11,20–23] studies have been carried out to

determine whether the equilibrium structure of fulminic acid is linear or bent. As

shown by Mladenović and Lewerenz[25] and Bunker et al.,[26] fulminic acid is a

very floppy molecule with an almost flat region of the potential energy surface

for hydrogen bending motions. Very large basis sets are required to converge

to a linear equilibrium structure. Since we obtain cuts through the potential

energy surface along the calculated normal modes, the precise determination of

the equilibrium structure is not important here. As an aside, we note that in

practical applications, fulminic acid is usually taken to have a linear structure, for

example in determining its electronic and magnetic properties[82] or for describing

collisions with other species.[83]
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For the cation, the harmonic stretching frequencies are broadly similar to the

neutral. Values for the bending modes are seen not to be degenerate, only ap-

proximately so. Although as discussed above, the fulminic acid cation displays the

Renner-Teller effect for the bending modes and thus a simple harmonic descrip-

tion is not sufficient, we retain harmonic frequencies for reference purposes. From

least squares fits to the CASPT2 ab initio energies, we obtain γ parameter values

(see Eq. 3.4) of 0.062959 and 0.0054112 eV for modes ω1/2 and ω3/4 respectively.

Using Eq. 3.5 this gives RT parameters |ϵ| of 0.48 and 0.41 respectively, indicating

a somewhat intermediate coupling strength compared to other RT systems[69].

3.3.2 Photoelectron spectrum

Figure 3.1 shows the complete photoelectron spectrum. Four bands are observed

at around 10.83 eV, 16.0 eV, 17.81 eV and 19.08 eV. The first, third and fourth

band show well separated vibrational structure, while the second band is broad

and unstructured. The spectrum agrees overall well with the previous dispersive
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Figure 3.1: Photoelectron spectrum of HCNO from 9 to 23 eV recorded at 30 eV
photon energy. The signal upwards from 14.5 eV was multiplied
by 5 for ease of viewing. Signals marked by asterisk are due to
contamination from water (peak at 12.6 eV)[84] or molecular nitrogen
(peaks at 15.6, 16.7, 16.9, 17.2 and 18.8 eV)[85].

49



Photoelectron spectroscopy and dissociative photoionization

photoelectron spectrum by Bastide et al.,[45] however due to the higher resolution

additional bands are observed. Several narrow transitions appear that are assigned

to ionization of H2O and N2. They are indicated by asterisks in Figure 3.1.

Figure 3.2 shows the experimentally observed first band in more detail (black

line), partial vibrational resolution is visible. From the first band an IEad= 10.83±
0.02 eV is derived. The error bars are based on the full width of the band at

half maximum. The value is in very good agreement with the previous one of

10.83 eV.[45] The main peak shows a shoulder on the high energy side and an

irregular progression of multiple peaks is observed.
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Figure 3.2: Experimental photoelectron spectrum (black line) compared to the
calculated spectrum (red). The simulated spectra has been nor-
malised and shifted to match the main peak with experiment.
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The red line in Figure 3.2 show the simulated photoelectron spectra obtained

from MCTDH density operator dynamics run on the first two electronic states

of the cation. The simulated spectrum has been normalised and shifted for best

agreement with experiment. To represent the experimental broadening, an expo-

nential damping term (see Eq. 3.6) was included in the computations, with a time

constant of 100 fs. While the relative intensities are not fully accounted for in

the simulated spectra, the peak positions in the experimental spectrum are well

reproduced. To assign the spectrum, repeated runs starting at 0 K were made in-

cluding different modes. Figure A3.12 in the appendix shows the full and assigned

0 K spectrum compared to the one calculated at 300 K and the experimental spec-

trum. The simulations show that the first peak on the main band at 10.9 eV is

caused by the CNO bending modes ω3 and ω4. There is a small peak just below

11 eV which is due to the CNO symmetric stretching mode ω5. The two peaks at

11 and 11.05 eV are due to the RT modes ω1 and ω2 (approximate HCN bending).

At higher energies there are some smaller peaks caused by stretching modes ω6

and ω7 (asymmetric CNO stretch and C-H stretch, respectively). A comparison

between the 0 K and 300 K spectra shows that the shoulder on the high energy

side of the main band is due to temperature allowing extra transitions in the ω1

- ω4 vibrations.

The second band, corresponding to the A+ state of HCNO+ ranges from 15.2 to

17.6 eV and is unstructured. A close-up is shown in the appendix (Figure A3.2).

The third band is shown in Figure 3.3 a). It features the intense origin band of

the B+ state at 17.81 eV and two further bands at +1130 and +2100 cm−1 above

the origin. Additionally, a shoulder of around 240 cm−1 is visible for each band.

The origin of the fourth band system (C+ state, Figure 3.3 b)) lies at 19.08 eV.

A well-resolved progression with a spacing of around 3000 cm−1 is apparent.

As mentioned above, a simulation of these progressions was not possible using

the vibronic coupling model. However, a tentative assignment of the progressions

is provided by investigating the involved orbitals. In Figure A3.4 the calculated

MOs of HCNO+ are shown. According to Bastide et al. the configuration of

the neutral HCNO is ...6σ27σ21π42π4.[45] For the B+ state they assigned two vi-

brational bands with 1070 cm−1 and 2420 cm−1 to ωs(CNO) and ωas(CNO). In

our spectrum a progression better described by a single mode is observed, so we
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Figure 3.3: High resolution spectra of the two excited states of HCNO with vi-
brational progression. a) shows in black the spectrum corresponding
to the third band, b) shows the spectrum of the fourth band. The
observed peaks are labeled with wavenumbers relative to the most
intense peak.

assign it to the symmetric CNO stretch ω5, with a wavenumber of 1130 cm−1

in the excited state. This assignment is substantiated by the 2σ∗ orbital (Fig-

ure A3.4), corresponding to the 7σ orbital in the notation of Bastide et al., which

has strong CNO antibonding character. Thus removal of an electron from this

MO is expected to lead to vibrational activity in a CNO mode.

The C+ state shows a vibrational progression with 3150 cm−1 for the

v+ = 1 ← v = 0 fundamental. Transitions into the first and second overtone

at 6050 cm−1 and 8630 cm−1 are visible. Due to anharmonicity the energy dif-
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Figure 3.4: Breakdown diagram of HCNO from 11.5 to 15.3 eV. The open sym-
bols corresponds to the experimental data, while the solid lines are
the fit produced by the minimalPEPICO program. The labeling of
the curves show the m/z value as well as the assigned structure. The
arrows show the appearance energies produced by the fit, which are
also shown on the left.

ference between the peaks decreases. The high vibrational wavenumber indicates

that the bands have to be assigned to a progression in the C-H-stretch mode

ω7(CH). The 2σ MO (Figure A3.4, 6σ in Bastides notation[45]) has C-H bonding

character so a removal of that electron may destabilize the C-H bond and lead

to vibrational activity in ω(CH). Nevertheless, it should be kept in mind that a

simple Koopmans-type picture provides only a rather approximate description of

the electronic structure that is not fully appropriate for HCNO.

3.3.3 Dissociative photoionization

The breakdown diagram for the dissociative photoionization of HCNO, recorded

between 11.5 and 15.3 eV, is shown in Figure 3.4. The fractional abundances of

the parent and daughter ion’s TPE signal are plotted as a function of the pho-

ton energy. The open symbols represent experimental data. The simultaneously
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Table 3.2: Heats of reaction, ∆RH° for the dissociation HCNO → products.
A more extensive table is available in the appendix. The energies
are taken from the Active thermochemical tables.[86] Ground state
multiplicites are taken from ref. [29].

Products ∆RH° /eV

1HCO+ + 4N 11.68

3NCO+ + 2H 13.54

2NH+ + 1CO 14.24

1NO+ + 2CH 14.57

3CNO+ + 2H 16.11

recorded TOF distribution show a small asymmetry for the daughter ion peaks,

which indicates the presence of a kinetic shift (see Figure A3.3). As we consider

the effect of the kinetic shift on the thermochemcial quantities determined in the

present work to be small, we did not include it in the data analysis.

The breakdown diagram shows several unusual features that are in contrast

with a simple sequential dissociation in the ion. Until around 12.7 eV no frag-

mentation is visible, then the signal of m/z = 29 (▽) increases, which corresponds

to HCO+, while the parent signal (□) drops to zero. At 13.45 eV, m/z = 42 (◦)
starts to rise, maximizes at around 14 eV and decreases again. Interestingly the

rise and decrease of m/z = 42 are rather slow compared to HCO+. At this point,

it is important to realize that the structure of m/z = 42 is ambiguous and could

correspond to CNO+ or NCO+. Table 3.2 shows the heats of reaction ∆RH° of the

most relevant fragment channels. They are calculated using the heats of formation

provided by the Active Thermochemical Tables (ATcT).[87] Assuming a barrierless

mechanism, these reaction enthalpies are equivalent to appearance energies. In

any case ∆RH° represent the minimum energy that is required to produce these

ions. In fact, HCO+ appears above the computed value of 11.68 eV. The heat

of reaction for formation of CNO+ + H, the presumed carrier of m/z = 42, is

∆RH° = 16.11 eV, outside the energy range monitored in Figure 3.4. However,

for the product channel 3NCO+ + 2H ∆RH° = 13.54 eV is computed, a thermo-
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chemical value that agrees well with the observed onset. We therefore conclude an

isomerization on the ionic potential energy surface. The second unusual feature

corresponds to the HCO+ curve (▽), which drops to almost zero at 13.9 eV, but

rises again to a value of around 12% of its maximum at 14.5 eV. This suggest two

different channels for the formation of this fragment. Two further fragments are

visible, the formation of m/z = 15 (×), corresponding to NH+ at 14.1 eV, and

the onset of m/z = 30 NO+ (△) around 14.5 eV. Both fragment ion curves are in

accordance with the values in Table 3.2.

The minimalPEPICO programm allows the modeling of these breakdown dia-

grams to extract thermochemical data.[81] This requires detailed knowledge of the

reaction mechanism that form the products and the vibrational frequencies of the

stationary points of the potential energy surface. Luna et al. published the global

potential energy surface of the [H,N,C,O]+ system in doublet and quartet multi-

plicity, including transition states. Their findings yield the mechanism shown in

Figure 3.5, which was confirmed by our own calculations that yielded the neces-

sary frequencies. The appearance of HCO+ requires the formation of a C-O bond

which is not present in the parent HCNO+. This bond can form via TS1 where

the C-N-O angle is decreased to 97.6°, which leads to the structure I. Formation

of HCO+ also produces atomic nitrogen. The ground state of N is 4S◦
3/2.

[88] Since

the parent ion is of doublet multiplicity, the direct formation of HCO+ + 4N is

not possible and the cation has to switch to the quartet surface since the product

channel HCO+ + 2N lies at 14.1 eV. We propose that that this happens either at

I or between I and the products. On the quartet surface I may dissociate over

TS2 and molecule-ion complex II.[29] Note that in the experiment we only mea-

sure the highest barrier along the reaction coordinate. This mechanism can also

explain the revival of HCO+ at around 14.0 eV. At this energy the reaction along

the doublet surface is possible to form HCO+ + 2N (Figure 3.5) via TS3 and the

HCON+ intermediate.[29] The formation of NCO+ requires the formation of the

isocyanic acid cation HNCO+. This mechanism involves a 1,2-H-shift (TS4) to

III and an N-O bond cleavage (TS5). The solid lines in Figure 3.4 represent the

fit obtained using the MinimalPEPICO program employing the highest barriers

(TS1 to HCO+ + 2N, TS4 to NCO+ + 2H) of the above mechanism. As visi-

ble, the behavior of m/z = 29 and the onset of m/z = 42 are well represented.
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3.4 Conclusion

Zero Kelvin appearance energies for both fragments are derived from the model,

AE0K(HCNO, HCO+) = 13.0 ± 0.1 eV and AE0K(HCNO, NCO+) = 13.5 ±
0.1 eV. The reaction coordinate for formation of NO+ and NH+ has not been in-

vestigated, consequently their appearance energies are not modeled in this work.

The observed onset of NCO+ agrees very well with the ATcT value, while the

AE0K(HCNO, HCO+) is associated with a complex doublet-quartet intersystem

crossing. This ISC may be close to TS1 or I (Figure 3.5) and does not allow an

extraction of the ∆RH°.

3.4 Conclusion

The VUV spectroscopy of fulminic acid, HCNO, has been investigated using syn-

chrotron radiation and dispersive as well as threshold photoelectron detection.

Compared to a previous spectrum[45] the present spectra are better resolved and

show more information. Four bands are observed, three of them exhibit a vibra-

tional progession. The band origins are identified at at 10.83 ± 0.02 eV (X+2Π)

17.81 ± 0.01 eV (B+) and 19.08 ± 0.03 eV (C+), respectively. A simulation of

the transition into the Renner-Teller distorted X+2Π ground state of the cation

using wavepacket dynamics that rely on a vibronic coupling Hamiltonian yielded

very good agreement with the experiment. Several bending mode transitions are

identified in the simulations. In addition, hot and sequence band transitions from

low energy bending modes of neutral HCNO are essential to achieve agreement

between experiment and simulation. No simple description of the transitions into

excited electronic states of cation is possible, because twelve electronic states

contribute to the transitions and the excited state potential energy surfaces de-

pend in a complicated way on the normal mode coordinates. Therefore only an

approximate character was assigned to the transitions, which can nevertheless

qualitatively explain the observed vibronic transitions.

Furthermore, a breakdown diagram of HCNO up to 15.3 eV was recorded to

investigate its dissociative photoionization. The spectrum was then modelled to

extract thermochemical data and the mechanism has been investigated computa-

tionally. Dissociative ionization to 1HCO+ + 4N was found to be the lowest energy

dissociation pathway with an appearance energy of AE0K(HCNO, HCO+) = 13.0
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± 0.1 eV. The reaction requires a switch to the quartet potential energy sur-

face in the cation. Next, dissociation to 3NCO+ + 2H sets in at AE0K(HCNO,

NCO+) = 13.5 ± 0.1 eV. This dissociation is preceded by an isomerization from

HCNO+ to HNCO+, which proceeds via a tricyclic intermediate. The confirma-

tion of isomerization from HCNO+ to HNCO+ might be relevant for explaining

the relative abundance of the various CHNO isomers and their fragments, which

is not well understood.[89]
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Appendix

Additional Experimental Details

Synthesis of Fulminic Acid

Figure A3.1: Setup of the preparative pyrolysis of fulminic Acid, HCNO. The
Kugelrohr furnance which heats up the solid precursor is on the
right. The vapor then enters a 3 cm diameter quartz tube which
is inside the tube oven, set to 465°C. The pyrolytic products then
enter the cooling trap. The Leybold turbomolecular pump which
produces the high vacuum is pictured on the left. The roughing
pump, a Pfeiffer rotary vane pump, is set up below the fume hood.

The precursor 3-phenyl-4-oximino-isoxazol-5(4H)-one was prepared in a two

step synthesis according to the procedure by Wilmes and Winnewisser.[90] The
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setup (Figure A3.1) of the preparative pyrolysis is similiar to that shown in a

review article by Wentrup[91], the preparative pyrolysis of fulminic acid was first

published by Wentrup et al. in 1979.[53] The setup consists of several parts.

The solid precursor needs to be heated to around 100°C at high vacuum to yield

sufficient vapor pressure. The vapor is then heated to 465°C to induce pyrolysis.

The products are collected in a liquid nitrogen cooling trap.

To heat up the precursor we used a Büchi Kugelrohr furnace. The pyrolysis is

initiated in a Carbolite EVA12/300B tube furnace. The high vacuum is produced

by Leybold TURBOVAC 90i turbomolecular pump (78 l/s for H2) combined with a

rotary vane roughing pump. It is integral that the entire setup is built as compact

as possible so that the pressure at the precursor is sufficiently low. This means

that all lines should be as short as possible and that the diameter of the glassware

is as big as possible. Long tubes connecting different parts of the setup should be

avoided. The tube furnace and the turbomolecular pump must be secured to the

fume hood to provide stability.

The sample holder is a glass tube closed on one end and with a NS29/32 glass

joint on the other end. The pyrolysis tube is a 50 cm long quartz glass tube with

a 3 cm diameter and NS29/32 glass joints on each end. The cooling trap has three

connections, on the right side a glass joint that connects to the pyrolysis tube. On

the left is a glass valve that is connected to the turbomolecular pump by a short

piece of rubber tube. This valve is also connected to the glass tube that reaches

down into the cooling trap. If this tube would lead instead to the pyrolysis tube

the product may freeze inside the tube and clog the setup. The cooling trap has

a second valve on top which is used to introduce inert gas into the setup.

Around 500 mg of the precursor are used in each run of the synthesis. First

the setup is evacuated to about 10−5 mbar and the cooling trap is cooled with

liquid nitrogen. Once the tube oven is at 465°C the Kugelrohr furnace is turned

on. After around 2 to 3 hours most of the precursor was used up and a white solid

is visible in the cooling trap. In the next step the side product CO2 and possible

contaminations are removed by roughing pump pressure. First the turbomolecular

pump is turned off and the pressure rises. When the pressure has stabilized again

the liquid nitrogen is replaced by a ethanol/dry ice bath at around −45°C. The

pressure will rise due to the outgasing of CO2 and returns to 10−2 mbar, once
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most of the CO2 is removed. Inert gas is introduced over the top valve and under

inert gas flow the cooling trap is disconnected from the pyrolysis tube and closed

by a glass stopper. Finally the sample is again evacuated using the roughing pump

and transported to the beamline at −45°C.

61



Photoelectron spectroscopy and dissociative photoionization

Additonal photoelectron spectra
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Figure A3.2: Photoelectron spectrum of the broad band of HCNO around 16 eV.
The asterisks mark contaminations by molecular nitrogen.[85]
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HCNO Reaction enthalpies to for dissociative photoionization

Table A3.1: Heats of reaction, ∆RH° for the dissociation HCNO → products.
The energies are taken from the Active thermochemical tables and
given in eV.[86] Only the ten most favored reactions are shown. Spin
multiplicites of the fragments are taken from Ref. [29].

Products ∆RH°, /eV
1HCO+ + 4N 11.68
3NCO+ + 2H 13.54
2NH+ + 1CO 14.24
1NO+ + 2CH 14.57
2CO+ + 3NH 14.78
2HNC+ + 3O 14.79
2HCN+ + 3O 15.73
4O+ + 1HCN 15.74
1HC+ + 2NO 15.95
3CNO+ + 2H 16.11
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Time-of-flight mass spectra
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Figure A3.3: Time-of-flight mass spectra of HCNO at different photon energies.
Left: Time-of-flight mass spectra (TOF-MS) without selection of
electrons. All y-axes have the same scaling. Peaks marked with
asterisks are due to contamination in the sample or the experi-
mental chamber. m/z = 18 corresponds to water and m/z = 32
to O2. Starting at 14.0 eV molecular HCN and CO2 are observed
at m/z = 27 and m/z = 44. In the spectrum at 15.3 eV CO with
m/z = 28 is observed. Peaks associated with the DPI from HCNO
are marked with their molecular formula. Right: TOF-MS 12.9
and 13.0 eV of the ions that are in coincidence with threshold
photoelectrons (TPE). The chosen energies are at the threshold of
the dissociation to HCO+. Some asymmetry can be observed in
the peak corresponding to HCO+.
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Additional Computational Details

Fulminic Acid Cation Electronic States

The energy range covered by the experimental photoelectron spectrum of 10-22 eV

spans many electronic states of the fulminic acid cation. We attempted to calcu-

late these states using a similar ab initio procedure to that described in the main

manuscript. Energies for the fulminic acid cation were calculated with OpenMol-

cas[62] using a 30 state-averaged RASSCF method followed by CASPT2 (with a

level shift of 0.2 hartree) using an (11,10) active space with a cc-pVDZ basis set.

It was found that a large number of states had to be included in the calculation

to obtain the correct ordering of lower energy states. The obtained molecular

orbitals are shown in Figure A3.4. Table A3.2 shows the occupations in increas-

ing energy with respect to the neutral molecule, of the cation’s first 12 electronic

states. Note that the orbital occupation order obtained from OpenMolcas does

not follow the orbital energies.

  

2σ, HOMO-5 2σ*, HOMO-4 1Π, HOMO-3 1Π, HOMO-2

1Π*, HOMO-1

1Π, HOMO-2

1Π*, HOMO 2Π, LUMO

2Π, LUMO+1 3σ, LUMO+2 3σ*, LUMO+3

Figure A3.4: HCNO+ molecular orbitals at (neutral) equilibrium geometry us-
ing CASPT2/cc-pVDZ.
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Table A3.2: Electronic states of fulminic acid cation using (11,10) CASPT2/cc-
pVDZ method.

Electronic State Occupation |CI coefficient| Energy / eV

1 222u220000 0.89 10.33

2 22222u0000 0.89 10.33

3 u222220000 0.73 15.64

4 2222u20000 0.73 15.64

5 222u2ud000 0.67 16.64

6 222u2u0d00 0.67 16.64

7 222u2du000 0.59 17.22

8 222u2d0u00 0.59 17.22

9 22u2220000 0.70 18.08

10 222022u000 0.54 18.19

11 2222200u00 0.54 18.19

12 2u22220000 0.62 19.41

As noted by Mondal and Mukhopadhyay[28], at equilibrium HCNO+ has consec-

utive low-lying doubly degenerate 2Π states with deviations from linearity lifting

this degeneracy and leading to the generation of 2A′ and 2A′′ states. States 1 and

2 are the expected states resulting from removal of an electron from the neutral’s

HOMO and HOMO−1 degenerate π∗ orbitals (see Figure A3.4). Similarly, states

3 and 4 result from the removal of an electron from the neutral’s HOMO−2 and

HOMO−3 degenerate π orbitals. States 5/6 and 7/8 are of mixed π character and

cannot be attributed in a Koopman’s theorem manner to removal of an electron

from orbtials of the neutral. State 9 is obtained by removal of an electron from the

HOMO−4 σ∗ orbital. States 10/11 are again of mixed character resulting from

promotion of an electron from lower to higher energy π orbitals. Finally, state 12
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is again describable in terms of removal of an electron from a neutral orbital, in

this case the HOMO−5 σ∗ orbital.

In passing we note that we also tried other electronic structure methods to ob-

tain the excited states of the fulminic acid cation. These included electron propa-

gator theory (EPT) with renormalized partial third order approximation P3+[92]

as implemented in Gaussian[79], algebraic diagrammatic construction (ADC(2)[93]

and ADC(3)[94]) as implemented in Q-Chem[95] and equation-of-motion (EOM)-

CCSD-IP[96], also implemented in Q-Chem. These methods gave electronic states

in reasonable agreement with each other and with those of the CASPT2 calcu-

lations for states 1-4, the two sets of lowest energy degenerate states. However,

these methods did not appear to be able to obtain the states of mixed character

(states 5-8) described above and it seems a multi-reference method is required to

obtain these states.

To give an example of the difficulty of going beyond a two-state vibronic cou-

pling model for the fulminic acid cation, Figure A3.5 shows the ab initio energies

of the first 12 states of HCNO+ molecular orbitals along either of the Q1/2 modes

obtained from the 30 state averaged CASPT2/cc-pVDZ calculations described

previously. It can be seen that between 16 and 20 eV there are ten electronic

states which overlap at multiple points. The variation in energy of these states

along these bending modes also shows complicated behaviour for which harmonic,

Morse or polynomials would not be suitable fitting functions. It seems likely that a

theoretical description of the experimental photoelectron spectra up to 20 eV will

require going beyond a normal-mode vibronic coupling Hamiltonian treatment.

As a final point, we note that for other modes it was very difficult to retain

electronic states 9 and 12 at geometries away from equilibrium where these states

go to higher energies and the state ordering changes rapidly with geometry. A

full theoretical treatment will also need a carefully chosen active space and basis

set to account for this.

Vibronic Coupling Hamiltonian Parameters

As discussed in the main text, a vibronic coupling Hamiltonian model[66] was

used to obtain potential energy surfaces for both the ground state of the neutral
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Figure A3.5: First 12 HCNO+ electronic states Q1/2 modes using 30 state av-
eraged CASPT2/cc-pVDZ.

fulminic acid molecule and the two lowest electronic states of HCNO+. The dia-

batic potentials are expressed as a Taylor series, in dimensionless (mass-frequency

scaled) normal modes around a point, Q0, here taken as the equilibrium geometry.

At this point, the diabatic and adiabatic electronic wavefunction are assumed to

be equal.

The Hamiltonian can be written in matrix form as

H = H(0) + W(0) + W(1) + . . . (3.8)
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with the zeroth-order diagonal Hamiltonian H(0) is expressed in the harmonic

approximation

H
(0)
ii =

∑
α

ωα

2

(
∂

∂Q2
α

+Q2
α

)
. (3.9)

The subsequent matrices include the effects of electronic excitation and vibronic

coupling as a Taylor expansion around Q0. To obtain better fits to the ab initio

calculated energies, higher order polynomial terms are also added to the model as

Wii = αQα +
β

2!
Q2

α +
δ

3!
Q3

α +
ϵ

4!
Q4

α +
ζ

6!
Q6

α +
η

8!
Q8

α (3.10)

while for certain stretching modes a Morse potential was used of form

Wii = D0 [exp(αm(Qα −X0)− 1)]2 . (3.11)

All parameters of the vibronic coupling Hamiltonians were obtained by least-

squares fitting to the CASPT2 ab initio energies using the VCHAM package[70] as

implemented within the Quantics program suite[71]. Fits were constrained so that

parameters for degenerate electronic energies and vibrational modes remained

equal.

For neutral fulminc acid only the ground electronic state was required and so

the model does not contain any coupling to higher energy electronic states. The

ω parameters for the underlying harmonic approximation for both the neutral

molecule and cation were obtained at the CCSD(T)/cc-pVTZ level of theory at the

corresponding optimised geometry as discussed in the main text. The parameters

are the same as those of Table 1 in the main text but are repeated here in Table

A3.3 for the sake of completeness (in eV units). For modes ω1/2, the absolute

value of the imaginary frequencies are used in the vibronic coupling Hamiltonian.

Force vectors of the harmonic normal modes are displayed in Figure A3.6.

For neutral HCNO the underlying harmonic approximation to the potential

was replaced with polynomials and Morse functions to obtain better fits to the ab

initio energies. For the degenerate bending modes ω1/2, expansion terms up to

eighth order were required in order to fit the very shallow potential energy curve

along these modes (see discussion in main text). For the other degenerate bending

modes ω3/4, further second and fourth order terms were added. For both modes
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ω1 ω3 ω5

ω6 ω7

Figure A3.6: Force vectors (green) of HCNO normal modes obtained from
CCSD(T)/cc-pVTZ calculations. Modes ω2 and ω4 are perpen-
dicular to those of ω1 and ω3.

Table A3.3: Vibrational frequencies used for fulminic acid neutral and cation for
harmonic terms (Eq. 3.9).

Mode |ω| / eV Normal Mode

ω1/2(B1/2) 0.026 H-C-N bend

ω3/4(B1/2) 0.069 C-N-O bend

ω5(A1) 0.157 C-N-O sym. stretch

ω6(A1) 0.282 C-N-O asym. stretch

ω7(A1) 0.434 C-H stretch

ω1/2 and ω3/4, only even polynomial terms are required due to the symmetry

of the bending modes around equilibrium. For the neutral molecule’s stretching

modes, a general quartic polynomial was used for ω6 while for ω5 and ω7, a Morse
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potential function was used. All fitting parameters are shown in Tables A3.4 and

A3.5.

Figure A3.7 shows the ab initio energies and fits for the degenerate bending

modes of HCNO. Of note is the flatness of the potential energy surface for modes

Q1/2 around equilibrium and how little the energy varies (< 1 eV) for modes Q3/4.

Both features contribute to the floppyness of HCNO. Corresponding plots for the

stretching modes are given in Figure A3.8.

Table A3.4: Parameters for polynomial fits (Eq. 3.10) to neutral HCNO modes.
All values in eV.

Mode α β δ ϵ ζ η

Q1/2 - −0.053 - 1.318 −2.683 2.917

Q3/4 - −0.004 - −0.004 - -

Q6 −0.076 0.035 −0.046 0.012 - -

Table A3.5: Morse function parameters (Eq. 3.11) used for HCNO stretching
modes ω5 and ω7.

Mode D0 / eV α X0 / Å

Q5 6.153 0.112 0.218

Q7 6.302 −0.193 −0.0537

For the fulminic acid cation, the zero order term W(0) is a diagonal ma-

trix of excitation energies. These are obtained as the difference in energy be-

tween the neutral and cation calculated at the same level of theory and W
(0)
11 =

W
(0)
22 = 10.59290 eV.

The first order term W(1) usually contains on-diagonal linear terms for each

electronic state and off-diagonal linear terms coupling states along a particular

mode, however, for fulminic acid these terms are absent and coupling is provided

through second order Renner-Teller (RT) terms. Following Worth and Ceder-

baum[68], for the two pairs of degenerate vibrational modes (Q1/2 and Q3/4), the

71



Photoelectron spectroscopy and dissociative photoionization

0.0

0.5

1.0

1.5

2.0

2.5

3.0

3.5

-4 -2  0  2  4

E
ne

rg
y 

/ e
V

Q1/2

0.0

0.2

0.4

0.6

0.8

1.0

-4 -2  0  2  4
E

ne
rg

y 
/ e

V

Q3/4

Figure A3.7: Vibronic coupling Hamiltonian fits (lines) and CASPT2
(11,10)/cc-pVDZ ab initio energies for Q1/2 and Q3/4 degenerate
bending modes of HCNO ground electronic state.

vibronic coupling Renner-Teller Hamiltonain can be expressed as

H =
ω

2

(
Q2

i +Q2
j

)
+

∣∣∣∣∣−1
2γ(Q2

j −Q2
i ) γQiQj

γQiQj
1
2γ(Q2

j −Q2
i )

∣∣∣∣∣ (3.12)

where ω is the degenerate vibrational frequency for the pair of modes i and j

and γ is the parameter which causes the splitting of the degenerate electronic

surfaces. To obtain photoelectron spectra in agreement with experiment, the

harmonic terms in the RT model of Eq. 3.12 had to be replaced polynomial

terms. The second order γ parameters which split the degenerate modes away

from equilibrium were retained as were the off-diagonal products of γQiQj .

For the fulminc acid cation, the harmonic approximation was replaced for all

modes with polynomial expansions given by Eq. 3.10. As with the neutral, for

modes ω1/2 large expansions were required and for bending modes, only even

terms are required. These parameters are given in Table A3.6 along with the RT

γ parameters for Q1/2 and Q3/4. For the HCNO+ cation bi-linear terms were also
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Figure A3.8: Vibronic coupling Hamiltonian fits (lines) and CASPT2
(11,10)/cc-pVDZ ab initio energies for Q5, Q6 and Q7 stretch-
ing modes of HCNO ground electronic state.

introduced to the model of form

W
(2)
ii =

∑
α<β

γ
(i)
αβQαQβ, (3.13)
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which take into account for coupling of vibrational modes. Parameters for these

terms are given in Table A3.7.

Table A3.6: Parameters for polynomial fits to HCNO+ modes and RT γ param-
eters for modes ω1/2 and ω3/4 All values in eV.

Mode α β δ ϵ ζ η γ

Q1/2 - 0.264 - 0.579 −0.974 0.799 0.063

Q3/4 - −0.027 - 0.006 - - 0.005

Q5 −0.017 0.001 −0.040 0.001 - - -

Q6 −0.030 −0.051 −0.046 0.016 - - -

Q7 0.040 0.023 0.280 0.104 - - -

Table A3.7: Bi-linear second-order coupling constant (Eq. 3.13) parameters for
HCNO+. All values in eV.

Modes γ1i,j γ2i,j

Q1/Q3 −0.084 −0.072

Q2/Q4 0.000 0.000

Q5/Q6 0.023 0.023

Q5/Q7 0.010 0.010

Q6/Q7 0.008 0.008

Figure A3.9 shows the ab initio energies and fits for the degenerate bending

modes Q1/2 and Q3/4. To show the appearance of the Renner-Teller intersection,

Figure A3.10 shows 3D and contour plots to fits for the degenerate bending modes

Q1/2 with contours again emphasising the flatness of the potential energy surface

for modes Q1/2 around equilibrium. Figure A3.11 shows the ab initio energies

and fits for the stretching modes Q5, Q6 and Q7.
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Figure A3.9: Vibronic coupling Hamiltonian fits (lines) and CASPT2
(11,10)/cc-pVTZ ab initio energies for Q1/2 and Q3/4 degenerate
bending Renner-Teller modes of HCNO+.

Zero kelvin photoelectron spectrum

Figure A3.12 shows the simulated photoelectron spectrmum of fulminic acid ob-

tained from both conventional (0 K) MCTDH wavepacket calculations and those

at 300 K obtained from the density matrix method. The experimental spectrum

is also shown. For both simulations, wavepackets were relaxed on the neutral

molecule potential energy surface and then promoted to the degenerate ground

states of the cation. Assignments for the 0 K spectrum were determined by in-

cluding and excluding modes from the simulation and observing the effect on

the simulated spectrum. See main text for more details and a discussion of the

spectrum’s features.
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of HCNO+ showing glancing intersection of electronic states at
equilibrium geometry.
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Figure A3.11: Vibronic coupling Hamiltonian fits (lines) and CASPT2
(11,10)/cc-pVTZ ab initio energies for Q5, Q6 and Q7 stretching
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Additional information about the dissociative photoionization

7
8
9

1 0
1 1
1 2
1 3
1 4
1 5
1 6
1 7
1 8

En
erg

y /
eV

1 1 . 7 b+

+
+

1 H C O +  +  4 NH C N O +

H O N C +
+

H O C N +

1 6 . 5 a 1 7 . 2 a
1 6 . 8 a

1 4 . 2 a

1 2 . 2 a
1 4 . 0 a

1 4 . 2 a

Figure A3.13: Mechanism of the 1HCO
+

+ 4N formation on the quartet surface
starting from HCNO+ in the quartet ground state. Energies are
given in eV relative to the neutral HCNO. Energies and structures
marked with a were taken from Ref. [29]. Energies marked with
b are taken from Ref. [86].

79



Photoelectron spectroscopy and dissociative photoionization

Table A3.8: Cartesian Coordinates of the calculated transition states using the
G4 theory.[78]

TS1 X Y Z

C -0.97 -0.19 0.00

H -1.83 -0.86 0.00

N -0.08 0.62 -0.00

O 1.02 -0.29 -0.00

TS2 X Y Z

C 0.00 0.52 0.00

H 0.71 1.36 0.00

O -1.10 0.22 0.00

N 1.15 -0.89 0.00

TS3 X Y Z

C -0.93 -0.36 0.00

O -0.09 0.53 0.00

H -2.03 -0.28 0.00

N 1.19 -0.26 0.00

TS4 X Y Z

C 1.12 0.73 0.00

H -0.35 1.23 0.00

N 0.00 0.12 0.00

O -0.80 -0.81 0.00

TS5 X Y Z

C -0.17 0.80 0.04

H 1.45 -0.52 0.53

N 0.74 -0.14 -0.13

O -0.70 -0.41 0.013
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Table A3.9: Cartesian Coordinates of the calculated intermediate states using
the G4 theory.[78]

I (Doublet) X Y Z

C 0.02 0.67 0.00

H -0.14 1.75 0.00

N 0.82 -0.37 -0.00

O -0.71 -0.40 -0.00

I (Quartet) X Y Z

C -0.05 0.38 0.00

H -0.04 1.50 -0.00

N 1.26 -0.24 -0.00

O -1.06 -0.27 -0.00

HCON X Y Z

H 1.98 0.55 0.00

C 1.17 -0.21 0.00

O -0.01 0.12 -0.00

N -1.27 -0.04 0.00

II X Y Z

C 0.00 0.77 0.00

H 1.06 1.045 0.00

O -1.10 0.62 0.00

N 1.11 -1.52 0.00

III X Y Z

C 0.94 -0.29 -0.00

H -0.38 1.58 0.00

N 0.00 0.62 -0.00

O -0.66 -0.52 0.00
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Auger electron spectroscopy

Abstract

HCNO is a molecule of considerable astrochemical interest as a precursor to pre-

biotic molecules. It is synthesized by preparative pyrolysis and is unstable at

room temperature. Here, we investigate its spectroscopy in the soft X-ray regime

at the C 1s, N 1s and O 1s edges. All 1s ionization energies are reported and

X-ray absorption spectra reveal the transitions from the 1s to the π* state. Res-

onant and normal Auger electron spectra for the decay of the core hole states are

recorded in a hemispherical analyzer. An assignment of the experimental spectra

is provided with the aid of theoretical counterparts. The latter are using a va-

lence configuration interaction representation of the intermediate and final state

energies and wavefunctions, the one-center approximation for transition rates and

band shapes according to the moment theory. The computed spectra are in very

good agreement with the experimental data and most of the relevant bands are

assigned. Additionally, we present a simple approach to estimate relative Auger

transition rates on the basis of a minimal basis representation of the molecular

orbitals. We demonstrate that this provides a qualitatively good and reliable esti-

mate for several signals in the normal and resonant Auger electron spectra which

have significantly different intensities in the decay of the three core holes.

4.1 Introduction

Fulminic acid, HCNO, has an illustrious history.[1,2] It was first prepared by Ed-

ward Howard in 1800 by combining ethanol, nitric oxide and mercury oxide. A

white crystalline substance formed, which upon addition of sulfuric acid deto-

nated. Howard called the compound “a new fulminating mercury” and described

the compound to have a “saline taste”.[3] Today we know that the substance

Howard discovered was the highly explosive mercury fulminate Hg(CNO)2. In

1899, Ley and Kissel first proposed the structures CNO− and HCNO for the

fulminate salt and fulminic acid.[4] This was supported by the observations of

the 1,3-dipolar addition of fulminic acid to unsaturated systems by Huisgen in

1961.[5] The first spectroscopic evidence was presented in the form of a gas phase

IR spectrum of isolated fulminic acid.[6] Fulminic acid has now been investigated
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with numerous spectroscopic methods, such as IR-spectroscopy[6–10], rotational

spectroscopy[10,11] and photoelectron spectroscopy.[12,13] Additionally, Feng et al.

studied the reaction kinetics with OH[14] and the photodissociation of HCNO at

248 nm and 193 nm.[15,16] In contrast, no studies in the X-ray regime have been

reported yet. Because HCNO consists of only 4 atoms and 22 electrons it has also

been attractive for theoretical chemists early on. This is best evidenced by Paul-

ings calculation of the free energy of the [H, N, C, O] system already in 1926.[17]

He concluded that the correct structure should be HCNO and not HONC as pre-

viously thought.[18] Since then numerous high level theoretical studies have been

published.[19–22]

Fulminic acid also has significant astrochemical relevance as a precursor to

prebiotic molecules. The first astrophysical identification of HCNO was made

through observations using the 3 mm band of the IRAM 30m radio telescope. It

was observed towards the dark molecular clouds B1, L1544, and L183, and in the

low-mass pre-stellar object L1527.[23] Isocyanic acid, HNCO, was also detected

and the abundance ratio HNCO/HCNO was determined to be between 40 and

70.[23] Currently, HCNO has been identified in numerous sources that illustrate

the different chemical stages of a solar-type star, such as L1157-mm, L1157-B1,

NGC 1333 IRAS4A, as well as the dense core L483.[24–26] In cold clouds and low-

mass star formation objects, the most accepted gas-phase formation pathway for

HCNO is the neutral-neutral reaction involving methylene (CH2) and nitric oxide

(NO).[23] However, given the different temperature gradients and regimes present

in these objects, other HCNO formation processes should also be considered,

including chemical reactions on the surface of grains.[27] HCNO and its isomers

isocyanic acid (HNCO), cyanic acid (HOCN), and isofulminic acid (HONC) form

a tetrad of species collectively known as CHON.[28] In planetary atmospheres,

these molecules are expected to be formed by UV interaction with molecules such

as CH4, CO, and N2. Indeed, CHON isomers are of great prebiotic importance

as they participate in reaction chains that lead to complex organic molecules of

astrochemical and astrobiological interests.[29]

Our group already investigated the Auger electron spectroscopy (based on the

Auger-Meitner effect[30]) of the isomer isocyanic acid, HNCO, and compared the

spectra with computations to rationalise the observed transitions.[31] Furthermore,
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the photofragmentation of HNCO upon soft X-ray excitation was studied.[32,33]

By investigating the Auger electron spectroscopy of its isomer fulminic acid, we

intend to better understand the effects of atom connectivity on the Auger-Meitner

effect in molecules. Note that only a few reactive molecules have been investigated

in the soft X-ray regime. For example, Auger spectra have been reported for

HS[34], while X-ray absorption spectra (XAS) were recorded for allyl, C3H5
[35]

and methyl, CH3.
[36]

4.2 Methods

4.2.1 Experimental

The experiments were conducted at the soft X-ray beamline PLEIADES[37] of

Synchrotron SOLEIL. Fulminic acid was prepared according to the procedure

by Wentrup et al.[38] The precursor 3-phenyl-4-oximino-isoxazol-5(4H)-one was

heated to around 100°C and sublimated under high vacuum, provided by a

turbopump. The gaseous precursor entered a 40 cm long quartz glass tube with

an inner diameter of 3 cm. This tube was heated to 460 ◦C by a Carbolite

EVA12/300B tube furnace. The resulting products HCNO, CO2 and benzonitrile

were collected in a liquid nitrogen cooled trap. Impurities like CO2 and minor

isocyanic acid contributions were removed by the forepump vacuum at −50 ◦C

(ethanol/dry ice bath) due to their higher vapour pressure. During the experi-

ments the fulminic acid sample was kept at −40 ◦C and entered the experimental

chamber through an effusive inlet. Benzonitrile contamination was unproblematic

as its vapor pressure is insignificant at −40 ◦C. In the experimental chamber

the sample crossed the linearly polarized soft X-ray radiation produced by an

Apple II HU80 permanent magnet undulator, which was monochromatized using

a 600 lines mm−1 grating. The light was oriented at the magic angle of 54.7◦

with respect to the electron analyzer to eliminate angular dependence effects

of the electron emission. Auger electrons were measured by a VG Sciencta

R4000 hemispherical analyzer using an entrance slit size of 0.3 mm at a pass

energy of 50 eV, leading to a spectral resolution of 37.5 meV. X-ray absorption

spectra (XAS/NEXAFS) were recorded by scanning the photon energy and
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recording the total ion yield. It was measured with a channeltron biased with

−2 kV on the front of its 25 mm diameter cone. The sample is introduced from

an effusive needle and intersects the photon beam about 5 mm in front of the

channeltron. The 2 kV field of the channeltron is assumed to collect all ions

produced regardless of their kinetic energy. Photon energy and electron kinetic

energy were calibrated using the literature spectra of CO2, N2
[39] and HNCO.[31]

4.2.2 Theoretical Details

Theoretical Auger electron spectra were obtained with the wavels program pack-

age.[40–45] The approach implemented there has been applied successfully to molec-

ular K-LL,[31,46,47] L2,3-M1,2,3M1,2,3,
[48–50] and M4,5-N1,2,3N1,2,3

[51] Auger elec-

tron spectra and we refer to these articles for further details. Briefly, the molec-

ular structure and vibrational frequencies of the molecule were calculated at the

B3LYP[52]/def2-TZVPP[53] level with Turbomole[54] providing C–H, C–N, and N–

O distances of 106.05 pm, 115.59 pm, and 119.88 pm, respectively, for the linear

HCNO molecule. The molecular orbitals (MOs) used to represent the core-hole

and final states were Hartree-Fock orbitals as determined with a cc-pVTZ basis

set[55] and virtual valence-type orbitals obtained with the procedure described in

Ref. [45]. The latter generates orbitals complementing the occupied MOs to the

orbital space of the atomic valence orbitals (1s for hydrogen and 1s, 2s, and 2p

for C, N, and O). These virtual valence MOs allow to represent static correlation

and charge fluctuations within the molecule with the configuration interaction

(CI) approach employed in this work. The orbitals are shown in Figure 4.1 and

the MO-coefficients providing their optimal representation in terms of the atomic

valence orbitals are given in Tab. 4.1. The table shows also the overlap of the

molecular orbitals as evaluated in the quantum chemical calculation with those in

the minimal basis representation, ⟨ψp|ψMB
p ⟩, as well as the squared sums of the

MO coefficients,
∑

µ c
2
µ,p [here and in the following p/q count MOs, while µ and

ν represent atomic orbitals (AOs)]. As the atomic orbitals are overlapping, an

orbital can be characterized as bonding, non-bonding, and antibonding, respec-

tively, if this number is clearly smaller, about equal, or much larger than one.
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Accordingly, the 4-6σ and 1π orbitals are bonding, the 7σ and 2π orbitals are

non-bonding and the others are antibonding.

Auger transition rates were evaluated with the one-center approxima-

tion[44,56–58] which approximates the continuum wavefunctions of the Auger elec-

trons by their atomic counterparts. Furthermore, Auger decay rates are deter-

mined by only considering electrons in the minimal basis expansion (here Tab. 4.1)

of the atomic valence orbitals of the core-hole atom. This means the required

Auger transition integrals are only needed for atomic Auger transitions which are

readily available.[59–62] In the present work the values from the compilation of

Chelkowska and Larkins[62] were employed. As described there, the Auger tran-

sition rate (in atomic units, a.u.) for the transition from the initial state i to the

final state f is obtained from the Fermi-Wentzel “golden rule”[63] expression

If = 2π|⟨Ψi|Ĥ|Ψf ⟩|2, (4.1)

where Ψi and Ψf are the respective wavefunctions which are assumed to be or-

thogonal and Ĥ is the molecular electronic Hamiltonian. In our approach the

matrix element in eq. (4.1) is evaluated for the CI wavefunctions described above.

Note that the final states in our calculations are always linear combinations

of several configurations. Nevertheless, it is common to designate these states

with their leading configuration (i.e. the configuration with the largest weight).

For important features in Auger electron spectra such an assignment is generally

reasonable as there is only a single leading configuration. This allows to relate

intensities to the MO expansion coefficients of the involved valence orbitals at

the core hole atom. Thus, we approximate the core hole wavefunctions with

the Hartree-Fock Slater determinant, Φ, with a hole in the core-orbital ψc and

designate it as Φc.
[56,64,65] The present K-LL-type normal Auger electron spectra

are known to be dominated by decay to singlet final states.[64,66] These final state

wavefunctions are represented with configurations having two holes in the valence

orbitals ψp and ψq as well as an electron in the outgoing continuum channel ϵlm. l

and m are the angular momentum and magnetic quantum numbers of the channel.

We designate the final state configuration as Φϵlm
pq where the holes shall be coupled

to a singlet. Further details and the treatment of other final state configurations
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4s (-41.1)

5s (-33.5)

6s (-22.2)

7s (-19.9)

1p (-18.5)

2p (-11.1)

3p     (4.3)

8s     (3.6)

9s   (18.2)

10s   (35.2)

Figure 4.1: Orbitals of the HCNO molecule which were used for calculating the
Auger electron spectra. Note that the H-atom points to the right.
See text for details for the determination of the orbitals. Orbital
energies in eV are given in brackets.
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4.2 Methods

and of resonant Auger decay has been described in Refs.[44,56,64,65]. For the case

discussed above, the Auger transition rate becomes

Ipq = (1 + δpq)
−1π

∑
lm

|⟨pq|cϵlm⟩+ ⟨qp|cϵlm⟩|2 , (4.2)

where

⟨pq|cϵlm⟩ =

〈
ψp(1)ψq(2)

∣∣∣∣ 1

r12

∣∣∣∣ψc(1)ψϵlm(2)

〉
(4.3)

is a two-electron integral in Dirac notation.

Plugging in the molecular orbitals as linear combination of atomic orbitals (MO-

LCAO) representation of the molecular orbitals (MOs) in terms of the minimal

basis, ψp =
∑

µ cµpχµ with the MO expansion coefficients, cµ,p, provides

Ipq = (1 + δpq)
−1π

∑
lm

∣∣∣∣∣∑
µν

(⟨µν|cϵlm⟩+ ⟨νµ|cϵlm⟩) · cµ,pcν,q

∣∣∣∣∣
2

. (4.4)

Due to the atomic symmetry of the wavefunctions, the ϵlm involve s, p, and d chan-

nels for the outgoing electron from the 1s core hole and the 2s or 2p valence holes.

For K-LL-type Auger decay it is known that these Auger transition integrals are

rather independent of the atomic orbitals (AOs) χµ and χν .[67] Furthermore, most

of the channels are decoupled due to symmetry or due to largely different energies

of the resulting final states. Thus, the summed two electron integrals in eq. (4.4)

are roughly identical for all µ− ν combinations and the relative Auger transition

rates can be approximated by the squared MO expansion coefficients

Ipq ∝∼
∑
µν

|cµ,pcν,q|2. (4.5)

A similar approximation was used before by Tarantelli et al.[68] in the context

of a two hole localization analysis of the Auger final states. In the following we

shall combine this idea with the minimal basis expansion of the MOs (Tab. 4.1) to

explain intensity patterns of the molecular Auger electron spectra of the HCNO

molecule.
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Electronic wavefunctions of the states contributing to the Auger processes were

determined with the CI approach. For the core-hole (final) states a CI space

consisting of all configurations with up to 3 (2) electrons in the virtual orbitals (3π

and 8-10σ) and the corresponding number of electrons in the core- and valence

orbitals was used. As demonstrated in previous applications,[31,47,51] such CI

wavefunctions generally provide an appropriate representation of the essential

electronic states out of the very large (actually infinite) number of possible final

states that can be reached in the Auger decay. Similarly, the energetic order of

the states is generally reasonable, but absolute energies may deviate from the

experimental ones by several eV. We therefore modified the energy scale of the

theoretical spectra, as proposed in Ref. [31] A better estimate for the energy

differences between the ground state and the lowest final states was obtained with

the multi-configuration coupled electron pair approach[43] (MCCEPA) and the

cc-pwCVQZ[69] basis using complete active space self-consistent field (CASSCF)

reference wavefunctions with all π-orbitals in the active space. For the resonant

Auger electron spectra, the obtained vertical single ionization potential of 10.64 eV

was set as the lowest (vertical) final state energy. For normal Auger decay we

obtained 30.56 eV for the vertical ionization energy of the lowest doubly ionized

state, 1Σ− (2π−2), however, as the decay to this final state is symmetry forbidden,

we used the vertical binding energy of the first excited state (1∆) at 31.54 eV to

calibrate the theoretical normal Auger electron spectra. Furthermore, the range

of final states was squeezed by a factor of 0.85 which corrects the tendency of the

CI approach to overestimate energies of higher excited states.[31] Note that this

computational energy scale is independent from experiment.

The multi-dimensional moment theory[45,70,71] was used to estimate the band

shapes related to the final electronic states reached in the Auger electron spec-

tra. In this approximation the signals that are due to the Auger decay into the

vibrational levels of a single final electronic state are represented by a Gaussian

distribution. The area under the Gaussian is set to the Auger transition rate.

In order to approximate the band shape which is due to the first-order vibra-

tional dynamics of the decay process, the width and the center of the Gaussian is

adapted as described in Refs.[70,71] Note that only totally symmetric vibrations are
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considered at this level of theory, i.e. within these simulations the C∞v-symmetric

HCNO molecule retains a linear structure.

4.3 Results

4.3.1 Normal Auger Spectroscopy

Figure 4.2 shows the normal Auger electron spectra (AES) at the a) carbon, b)

nitrogen and c) oxygen edge recorded at photon energies of 400, 440 and 560 eV.

To allow for a comparison of spectra of different core-holes, the Auger electron

yield is shown as a function of the binding energy Eb which is defined as the

difference between the 1s ionization energy E(1s) and the kinetic energy of the

Auger electrons Ekin

EB = E(1s)− Ekin (4.6)

The binding energy can be thought of as the energy of the doubly ionized final

state with respect to the neutral ground state after the Auger electron is ejected.

The 1s ionization energies were determined by recording the X-ray photoelectron

spectra (XPS), which are shown in the appendix, Figure A4.1 - A4.3. The 1s

ionization energies at the three edges are 292.9 eV for C 1s and 410.5 and 539.6 eV

for N 1s and O 1s, respectively. Figure 4.2 also shows the stick spectra in gray

which were obtained by theory and in red the fully simulated spectra.

Following the formalism that Moddeman et al.’s applied to the CO2 Auger

spectra,[39] we can divide the Auger electron spectra into two regions. At low

binding energies (< 50 eV) only weakly bound outer-valence orbitals are involved

(K-WW), while transitions up to 70 eV have vacancies in one weakly bound outer

valence orbital and in one strongly bound inner valence orbital (K-SW). Transi-

tions at higher binding energies would be called K-SS, but were not measured in

the present work. These transitions are often broad and difficult to characterize

due to the mixing of a multitude of electronic configurations. According to the

orbital energies in Table 4.1 the HCNO molecule is a bit unusual. The 2π orbital
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Figure 4.2: Normal Auger electron spectra at the a) carbon, b) nitrogen and
c) oxygen edge, shown in black. The kinetic energy of the Auger
electrons was converted to binding energy by subtracting it from the
1s ionization energies determined through XPS measurements (see
appendix at the end of the chapter). The grey stick spectrum shows
the energies and intensities of the individual transitions. The energy
positions include shifts due to the moment theory which provides
the theoretical spectrum given with the red lines.

100



4.3 Results

(Eb = 11 eV) is well separated from the next group 1π, 7σ and 6σ (Eb ≈ 20 eV).

The two lowest orbitals have much higher binding energies of about 40 eV. Addi-

tionally, only two molecular orbitals have significant contributions of the carbon

AOs. These are the nonbonding 2π MO and the 6σ orbital which represents es-

sentially the C–H bond. Thus, the electronic structure of HCNO is a bit special

and at least for the case of the C1s spectra the general arguments of Moddemann

et al.[39] may only apply to a limited extent here.

The assignment of the experimental features, the calculated partial intensities,

the vertical ionization potentials as well as the signal widths and positions accord-

ing to the moment method are collected in Tab. 4.2 and Tab. 4.3. The signals

in the AES can be assigned as follows. The Auger decay from the 2Σ+ core hole

states to the 3Σ− ground state of the dication is symmetry forbidden, as coupling

of any single electron Auger channel to the Σ− final state cannot provide the Σ+

symmetry representation of the core-hole states. Thus, the signal with the lowest

binding energy is due to the 1∆ and 1Σ+ states with (2π−2) occupation appearing

at about 32 eV binding energy. In all spectra the energy difference of these final

states amounts to 0.3–0.4 eV, which is within the observed bandwidth. Thus, this

feature (as also the other ones in the AES), contains several final states which

are not resolved. Note that the assignments presented in the following provide

only the dominant character of the electronic states that give rise to the observed

signals. The features at lowest binding energy are labelled with 1 in Figure 4.2

and give rise to the prominent signals for C and O1s decay spectra. The inten-

sity of these transitions can be explained with the large absolute value of the

MO coefficients of the 2pπ-AOs at these atoms. For the nitrogen atom this value

(cN2pπ ,2π = −0.27) is more than a factor of two smaller than for C (−0.58) and O

(0.79). As this decay generates both holes in 2pπ AOs, according to eq. (4.5) the

relative decay rate is proportional to the fourth power of these coefficients which

means that the decay ratios to feature 1 starting from the C1s:N1s:O1s core-hole

states should be about 20:1:73. This corresponds well to the experimental spectra

where feature 1 is dominant in the C1s and O1s spectra, while it is hardly visible

in the N1s AES.

At binding energies between 38 and 40 eV (feature 2) several 1Π states with

the occupations (7σ−12π−1) and (6σ−12π−1) as well as 1∆ and 1Σ+ (1π−12π−1)
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Auger electron spectroscopy

states are reached. While as usual for K-LL Auger spectra[56,68] most intensity

is due to these singlet final states, in the C and O 1s spectra decay to two 3Π

final states has notable intensity in these region. This can be explained with the

relatively large 2s and 2p MO coefficients in the 6σ and 7σ orbitals at these atoms.

In the minimal-basis one-center approach used here, normal K-LL Auger decay

leading to a triplet final state requires that the projection of the double hole state

in the molecular orbital representation gives rise to a significant fraction of 2p-2s

hole pairs. A decay to a triplet state with two holes in 2p orbitals is symmetry

forbidden and as the 2s orbital is non-degenerate, it is not possible to generate

a triplet state with two holes in this orbital. However, the triplet states never

contribute more than about 10 % to the intensity of any feature in the AES of the

core holes.

We assign feature 3 to the 1Π (6σ−12π−1) state, noting that the energy of

this final state seems to be underestimated by about 1 eV with our theoretical

approach. The feature may be also assigned to the 1Σ+ (1π−12π−1) state, but the

energetic order and the intensities of these states in our calculations as well as the

similarity of this 1Σ+ state with the 1∆ state with the same occupation support

the former assignment. There is clear agreement between the experimental and

theoretical spectra for N and O1s decay. Both show feature 3 as a distinct peak

in the spectrum at about 40 eV binding energy. In the C1s spectrum this feature

is weaker and only notable as a shoulder in the experimental spectrum.

At higher binding energies the N and O1s hole states decay mostly into similar

final states. The C1s hole state leads to different final states as large absolute

values of the MO coefficients of the carbon atom are only found at the 2π and

7σ orbitals. Accordingly, final states with at least one hole in these orbitals give

rise to strong signals. The clearly notable features 5, 6, and 7 in the C1s−1 decay

correspond mostly to 1Π (6σ−11π−1), 1Σ+ (6σ−2), and 1Σ+ (5σ−16σ−1) final

states. In the N and O1s decay these final states do not play a significant role.

For example, feature 4 which is absent in the C1s Auger spectrum but visible as a

shoulder on the N1s decay and as a small but distinct peak in the O1s spectrum

is preferentially due to the decay into 1∆ final states at about 41-43 eV binding

energy. For O1s decay feature 5 is due to the 1Π (7σ−11π−1) final state while

for N1s decay this additional intensity is mostly decay to (1π−2) states. Feature
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4.3 Results

6 corresponds to the 1Σ+ (7σ−2) state and feature 7 to several 1Π states as well

as the 1Σ+ (5σ−16σ−1) state. Finally, the nitrogen and oxygen Auger electron

spectra show both a broad signal at 65 eV (feature 8) which can be assigned to

the 1Σ+ (4σ−17σ−1) state.

A comparison of the intense features in the spectra shows that final state con-

figurations with large absolute values of the MO coefficients at the respective core

hole atom correspond to intense features in the Auger spectrum. This is particu-

larly notable for the (2π−2), (1π−12π−1), and (1π−2) configurations giving rise to

features 1, 2, and 5. Their intensity decreases in that order for C1s decay as the

carbon AO coefficient of the 2π orbital (−0.58) is larger than that one of the 1π

orbital (0.26). The ratio of the 2π/1π MO coefficients at the oxygen is 1.6 which

is smaller than the corresponding value for the carbon atom (2.3). This explains

the relatively small intensity of feature 5 in the O1s AES where feature 2 is about

equally intense as 1. The latter is due to admixture of other states in feature 2

and due to configuration mixing. For the nitrogen atom the absolute value of the

2π/1π ratio is 0.4. Correspondingly, in the N1s Auger spectra the intensity of

features 1, 2, and 5 increases in that order.

4.3.2 NEXAFS

NEXAFS (near-edge x-ray absorption fine structure) spectra were recorded by

scanning the photon energy and monitoring the total ion yield. The spectrum

contains electronic transitions from the 1s orbitals to unoccupied orbitals. Fig-

ure 4.3(a-c) show the NEXAFS at the carbon, nitrogen and oxygen edge, respec-

tively. The carbon NEXAFS [Figure 4.3a)] exhibits one intense band at 286.6 eV.

It corresponds to the π∗ ← 1s transition into the 3π LUMO (lowest unoccupied

molecular orbital). Furthermore, a progression is visible with three members at

290.26, 290.46 and 290.62 eV. The average spacing corresponds to 0.18 eV or

about 1400 cm−1, which is on the order of a vibrational transition. Additional

weak bands appear at 288.8 and 291.6 eV. These weaker transitions correspond

most likely to transitions into Rydberg states. At the N-edge [Fig 4.3b)] the in-

tense 3π ← 1s transition is observed at 403.6 eV. A band with a clearly discernible

vibrational progression appears around 400.83 eV and is assigned to a small N2

contamination (grey star).[72] Several weak bands are also observed at 399.8, 407.1
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Auger electron spectroscopy

and 408.6 eV . A similar picture is encountered at the O 1s edge, with an intense

band observed at 534.0, and two weaker ones at 535.62 and 537.06 eV. Another

small feature at 530.8 eV originates from O2 (grey star).[73]

The transitions visible in the NEXAFS spectrum were employed to record res-

onant Auger spectra (RAES). The energies at which resonant Auger spectra were

recorded are marked with red crosses in Figure 4.3. At the carbon edge, the crosses

2 8 4 2 8 6 2 8 8 2 9 0 2 9 2 2 9 4

3 9 8 4 0 0 4 0 2 4 0 4 4 0 6 4 0 8 4 1 0 4 1 2 4 1 4 4 1 6

5 2 8 5 3 0 5 3 2 5 3 4 5 3 6 5 3 8 5 4 0 5 4 2

ion
 yi

eld

C a r b o n

0 . 1 8  e V  =  1 4 0 0  c m - 1  
x x x x

x
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x

a )
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 yi

eld N i t r o g e n

*x x x x x
x

x
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b )

ion
 yi
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p h o t o n  e n e r g y  / e V

O x y g e n

x x x
x

x
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*

Figure 4.3: NEXAFS spectra at the a) carbon, b) nitrogen and c) oxygen edge.
The red crosses indicate at which photon energies resonant Auger
electron spectra were recorded. At 290.26 eV, 290.46 eV and 290.62
eV three crosses were omitted for clarity. The grey asterisks indicate
contaminations of N2 and O2, respectively.
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4.3 Results

at 290.26 eV, 290.46 eV and 290.62 eV were omitted to avoid congestion in the

figure. Off-resonance spectra were recorded at energies below the first resonance.

They correspond to direct photoelectron spectra.

4.3.3 Resonant Auger

After exciting a 1s electron into an unoccupied orbital, the molecule can electron-

ically relax via a resonant Auger-Meitner process. Like in the non-resonant case,

a valence electron fills the hole in the 1s orbital and the excess energy is removed

by ejecting another valence electron. Here, two processes can be distinguished.

When the initially excited electron participates in the decay, a participator Auger

decay results and the final states are similar to those obtained by valence pho-

toelectron spectroscopy. In contrast, when the initially excited electron is not

involved, the decay is referred to as a spectator process. The final states of these

processes resemble those in the normal Auger spectra, see below.

Experimental Results

Figure 4.4 shows the resonant Auger electron spectra (RAES) which were obtained

by exciting the intense 3π ← 1s transition. Traces a), c) and e) represent the

off resonant spectra, while traces b), d) and f) show the spectra on the band

maximum. Binding energies were calculated from the difference of the photon

energy and the Auger electron kinetic energy. RAES recorded on the low- and

high-energy side of the 3π state have a similar appearance and are shown in the

appendix. Only at the N 1s edge subtle differences are seen. The additional band

at around 8 eV in trace a) is due to ionization by the second harmonic.

In the spectrum recorded at the carbon edge (Figure 4.4b)) three intense bands

at 10.85, 16.85 and 17.85 eV are observed as well as two broader ones at 20.7

and 24.9 eV. Comparison to the off resonant spectrum 4.4a) shows resonance

enhancement in particular for the transitions at 16.9, 20.7 and 24.9 eV. The red

line depicts the simulation which is in good agreement with the experimental

spectrum.

The RAES recorded on the most intense peak in the N-NEXAFS is shown in

Figure 4.4 d). In addition, the off-resonant measurement at 398.1 eV is included
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Figure 4.4: Resonant Auger electron spectra at the b) carbon d) nitrogen and f)
oxygen edge, as well as the corresponding off resonant measurements
at each edge (a), c) and e). The computed spectra are shown in red
and the contributions of individual final states are represented as
grey sticks.
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in trace c). By resonantly exciting HCNO, the peak at 16.1 eV and the two broad

bands at 25 and 29.1 eV are enhanced, similar to what was observed at the C-

edge. By scanning the excitation energy along the absorption band, the 7σ band

(see below for assignment) decreases in relative intensity, see appendix. On the

Figure 4.4 traces e) and f) finally show the off-resonance spectrum and the RAES

when scanning over the most intense band in the O-NEXAFS. Comparison shows

that the peaks at binding energies at 17, 24 and 30 eV are enhanced. RAES

recorded at the other positions indicated in Figure 4.3 are given in the appendix,

Figure A4.7 - A4.9.

4.3.4 Assignment

In order to assign the observed spectral features, we compare the experimental

and theoretical RAES in Figure 4.4 b), d) and f) with the off-resonance photo-

electron spectra show in Figure 4.4 a), c) and e) and the most intense features in

the theoretical spectra collected in Tab. 4.4 and Tab. 4.5. As expected the RAES

show spectator transitions at ≈15 eV lower binding energy than corresponding

signals in the AES (Figure 4.2). Participator transitions are seen as additional

features at the energies of the signals in the photoelectron spectra, however, with

different intensities. We note that the differentiation between participator and

spectator states is not strict as the final states are actually mixtures of participa-

tor and spectator configurations.[74] However, for qualitative considerations it is

generally a good approximation to assume that states are dominated by a single

configuration which can then also be used to designate the respective state (see

above).

The assignment of the participator states is easily possible with the off-resonant

spectra presented in traces a), c) and e) of Figugres 4.4), and the orbitals shown

in Figure 4.1 and Tab. 4.1. In the following these states will be designated as 2π,

1π, 7σ, and 6σ for the X̃ 2Π (2π−1), Ã 2Π (1π−1), B̃ 2Σ+ (7σ−1), and C̃ 2Σ+

(6σ−1) states, respectively. In the off-resonant spectra sharp signals are observed

for the participator states which differ from the ground state configuration by

the essentially nonbonding 2π and 7σ orbitals. On the other hand, the 1π and

6σ signals are broadened due to the vibrational excitations associated with the
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Auger electron spectroscopy

emission of an electron of these bonding orbitals. Note that the Renner-Teller

splitting in the degenerate 2Π states[75,76] was neglected in the computations.

The relative intensity of the σ participator states as compared to the π coun-

terparts increases with photon energy. This is readily explained by the different

photoelectron cross sections of the 2s and 2p atomic orbitals on the atoms in the

molecule and their contributions to the respective orbitals.[77,78] Without going

into details, we mention that the minimal basis expansion of the molecular orbitals

(Table 4.1) provide a simple access to the populations of the atomic orbitals. The

same coefficients provide also a straightforward explanation of the intensity pat-

terns observed for the participator states. While the participator states are not

well resolved from the intense spectator structures in the C1s-3π resonant Auger

electron spectra, we can state that for both spectra, the 2π signal is stronger than

the 1π one and an opposite intensity ratio is found for the N1s-3π decay. Accord-

ing to the considerations given above, these intensities should be proportional to

the square of the 2pπ coefficients of the respective molecular orbital at the core

hole atom. For the C and N atom this ratio (c2pπ ,2π/c2pπ ,1π)2 amounts to 5.0

and 0.19, respectively, which is a good estimate for the intensity ratio of the 2π

and 1π signals in the carbon and nitrogen resonant Auger electron spectra. For

the nitrogen spectra the 7σ feature is well observed, while the 6σ one cannot be

detected in the experimental spectra and its intensity is predicted to be negligible

(0.006 meV) as compared to the other transitions.

As expected, the resonant Auger electron spectra show spectator features

strongly resembling the signals observed in the normal Auger decay for the same

core hole. However, details are less pronounced in the resonant spectra than in

the nonresonant ones. For example the RAES-features at about 22-28 eV labelled

2 and 3 are hardly resolved in the experimental spectra, while distinct features

can be observed in the corresponding AES-spectra at 37 and 40 eV. A similar

behaviour is found for features 4 and 5. We note that broadening of spectator

features was already recognized by Carol and Thomas in O1s Auger spectra of

CO, CO2, and OCS.[79]

The broader shape of the RAES is due to an additional splitting of several final

states by the spectator electron in the 3π orbital. In the following, we discuss

and explain this point for feature 1: In the AES it is due to transitions into the
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4.4 Discussion

1∆ and 1Σ+ states with (2π−2) occupation and vertical binding energies of 31.54

and 31.89 eV. Additionally, the 3Σ− ground state of the dication has the same

occupation. Coupling the spectator electron in the 3π orbital to these states leads

to the configurations that represent the final states of the RAES. In particular, the
1∆ (2π−2) AES-state gives rise to a 2Φ and a 2Π configuration in the RAES, the
3Σ− state splits into a 4Π and a 2Π, while coupling an electron in the 3π orbital to

the 1Σ+ AES-state generates only a single 2Π configuration. Thus, the (2π−23π)

occupation gives rise to one 4Π, one 2Φ and three 2Π configurations. While the

Auger transition to the quartet state out of the singlet core-excited state is spin

forbidden, the 2Π states couple via the Hamiltonian and give rise to three final

states in the RAES with calculated vertical binding energies of 17.91, 19.12, and

22.89 eV. The 2Φ state is obtained at 18.48 eV. In the AES the (2π−2) states give

rise to two final states at a vertical binding energy of 31.54 and 31.89 eV. Thus,

coupling of the “spectating” electron to the AES final states divides intensity

found in a very narrow energy range in the AES to features spread over a much

larger range in the corresponding RAES spectra.

Otherwise the spectator parts of the RAES are rather similar to the AES, albeit

with a ≈15 eV shift to lower binding energies due to the additional electron in

the 3π orbital. For that reason we do not discuss a detailed assignment of these

features but refer to the corresponding consideration in the AES part of this

publication.

4.4 Discussion

One of the most interesting features in the present work is the very good agree-

ment between theory and experiment for both, normal and resonant Auger spec-

tra. Band positions and intensities are well represented by the computations.

The bands at low binding energies can be unambiguously assigned to specific fi-

nal states and their intensities are rationalized by the orbital coefficients of the

relevant orbitals at the ionization site. All AES are dominated by bands with at

least one hole in a weakly bound valence orbital.

Figure 4.5 depicts a comparison between the normal and resonant Auger spectra

of HCNO. When the RAES are shifted by 15 eV, AES and RAES have a similar
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appearance in the spectator region. This resemblance has been observed before,

for example in CO.[80] While spectator Auger decay produces 2h1p (two hole,

one particle) final states, normal Auger decay leads to 2h states. In a simplified

picture, the spectator electron has only a small impact on the electronic structure,

which leads to a similar appearance of AES and RAES. However, the presence

2 0 3 0 4 0 5 0 6 0 7 0 8 0

2 0 3 0 4 0 5 0 6 0 7 0 8 0

b i n d i n g  e n e r g y  / e V

H C N O  C 1 s - 1

H C N O  C 1 s  → 3π  ( + 1 5  e V )

H C N O  N 1 s - 1

H C N O  N 1 s  → 3π  ( + 1 5  e V )

au
ger

 yi
eld

 
H C N O  O 1 s - 1

H C N O  O 1 s  → 3π  ( + 1 5  e V )

 

b i n d i n g  e n e r g y  / e V

Figure 4.5: Comparison of the normal (black) and resonant (red) Auger spectra
of fulminic acid. The resonant spectra were each shifted by 15 eV to
higher binding energy.
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4.4 Discussion

of a spectator electron leads to a screening effect on the emitted Auger electron

and thus to a shift of the RAES bands to higher kinetic energies compared with

normal Auger decay, which is 15 eV in the case HCNO. As discussed above, the

spectator electron couples to the valence holes leading to additional splitting in

the RAES and subsequent bluring of some of the finer features seen in the AES

(see e.g. the signals at 37-41 eV binding energy in the N1s and O1s spectra).

It is illustrative to compare the spectra of HCNO with the previously recorded

ones of HNCO.[31] This can give information on the influence of nuclear charge

versus nuclear site/bonding situation in the two related molecules. Differences in

binding energies measured by XPS have often been rationalized (at least quali-

tatively) using the ”equivalent core” or ”Z+1” model.[81,82] Here, the shift in the

binding energy for an atom in different molecules is estimated by a thermochemi-

cal cycle. This cycle is based on the assumption that for a valence electron a core

hole in an atom with nuclear charge Z is equivalent to an atom with a nuclear

charge Z+1. This allows to estimate ∆EB, the difference in the C 1s binding

energies in HNCO and HCNO from tabulated thermochemical data. HCNO and

HNCO with a C 1s core hole would both resemble HNNO+ from the point of view

of a valence electron. In the ”equivalent core” model, ∆EB is then equivalent to

the heat of reaction ∆rH for the hypothetical process given by

HNNO+ + HNCO→ HCNO + HNNO+, (4.7)

where the hypothetical HNNO+ cancels on both sides. For ∆rH we obtain 2.97

eV, using data from the active thermochemical tables.[83] From Figure A4.1 a

C 1s ionization energy of 292.9 eV is determined, while for HNCO a value of

295.9 eV was reported.[31], i.e. ∆EB=3.0 eV, in excellent agreement with the

equivalent core model. Unfortunately, thermochemical formation enthalpies for

several species resulting from the N 1s and O 1s core holes are not available.

Figures 4.6 and 4.7 show a comparison of the normal and resonant Auger spectra

of fulminic acid and isocyanic acid. HNCO spectra were taken from Ref. [31].

Both molecules have the same number of electrons, so a comparison should give

insight into the influence of atom connectivity on the Auger spectra. Note that

the N 1s spectra of HNCO are compared to the C 1s spectra of HCNO and vice
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versa. Thus, we compare sites in the two molecules rather than atoms. This

is based on the assumption that the site should influence the appearance of the

Auger spectra, i.e. the band structure, more strongly than the nuclear charge. In

fact, Figure 4.6 a) shows that the AES of the atoms next to the hydrogen atom (C

1s in HCNO and N 1s in HNCO) are quite similar, apart from a slightly different

3 0 4 0 5 0 6 0 7 0 8 0

3 0 4 0 5 0 6 0 7 0 8 0

b i n d i n g  e n e r g y  / e V

H C N O  C 1 s - 1

H N C O  N 1 s - 1

H C N O  N 1 s - 1

H N C O  C 1 s - 1

au
ger

 yi
eld

 
H C N O  O 1 s - 1

H N C O  O 1 s - 1
 

b i n d i n g  e n e r g y  / e V

Figure 4.6: Comparison of the normal Auger spectra of fulminic acid (black)
and isocyanic acid (red). The spectra of isocyanic acid are taken
from Ref. [31]. Spectra are compared according to their position in
the molecule, i.e. carbon to nitrogen and oxygen to oxygen.
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binding energy. However, symmetry is different in both molecules, while HCNO

is linear, HNCO is bent. In HCNO the H-X-Y- angle is 180°, whereas in HNCO

this angle is around 128°.[84] Therefore the degeneracy of the π orbitals is lifted in

HNCO. As a consequence, several final states of similar energy overlap in HNCO,

resulting in broader bands and additional features. However, both spectra are

1 0 2 0 3 0 4 0 5 0

1 0 2 0 3 0 4 0 5 0

b i n d i n g  e n e r g y  / e V

H C N O  C 1 s  → 3π
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 yi
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Figure 4.7: Comparison of the resonant Auger spectra of fulminic acid (black)
and isocyanic acid (red). The spectra of isocyanic acid are taken
from Ref. [31]. Spectra are compared according to their position in
the molecule, i.e. carbon to nitrogen and oxygen to oxygen.
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dominated by the band at lowest binding energies (band 1 in Figure 4.2), assigned

to the (2π−2) hole state in HCNO. In HNCO it corresponds to two final states,

(2a”−2) and (2a”−1)(9a′−1).[31] In trace b) the N 1s edge of HCNO is compared

with the C 1s edge of HNCO. While band 1 is absent in the N 1s AES of HCNO,

it is observable in the C 1s AES of HNCO, but only with low intensity. This low

intensity was also explained by the small orbital coefficients at the carbon atom,

leading to a nodal plane in the molecular orbital. Interestingly, a similarly low

intensity of the first band was also observed in the AES of the central N atom in

N2O.[85] Finally for the O-atoms, the AES also show a similar shape, but different

intensities. In both molecules, band 1 appears with reasonable intensity, but is

weaker than band 2.

In Figure 4.7 the RAES obtained upon the 1s → LUMO transition of the two

molecules are compared. The latter corresponds to a transition into the 3π orbital

of fulminic acid and the 10a′ orbital of isocyanic acid. Again, the RAES spectra

at the three sites are compared. Note that the peaks at very low binding energy

(<6 eV) in the HNCO spectra originate from core ionization by second-harmonic

light. It is evident that the RAES of HCNO and HNCO differ more strongly than

the AES, in particular below 20 eV binding energy. Here, the lifting of degeneracy

in HNCO leads to a larger number of final states and additional transitions in

HNCO. At higher binding energies, the spectra become more similar, in particular

at the O 1s edge. However, the participators states become particularly intense

upon N 1s excitation in both molecules, thus, it seems that nuclear charge is more

important in RAES than in AES

4.5 Conclusions

We conducted an extensive spectroscopic study of the inner-shell levels of ful-

minic acid, HCNO in the soft X-ray regime, employing synchrotron radiation

provided by the PLEIADES beamline at Synchrotron SOLEIL. HCNO is a re-

active molecule that was synthesized by preparative pyrolysis. For 1s ionization,

IEs of 292.9 eV (C 1s), 410.5 eV (N 1s) and 539.6 eV (O 1s) were determined

by XPS. X-ray absorption spectra at all three edges are dominated by an intense

band assigned to the π∗ ← 1s transition into the 3π LUMO. In addition, several
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smaller bands are visible, assigned to transitions into Rydberg states. Normal and

resonant Auger spectra are reported, with assignments based on computations.

The one-center approximation provides a simple and reliable representation

of the Auger spectra of HCNO. We have shown that the underlying data – the

expansion of the molecular orbitals in terms of a minimal basis – provides a simple

interpretation for the observed intensity patterns in the spectra. The normal

Auger spectra (AES) at the C 1s and O 1s show a well separated intense band at

32.5 eV binding energy, which is assigned to the 1∆ state with a double hole in the

(2π−2) HOMO and corresponds to the double ionization energy of HCNO to its

first excited state. Computations indicate additional smaller contributions from

the 1Σ+ state. This band is almost absent in the N 1s AES, which can be explained

by the small orbital coefficients at the nitrogen atom. The resonant Auger spectra

(RAES) obtained upon excitation of the π∗ ← 1s transition show well-resolved

bands originating from participator states at low binding energies. Above 20 eV,

the RAES are dominated by spectator states. In the N 1s and O 1s RAES their

intensity is higher than the one of the participator states. Only minor changes

were observed in the RAES, when the excitation energy was scanned over the

π∗ ← 1s transition. A comparison between the normal Auger spectra of HCNO

and the previously investigated HNCO shows that the spectra recorded at the

central heavy atom (N 1s in HCNO and C 1s in HNCO) and at the atom connected

to hydrogen show a similar appearance. This indicates that the molecular site is

more important than the nuclear charge.

This work indicates that intensities for the Auger decay follow common rules

that can be used to obtain insight into the related electronic structure properties.

While similar approaches have been proposed previously,[64,66,68,86] it seems that

a consistent formulation of such approximations is not yet available. For that

reason, we plan to elaborate the models proposed here in subsequent work and to

identify the area in which they are valid.
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Appendix

X-Ray photoelectron spectra

To determine the 1s ionization energies, X-ray photoelectron spectra (XPES)

were recorded at all three edges (A4.1, A4.2 and A4.3). In those spectra the

binding energy of the electrons were determined by subtracting the experimentally

determined kinetic energy from the photon energy.

2 8 7 2 8 8 2 8 9 2 9 0 2 9 1 2 9 2 2 9 3 2 9 4 2 9 5 2 9 6 2 9 7 2 9 8 2 9 9 3 0 0 3 0 1
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I E  ( C  1 s )  =  2 9 2 . 9  e V

H C N O  C 1 s  P E S  a t  3 3 0  e V

Figure A4.1: C 1s photoelectron spectrum of HCNO. An ionisation energy of
292.9 eV is determined. Contaminations from CO2 and HNCO
are visible at 297.8[87] and 295.9 eV.[31]
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Figure A4.2: N 1s photelectron spectrum of HCNO. An ionisation energy of
410.5 eV is determined. Contaminations due to HCN from the
synthesis are visible at 406.9 eV.[88]
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Figure A4.3: O 1s photelectron spectrum of HCNO. An ionisation energy of
539.6 eV is determined. Contaminations from CO2 and O2 are
visible at 541.2 and 543.4 eV.[89]
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Comparison of HCNO Auger electron spectra to those of HNCO, CO2

and N2

In this section, we compare our normal Auger elecron spectra (AES) to known

spectra of HNCO, N2 and CO2. The spectra of CO2 and N2 were recorded for

calibration purposes during the beamtime. The spectra of Isocyanic acid were

taken from Holzmeier et al..[31]

Normal Auger electron spectra

Note that the electron kinetic energy is chosen for comparison.

2 2 0 2 2 5 2 3 0 2 3 5 2 4 0 2 4 5 2 5 0 2 5 5 2 6 0 2 6 5 2 7 0
k i n e t i c  e n e r g y  / e V

 H C N O  C 1 s - 1  a u g e r  a t  4 0 0  e V
 H N C O  C 1 s - 1  a u g e r  a t  3 5 0  e V
 C O 2  C 1 s - 1  a u g e r  a t  3 5 0  e V

Figure A4.4: Comparison of normal Auger electron spectra (AES) at the carbon
K-edge of HCNO (black), HNCO (red),[31] and CO2 (blue). The
spectra show that a contamination from HNCO or CO2 can be
ruled out.

.
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3 3 0 3 3 5 3 4 0 3 4 5 3 5 0 3 5 5 3 6 0 3 6 5 3 7 0 3 7 5 3 8 0
k i n e t i c  e n e r g y  / e V

 H C N O  N 1 s - 1  a u g e r  a t  4 4 0  e V
 H N C O  N 1 s - 1   a u g e r  a t  4 4 0  e V
 N 2  N 1 s - 1  a u g e r  a t  4 4 0  e V

Figure A4.5: Comparison of AES at the nitrogen K-edge of HCNO (black),
HNCO (red),[31] and N2 (blue). Again, a contamination can be
ruled out.

4 5 0 4 5 5 4 6 0 4 6 5 4 7 0 4 7 5 4 8 0 4 8 5 4 9 0 4 9 5 5 0 0 5 0 5 5 1 0 5 1 5 5 2 0 5 2 5
k i n e t i c  e n e r g y  / e V

 H C N O  O 1 s - 1  a u g e r  a t  5 6 0  e V
 H N C O  O 1 s - 1  a u g e r  a t  5 7 0  e V
 C O 2  O 1 s - 1  a u g e r  a t  5 5 0  e V

Figure A4.6: Comparison of AES at the oxygen K-edge of HCNO (black),
HNCO (red),[31] and CO2 (blue). The spectra show that a con-
tamination from CO2 can be ruled out.
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Additional resonant Auger electron spectra

0 1 0 2 0 3 0 4 0 5 0 6 0 7 0

au
ger

 el
ect

ron
 yi

eld

b i n d i n g  e n e r g y  / e V

O f f  R e s  a t  2 8 4 . 1  e V
2 8 5 . 8  e V

2 8 6 . 2 5  e V
2 8 6 . 4  e V

2 8 6 . 6  e V  ( m a x )
2 8 6 . 9  e V
2 8 8 . 8  e V
2 8 9 . 6  e V

2 9 0 . 2 6  e V
2 9 0 . 4 6  e V
2 9 0 . 6 2  e V

Figure A4.7: Resonant Auger electron spectra (RAES) at the carbon edge. The
top trace shows the off-resonant spectrum. The additional peak at
8 eV is due to the second harmonic of the synchrotron light ionizing
the C1s electron. The other traces show the RAES recorded on
the various absorption bands.

Figure A4.7 shows the resonant Auger electron spectra (RAES) at the C 1s

edge upon all excitation energies indicated in the NEXAFS spectra (Figure 4.3 a)

in the main paper). The top trace shows the off-resonant photoelectron spectrum
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Figure A4.8: Resonant Auger electron spectra (RAES) at the nitrogen edge.
The top trace shows the off-resonant excitation at 389.1 eV,
the traces below show RAES recorded at the excitation energies
marked in Figure 4.3 b) in the main paper.

obtained at 284.1 eV. The additional peak at 8 eV is created by the second

harmonic of the synchrotron light ionizing the C1s electron. The next five traces

show the RAES recorded on the 3π∗ ← 1s band. The spectra have a similar

appearance, demonstrating the absence of vibrational effects. The weak bands at

288.8 eV and 289.6 eV show only small resonance enhancement. The bottom three
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Figure A4.9: Resonant Auger electron spectra at the oxygen 1s edge with the
off-resonant spectrum at 528.2 eV in the top trace. The traces
below show RAES recorded at the excitation energies marked in
Figure 4.3 c) in the main paper.

spectra show the RAES obtained upon exciting the band that shows a vibrational

progression in the NEXAFS spectrum, presumably a Rydberg state. They exhibit

a massive enhancement of participator states at binding energies between 24 eV

and 34 eV, but only a weak enhancement of the low energy spectator states.

However, the RAES recorded on the various vibrational bands are very similar.
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Figure A4.8 shows the RAES at the N 1s edge upon all excitation energies

indicated in the NEXAFS spectra (Figure 4.3 b) in the main paper). The top

trace shows the off-resonant photoelectron spectrum. The RAES recorded on the

3π∗ excitation show small, but recognisable differences. With increasing energy

the resonant enhancement of the 7σ signal at 18 eV binding energy decreases,

compared to the 1π signal (see Tables 4.4 and 4.5 in the main paper for detailed

description of the states). The weak Rydberg states at 407.1 eV and 408.6 eV

show a strong enhancement of spectator states at high binding energies.

Finally, Figure A4.9 shows the RAES at the O 1s edge upon all excitation

energies indicated in the NEXAFS spectra (Figure 4.3 c) in the main paper).

The spectra recorded on the 3π∗ band between 532.6 eV and 534.6 eV are very

similar. Like in the C 1s and N 1s case, excitation of Rydberg states leads to

strong enhancement of high binding energy spectator states. At an excitation

energy of 535.62 eV (possibly excitation to a 3s Rydberg state) an intense band

appears at a binding energy of around 21 eV, most likely due to a spectator state.

As the computed RAES are based on the 3π∗ excitation, it is difficult to draw

reasonable conclusions on the character of the state.
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[57] H. Ågren, S. Svensson, U. Wahlgren, Chem. Phys. Lett. 1975, 35, 336–344.

[58] C.-M. Liegener, Chem. Phys. Lett. 1982, 90, 188–92.

[59] E. J. Mc Guire, Phys. Rev. 1969, 185, 1.

[60] D. Walters, C. Bhalla, At. Data Nucl. Data Tab. 1971, 3, 301–315.

[61] M. H. Chen, F. P. Larkins, B. Crasemann, At. Data Nucl. Data Tables

1990, 45, 1–205.

[62] E. Z. Chelkowska, F. P. Larkins, At. Data Nucl. Data Tab. 1991, 49, 121–

206.

[63] G. Wentzel, Z. Physik 1927, 43, 524.
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X-ray induced fragmentation

5.1 Abstract

The fragmentation of fulminic acid, HCNO, after excitation and ionization of

core electrons was investigated using Auger-electron-photoion coincidence spec-

troscopy. A considerable degree of site-selectivity is observed. Ionization of the

carbon and oxygen 1s electron leads to around 70% CH+ + NO+, while ioniza-

tion at the central N-atom produces only 37% CH+ + NO+, but preferentially

forms O+ + HCN+ and O+ + CN+. The mass-selected Auger-electron spectra

show that these fragments are associated with higher binding energy final states.

Furthermore, ionization of the C 1s electron leads to a higher propensity for C-H

bond fission compared to O 1s ionization. Following resonant Auger-Meitner de-

cay after 1s→ 3π excitation, eleven different ionic products are formed. At the C

K-edge the parent ion HCNO+ is significantly more stable compared to the other

two edges, which we also attribute to the higher contribution of final states with

low binding energies in the C 1s resonant Auger electron spectra.

5.2 Introduction

HCNO, fulminic acid, was observed in interstellar space in 2009 by Marcelino et

al..[1] Since then it has been detected in numerous objects, like molecular clouds,

protostars, the low-mass star-forming region L1527 and many more.[2–4] Fulminic

acid is part of the CHON tetrad of isomers, which also include cyanic acid, HOCN,

isofulminic acid, HONC and isocyanic acid, HNCO.[5–7] The spectroscopy of these

molecules is to a large part motivated by their composition of the four basic ele-

ments essential to organic life, which make up over 99% of the biomass on earth.[8]

Therefore, these species are assumed to play a role as precursors to prebiotic

molecules in space.[9–12]

Interstellar X-ray radiation can be emitted by several different sources, such

as binary stars[13] and galaxy clusters[14,15] or even our own sun.[16] In addition,

so called supersoft X-ray sources with effective blackbody temperatures of 20 to

100 eV are an important class of bright X-ray sources.[17,18] As of 2005, more

than a 100 such sources could be identified in external galaxies, the Magellanic

Clouds and our own galaxy.[19] The light from these sources can induce ioniza-
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tion and possibly dissociation. Identification of the possible fragments may be of

interest for astrochemical models. Previously, we recorded the normal and res-

onant (RAES) Auger electron spectra of fulminic acid and analyzed them using

high-level calculations (Chapter 4 of this thesis).[20] We also reported the disso-

ciative photoionization of HCNO upon interaction with photons up to 15 eV and

recorded a vibrationally resolved photoelectron spectrum up to 22 eV binding

energy (Chapter 3 of this thesis).[21] HCNO has also been investigated previously

using IR-spectroscopy[22–26], rotational spectroscopy[26,27] and photoelectron spec-

troscopy.[28,29] More recently, the reaction kinetics with OH[30], CN[31,32], NCO[33]

and O[34] and the photodissociation of HCNO at 248 nm and 193 nm were in-

vestigated.[35,36] In the present paper we elucidate the fragmentation of HCNO

following core excitation or ionization via soft X-ray radiation. The work will be

contrasted with prior work on the most stable isomer isocyanic acid, HNCO. A

higher degree of site-selectivity was observed here for HCNO with, for example,

a higher preponderance of N-H bond fission with N 1s ionization than for O 1s

ionization. We also observed the formation of NO+ and HCO+, which requires

rearrangement on the ionic potential energy surface after Auger decay. Com-

putations provided conclusive mechanisms for these reactions.[37] A comparison

between HNCO and HCNO will highlight the role of the site of the excitation and

therefore its nearest neighbors on the X-ray induced fragmentation.

Normal Auger-Meitner processes occur after 1s ionization via soft X-ray ra-

diation and lead to doubly charged final states, while resonant excitation of 1s

electrons to unoccupied molecular orbitals (MO) leads to singly charged ions.

Both cations and dications can have enough internal energy to fragment. The

focus of our study is on the possible site selectivity, i.e. whether the site of

the initial ionization or excitation influences the branching ratios of the various

product channels.The catalog of molecules investigated for site-selectivity is still

rather limited. Small molecules have been studied such as O2,
[38] O3,

[39,40] CO2,
[41]

OCS,[42] H2O,[43] H2CO,[44], ClNO,[45], HNCO,[37] SF6
[46] as well as some organic

molecules.[47–52] Halogenated organic molecules[53–61] and halogenated organosil-

icon compounds[62,63] have also been studied for site selective effects. Further-

more, amide bond containing molecules and small amino acids like cystein,[64]
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serine,[65] N-methylacetamide,[66] N-methylfluoracetamide[67] and several further

amides[68,69] have been of interest.

In the ozone molecule O3 for example Mocellin et al.[40] found that ionizing

one of the 1s electrons of the terminal oxygens resulted in enhanced O+
2 + O+

formation compared to the ionization of the central oxygen 1s electron. The

authors tentatively explained this difference by the different Auger-Meitner decay

rates after the respective 1s ionizations. Similar effects could also be observed

following Br or Cl ionization of CH2BrCl.[57,58] Dissociation was enhanced at the

ionization site, i.e. after Br 3d ionization Br+ was observed preferentially, while Cl

2p ionization leads to an increase in the Cl+ signal. The authors proposed that

due to the localized nature of the Auger-Meitner process, the involved valence

orbitals are preferentially those that are highly localized at the ionization site.

Depopulation of these orbitals may lead to the weakening and subsequent cleavage

of the surrounding bonds.[58]

5.3 Experimental and Computational Methods

The experiments were carried out at the soft X-ray beamline PLÉIADES at Syn-

chrotron SOLEIL.[70] Fulminic acid samples were prepared via the preparative

pyrolysis of 3-phenyl-4-oximino-isoxazol-5(4H)-one according to the procedure by

Wentrup et al..[71] A detailed description of this synthesis is provided in a previ-

ous study of HCNO.[21] The vapor of the sample, kept at −45◦C, was introduced

effusively into the experimental chamber. Under these conditions the sample

was stable for around 6 hours. Its purity was determined by recording X-ray

absorption (NEXAFS) spectra in intervals of 1-2 hours and comparing them to

the literature spectra of fulminic acid[20], isocyanic acid,[72] carbon dioxide and

nitrogen.[73]

An Apple II HU80 permanent magnet undulator provides the soft X-ray radi-

ation, which is monochromatized by a 600 lines per mm grating. The light then

entered the EPICEA setup,[74] which combines a double toroidal electron analyzer

(DTA) and a 3D focusing ion TOF spectrometer. The DTA collects electrons that

are emitted at an angle of 54.7 ±3◦relative to the horizontally polarized light. Be-

fore entering the DTA the electrons are retarded to a pass energy Ep of 250 eV.
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The pass energy determines both the range of energies of the detected electrons

(∼12% of Ep) as well as their energy resolution (∼1% of Ep).
[75] Typically, the

center of the electron energy range was chosen to be 40 eV below the 1s ioniza-

tion energy for normal Auger electrons and 20 eV below the 1s → 3π (LUMO)

excitation energy for resonant Auger electrons, respectively. Electrons exiting the

DTA are recorded by a position-sensitive delay-line anode detector (PSD).[76] For

the relation between the distance of the electron from the center of the PSD, r,

and its kinetic energy Ek the empirical formula by Liu et al. was used:[77]

Ek = E0 + a(r − r0) + b(1/r − 1/r0). (5.1)

Here, r0 is the radial position of the electrons with kinetic energy E0. The

dispersive coefficients a and b were determined using calibration measurement of

the well-known 3d3/2 and 3d5/2 lines of Kr at 95.05 eV and 93.80 eV.[78] In the

present case we determined a = −0.05607 and b = 8628.4 Note that since in all

measurements the electron are retarded to the same pass energy Ep of 250 eV, we

can use the same coefficients a and b at all three edges.

After an electron is detected, a pulsed field extracts all ions out of the inter-

action region towards a hexagonal delay line ion detector. The ion’s position on

the detector and time of flight are recorded. Ions detected in this manner are in

coincidence with the electron that triggered the extraction. In order to simulate

false coincidences the extraction is also triggered randomly at a rate of around 100

starts per second. The total amount of starts was held at a maximum of 250 per

second to reduce false coincidences. The contribution of false coincidences was

calculated and removed according to the literature,[79] additional details are pro-

vided in the appendix at the end of the chapter, Figure A5.1. Mass-selected Auger

electron spectra are generated by extracting all electrons that are in coincidence

with an ion in a given mass range. In order to produce Auger electron spectra

in coincidence with ion pairs, signals are selected from the photoion-photoion-

coincidence (PIPICO) maps.
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Figure 5.1: Time-of-flight mass spectra (TOF-MS) of the ions produced after 1s
ionization at the three different sites. The black curve was measured
after C 1s ionization and blue and red curves correspond to the
ionization of N 1s and O 1s. The spectra are normalized so that the
total area at all three edges is equal. The signal at m/z = 22.0 is
due to a CO2 contamination, while the sharp feature at m/z = 14
originates from residual N2 in the chamber.

5.4 Results

5.4.1 Normal Auger-Meitner processes

Figure 5.1 shows the time-of-flight mass spectra (TOF-MS) of the ions formed

after the ionization of the C, N and O 1s electrons in HCNO. The black curve

corresponds to the ionization of the carbon 1s electron, while the blue and red

curves represent N 1s and O 1s ionization. In all three spectra broad peaks are

present, due to the high kinetic energy that is released when dications fragment

into two ions. We detect a weak signal at m/z 42, the fast H+ fragment cannot

be detected due to noise created by the pulsed extraction field. The structure

of m/z 42 is ambiguous and assigned to either CNO+, or NCO+. Note that no

parent dication (m/z 21.5) signal is produced, whereas a considerable HNCO2+

signal was observed for isocyanic acid.[37] Evidently, the fulminic acid dication is

unstable and rapidly fragments before it can be detected. At m/z 30 we observe

a broad signal of NO+. Contributions by HCO+ (m/z 29) and HNO+ (m/z 31)

can be ruled out using the photoion-photoion coincidence (PIPICO) maps (vide
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infra, Figure 5.2). The NO+ signal is weakest after N1s ionization and most

intense at the oxygen K-edge. At around m/z = 26 another broad signal is

detected comprising the cations CN+, HCN+ and CO+. The signal at m/z 22

originates from CO2+
2 , which is a contamination from either the synthesis or the

background. CO2 may also produce CO+, C+ and O+ signals. To quantify these

contributions we recorded spectra at the same photon energies using pure CO2

which are included in the appendix (Figure A5.2). Below m/z 20 three broad

peaks are observed, which correspond to the atomic ions C+, N+ and O+, as

well as CH+. A sharp peak at m/z 14, is due to the stable dication N2+
2 , which

most likely also originates from background gas. As with carbon dioxide, we

recorded spectra of pure nitrogen at the relevant photon energies to correct for

these contributions, shown also in Figure A5.2.

The photoion-photoion coincidence (PIPICO) maps show which ion pairs origi-

nate from the same dissociation event and may reveal signals that are obscured in

the TOF-MS. Figure 5.2 shows the PIPICO maps at the three edges. These spec-

tra consist of stripes, each corresponding to a specific product pair. The signal

shape is due to the kinetic energy that is released in the fragmentation. Since the

product ions are propelled in opposite directions, the time of flight of one ion will

decrease while the time of flight of partner ion is increased by the same amount.

In time of flight units these signals have a slope of roughly −1.[80] The maps show

similar ion pairs at all three edges, but with different intensities. The most in-

tense channels are CH+ + NO+, C+ + NO+, O+ + HCN+ and O+ + CN+. Weak

signals of the ion pairs C+ + O+ and C+ + N+ are also observed. Additionally,

contaminations by carbon dioxide, nitrogen and oxygen produce the signals O+

+ CO+, N+ + N+ and O+ + O+. At all three edges the CH+ + NO+ pair is

the dominant product. Furthermore, the PIPICO map confirms that the signal at

m/z = 26 in the TOF-MS indeed contains overlapping signals of CN+, HCN+ and

occasionally CO+ from carbon dioxide contamination. To quantify the different

intensities we calculated branching ratios by integrating the signals and dividing

them by the total signal. These branching ratios are summarized in Table 5.1.

The value for NCO+ was obtained from the TOF-MS. Since contributions of ion

pairs are compared, contributions from CO2 fragmentations are easily removed.

The C+ + O+ and C+ + N+ pairs were omitted due to their low signal. The CH+
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Figure 5.2: Photoion-photoion coincidence maps after a) carbon , b) nitrogen
(b)) and c) oxygen 1s ionization. While the CH+ + NO+ channel
dominates at the carbon and oxygen K-edge, the N 1s map shows in-
tensities for the various frgamentation channels that are more evenly
distributed. The ion pairs CO+ + O+ and N+ + N+ are due to con-
taminations from carbon dioxide and nitrogen.
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Table 5.1: Summary of the branching ratios after ionization of the carbon, nitro-
gen and oxygen 1s electrons. The relative intensities were determined
from the PIPICO maps (ion pairs) or mass spectra (single ions) and
normalized so that the sum of all channels amounts to 100%. Each
branching ratio is associated with an error of around ±10%.

Channel Carbon [%] Nitrogen [%] Oxygen [%]

CH+ + NO+ 66 37 72

C+ + NO+ 12 18 6

O+ + HCN+ 5 21 14

O+ + CN+ 17 23 7

CNO+/NCO+ (+H+) Not detected 1 1

+ NO+ pair is most abundant at all three edges, but is twice as intense at the C-

and O K-edge with 66% and 72% compared to only 37% at the N K-edge. On the

other hand, at the N K-edge the O+ + HCN+ and O+ + CN+ are amplified and

in general the branching ratios are more evenly distributed. CNO+/NCO+ play

only a minor role at all three edges. In general, the branching ratios after C1s and

O1s ionization are similar to each other and strongly differ from the branching

ratios after N1s ionization.

Mass-selected Auger electron spectra (ms-AES) may help to explain these dif-

ferences and are depicted in Figure 5.3. Here we show the mass-selected AES

(ms-AES) after O1s and N1s ionization. The ms-AES after C 1s ionization is

shown in the appendix as it is quite similar to the ms-AES at the oxygen K-edge

(Figure A5.3). The traces a) and c) show a comparison between total Auger elec-

tron spectra measured in the present work in black and a better resolved spectrum

measured recently with a SCIENTA hemispherical analyzer in red.[20] Agreement

between the spectra is good, differences are caused by the lower resolution and

possible detection efficiency variations along the energy scale of the DTA. Trace

a) shows the Auger electron spectrum after oxygen 1s ionization. Although the

spectrum has been analyzed in detail,[20] we would like to reiterate the most im-

portant assignments. The signal at a binding energy of 31 eV corresponds to the
1∆ and 1Σ+ states of the dication, which are 2π−2 (HOMO) two-hole states. The

most intense feature of the O 1s AES is the double peak feature from 38 to 41 eV.
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Figure 5.3: Mass-selected Auger electron spectra of all relevant ion pairs as well
as CNO+/NCO+ at the oxygen and the nitrogen K-edge. The top
traces shows in black the measured total Auger electron spectrum
and in red the same spectrum measured using a SCIENTA hemi-
spherical analyzer.[20] False coincidences in the mass-selected spectra
were reduced with the literature known procedures.[79]
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These final states correspond to states derived from 1π−12π−1 and 6σ−12π−1

configurations that give rise to 1∆, 1Σ+ and 1Π states. This double peak feature

cannot be resolved in our current measurements and is slightly shifted to higher

binding energies, but can still be assigned unambiguously. The high-resolution

nitrogen AES (c), red) only has weak signal at 31 eV, due to a small overlap

between the nitrogen 1s orbital and the 2π molecular orbital that is involved in

that transition.[20] The double peak feature from 38 to 41 eV is also relatively

weak. The most intense band is located at around 45 eV and correspond to a 1∆

final state with 1π−2 configuration. In contrast to the reference spectrum, the

N 1s AES measured in this work shows significant signal between 30 and 40 eV,

possibly due to the mentioned variations in the detection efficiency .

Traces b) and d) show the mass-selected Auger electron spectra of the most

important fragment ion pairs CH+ + NO+, C+ + NO+ and HCN+ + O+ as well

as the CNO+/NCO+ ions. At the oxygen K-edge (b)) the CH+ + NO+ pair is

predominately formed in coincidence with Auger electrons of around 31 eV, i.e. in

coincidence with 2π−2 two hole states. In contrast, this product channel is small

at the nitrogen K-edge. In addition a smaller signal appears at 39 eV. The C+ +

NO+ pair also forms at excess energies of 31 eV, but its signal stays constant up

to around 50 eV and is formed in coincidence with a range of dicationic states. A

small amount of HCN+ + O+ is also formed at 31 eV, but the signal maximizes

at 40 eV, and falls to zero around 45 eV. It is thus coincident with the 1π−12π−1

and the 6σ−12π−1 configurations. The signal of CNO+/NCO+ is visibly shifted

relative to the CH+ + NO+ pair with a maximum at 34 eV and significant signal

up to 45 eV. At the nitrogen K-edge these spectra have significantly different

appearances. CH+ + NO+ and C+ + NO+ are shifted to higher binding energies

of 45 eV, while the maximum of HCN+ + O+ is at 42 eV. The CNO+/NCO+

signal reaches its maximum at 39 eV. Using the heats of formation tabulated

in the Active Thermchemical Tables (ATcT)[81], we calculated heats of reaction

∆rH(0K) for the processes from the neutral HCNO to these ion pairs, which

are given in Table 5.2. We note that the adiabatic double ionization energy of

HCNO is 32.5 eV.[20] Since four out of the five channels are below 32.5 eV, they

are exergonic relative to HCNO2+ and thus explain why no signal of the dication

is apparent.
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Table 5.2: ∆rH(0K) for the reaction HCNO → Products. The values (given
in eV) are based on the ∆fH(0K) heats of formation of the fragments,
as provided by the Active Thermochemical Tables (ATcT).[81]

Products ∆rH(0K) /eV

CH+ + NO+ 25.2

C+ + NO++ H 29.3

HCNO −→ O+ + HCN+ 29.3

O+ + CN++ H 35.1

CNO+ (+H+) 29.7

The different branching ratios between the N K-edge and the other two edges

are associated with the intensity distributions of the final states in the normal

Auger electron spectra. The small overlap between the N 1s and the 2π MO

leads to low contributions of low binding energy states to the N 1s AES spectrum.

The CH+ + NO+ product is therefore less intense upon N 1s ionization. In

contrast, most Auger transitions produce a parent dication with at least 8 eV

relative to the adiabatic double ionization energy of 32.5 eV.[20] At this energy,

the CH+ + NO+ is unstable and further fragments to C+ and H. At the oxygen

K-edge the CH+ and NO+ ions are predominately formed in coincidence with

electrons that correspond to low binding energies, thus they remain stable and

can be detected. Product formation seems to be mostly governed by the excess

energy available in the Auger final state. We assume that at all edges molecules

deactivate after ionization by a fast internal conversion to the dicationic ground

state and fragment from there. There are, however, some observations that do not

fit this thermodynamic argument. As visible in Figure 5.3, at the nitrogen K-edge

a pronounced CH+ + NO+ signal appears in coincidence with Auger electrons at

a EB ≈43 eV. At the oxygen K-edge, this contribution is very small. This implies

the presence of a dissociative final state that is specifically populated upon N1s

ionization that preferentially produces CH+ + NO+. At 42.68 eV, 1∆ and 1Σ+

final states with an orbital occupation of 1π−12π−13π1 contribute only weakly to

the AES features at the O K-edge, but significantly at the N K-edge. The 3π is an

anti-bonding orbital, with nodal planes at the C-N and the N-O bond. Population
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of these final states might lead to the destabilization of the C-N bond and more

pronounced fragmentation to CH+ + NO+ and C+ + NO+ at the N K-edge.

Comparing the branching ratios at the C K-edge and the O K-edge in more

detail, some smaller differences can be seen. Adding the branching ratios of CH+

+ NO+ and C+ + NO+ yields the same value of 78% at both edges. This implies

that the C-N bond fission is equally likely at both edges and that the differences

are due to different ratios for C-H bond fission. The C-H bond is less stable after C

1s ionization, i.e. after ionizing the atomic site close to the bond. The same trend

is observed, when inspecting the O+ + HCN+ and O+ + CN+ branching ratios.

This confirms that ionization at a particular site also weakens the adjacent bond,

an effect that has been observed before.[58,62,66] Thus direct dissociation appears

as well in HCNO.

5.4.2 Resonant Auger-Meitner processes

Excitation of a core electron to an unoccupied orbital leads to a highly excited

neutral molecule, which can also relax via an Auger-Meitner process, producing

an Auger electron and a singly charged cation.

Figure 5.4 shows the time-of-flight mass spectra following the resonant 1s→ 3π

excitation at each edge. The photon energies of 286.6, 403.6 and 534.0 eV for C

1s, N 1s and O 1s excitation respectively were chosen based on the previously

reported x-ray absorption spectra of HCNO.[20] A comparison with mass spectra

recorded at off-resonant photon energies is given in the appendix in Figure A5.4.

The most pronounced difference between the three spectra is the strong HCNO+

molecular ion signal at the carbon K-edge.

Compared to the TOF-MS spectra after 1s ionization (Figure 5.1), the ions have

less kinetic energy and hence the peaks are narrower after resonant excitation. At

m/z 43 and 42 the parent cation HCNO+ and the ∆m=-1 fragment are observed.

Again, the structure of the signal at m/z 42 is ambiguous. While CNO+ is the

product of a simple C-H bond cleavage, isomerization to NCO+ has been identified

at 14 eV.[21] In the region between m/z = 25 and 32 two distinct peaks are visible

corresponding to m/z = 26 (CN+) and m/z = 30 (NO+). On the low-mass side of

the NO+ peak a shoulder is observed, which might be due to HCO+, a fragment
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also formed after dissociative photoionization.[21] Generation of this fragment also

requires an isomerization and has been attributed to a branched structure in

previous work.[37] To show whether HCO+ is covered by the broad NO+ signal,

we can use the coincidence information and plot TOF-MS in coincidence with

resonant Auger electrons with different binding energy ranges. These spectra

are shown in the appendix (see Figure A5.5). Mass peaks coincident with low

binding energy Auger electrons are sharper and do not cover neighboring signals.

In the spectrum corresponding to binding energies of 13.6 to 20.4 eV, HCO+ is

unambiguously observed. A signal at m/z 27, corresponding to HCN+, is present

at both the C and N K-edge, which might originate from a HCN contamination in

the synthesis. However, the N1s→ π∗ (LUMO) transition of HCN lies at 399.7 eV,

well below the photon energy used here.[82] In contrast, the C1s → π∗ (LUMO)

transition of HCN at 286.4 eV overlaps with the C1s→ 3π transition of HCNO,[82]

but the branching ratios for HCN+ and CN+ formation (Table 5.3) are smaller
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Figure 5.4: Time-of-Flight mass spectra after the resonant excitation of the car-
bon (black), nitrogen (blue) and oxygen (red) 1s electron into the
3π LUMO. The spectra are normalized so that the total area at all
three edges is equal.
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at the C K-edge and the mass-selected RAES shows no contribution of molecular

HCN. Therefore we rule out signal contributions from a HCN contaminations.

At m/z = 28 small amounts of CO+ appear. As in the NAES experiments, the

contributions from N2 and CO2 were determined from the pure samples, as shown

in Figures A5.6 to A5.8 in the appendix. The branching rations given in Table 5.3

are corrected for CO2 and N2 fragmentation. In the lower mass region five peaks

are observed, C+, CH+, N+, NH+, and O+. In the spectrum after O 1s excitation

(red trace) small amounts of OH+ are apparent, likely caused by residual water.

However, contributions are small.

Table 5.3: Summary of the branching ratios observed after 1s→ 3π excitation at
the carbon, nitrogen and oxygen K-edge. The relative intensities were
determined from the TOF-MS (Figure 5.4). Integrals of overlapping
masses were determined by fitting Gauss functions. The branching
ratios at the C and O K-edge were corrected for the contribution
of carbon dioxide by using the TOF-MS of pure CO2 shown in the
appendix (Figures A5.6 to A5.8). The values are each associated with
an error of around ±10%.

Channel Carbon [%] Nitrogen [%] Oxygen [%]

HCNO+ 11 3 4

CNO+/NCO+ 3 1 2

NO+ 27 19 21

HCO+ 3 1 1

CO+ <1 <1 <1

HCN+ 5 8 11

CN+ 11 19 18

HNCO2+ 1 1 1

O+ 8 16 8

NH+ <1 1 2

N+ 8 6 6

CH+ 10 15 18

C+ 12 10 9
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Of note is also the small ion signal at m/z = 21.5, which corresponds to the

doubly charged parent ion HCNO2+. It is not observed after 1s ionization, there-

fore we want to consider reasons for its appearance upon resonant excitation. As

contaminations from the HNCO isomer in the sample can be excluded based on

the X-ray absorption and XPS spectra, two possible mechanisms can explain the

presence of the dication in the resonant spectrum concomitant with its absence

upon direct ionization. First, the resonant excitation and subsequent Auger de-

cay might populate for example the 3Σ− (2π−2) two-hole final state that is not

allowed in a normal decay. If this dicationic state is stable towards fragmentation,

this could explain the observed HCNO2+ signal. The second possibility is a rear-

rangement of the HCNO+ to HNCO+ after the resonant Auger-Meitner process,

followed by ejection of a second electron. In fact, the isomerization of HCNO+

to HNCO+ has been observed in the vacuum ultraviolet (VUV) and is associ-

ated with an energy reduction of 2.22 eV.[21] PIPICO maps of the resonant Auger

experiments shown in the appendix (Figure A5.9) yield signals that confirm the

existence of dicationic reaction channels upon resonant excitation. Mostly CH+

+ NO+ and a smaller amount of HCN+ + O+ ion pairs are present. This sug-

gests that the singly charged species formed after the resonant Auger decay eject

another electron and generate HCNO2+ which subsequently fragments.

All branching ratios are summarized in Table 5.3. Overlapping signals were

disentangled by deconvoluting the peaks using Gauss functions. Contributions of

CO2 were reduced using the spectra measured of pure CO2 (appendix, Figures

A5.6 to A5.8). At all edges, NO+ and CN+ are most abundant, however the

relative intensities vary. For example, NO+ formation is most pronounced at

the carbon K-edge. In contrast to HNCO, NO+ formation does not require a

structural rearrangement. Its strong appearance thus marks a difference in the X-

ray induced chemistry of the two isomers. As noted above, HCNO+ is significantly

more stable upon resonant C1s excitation. Here it contributes around 11% to the

total signal, while at the other two edges it contributes only about 3%. O+ on

the other hand appears particularly intense at the nitrogen K-edge.

To rationalize these differences we will again use the coincidence information to

extract mass-selected resonant Auger electron spectra (Figure 5.5) at the carbon

and oxygen K-edge. The results at the nitrogen K-edge are similar to those
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Figure 5.5: Mass-selected resonant Auger electron spectra after C1s → 3π and
N1s → 3π excitation. The top trace shows a comparison of the
measured spectrum (black) and a highly resolved spectrum measured
with a hemispherical analyzer.[20] False coincidences were reduced
using the procedures given in the literature.[79]
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at the O K-edge and are therefore only shown in the appendix (Figure A5.10).

The traces a) and c) show a comparison of the measured RAES with a previous

reference spectrum.[20] The final states can be classified by two different categories.

In a participator process, the initially excited electron participates in the Auger-

Meitner decay, and a one-hole (1h) state is produced. Alternatively, in a spectator

process the initially excited electron does not participate and two hole one particle

(2h1p) final states are produced.

The previously reported RAES[20] in Figure 5.5 are well reproduced, although

again with lower resolution. Thus the bands can be assigned based on the previous

work. After C1s → 3π excitation, two broad signals are present at around 11 eV

and 17 eV. The first is assigned to the 2Π ground state of HCNO+ with (2π−1)

occupation, formally a participator final state. An ionization energy of 10.83 eV

was determined.[21,28] Only formation of HCNO+ is associated with the transition

into the ground state of the monocation. Two further valence excited states, a 2Π

(1π−1) and 2Σ+ (7σ−1) contribute to the second band. However, we would like

to emphasize that assigning single configurations to these states is a significant

simplification, because they are of a multi-configuration character.[21] In addition,
2Φ and 2Π spectator states with 2π−13π1 occupation contribute to this band.

Two fragments are connected to the second band, CNO+ or NCO+ and HCO+.

According to theory,[83] as well as our previous study on the valence photoion-

isation,[21] the lowest energy pathway for dissociative photoionisation proceeds

via fragmentation to HCO+ + 4N with an experimental appearance energy of

13.0 eV.[21] Indeed, HCO+ is the fragment that appears at the lowest binding

energies. Its signal is centered at roughly 14.0 eV in agreement with our study

of the dissociative photoionisation of HCNO.[21] The band corresponding to m/z

42 appears at slightly higher EB with a maximum between 14 and 15 eV. This

matches the appearance energy of 13.5 eV for NCO+ + H, but is lower than the

computed limit of 16.11 eV for CNO+ + H. Therefore we conclude that the band is

due to NCO+ rather than CNO+. Both HCN+ and NO+ appear almost simulta-

neously with NCO+, but extend to higher EB. Note that a thermodynamic onset

of 14.57 eV was computed for appearance of NO+. At higher binding energies,

bands become diffuse and cannot be separated anymore, so not even approximate

assignments to final states are possible. CH+ also shows a second maximum at
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higher energies. The CN+ signal rises concomitantly with the decrease of HCN+,

implying that CN+ is formed by dissociation of HCN+. Additionally we show

the signals for m/z 21.5 and for the ion pair CH+ + NO+. The dication signal

rises sharply at around 30.0 eV and maximizes at 32 eV in agreement with the

adiabatic double ionization energy of HCNO of 32.5 eV.

At the oxygen K-edge five bands can be distinguished. The two low-energy

bands are assigned to the same final states as in the carbon case, but show lower

intensity. The most intense band at EB=25 eV is assigned to transitions into

several spectator final states, 2Φ and 2Π, all with the occupation 1π−12π−13π1.

Traces b) and d) show the resonant Auger electron spectra of selected masses.

Spectra in coincidence to the atomic fragments C+, N+ and O+ are shown in the

appendix, Figures A5.10 and A5.11. Although some of the fragment ion bands

are broader than at the carbon K-edge the difference might partially be due to the

lower signal/noise ratio. However, a slight shift of the NO+ and HCN+ fragments

to higher EB values is observable, indicating that different final states contribute

to the fragmentation. CH+ + NO+ also rises at slightly higher EB relative to

HNCO2+.

Again, we propose the different probabilities to form specific final states at the

three edges to cause the differences in the branching ratios . The C1s → 3π

RAES spectrum (Figure 5.5 a)) has most of its intensity in the region of low

binding energies up to 20 eV. In contrast, this region is relatively weak at the

oxygen K-edge (Figure 5.5 c)) and most intensity lies at binding energies upwards

of 20 eV. As a result fragments like CH+ and CN+ appear with higher intensity

at the O K-edge, because they are associated with final states of higher EB, while

HCNO+ and NCO+ dominate at the C K-edge and are associated with low EB

final states of the monocation. This agrees well with the order of the heats of

reaction given in Table 5.4 and the observed signals are in general consistent with

∆rH(0K). This confirms that the fragmentation patterns depends on the excess

energy and that the thermodynamic argument is valid here.

Further support is provided by the TOF-MS (Figure 5.6, red) that is obtained

after exciting the C1s electron into a higher electronic state, possibly of Rydberg

character.[20] The RAES after this resonant excitation at 290.3 eV is given in

the appendix (Figure A5.12).[20] It has most of its intensity above 25 eV binding

153



X-ray induced fragmentation

Table 5.4: Enthalpies of the reaction HCNO → Products. The values (given
in eV) are based on the enthalpy of formation at 0K ∆fH

◦(0K) of the
fragments provided by the Active Thermochemical Tables (ATcT).[81]

The ground state multiplicities are taken from Luna et al..[83]

Products ∆rH(0K) /eV
1HCO+ + 4N 11.68
3NCO+ + 2H 13.54
1NO+ + 2CH 14.57

HCNO → 2HNC+ + 3O 14.79
2HCN+ + 3O 15.73
1CH+ + 2NO 15.95
3CNO+ + 2H 16.11
3CN+ + 3O + 2H 21.5

energy and is dominated by transitions into spectator final states. In the TOF-MS,

after excitation with 290.26 eV significantly less HCNO+, NO+ and HCN+ are

detected, whereas the signals of O+ and N+ increase. Thus more fragmentation

takes place upon excitation to higher electronic states..

5.5 Conclusion

In this work, the fragmentation of fulminic acid following 1s ionization and ex-

citation at all three edges has been analyzed. After 1s ionization we observe

CNO+/NCO+ as well as the ion pairs CH+ + NO+, C+ + NO+, O+ + HCN+

and O+ + CN+. The parent dication HCNO2+ is not observed. Significant site-

selectivity is evident: C 1s and O 1s ionization lead primarily to CH+ + NO+,

whereas N 1s ionization produces less CH+ + NO+, but more of the other three

channels. This difference is due to the the small overlap between the N 1s or-

bital and the HOMO of HCNO, which leads to a more pronounced formation of

low binding energy final states upon C 1s and O 1s ionization. These states do

not possess enough internal energy to dissociate beyond the CH+ + NO+ pair.

However, the dependence of the CH+ + NO+ pair on the electron binding energy

at the nitrogen K-edge might be influenced by dicationic states at higher binding
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Figure 5.6: TOF-MS after the C1s excitation into to different unoccupied va-
lence orbitals. The spectrum given as a black line corresponds to
excitation into the 3π state given in Figure 5.4, while the spectrum
given as a red line corresponds to excitation into a Rydberg state.[20]

energies that preferentially produce CH+ + NO+. We also observe slight differ-

ences between the C K-edge and the O K-edge. The second most intense ion pair

is C+ + NO+, while O+ + HCN+ dominates after O1s ionization. This suggests

that the bonds close to the ionized atomic center are weakened, i.e. the C-H bond

and the O-N bond, thus direct dissociation is present as well. Fragmentation after

resonant 1s excitation lead to a variety of ionic products. At all three edges, NO+

is the most abundant product with around 20% at the N K-edge and the O K-edge

and 27% at the C K-edge. We also observe a signal corresponding to the doubly

charged parent ion at m/z = 21.5, which is absent in the non-resonant case. Its

appearance can be rationalized either by the population of resonant Auger final

states that are not accessed in a normal Auger process, or by an isomerization to

the more stable isomer HNCO2+. In the resonant case, the C 1s excitation leads

to different branching ratios compared to the other two edges. In particular, the

parent cation HCNO+ is more stable after C 1s excitation. Again, we suggest

that this is caused by the different probabilities for accessing different final states

in the resonant Auger process, which leads to different internal energy distribu-

tions. Since the C1s → 3π RAES has significant contribution of final states with

lower binding energy, the parent cation remains stable and can be detected. This
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Figure 5.7: TOF-MS after ionizing the C1s electron in HCNO (black) and the
N1s electron in HNCO (red), which is taken from Ref. [37].

thermodynamic picture is consistent with the products heat of reaction, which

agree well with the observed mass-selected signals.

A relevant aspect of this work is a comparison of the differences and similarities

in the fragmentation pattern between HCNO and the HNCO isomer investigated

previously. This allows the influence of nuclear charge, nuclear site and bond-

ing situation in the two related molecules on the fragmentation pattern to be

investigated. Figure 5.7 shows a comparison of the TOF-MS after ionizing the 1s

electron of the atom connected to the hydrogen, i.e. C 1s in the case of HCNO

and N 1s in the case of HNCO. Thus we compare the nuclear site or bonding

situation rather than the nuclear charge. Some of the observed differences be-

tween HNCO and HCNO are simply related to the atom connectivity: Whereas

in HCNO fragments like NO+ and CH+ appear with high intensity, NH+ and

CO+ dominate in HNCO. A major difference concerns the the parent ions and

the m/z = 42 fragment, CNO+/NCO+. In the present work on HCNO, the normal

Auger electron/photoion coincidence spectra show no parent dication HCNO2+

and very little m/z = 42. In contrast, the HNCO experiment revealed a strong

NCO+ signal (branching ratio around 16%),a small amount of HNCO2+ (1-3%)

and even some NCO2+ (1-2%) in coincidence with normal Auger electrons. This

is in line with the higher stability of HNCO2+ In contrast, Figure A5.13 in the

appendix compares the spectra obtained at the oxygen K-edge in coincidence with
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Figure 5.8: TOF-MS after C1s → 3π excitation in HCNO (black) and N 1s →
10a’ excitation HNCO (red), which is taken from Ref. [37]. Note
that the signal m/z 40 originates from residual Ar.

normal Auger electrons in both molecules. Here both, charge and site are equiv-

alent. Apart from the mass signals related to the different connectivity in both

molecules, a slightly larger NCO+ signal in HNCO compared to HCNO apears to

be the major difference.

Figure 5.8 shows the mass spectra recorded in coincidence with resonant Auger

electrons. Note that in the nonlinear HNCO the degenerate 3π LUMO is split

into a 10a’ and a 3a” MO. The propensity of NO+ and CH+ in HCNO versus

CO+ and NH+ in HNCO is rapidly rationalized by the different connectivities.

Formation of the molecular ion hardly differs in the two molecules, branching

ratios are 11 % for HCNO+ and 8 % for HNCO+. Thus in the case of resonant

excitation, the differences between the two molecules are less pronounced than in

direct ionization.
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Appendix

Additional Experimental Details

Auger electron kinetic energy calibration

The Auger electron kinetic energy is determined using the empirical formula by

Liu et al.:[77]

Ek = Ep + a(r − rp) + b(1/r − 1/r0). (5.2)

In this equation, Ep is the pass energy and rp is the position of those electrons

with their kinetic energy equal to the pass energy. a and b are dispersive coeffi-

cients. These parameters were determined through a calibration on the 3d3/2 and

3d5/2 lines of Krypton.[78].

Treatment of false coincidences

This section provides some details about how the present spectra are corrected

for false coincidences. The procedures are based on those published by Prümper

and Ueda.[79]

Total time-of-flight mass spectra

The comparison of the total TOF-MS of the electron events and random events

provides information on the contribution by the false coincidences. Figure A5.1

shows an example recorded after resonant O1s→ 3π excitation. Here, the random

events are already scaled. The scaling was determined by integrating both signals

in the region of m/z = 32 to m/z = 40, since in this region no true signal can be

present from the sample. Eq (2) then determines the scaling factor SC:
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Figure A5.1: Demonstration of the false coincidence simulation using random
shots. The spectra shown are after HCNO O1s → 3π excitation.

SC =

m/z=40∑
m/z=32

Ion, et

m/z=40∑
m/z=32

Ion, rt

(5.3)

Here, rt indicates the ions detected upon a random trigger, while et indicates

ions detected following an electron detection.

Mass-selected Auger electron spectra

The ms-AES where only one ion is selected are corrected by appropriately scaling

the total Auger electron spectrum, henceforth called AEStotal. To extract mass-

selected spectra we define a tof region of interest called TOF . We quantify the

contribution of the false coincidences FC by counting both the random events

and the electron events in this region and computing the ratio:
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FC, I(tof) =

∑
tof

Ion, rt · SC∑
tof

Ion, et
(5.4)

This tells us the how large the contribution of the false coincidence signal is.

Finally, to subtract the false coincidence background in a mass-selected spectrum,

we used a scaled version of the total Auger electron spectrum. This is valid, since

false coincidences are produced by the ion being in coincidence with a random

electron. The statistical contribution of the Auger electrons is equal to the mea-

sured Auger electron spectrum without coincidence filtering.

To obtain the correction factor BES,I(tof), the total AES is normalized to the

mass-selected AES and multiplied by FC, I(tof) and subtracted to yield the true

Auger electron spectrum in coincidence to tof TES, I(tof).

BES, I(tof) =
AEStotal

∞∑
Ekin=0

AEStotal

∞∑
Ekin=0

[MS-AES(tof)] · FC, I(tof) (5.5)

TES, I(tof) = MS-AES(tof)−BES, I(tof) (5.6)

Photoion-photoion-coincidence maps

Here, the correction is according to according to Equation 6 given by Prümper

and Ueda. Occasionally the background was scaled to better fit the observed

spectrum, at mots around 10% difference were found.

Ionpair-selected Auger electron spectra

The ionpair-selected spectra were corrected according to the equations 11 and 17

given in the paper by Prümper and Ueda.[79]
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Additonal experimental Results

Normal Auger

Figure A5.3 shows the mass-selected normal Auger electron spectra after C1s

ionization recorded at 330 eV. The spectra are similar to those recorded after O1s

ionization.

To quantify the contributions of CO2 and N2 contaminations in our spectra,

spectra of pure CO2 and N2 were recorded at the same photon energies, shown in

Figure A5.2. Since the branching ratios determined in the main paper used the ion

pair signals in the PIPICO map, these results are free from any contaminations.
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Figure A5.2: TOF-MS of CO2 and N2 at the photon energies employed for Ful-
minic Acid. The spectra were employed for background correction.
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Figure A5.3: Mass-selected normal Auger electron spectra after C1s ionization.
The top trace shows in black the total Auger spectrum and in red
the reference spectrum from ref.[20].
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Resonant Auger

Figure A5.4 depicts the comparison of TOF-MS measured at resonance with off-

resonant spectra at all three edges.

Figures A5.6, A5.7, A5.8 show the TOF-MS of pure CO2 and N2 after resonant

1s excitation.

Figure A5.9 shows the PIPICO maps recorded after resonant 1s excitation at all

three edges. Figure A5.10 shows the mass-selected RAES recorded after N1s→ 3π

excitation, while Figure A5.11 shows the mass-selected RAES of the atomic frag-

ments after O1s and C1s excitation.

Figure A5.12 depicts a comparison of the recorded RAES and the previously

reported spectra of two C1s excitations.

Figure A5.13 compares the TOF-MS recorded after O1s ionization of fulminic

acid and isocyanic acid.[37]
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Figure A5.4: Comparison of the TOF-MS after resonant 1s excitation to the
off-resonant spectra.
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Figure A5.6: Measurements of pure CO2 at photon energies used to resonantly
excite the C1s electron of Fulminic Acid.
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Figure A5.7: Measurements of pure N2 at photon energies that were used to
resonantly excite the N1s electron of Fulminic Acid.
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Figure A5.8: Measurements of pure CO2 at photon energies that were used to
resonantly excite the O1s electron of Fulminic Acid.

Figure A5.9: PIPICO maps measured after resonant 1s excitation at all three
edges.
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Figure A5.10: Mass-selected resonant auger electron spectra after N1s → 3π
excitation. The top trace shows a comparison between the mea-
sured total RAES (black) and the reference spectrum from the
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Figure A5.11: Mass-selected of the atomic fragments resonant auger electron
spectra after C1s and O1s → 3π excitation. The top trace shows
a comparison between the measured total RAES (black) and the

reference spectrum from the literature.
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Figure A5.12: Comparison of the C1s RAES measured at 286.6 and 290.26 eV.
The black curves are the spectra measured in this work and the
red curves were measured using a hemispherical analyzer.
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Figure A5.13: TOF-MS after ionizing the O 1s electron in HCNO (black) and
HNCO (red), which is taken from Ref. [37].
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CHAPTER 6

Summary and Outlook

Since its discovery in 1800 by Edward Howard,[1] fulminic acid, HCNO, was used

by chemists as a model molecule to elucidate a variety of chemical questions.

Based on experiments conducted on HCNO and isocyanic acid, HNCO, and their

salts, Berzelius proposed the idea of isomerism, i.e. that chemical properties are

not just based on the elemental composition, but also on their chemical struc-

ture.[2] Linus Pauling conducted theoretical calculations to aid in the determina-

tion of the molecular structure[3] and Beck and Feldl used infrared spectroscopy

to provide the final proof for the structure.[4] In this thesis, we wanted to examine

the complex processes, that occur due to the interaction with VUV- and soft X-

ray radiation. Also, the data obtained by these measurements can help to explain

the fate of fulminic acid in interstellar space.

The first challenge of this thesis was to find a reliable and safe synthetic route

for fulminic acid, HCNO, in order to conduct experiments at different synchrotron

radiation facilities. Fulminic acid was then investigated using photoelectron spec-

troscopy, Auger electron spectroscopy as well as electron-ion-coincidence tech-

niques. The small size of HCNO enables high-level computations and detailed

analysis. This analysis may improve the understanding of the underlying pro-

cesses, such as for example the Auger-Meitner process.

Chapter 3 of this thesis presents the photoelectron spectroscopy and dissocia-

tive photoionization of fulminic acid. We recorded photoelectron spectra, which

were better resolved than the previous spectrum by Bastide et al..[5] We observed

four bands, three of which showed well resolved vibrational structure. Wavepacket

dynamics simulations were conducted of the Renner-Teller split cationic ground

state. Using these calculations, Renner-Teller parameters of 0.48 for the HCN
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bending mode and 0.41 for the CNO bending mode were computed, indicating

an intermediate coupling strength. The simulations also provided tentative as-

signment of the vibrations of the cationic ground state. We also examined the

dissociative photoionization of HCNO. Up to 15.3 eV four fragmentation products,

HCO+, NCO+, NO+ and NH+ are formed. For the fragments HCO+ and NCO+

we modeled the dissociation rates and confirmed the mechanisms calculated in the

literature.[6] The mechanism to form HCO+ proceeds via a switch from the dou-

blet to the quartet potential energy surface. The formation of NCO+ requires first

the isomerization to the isocyanic acid cation HNCO+ with a barrier of 2.7 eV.

Since the cations can be precursors for the neutral molecule,[7] this isomerization

mechanism may be important in their interstellar chemistry. This could help to

explain the relative abundance of the CHNO isomers in interstellar space, which

is so far not well understood.[8,9]

Chapter 4 covers the Auger electron spectroscopy of fulminic acid. 1s ionization

and excitation and the subsequent Auger-Meitner processes at all atomic sites

in the molecule were measured. Through X-ray photoelectron spectroscopy we

determined the carbon, nitrogen, and oxygen 1s ionization energies of 292.9 eV,

410.5 eV and 539.6 eV. The normal Auger electron spectra were then recorded and

an adiabatic double ionization energy of 32.5 eV was found. Simulations based on

the one-center approximation agreed very well with the experiment and provided

an intuitive interpretation of the intensity differences between the three edges.

We found that the intensity of a transition is proportional to the contribution of

the atomic orbitals to the valence orbitals, which explained the low intensity of

the 2π−2 final states at the N-edge. The 2π orbital of HCNO exhibits a nodal

plane at the nitrogen atom leading to a small overlap of this orbital and the N1s

orbital. This results in a low transition probability compared to the other two

edges. The near-edge X-ray absorption fine structure (NEXAFS) spectra showed

one intense peak at all edges. This was assigned to the 1s → 3π transition. In

addition, some smaller signals were tentatively assigned to excitation into Rydberg

orbitals. Resonant Auger electron spectra were then recorded at over twenty

photon energies at all edges. The measured spectra again displayed excellent

agreement with the simulated spectra. Comparing these spectra to the Auger

electron spectra of isocyanic acid, HNCO, showed that the chemical and electronic
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environment of the atom in the molecule is more relevant for the Auger-Meitner

process than the nuclear charge.

The resonant auger electron spectrum contains both participator and spectator

final states (see Section 2.4). Participator final states are equivalent to those

produced by single photon ionization, while spectator states are analogous to the

two-hole final states produced by normal Auger-Meitner processes. Thus, the

resonant Auger electron spectra can be seen as the sum of the photoelectron

spectrum and the normal Auger electron spectra. This comparison has worked

before for isocyanic acid, HNCO.[10] The comparison for fulminic acid is shown

1 0 1 5 2 0 2 5 3 0 3 5 4 0 4 5

1 0 1 5 2 0 2 5 3 0 3 5 4 0 4 5

b i n d i n g  e n e r g y  / e V

C 1 s  → 3π 
C 1 s - 1  ( - 1 5  e V )
P h o t o e l e c t r o n  s p e c t r u m

N 1 s  → 3π 
N 1 s - 1  ( - 1 5  e V )
P h o t o e l e c t r o n  s p e c t r u m

O 1 s  → 3π 
O 1 s - 1  ( - 1 5  e V )
P h o t o e l e c t r o n  s p e c t r u m

b i n d i n g  e n e r g y  / e V

Figure 6.1: Comparison of the resonant Auger electron spectra (black) of ful-
minic acid, the normal Auger electron spectra (red) and the pho-
toelectron spectrum (blue). The normal auger electron spectra are
shifted by −15 eV to better show the parallels between the spectra.
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in Figure 6.1, where all spectra are taken from this thesis. At the C-edge and

the O-edge the first peak in the RAES is described well by the photoelectron

spectrum, while the next signals are also present in the normal Auger electron

spectrum, showing that spectator final states already overlap with the participator

signals. At the N-edge we observe a different behavior. Here the next two peaks

are only present in the photoelectron spectrum and the RAES, but not in the

AES. This corroborates our assignment of these peaks in the N1s → 3π RAES to

the 1π−1 and the 7σ−1 states. In addition, this also confirms the calculations that

were conducted for the simulation of the photoelectron spectrum. In this region

from 15 to 20 eV a large number of excited cationic states overlap impeding the

simulation of the photoelectron spectrum.

Chapter 5 shows the Auger-electron-photoion-coincidence spectra using the

EPICEA setup at the PLÉIADES beamline of the Synchrotron SOLEIL. The

goal was to study the fragmentation of the cations and dications after an Auger-

Meitner process. After the normal Auger-Meitner process the products are CH+

+ NO+, C+ + NO+, HCN+ + O+, CN+ + O+ and trace amounts of CNO+.

The CH+ + NO+ pair is most abundant at all three edges. The branching ratios

after N1s ionization differ significantly compared to O1s and C1s ionization. We

explain these differences by the contribution of high binding energy final states

at the N-edge as shown in Chapter 4. This results in more fragmentation at the

N-edge. No HCNO2+ is observed indicating that the HCNO2+ dication fragments

before it can be detected. The branching ratios after C1s and O1s ionization also

exhibit minor differences. At the C-edge the adjacent C-H bond fragments more

than after O1s ionization. Following resonant 1s excitation, many products are

detected. HCNO+ is significantly more stable after C1s excitation compared to

O1s or N1s excitation. As shown in Chapter 4 the most intense signals in the C1s

RAES are at low binding energies, most likely leading to the observed stability

of the parent ion. We also observe a signal of m/z = 21.5, formally correspond-

ing to the doubly charged parent ion, which was unstable after 1s ionization.

Possibly, the resonant excitation leads to a stable dicationic final state, which is

not allowed after normal Auger-Meitner decay. Comparing the results of HCNO

to our study on the X-ray induced fragmentation of isocyanic acid, HNCO, re-

vealed some significant differences after 1s ionization.[11] We observed signals of
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HNCO2+, NCO+ and some NCO2+ showing that the HNCO2+ ion is more stable

compared to HCNO2+. As pointed out above, ionization of the C1s and O1s lead

to destabilization of the adjacent bond. The same was observed for HNCO, where

N1s ionization weakened the N-H bond and lead to the formation of N+ + CO+

and neutral H.

This thesis shows that the developed synthesis is suitable for synchrotron beam-

times. The measurements provide a comprehensive picture of the electronic struc-

ture of fulminic acid in the cationic and dicationic state. Its small size allowed

a detailed analysis of the underlying processes, leading to more intuitive under-

standing of the Auger-Meitner process. The wavepacket dynamics simulations on

the other hand showed that the cationic electronic states and in particular the

Renner-Teller distorted states pose a significant challenge to quantum chemical

theory. HCNO+ could serve as a benchmark for new theoretical models describ-

ing the vibrational structure of Renner-Teller distorted states. The fragmentation

after Auger-Meitner processes showed significant site-selectivity. This could be

tentatively explained using a thermodynamic argument.

We showed that fragmentation following interaction with either VUV- or soft

X-ray radiation is an essential part of the chemistry of the produced ions. Ioniza-

tion using VUV-radiation leads to the formation of unexpected daughter ions like

HCO+ and NCO+, while X-ray radiation leaves at most only 10% of absorbing

molecules intact in the case of resonant excitation and completely destroys the

molecule in case of ionization. After determining the ionization cross sections

of HCNO, the branching ratios presented should be included in astrochemical

models, possibly explaining the relatively low abundance of HCNO in interstellar

space. Our photoelectron spectroscopy study showed that more experiments have

to be conducted in order to understand the vibrational structure of HCNO+. Vi-

brational action spectroscopy could be the tool of choice, using an ion trap setup

such as the FELion endstation at the FELIX laboratory in Nijmegen, The Nether-

lands.[12] There, ions are produced by an electron impact source and guided into

a 22-pole ion trap. A quadrupole mass filter enables control over the ion mass,

which enter the trap. Infrared radiation is provided by the FELIX free electron

laser yielding radiation from 66-3600 cm−1. In the ion trap, the ions can be cooled

to as low as 4K and form complexes with noble gas tags like He. The infrared ra-
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diation is scanned and whenever vibrational excitation occurs, the weakly bound

He-cation complex dissociates, leading to a change in the mass-to-charge ratio. By

measuring this change, infrared spectra of cations can be recorded. This experi-

ment should provide more insights about the vibrational structure of HCNO+, but

may also be conducted on the closely related molecules isocyanic acid, HNCO, and

isothiocyanic acid, HNCS. Like fulminic acid these molecules have been detected

in interstellar space,[13,14] but information on the cationic species is limited to

photoelectron spectroscopy studies.[15,16] The measurement of the infrared spec-

tra of astrochemical molecules has become particularly relevant with the launch

of the James-Webb Space Telescope in 2021. It is the largest optical telescope in

space and features high-resolution and high-sensitivity instruments allowing it to

conduct infrared astronomy of distant astrophysical objects. Spectroscopic data

of the ions of these molecules may lead to new insights about their formation and

destruction in the interstellar environment.
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[9] A. Jiménez-Escobar, B. M. Giuliano, G. M. Muñoz Caro, J. Cernicharo,
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KAPITEL 7

Zusammenfassung und Ausblick

Seit der Entdeckung der Fulminsäure, HCNO, durch Edward Howard in 1800,[1]

wurde diese von Chemikern als Modellmolekül verwendet, um verschiedenste

chemische Fragen zu beantworten. Basierend auf Experimenten an HCNO und der

Isocyansäure, HNCO, und deren Salzen, schlug Berzelius erstmals das Konzept

der Isomerie vor. Es besagte, dass die chemischen Eigenschaften nicht nur von

der elementaren Zusammensetzung, sondern auch von der chemischen Struktur

abhängen.[2] Linus Pauling führte quantenchemische Rechnungen durch, um die

Struktur der Fulminsäure aufzuklären,[3] dann nutzen Beck und Feldl Infrarot-

Spektroskopie, um den finalen Beweis für die Struktur zu liefern.[4] In dieser Dis-

sertation wollten wir die komplexen Prozesse untersuchen, die nach der Interak-

tion mit VUV- und weicher Röntgenstrahlung stattfinden. Außerdem könnten

die Messdaten dabei helfen, die Chemie der Fulminsäure im interstellaren Raum

besser zu erklären.

Die erste Aufgabe dieser Arbeit war es, eine verlässliche und sichere Synthe-

seroute für die Fulminsäure, HCNO, zu finden. Mit dieser Methode konnten dann

Experimente an mehreren Einrichtungen für Synchrotronstrahlung durchgeführt

werden. Die Fulminsäure wurde mit Photoelektronenspektroskopie, Augerelek-

tronenspektroskopie und Elektron-Ion-Koinzidenz Methoden untersucht. Die

geringe Größe des HCNOs erlaubt auch quantenchemische Rechnungen auf hohem

Niveau. Diese Analyse könnte dann auch ein besseres Verständnis der vorliegen-

den Prozesse ermöglichen.

Kapitel 3 präsentiert die Photoelektronenspektroskopie und dissoziative Pho-

toionisation der Fulminsäure. Die aufgenommenen Photoelektronenspektren

weisen eine bessere Auflösung auf als die vorherigen Spektren von Bastide et al..[5]
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Zusammenfassung und Ausblick

Wir beobachteten vier Banden, von denen drei gut aufgelöste Schwingungsstruk-

tur zeigten. Um die Spektren zu analysieren, wurde die Dynamik eines Wellen-

pakets im Renner-Teller aufgespaltenen kationischen Grundzustand simuliert.

Aus diesen Rechnungen wurden Renner-Teller Parameter von jeweils 0.48 und

0.41 für die HCN Biegeschwingung und die CNO Biegeschwingung erhalten. Das

deutet auf eine mittelstarke Kopplung zwischen den Zuständen hin. Die Simulatio-

nen erlaubten außerdem eine vorläufige Zuordnung der Schwingungen des Kations

im elektronischen Grundzustand. Des Weiteren untersuchten wir die dissozia-

tive Photoionisation von HCNO. Bis 15.3 eV werden vier Fragmentierungspro-

dukte, HCO+, NCO+, NO+ und NH+ gebildet. Für die Produkte HCO+ und

NCO+ modellierten wir die Dissoziationsraten und konnten die gerechneten Mech-

anismen aus der Literatur bestätigen.[6] Der Bildungsmechanismus von HCO+

verläuft über einen Wechsel von der Dublett zur Quartettoberfläche. Die Bil-

dung von NCO+ benötigt zunächst die Umlagerung zum Kation der Isocyansäure,

HNCO+ mit einer Barriere von 2.7 eV. Da angenommen wird, dass im inter-

stellaren Medium die neutralen Moleküle aus den Kationen gebildet werden,[7]

könnten diese Mechanismen auch astrochemische Bedeutung haben. Dies könnte

zum Beispiel die relative Häufigkeit der CHNO Isomere erklären, welche bislang

nicht komplett verstanden ist.[8,9]

Kapitel 4 zeigt die Augerelektronenspektroskopie der Fulminsäure. 1s

Ionisierungs- sowie Anregungsenergien und die darauffolgenden Auger-Meitner

Prozesse wurden vermessen. Durch Röntgenphotoelektronenspektroskopie

bestimmten wir Kohlenstoff, Stickstoff und Sauerstoff 1s Ionisierungsenergien von

292.9 eV, 410.5 eV und 539.6 eV. Die normalen Augerelektronenspektren wurden

aufgenommen und daraus eine adiabatische Doppelionisierungsenergie von 32.5 eV

bestimmt. Simulationen basierend auf der one-center -Näherung stimmten sehr

gut mit dem Experiment überein und erlaubte eine intuitive Interpretation der

Unterschiede zwischen den drei Kanten. Wir konnten feststellen, dass die Inten-

sität der Übergänge proportional zum Beitrag der jeweiligen Atomorbitale zu den

Valenzorbitalen ist. Dies erklärte die niedrige Intensität der 2π−2 Endzustände

an der N-Kante. Das 2π Orbital des HCNO besitzt eine Knotenfläche an dem

Stickstoffatom, was zu einer niedrigen Übergangswahrscheinlichkeit führt. Die

near-edge X-ray absorption fine structure (NEXAFS)-Spektren zeigten jeweils ein
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intensives Signal an allen drei Kanten. Dies wurde dem 1s → 3π Übergang zu-

geordnet. Zusätzlich wurden schwächere Signale gemessen, welche vorläufig der

Anregung in Rydbergorbitale zugeordnet wurden. Resonante Augerelektronen-

spektren wurden dann bei über zwanzig verschiedenen Photonenenergien an allen

drei Kanten aufgenommen. Diese Spektren stimmten wieder sehr gut mit den

simulierten Spektren überein. Durch einen Vergleich zu den Augerelektronen-

spektren der Isocyansäure, HNCO, konnten wir zeigen, dass die chemische und

elektrische Umgebung relevant ist für den Auger-Meitner Prozess und nicht die

atomare Ladung.

1 0 1 5 2 0 2 5 3 0 3 5 4 0 4 5

1 0 1 5 2 0 2 5 3 0 3 5 4 0 4 5

b i n d i n g  e n e r g y  / e V

C 1 s  → 3π 
C 1 s - 1  ( - 1 5  e V )
P h o t o e l e c t r o n  s p e c t r u m

N 1 s  → 3π 
N 1 s - 1  ( - 1 5  e V )
P h o t o e l e c t r o n  s p e c t r u m

O 1 s  → 3π 
O 1 s - 1  ( - 1 5  e V )
P h o t o e l e c t r o n  s p e c t r u m

b i n d i n g  e n e r g y  / e V

Abbildung 7.1: Vergleich der resonanten Augerelektronenspektren (schwarz),
der normalen Augerelektronenspektren (rot) und des Photoelek-
tronenspektrum (blau). Das normale Augerelektronenspektrum
ist um −15 eV verschoben, um die Paralellen der Spektrum zu
zeigen.
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Zusammenfassung und Ausblick

Die resonanten Augerelektronenspektren beinhalten sogenannte Participator -

und Spectator -Endzustände (siehe Abschnitt 2.4). Participator -Endzustände sind

äquivalent zu den durch Ein-Photon-Ionisation erzeugten Endzuständen, während

Spectator -Endzustände analog zu den Zwei-Loch Endzuständen der normalen

Augerelektronenspektroskopie sind. Dementsprechend lässt sich das resonante

Augerelektronenspektrum als Summe des Photoelektronenspektrum und des nor-

malen Augerelektronenspektrums ansehen. Dieser Zusammenhang konnte gut

für die Isocyansäure gezeigt werden.[10] Abbildung 7.1 zeigt diesen Vergleich bei

HCNO, wobei alle gezeigten Spektren aus dieser Dissertation stammen. An der C-

und an der O-Kante ist das erste Signal des RAES noch gut durch das Photoelek-

tronenspektrum beschrieben, während die nächsten Signale auch im normalen

Augerelektronenspektrum präsent sind. Das zeigt, dass in diesem Bereich Par-

ticipator - und Spectator -Endzustände bereits überlagern. An der N-Kante wird

ein anderes Verhalten beobachtet. Hier sind die nächsten zwei Signale nur im

Photoelektronenspektrum und im RAES sichtbar, aber nicht im AES. Das un-

terstützt unsere Zuweisung dieses Signales im N1s → 3π zu den 1π−1 und 7σ−1

Endzuständen. Außerdem bestätigt dies die Rechnungen, welche im Zuge der

Simulation des Photoelektronenspektrums gemacht wurden. In der Region von

15 bis 20 eV überlagern viele angeregte Zustände des Kations, was eine Simulation

dieser Spektren erschwert.

Kapitel 5 umfasst die Augerelektronen-Photoionen-Koinzidenzspektren, welche

mit dem EPICEA Aufbau der PLÉIADES Strahllinie des Synchrotron SOLEIL

aufgenommen wurden. Das Ziel war es, die Fragmentierung der Kationen und

Dikationen nach dem Auger-Meitner Prozess zu messen. Die Produkte nach dem

normalen Auger-Meitner Zerfall sind CH+ + NO+, C+ + NO+, HCN+ + O+,

CN+ + O+ und eine geringe Menge CNO+. Das CH+ + NO+ Paar ist das

häufigste Produkt an allen drei Kanten. Die Zerfallsverhältnisse nach N1s Ion-

isierung unterscheiden sich stark zu der O1s und C1s Ionisierung. Wir erklären

diesen Unterschied durch den Beitrag von Endzuständen an der N-Kante mit ho-

her Bindungsenergie (siehe auch Kapitel 4). Das führt zu mehr Fragmentierung an

der N-Kante. Es wurde kein HCNO2+ beobachtet, was darauf hindeutet, dass das

Dikation fragmentiert, bevor es detektiert werden kann. Die Zerfallsverhältnisse

nach O1s und C1s Ionisierung unterscheiden sich ebenfalls leicht. An der C-Kante
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fragmentierte die anliegende C-H-Bindung vermehrt im Vergleich zur O-Kante.

Nach resonanter 1s Anregung wurden viele verschiedene Produkte gemessen.

HCNO+ selbst ist im Vergleich zur O1s oder N1s Anregung deutlich stabiler nach

C1s Anregung. Wie in Kapitel 4 gezeigt wurde, liegen die intensivsten Signale im

C1s RAES bei niedrigen Bindungsenergien. Dies führt wahrscheinlich zur höheren

Stabilität des Mutterions. Wir beobachteten außerdem ein Signal bei m/z = 21.5,

was formell zum doppelt geladenen Mutterion gehört, welches nach 1s Ionisierung

instabil ist. Möglicherweise führt die resonante Anregung zu einem stabilen dika-

tionischen Endzustand, welcher durch den normalen Auger-Meitner Zerfall auf-

grund von Auswahlregeln nicht erreichbar ist. Der Vergleich dieser Ergebnisse mit

unserer Studie an der durch Röntgenstrahlen induzierten Fragmentierung von Iso-

cyansäure, HNCO, zeigte einige deutliche Unterschiede.[11] Hier wurden HNCO2+,

NCO+ und Spuren NCO2+ gemessen, HNCO2+ ist also im Gegensatz zu HCNO2+

stabiler. Auch bei der Isocyansäure konnten wir beobachten, dass N1s Ionisierung

zur Destabilisierung der anliegenden N-H-Bindung.

Diese Arbeit zeigt, dass die entwickelte Synthese der Fulminsäure für Messzeiten

geeignet ist. Die Messungen liefern umfassende Informationen über die elektron-

ische Struktur der Fulminsäure im kationischen und dikationischen Zustand. Die

geringe Größe ermöglichte eine detaillierte Analyse der vorliegenden Prozesse,

was zu einem intuitiveren Verständnis des Auger-Meitner Prozesses führte. Die

Simulation der Wellenpaketdynamik zeigte wiederum, dass die kationischen elek-

tronischen Zustände und insbesondere die Renner-Teller verzerrten Zustände eine

Herausforderung für die quantenchemische Theorie darstellen. HCNO+ könnte

als Testmolekül für die theoretische Beschreibung der Schwingungsstruktur von

Renner-Teller verzerrten Zuständen fungieren. Die Fragmentierung nach Auger-

Meitner Zerfall zeigte starke Selektivität dafür, an welchem Atom ionisiert bzw.

angeregt wird. Dies konnte vorläufig durch ein thermodynamisches Argument

erklärt werden.

Die Fragmentierung nach Interaktion mit VUV- und weicher Röntgenstrahlung

ist also ein essenzieller Teil der Chemie der produzierten Ionen. Die Ionisierung

mit VUV-Strahlung führt zur Bildung unerwarteter Produkte, wie HCO+ und

NCO+. Röntgenstrahlung lässt höchstens 10% der absorbierenden Moleküle in-

takt, während Ionisierung zur Zerstörung des Moleküls führt. Eine Bestimmung
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Zusammenfassung und Ausblick

der Absorptionsquerschnitte würde es dann ermöglichen, die Zerfallsverhältnisse

in astrochemischen Modellen zu berücksichtigen und so möglicherweise auch die

geringe Menge von HCNO im interstellaren Raum erklären. Unsere Studie der

Photoelektronenspektren hat gezeigt, dass weitere Experimente nötig sind, um

die Schwingungsstruktur des HCNO+ zu verstehen. Hier könnte vibrational ac-

tion spectroscopy die richtige Methode sein. Diese ist möglich mit der Ionenfalle

der FELion Strahllinie des FELIX Laboratory in Nijmegen, Niederlande.[12] Io-

nen werden dort mittels einer Elektronenstoßquelle produziert und anschließend

in die 22-Pol Ionenfalle geleitet. Ein Quadrupol Massenfilter ermöglicht Kontrolle

darüber, welche Ionen in die Falle gelangen. Die Infrarotstrahlung von 66 bis

3600 cm−1 wird durch einen Freien-Elektronen-Laser erzeugt. In der Ionenfalle

können die Ionen auf bis zu 4K abgekühlt werden und dann schwach gebun-

dene Komplexe mit einem Edelgas, beispielsweise He, bilden. Die IR-Strahlung

wird durchgestimmt und führt bei Schwingungsanregung zum Zerfall dieser Kom-

plexe. Diese Änderung des Masse-zu-Ladungs-Verhältnisses abhängig von der

IR-Strahlung stellt das IR-Spektrum des freien Kations dar. Dieses Experiment

sollte weitere Informationen über die Schwingungsstruktur des HCNO+ liefern,

kann aber auch an verwandten Molekülen wie HNCO und der Isothiocyansäure,

HNCS, durchgeführt werden. Diese Moleküle wurden, wie auch HCNO, bereits

im interstellaren Raum detektiert,[13,14] allerdings sind die Informationen über

die Kationen auf Photoelektronenspektren beschränkt.[15,16] Die Messung der IR-

Spektren von astrochemischen Molekülen ist durch den Start des James-Webb

Space Telescopes im Jahr 2021 besonders wichtig geworden. Spektroskopische

Daten über die Kationen dieser Moleküle könnten dann zu neuen Erkenntnissen

hinsichtlich der Bildung und Zerstörung dieser Moleküle im interstellaren Medium

führen.
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[9] A. Jiménez-Escobar, B. M. Giuliano, G. M. Muñoz Caro, J. Cernicharo,
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CHAPTER 8

Erklärungen zu Autorenschaften
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internationalen Konferenzen ermöglicht. Der Umgang war stets locker und sorgte

zudem für eine sehr angenehme Atmosphäre in der Gruppe.
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Ich möchte mich auch ganz herzlich bei (fast Dr.) Tobias Preitschopf bedanken.

In dir hatte ich ab dem ersten Tag einen Freund, mit dem ich quatschen, Witze

machen und auch über die ernsteren Dinge des Lebens reden konnte. Vielen Dank

dafür. Du hast stets 100% für den Arbeitskreis gegeben und hast immer jede auch

noch so nervige Aufgabe übernommen. Ich werde unsere gemeinsame Zeit sehr

vermissen.
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