Julius-Maximilians-Universitit Wiirzburg

Institut fiir Informatik
Lehrstuhl fiir Kommunikationsnetze

Prof. Dr. Tobias Hof3feld

Monitoring the Quality of Streaming and
Internet of Things Applications

Frank Loh

Wiirzburger Beitrage zur
Leistungsbewertung verteilter Systeme

Bericht 01/24

This document is licensed under the Creative Commons Attribution-ShareAlike 4.0 International License
(CC BY-SA 4.0): http://creativecommons.org/licenses/by-sa/4.0 This CC license does not apply to third
party material (attributed to another source) in this publication.




Wiirzburger Beitrage zur

Leistungsbewertung verteilter Systeme

Herausgeber

Prof. Dr. Tobias Hof3feld

Universitdt Wiirzburg

Institut fiir Informatik

Lehrstuhl fiir Kommunikationsnetze

Am Hubland

D-97074 Wiirzburg

Tel.: +49-931-31-86631

Fax.: +49-931-31-86632

email: tobias.hossfeld@uni-wuerzburg.de

in memoriam: Prof. Dr.-Ing. Phuoc Tran-Gia 12023

Satz

Reproduktionsfihige Vorlage des Autors.
Gesetzt in KIEX Linux Libertine 10pt.

ISSN 1432-8801









Monitoring the Quality of Streaming and
Internet of Things Applications

Dissertation zur Erlangung des
naturwissenschaftlichen Doktorgrades
der Julius-Maximilians—Universitat Wiirzburg

vorgelegt von

Frank Loh

geboren in

Gunzenhausen

Wiirzburg 2024



Eingereicht am: 09.10.2023

bei der Fakultit fiir Mathematik und Informatik
1. Gutachter: Prof. Dr. Tobias Hof3feld

2. Gutachter: Prof. Dr. Franco Davoli

3. Gutachter: Prof. Dr. Filip De Turck

Tag der miindlichen Prifung: 04.12.2023



Danksagung

Mit dem Ende meiner Doktorarbeit mdchte ich die Gelegenheit nutzen, eini-
gen Menschen, die mich wihrend dieser Zeit und damit wihrend eines grofien
Abschnitts meines Lebens begleitet und unterstiitzt haben, meinen herzlichen
Dank auszusprechen.

Zuallererst mochte ich mich bei Prof. Dr. Tobias Hof3feld und bei Prof. Dr.-Ing.
Phuoc Tran-Gia dafiir bedanken, dass sie mir die Moglichkeit gegeben haben
bei ihnen am Lehrstuhl fiir Kommunikationsnetze zu promovieren. Prof. Phuoc
Tran-Gia hat mich bereits zu Studentenzeiten als Hilfswissenschaftler in den
Lehrstuhl integriert und trotz einer zunéchst ungewissen Zukunft nach seiner
Emeritierung als Doktorand eingestellt. Danach hat mich Prof. Tobias Hof3feld
ibernommen und ist mir stets mit Rat und Tat zur Seite gestanden. Ganz be-
sonders habe ich das sehr gute fachliche, aber auch personliche Miteinander am
Lehrstuhl geschétzt. Wahrend der Arbeit an der Doktorarbeit, an Forschungs-
projekten oder in der Lehre hatte ich immer gentigend Freiheiten, um eigene
Ideen aufierhalb der Projekte zu entwickeln und zu diskutieren. Dafiir méchte
ich mich hiermit ganz herzlich bedanken.

Als Néchstes sind die Gutachter meiner Dissertation und hierbei zunéchst
mein Doktorvater und Erstgutachter Prof. Dr. Tobias Hof3feld zu nennen. Ganz
besonders méchte ich ihm fiir die ausgezeichnete Betreuung meiner Arbeit und
die wertvollen Kommentare, Hinweise und Ergdnzungen bedanken. Weiterer
Dank gilt meinem Zweitgutachter Prof. Dr. Franco Davoli, den ich wéhrend ei-
ner Workshoporganisation kennenlernen durfte. Die wertvollen Kommentare
zu meiner Arbeit und Diskussionen auch dariiber hinaus haben mich sehr un-

terstiitzt. In diesem Zuge mochte ich auch meinem dritten Gutachter, Prof. Dr.



Danksagung

Filip De Turck dafiir danken, dass er sich bereit erklart hat, meine Dissertation
zu begutachten. Ich habe stets die fachlichen Diskussionen auf verschiedenen
Netzwerk-Monitoring Konferenzen sehr geschatzt. Auflerdem méchte ich hier-
mit noch Prof. Dr.-Ing. Samuel Kounev und Prof. Dr. Guido Dietl dafiir danken,

dass sie sich als Priifer fiir meine Disputation zur Verfiigung gestellt haben.

In meiner Zeit als Doktorand und wihrend verschiedener Projekte haben
mich stets verschiedene Post-Docs unterstiitzt. Hiermit méchte ich zunéchst
Dr. Florian Wamser herzlich danken, der mich als mein erster Gruppenleiter
bei allen fachlichen Problemen stets unterstiitzt hat. Vor allem durch sein aus-
gezeichnetes technisches Verstandnis verschiedenster Systeme konnte er mir
immer weiter helfen. Zudem war er stets auch auflerhalb des Lehrstuhls immer
fiir ein Bier, wie zum Beispiel beim Skifahren, zu haben und ich bin dankbar da-
fiir, dass er dadurch auch ein guter Freund wurde. Weiterhin ist hier Dr. Florian
Metzger zu nennen, dem ich fiir die Projektleitung in mehreren IoT Projekten
und die ausgezeichnete fachliche Unterstiitzung im Allgemeinen, aber auch ge-
rade im IoT Bereich danken méchte. Fiir die Endphase meiner Doktorarbeit, und
gerade bei der Unterstiitzung und dem detaillierten Feedback bei einigen Publi-
kationen und fiir die umfassenden Korrekturen meiner Arbeit méchte ich Dr.
Stefan Geifiler sehr herzlich danken. Er hatte nicht nur als Gruppenleiter, son-
dern auch fiir wildeste Forschungs- und Publikationsideen immer eine offene

Biirotiir fur Diskussionen.

Auferdem moéchte ich meinen aktuellen und ehemaligen Kollegen Dr. Kathrin
Borchert, Dr. Valentin Burger, Katharina Dietz, Nicholas Gray, Alexej Grigorjew,
Prof. Dr. Matthias Hirth, Dr. Christopher Metter, Dr. Christian Moldovan, Kien
Nguyen, Dr. Anh Nguyen-Ngoc, Fabian Poignée, Simon Raffeck, David Raun-
ecker, Dr. Susanna Schwarzmann, Anika Seufert, Prof. Dr. Michael Seufert, Vik-
toria Vomhoff und Prof. Dr. Thomas Zinner fiir die gemeinsame Zeit, die unzih-
ligen Diskussionen und Kaffeepausen, aber auch fiir alle Aktivititen aulerhalb
des Universitétsalltags danken. Ganz besonders méchte ich Dr. Lam Dinh-Xuan
und Nikolas Wehner danken, mit denen ich lange Zeit ein Biiro teilen durfte.

Durch das stets gute Klima am Lehrstuhl haben sich viele Freundschaften gebil-

ii



Danksagung

det.

Ein Leben am Lehrstuhl ohne unsere gute Seele Alison Wichmann hétte man
sich nicht vorstellen kénnen. Dafiir méchte ich ihr hiermit sehr herzlich danken.
Seien es Dienstreiseantrdge oder -abrechnungen, diverse Bestellungen, Fragen
zur Verwaltung oder zu Projektdokumenten. Sie hatte stehts ein offenes Ohr,
um bei der Losung von Problemen tatkraftig zu helfen. Aber auch abseits der
Arbeit war sie immer fiir einen Kaffee zu haben.

Nichts an einer Universitat funktioniert ohne Studierende. Dies gilt auch fiir
die Unterstiitzung bei der Lehre, bei Projekten und diversen Forschungsarbei-
ten. Somit mochte ich mich hiermit bei allen meinen Hiwis und Studierenden
bedanken, sei es fiir eine Hiwitatigkeit am Lehrstuhl, eine Abschlussarbeit, ein
Seminar, eine gemeinsame Publikation oder auch nur ein gemeinsames Bier oder
einen Kaffee.

Zu guter Letzt mochte ich mich bei meinen Freunden und meiner Familie be-
danken. Vielen Dank an meine Freunde fiir die Unterstiitzung vor allem abseits
des Arbeitsalltags, sei es durch langjahrige Freunde aus Ehingen und Umgebung,
Freunde aus der Schulzeit, aus der Zeit des Studiums, aber auch Freunde, die ich
wihrend der Promotion kennengelernt habe. Der gute Ausgleich zur Arbeit hat
immer wieder zu neuen Ideen und Problemlsungsansitzen gefithrt. Insbeson-
dere gilt mein unendlicher Dank meinen Eltern Erna und Hartmut, die mir die
Ausbildung und das Studium erst erméglicht haben. Sie haben mich stehts ge-
fordert und geférdert und mich bei allen meinen Entscheidungen immer mit
voller Kraft unterstiitzt und lieber selbst zuriickgesteckt, um mir den néchsten
Schritt zu ermdglichen. Wihrend der Doktorarbeit habe ich auch meine Freun-
din Viktoria kennengelernt. Thr méchte ich herzlich fiir die Unterstiitzung, vor
allem in den letzten Monaten meiner Doktorarbeit, danken, aber auch fur die
schone Zeit abseits der Arbeit, fiir die guten Diskussionen, und dafiir, dass sie

jeden Tag an meiner Seite ist.

iii






Contents

1

Introduction

1.1
1.2

Scientific Contribution . . . . . . . ... ... ... ... ... .
Thesis Outline . . . .. .. ... .. ... ... .........

Monitoring and Quality Estimation of Streaming Applications

2.1

2.2
2.3

2.4

2.5

2.6

Background . . . . ... . Lo L
2.1.1 Notion of Video Streaming . . . . .. ... .. .....
2.1.2  Influencing Factors on Quality of Service and Quality of
Experience . . . . . .. ... .. o L.
Related Work . . . . . ... ... .
Dataset Summary and Monitoring Effort Assessment . . . . . .
2.3.1 YouTube Streaming Dataset Overview . . . . . . .. ..
2.3.2  Artificially Generated Streaming Dataset . . . .. ...
2.3.3  Considerations on Monitoring and Processing Effort . .
Quality of Experience Degradation Factor Estimation Model . .
241 Methodology . . . .. ... ... ... .. .. .. ...
2.4.2  Quality of Experience Degradation Factor Estimation
2.4.3 Parameter Study Definition . . . . . ... ... ... ..
244 Numerical Evaluation . . . . ... ... .. .......
Quality of Experience Degradation Factor Prediction with Ma-
chineLearning . . . . .. ... ... ... ... ... ...
2.5.1 Feature Set Assessment and Data Preparation . . . . . .
2.5.2  Machine Learning-Based Prediction Results . . . . . . .

LessonsLearned . . . ... ... ... ... ...........

11
15
16

22
25
30
31
32
34
38
39
40
48
49

53
53
57
67



Contents

3 Network Planning of Low Power Radio Access Technologies

vi

for the Internet of Things

3.1

3.2

3.3

34

3.5

Background and Related Work . . . . ... ... ... .. ...
3.1.1  General LoRaWAN Background . ... ... ... ...
3.1.2 LoRaWAN Quality Metrics and Influencing Factors . . .
313 RelatedWork . . ... ... ... ... ... ... ..
LoRaWAN Gateway Placement . . . . .. ... ... ......
3.21 PlacementIdea. . . ... ... ... .. .. .......
3.2.2  Network Setup Procedure . . . . . ... ... ... ...
Simulation Approach and Scenario Definition . . . . . . .. ..
3.3.1 Methodology to Evaluate Gateway Placement . . . . . .
3.3.2 Scenario Overview . . ... ...............
Numerical Evaluation . . . ... ... ... ... ........
3.4.1  Scenario S 1: Distance between Sensors and Gateways .
3.4.2  Scenario S 2: Number of Sensors per Gateway . . . . . .
3.43  Scenario S 3: Comparison to the State-of-the-Art . . . .
3.44  Scenario S 4: Different Transmission Patterns . . . . . .
3.4.5 Scenario S 5: Placement for Large Deployments . . . . .

LessonsLearned . . .. ... ... ... ... .. ........

Performance Investigation for Novel LoORaWAN Channel Access 127

4.1

4.2

Background and Related Work . . . . ... ... ... .....
4.1.1 Transmission Duty Cycle in LoRaWAN . . . . ... ..
4.1.2 LoRaWAN Channel Access . . . ... ... .......
4.1.3  Working Sequence of a LoRaWAN Sensor Device . . . .
414 RelatedWork . ... .. .. ... .. .. ..

131

139

Methodology for a Time Scheduled Channel Access in LoRaWAN 142

4.2.1 Role of Time on Air for Channel Access . . . . .. ...
4.2.2  Time Scheduled Access for LoRaWAN . . . . . ... ..
4.2.3 Channel Access Simulation . . . . ... ... ......

4.2.4 Channel Access Scenario Overview . . ... ... ...

142



Contents

4.3

4.4

4.5

4.6

Channel Access Simulation Results . . . . ... ... ... ...
43.1 Scenario S 1: Time Scheduled and Random Access

4.3.2  Scenario S 2: Time Scheduled and Listen before Talk . .
LoRaWAN Channel Access Energy Model . . . . .. ... ...
441 Energy Consumption for LoORaWAN Channel Access . .
442 Energy Model Description . . . . ... ... ......
Energy Study Evaluation . . .. ... ... ... ... .....
4.5.1 Scenario S 1: Model Validation . . . .. ... .. .. ..
4.5.2  Scenario S 2: Channel Access Approach Comparison . .
453  Scenario S 3: Realistic Energy Value Study . . . . . . ..

LessonsLearned . . .. ... ... ... .............

5 Conclusion

Appendices

A Streaming Measurement Procedure and Dataset

Al

A2
A3

Testbed and Measurement Description . . . . . . ... ... ..
A.1.1  Streaming Testbed . . . . . . ... ... ...
A.1.2 Measurement Description . . . . . ... ... ... ...
A.13 Measurement Scenarios . . . . .. ... ... ...
General Data Post-processing . . . . . . ... ... .. .....
Dataset Overview: Quality of Experience Degradation Factors .
A3.1 InitialDelay . ... ... ... . ... .. ... ... .
A3.2 Playback Quality . .. ..................
A33 QualityChange . ... ..................
A34 Stalling . . ... ... L

A4 Data Preparation for Machine Learning . . . . ... ... ...

Acronyms

Bibliography and References

156
160
162
162
165
185
185
188
192
194

197

205

207
207
207
209
211
212
222
222
223
226
227
228

231

235

vii






1 Introduction

The foundation of our globally connected world’s success lies in continuous
advancements in industries, agriculture, services, work, and leisure activities.
Smart sensors continuously monitor various aspects and transmit vast amounts
of data to processing centers to optimize production. Industry 4.0 facilities uti-
lize cameras for real-time fault detection, generating significant streaming data.
Smartphone apps track our daily activities, diet, and sleep to enhance health
and time management. This rapid automation affects a significant portion of the
global population. Additionally, online activities, multimedia consumption, and
social media engagement of everyone leads to a substantial increase in mainly
mobile-based traffic. This growth is evident as the number of global Internet
users surpassed five billion between 2022 and 2023 [37, 38]. Internet traffic has
exceeded 100 billion gigabytes in 2022 [39], with video streaming contributing
significantly to this volume, accounting for 65 % of general and over 67 % of
global mobile traffic in 2022 [40]. Among this landscape, the influence of the
Internet of Things (IoT) is gaining momentum, projected to reach up to 18 % of
traffic share by 2026 [41]. However, this increasing traffic comes with resource
and energy consumption challenges across end devices, networks, and process-
ing entities. More complex network traffic by a growing variety of flows neces-
sitates more sophisticated monitoring and processing systems. Furthermore, ac-
cording to Cisco, the number of devices connected to Internet Protocol (IP) net-
works is set to surpass the global population by over threefold in 2023, reaching
nearly 30 billion devices [42]. Notably, a significant proportion of these devices
are dedicated to Machine-To-Machine (M2M) connections, functioning with-

out human interaction [42] contributing to the overall resource requirements
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with technologies including IP networks, Bluetooth, and Low Power Wide Area
Networks (LPWANS), having annual growth rates between 16 % and 18 % [43].
Yet, among these demands and development, there is a mandatory need for en-
ergy consumption reduction, a more efficient resource usage and streamlined
processes without losing service quality to address the challenges posed by cli-
mate change. While energy requirements in the information and communica-
tion technology sector continue to rise, there is a simultaneous demand for less
resource-intensive and more efficient solutions to manage data transmission,
monitor facilities, and simplify processes. This ongoing and evolving usage of
networks, involving personal end devices and the substantial dissemination of
IoT applications in large-scale sensor networks, presents two critical challenges
that require attention. Firstly, there is the task of effectively managing the vast
and continually expanding data traffic. Secondly, there is the need to address the

substantial number of end devices resulting from the rapid adoption of the IoT.

For that reason, ensuring a robust network quality that aligns with all Ser-
vice Level Agreements (SLA) is crucial. Consequently, it becomes imperative
to identify significant factors that contribute to network quality degradation
within existing deployments. This knowledge can be leveraged to inform the
implementation of new deployments, taking advantage on insights gained from
ongoing monitoring of established deployments. To attain comprehensive and
accurate network measurements, a thorough comprehension of Key Quality
Indicators (KQIs) is essential. This understanding extends to identify the root
causes behind quality issues specific to individual applications or application
areas. Such an initial step is beneficial for the development of tailored network
monitoring instances that align with the unique requirements of applications,
effectively mitigating the risk of excessive costs or resource allocation. How-
ever, as the landscape evolves with the roll-out of the IoT, a notable gap ex-
ists in comprehending emerging network access technologies and the distinct
demands of novel applications. Additionally, there remains a degree of uncer-
tainty surrounding network behavior under varying load conditions, necessi-

tating in-depth investigation. This research is essential for the deployment of



cutting-edge networks to uphold high quality standards and remain scalable to

accommodate the anticipated surge in load caused by future applications.

Currently, an extensive analysis of application quality, particularly those gen-
erating a substantial portion of global Internet traffic, is commonplace. For
instance, widely investigated applications like video streaming employ var-
ious quality quantification methods. These methods carefully examine each
transmitted packet in both uplink and downlink directions, utilizing resource-
intensive Machine Learning (ML) solutions to predict playback quality (e.g. [44—
46]). However, with the increasing number of video stream viewers consuming
content at higher quality levels, the volume of data requiring analysis is growing.
Consequently, more resources are demanded to monitor and process data, ne-
cessitating high-powered hardware and resulting in escalated energy consump-
tion. Hence, a more resource-efficient and scalable approach is imperative, one
that reduces computational complexity while simultaneously addressing energy
consumption. Such an approach should be capable of accommodating a substan-
tial number of parallel streaming sessions generated by multimedia applications
consumed by individuals but also monitoring entities in the IoT context. How-
ever, the landscape in the rapidly expanding domain of IoT is much more diverse
and goes beyond the transmission of data in existing networks. There, many
networks are still in the planning phase and require a comprehensive grasp of
critical quality factors regarding novel application domains. Beyond the cur-
rent predominant focus on simple coverage in emerging IoT access network
technologies, there lies a fundamental need to thoroughly comprehend these
technologies. This understanding should encompass complex and sophisticated
details of network expansion, data transmission, resource and energy consump-
tion, and factors contributing to interference, message collisions, and data loss.
Such foundational knowledge is integral to ensure a robust, future-proof IoT

network plan and to effectively address application quality considerations.

The challenges posed by both total network traffic volume and the distribu-
tion of numerous devices are central to current and prospective network mon-

itoring and management efforts. With this in mind, we focus our attention on
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video streaming as a critical application area in our private life and in indus-
try that significantly contributes to the substantial data flow across the Internet
on a daily basis. In this context, we introduce a streamlined approach that ex-
clusively relies on uplink data. Our objective is to assess the primary causes of
quality degradation, which profoundly impact end users’ perceived experience.
This lightweight technique is especially effective to evaluate quality factors. Ad-
ditionally, we delve into the deployment process and operational aspects of an
LPWAN, thereby deriving insights into the key factors leading to network qual-
ity impairments within a prominent IoT access network solution. By a perfor-
mance analysis of a novel gateway placement method based on graph metrics,
we gain valuable insights for enhancing the most crucial factors that contribute
to optimal quality within a future-proof LPWAN. We also explore the current
channel access approach and develop an innovative time-scheduled mechanism
compliant with existing regulations. Finally, we perform a comprehensive per-
formance evaluation encompassing robustness against interference and cross-
traffic, energy consumption, and overall energy efficiency. Through these anal-
yses, we address a range of research questions, enhancing our understanding of

the intricate dynamics at play in network management and quality assurance.

« How can we efficiently predict significant factors that lead to qual-
ity degradation in video streaming while employing lightweight and

resource-friendly methodologies?

« How can we strategically devise an effective and future-proof gateway
placement strategy for an IoT access network technology, one that en-
hances overall quality within a LPWAN context?

« How can we formulate an innovative channel access methodology for an
IoT network technology that adheres to existing regulations while con-

currently enhancing quality?

« Can we establish a general method to quantify the energy consumption

and efficiency of data transmissions within an IoT access network?
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1.1 Scientific Contribution

The subsequent paragraphs outline the scientific contributions of each domain
covered within this thesis. A more detailed description of the identified research
questions, along with the major contributions, is summarized at the beginning of
each chapter. Note, each chapter concludes with a summary of lessons learned.
A general overview with selected topics addressed in the course of this thesis is
visualized in Figure 1.1. The y-axis categorizes the conducted research based on
the methodologies employed in measurement, modeling, and simulation, indi-
cated by the green, yellow, and red background colors, respectively. Along the
x-axis, the conducted research is categorized by general themes. Noteworthy
topics addressed within this thesis are illustrated as colored boxes. The respec-
tive references are depicted in bold font, accompanied by the corresponding
chapter numbers in the bottom right of each box. The discussion on streaming,
as explored in Chapter 2, is positioned towards the left, depicted by the red-
colored boxes. The topics belonging to the IoT sector, investigated in Chapter 3
and Chapter 4 respectively, are situated to the right. These are visually delin-
eated by the blue and the green boxes in Figure 1.1, respectively.

Streaming Monitoring and Processing Effort Assessment: To compre-
hend and quantify the network traffic involved in video streaming, an exhaus-
tive dataset is measured and concisely summarized in Chapter 2. Our primary
aim is to develop an exceptionally lightweight approach to monitor and process
streaming traffic and determine the quality during video playback. We achieve
this by comparing the total uplink traffic required to request video content with
the corresponding downlink, which contains the actual video. Therefore, we
undertake a thorough examination of the effort involved, considering scenarios
utilizing only the uplink, downlink, or the complete packet trace within a moni-
toring or processing framework and model this assessment by a queuing model.
To substantiate this modeling, we leverage our extensive dataset alongside a
specially generated streaming dataset. Through this approach, we establish the

applicability of our effort assessment beyond our dataset.
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Figure 1.1: Categorization of research work conducted by the author. Topics
and references highlighted in bold text are covered in this manuscript. The
chapter that covers the respective publications is annotated in the circles at the
bottom right of the respective topic box.

Streaming Quality Estimation: Subsequently, we aim at the development of
two streamlined real-time methodologies to predict KQIs within video stream-
ing. Our specific focus is on the anticipation of the initial video playback start,
playback quality changes, general playback quality, and video re-buffering. Re-
markably, both models exclusively leverage uplink data, utilizing a minimal

amount of the data typically employed for such predictive analyses. Our mod-
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eling approach, detailed in Section 2.4, supports real-time predictions and of-
fers the flexibility of accommodating expert insights or functions indepen-
dently with minimal resource overhead. Additionally, our random forest based
methodology, explained in Section 2.5, identifies quality degradation factors
with remarkable precision, employing merely up to ten features. Thus, these ap-
proaches can be effortlessly deployed on widely available and affordable hard-
ware, thereby serving as invaluable tools for providers to enhance their net-

works and improve Quality of Experience (QoE) when streaming video content.

Gateway Placement: In Chapter 3, we design a gateway placement mecha-
nism for an LPWAN, aiming to enhance the quality of the underlying network.
Our approach employs graph metrics as the foundation, facilitating the strate-
gic placement of gateways. This placement adheres to a target constraint on
coverage, allowing for optimization with respect to the minimal count of re-
quired gateways and collision probability. Leveraging a comprehensive large-
scale simulation study, we determine the essential factors influencing an optimal
placement. These insights guide the development of a comprehensive scenario
analysis, delivering invaluable understanding to LPWAN providers regarding
the formulation of a forward-looking future-proof network design. Addition-
ally, we investigate the impact of diverse sensor deployments on our gateway
placement. This effort contributes to a broad performance evaluation of our pro-
posed placement strategy. To overcome computational constraints, we adopt a
divide and conquer approach, segmenting the complete network into discrete
instances. This systematic strategy enables us to achieve valid placements for
comprehensive deployments. Consequently, our gateway placement approach
is equally applicable to both small-scale and large-scale LPWAN configurations,

thereby extending its utility to network providers across various contexts.

Network Access Planning: Chapter 4 extends our focus beyond gateway
placement. There, the goal is to improve data transmission in an LPWAN IoT

network. To this end, we introduce a novel approach designed to enhance chan-
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nel access within an LPWAN, mitigating interference from other concurrent
messages from the same or from another network. Through theoretical explo-
ration, we ascertain the maximum number of devices that can efficiently trans-
mit within such a network using our innovative approach. This investigation
spans a wide array of network configurations, and the findings are outlined in
Section 4.2. Consequently, this analysis provides network providers with essen-
tial insights to optimize channel access, depending on the projected number of
end devices. To validate the effectiveness of our approach, we subject it to a rig-
orous large-scale simulation study. This assessment includes performance eval-
uations in compliance with network-specific regulations studying the resilience

against interference from cross-traffic as we elaborate in Section 4.3.

Energy Consumption and Energy Efficiency Assessment: Finally, differ-
ent channel access approaches are investigated by means of the energy con-
sumption and the energy efficiency in Chapter 4. To this end, we introduce a
comprehensive methodology to quantify the energy requirements to transmit
data in an LPWAN with various channel access approaches (Section 4.4). The
methodology is validated, and the findings are tested in a comprehensive simu-
lation study for different ways to access channels and transmit data (Section 4.5).
The simulation results provide valuable information about the best suiting chan-
nel access methodology dependent on the load in the network, device capabil-
ities, and the expected energy efficiency to transmit data. This is key for the
deployment of future LPWAN:S, as little energy consumption and high energy

efficiency are unique selling arguments for these networks and their devices.
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1.2 Thesis Outline

The structure of this thesis, along with its key points, is concisely depicted in
the schematic overview presented in Figure 1.2. Positioned centrally within the
figure is the network itself, featuring both streaming and IoT end devices. These
distinct device types actively participate in generating or receiving data traffic
within the network, all while maintaining a connection to an application server.
Despite the divergent nature of these devices and their specific data traffic char-
acteristics — streaming end devices are anticipated to transmit a substantial vol-
ume of data, whereas network load from IoT devices stems from their sheer
abundance - both categories critically rely on optimal network quality. The lat-
eral arrows signify the points within this thesis where we extract data traffic or
relevant information. The chapter boxes on either side of the central depiction
mirror the color scheme introduced in Figure 1.1, corresponding to the respec-
tive chapters. Furthermore, the individual boxes within each chapter mirror the
research methodology adopted: green for measurement, yellow for modeling,
and red for simulation. The internal arrows within each box symbolize the se-

quential progression of topics addressed within each individual chapter.

The following Chapter 2 deals with the measurement, processing, and analy-
sis of video streams towards the identification and prediction of crucial quality
degradation factors. This exploration covers the application domain that signif-
icantly contributes to the overall traffic in today’s Internet. Our study under-
scores the viability of precise quality degradation factor prediction to improve

the perceived quality when streaming video, based solely on uplink traffic data.

As the other big contributor to today’s network load, we study a Low Power
Wide Area IoT network in Chapter 3. Here, our focus centers on gateway place-
ment decisions through an innovative graph-based approach. We comprehen-
sively analyze various facets, encompassing the required number of gateways,
projected collision probabilities within the network, algorithm runtime, and
the resultant placement quality. Our study reveals that optimal placements are

achievable when the maximum distance between sensors and gateways remains
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Figure 1.2: Organization and schematic overview of this thesis.

limited. This configuration allows individual sensors to transmit data to proxi-
mate gateways, thereby minimizing interference from other devices.

Finally, in Chapter 4, we analyze the access of available channels to transmit
data by devices in an LPWAN deployment. We investigate a fully time-scheduled
approach, wherein we ascertain the maximal number of sensors that can trans-
mit their messages while complying with network regulations. Moreover, we
conduct a comparative study of our time-scheduled channel access against lis-
ten before talk and the presently employed ALOHA-like random channel ac-
cess methodology. This comparison is thoroughly conducted by an extensive
large-scale simulation study, where we evaluate performance outcomes under
varied cross-traffic scenarios. Furthermore, our investigation extends to an en-
ergy consumption and an energy efficiency study for different LPWAN channel
access approaches. By a novel energy efficiency metric, we draw insightful con-
clusions concerning the most energy-efficient channel access approach across

diverse load situations within the studied LPWAN deployment context.
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2 Monitoring and Quality
Estimation of Streaming

Applications

A "Tsunami of Video” is one of the top five trends that will accelerate over the
next decade [47]. But video streaming is already responsible for about 65 % of
the global Internet traffic in the first half of 2022 [40], with Netflix and YouTube
being the most popular video apps for general traffic and YouTube for mobile
traffic [40]. For that reason, an important quality indicator for current and fu-
ture wired and mobile networks is their performance in providing videos with
best possible quality to their customers. And although mobile Internet connec-
tivity is steadily evolving [48], the available bandwidth can vary largely because
of, among others, moving end devices, different access network generations, ur-
banization, geography, user’s travel speed, or dead spots in mobile network cov-
erage [48]. From the perspective of an Internet Service Provider (ISP), however,
it is important to satisfy their customers with satisfactory network speed but
also to operate economically. This leads to an increasing relevance of an intelli-
gent and predictive service and network monitoring and management concept
to provide good network quality, meet user demands, and save resources.
However, make fast and intelligent management decisions in growing net-
works with an increasing traffic volume is a resource intense and complicated
task. One reason for this vast amount of new traffic is the steadily growing num-
ber of streamed videos in continuously increasing video resolutions. Since the

goal for an ISP is to cope with this development, guarantee high-quality net-
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2 Monitoring and Quality Estimation of Streaming Applications

works, and ensure a good service for all end-user applications, more efficient
network monitoring is required. Otherwise, the network quality for end-users is
impaired, leading to customer churn that is one major cause of revenue loss [49].
In the past, this so-called network layer Quality of Service (QoS) was estimated
by measuring in-network parameters like bandwidth, packet loss, or jitter, and
the expected application quality was calculated. However, details about the an-
alyzed application, the behavior of the application when these in-network pa-
rameter change, and the perceived quality by the end-user were often neglected.
Furthermore, application requirements and main influencing factors leading to

a worse quality are often not clear and beyond simple uncorrelated QoS.

To overcome this limitation, the concept of Quality of Experience (QoE) has
been introduced as “the degree of delight or annoyance of the user of an appli-
cation or service” [50]. Thus, network parameters are no longer the only mea-
sure for good application quality and in return, good networks. To quantify the
QoE, degradation factors for the perceived quality by the end-user have been
researched and outworked for different applications. These QoE degradation
factors impact video streaming negatively and are determined as initial video
playback delay, video playback quality, quality changes, and video re-buffering
events [51]. In the past, they were directly measured in the network (e.g. by [52]).
However, most network traffic is encrypted nowadays [53] and in-depth moni-
toring to determine crucial streaming related quality information directly from
the packet payload is no longer possible for an ISP. It is therefore necessary
to rely on alternative techniques to predict QoE degradation factors, using for

example packet header information or different traffic patterns only.

Though, the analysis of video streams at packet level is complex and does
not scale. Alternatives are required, given the enormous number of parallel
global streaming sessions and the associated massive data exchange in petabyte
scale [54]. One idea is to enable decentralized monitoring in the last mile towards
the customer. There are usually only limited resources available and lightweight
solutions without unmanageable processing overhead are required to use avail-

able resources in the most efficient way or save resources for other tasks. This
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requires a scalable in-network monitoring of selected data at decentralized en-
tities, serving as input for a proper QoE degradation factor prediction model.
For that reason, this chapter of the monograph studies whether the resource
demand by means of monitored data, data aggregation, and complexity of a
monitoring and management approach can be limited, while still successfully
predicting important QoE degradation factors for video streaming. These factors
are essential to derive the QoE, using QoE models. Therefore, a comprehensive
dataset of more than 1,500 h of total playtime is measured from the YouTube
mobile application as largest mobile traffic generator on the Internet [47]. All
measured data are aggregated to their uplink requests and used by a lightweight
uplink based model developed in this chapter to estimate drops in the video play-
back buffer. These drops are the first indicator leading to quality degradation
events influencing the QoE negatively. Furthermore, to predict all relevant QoE
degradation factors in a complete video session, an uplink data based Machine
Learning (ML) model is developed, tested towards different parameter combina-
tions, and evaluated in terms of prediction quality. With these approaches, the

following research questions are identified that are covered in this chapter.

RQ2.1: What is the possible monitoring and processing effort benefit if only
uplink data is considered to predict relevant QoE degradation factors in-

cluding initial delay, quality changes, playback quality, and stalling?

RQ2.2: Which relevant QoE degradation factors are predictable with a simple
uplink based model without relying on a ML solution, and what is the

performance compared to state-of-the-art literature?

RQ2.3: Is uplink data sufficient to predict the initial video playback delay, qual-
ity changes, playback quality, and video re-buffering events as main QoE
degradation factors with a lightweight ML model, and what are benefits,
drawbacks, and performance differences in comparison to other solutions
with and without ML?

13



2 Monitoring and Quality Estimation of Streaming Applications

In the following chapter, Section 2.1 provides fundamental background to
understand video streaming. Furthermore, the concepts of traffic patterns and
streaming phases emerging during video streaming are introduced and the main
QoE degradation factors are discussed. At the end of the section, related litera-
ture is summarized and compared to the approaches discussed in this chapter.
Afterwards, Section 2.3 presents a summary of the used dataset and answers
research question RQ2.1 by quantifying the monitoring and processing effort of
a full packet trace analysis scheme versus the uplink only based monitoring and
processing, as discussed in this chapter. Then, Section 2.4 describes and eval-
uates an uplink based model to predict QoE degradation factors without rely-
ing on ML approaches to answer research question RQ2.2. Afterwards, research
question RQ2.3 is answered in Section 2.5 by introducing and evaluating a ran-
dom forest based ML model to predict QoE degradation factors in a lightweight
manner on uplink data. Finally, Section 2.6 concludes this chapter and provides
a discussion of lessons learned regarding the scientific contribution. The main

contributions provided in the following chapter can be summarized as follows.

C2.1: A comparison of the required effort to monitor and process a video stream
in the network based on only uplink data or a full packet trace. There-
fore, the general amount of data is investigated and a Markov model is
presented to determine both the expected system response time and the
possible number of streaming flows that can be processed in parallel us-
ing uplink only or uplink and downlink traffic.

C2.2: A lightweight model that is able to predict video resolution changes and
stalling events in real time with only uplink traffic and without the re-
quirement of complex ML techniques. The system can learn important
parameters during runtime and works independently of the resolution of

the streamed content, the streaming platform, or any expert knowledge.

C2.3: A simple but comprehensive ML model to predict the main QoE degrada-
tion factors, initial delay, quality changes, playback quality, and stalling
with only uplink data as input. The benefit of this approach is the little
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2.1 Background

requirement of monitored data and as a result, less monitoring and pro-
cessing overhead. For that reason, more video sessions can be monitored
and processed in parallel, or the model can be distributed across multiple

edge nodes closer to the end-user.

The contributions have already been published in the past and are summa-

rized for this monograph based on the following scientific publications.

« Loh, F., Wamser, F., Moldovan, C., Zeidler, B., Tsilimantos, D., Valentin,
S., Hof}feld, T.: "Is the Uplink Enough? Estimating Video Stalls from En-
crypted Network Traffic", in IEEE/IFIP Network Operations and Manage-
ment Symposium (NOMS), 2020. [11]

» Loh, F,, Poignée, F., Wamser, F., Leidinger, F., Hof3feld, T.: "Uplink vs.
Downlink: Machine Learning-Based Quality Prediction for HTTP Adap-

tive Video Streaming", in Sensors, 2021. [4]

» Loh, F., Wamser, F., Poignée, Geifller, S., Hof3feld, T.: "YouTube Dataset on
Mobile Streaming for Internet Traffic Modeling and Streaming Analysis",
in Nature, Scientific Data, 2022. [5]

« Loh, F., Pimpinella, A., Geifiler, S., Hof3feld, T.: "Uplink-based Live Session
Model for Stalling Prediction in Video Streaming”, in IEEE/IFIP Network
Operations and Management Symposium (NOMS), 2023 [12].

2.1 Background

This section contains important definitions and essential background informa-
tion on video streaming. The process of streaming a video is described step by
step from content request to playback. At the end of this section, different fac-

tors influencing the overall streaming quality are introduced.
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2 Monitoring and Quality Estimation of Streaming Applications

2.1.1 Notion of Video Streaming

Video streaming is the process of simultaneously playing back and efficiently
downloading audio and video content from the streaming server. In the follow-

ing, this process is explained in detail and important terminology is given.

Adaptive Streaming

In the past, when a user requested a video on a streaming platform, it was down-
loaded completely in a single quality in the best effort manner. However, if the
average download rate between the client and a content server is insufficient
or deteriorates, this commitment to a single quality led to a long initial pre-
buffering phase or playback interruptions. In contrast, if the downlink rate in-
creased during the streaming session, the user received a worse average video
quality than it would have been possible. To compensate such network through-
put fluctuations and to enable the possibility of changing the played out video
quality during a video stream, an adaptation was introduced. The goal of this
adaptation is the selection of the playback quality, and more precisely the video
bitrate, towards the currently available network throughput. Thus, the goal of
this HTTP Adaptive Streaming (HAS) approach is to play out the best possible
video quality with minimized initial delay and without playback interruptions,
dependent on the currently available bandwidth and end-user’s player settings,
even if the underlying network conditions are changing. To enable this dynamic
quality adaptation, the complete video is split in independent segments on ap-
plication layer that can be requested individually and in different quality repre-

sentations. We refer to Seufert et al. [51] for further details.

Requesting and Download: As soon as a player requests a new video, an
initial Transport Layer Security (TLS) encrypted uplink request is sent to open
the connection to the streaming content server. For YouTube streaming, a con-
nection to Google servers, symbolized as Content Delivery Network (CDN) in

Figure 2.1, is required. There, audio content is usually available in one constant
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2.1 Background

bitrate, shown by AQ1 in Figure 2.1 and the blue color. In contrast, video content
can be available in different quality representation to enable quality changes. In
this example, three qualities are available: VQ1 is the worst quality with an av-
erage bitrate of 500kbit/s in red, VQ2 has medium quality with 1,000 kbit/s in
yellow and VQ3 has 2,000 kbit/s and is indicated by the green color. If the initial
request arrived successfully at the server, it replies with a Hypertext Transfer
Protocol (HTTP) response. Based on the content requesting and buffering strat-
egy, and the player settings, it is determined which quality is requested next.
Then, the browser uses the HTTP and opens or reuses existing Transmission
Control Protocol (TCP) or QUIC connections to request content. The requested
data is also TLS encrypted at the server and downloaded to the end-user’s de-
vice, as indicated in Figure 2.1. The network layer portion of the requested data
in the downlink is a video or audio chunk or chunk download, as we highlight in
Figure 2.1. Back to the client, there is no parallel download of chunks of the same
type and quality [11, 55]. Although video and audio chunks can be downloaded
in parallel [12, 55], or YouTube can download chunks of the same quality in

parallel in case of varying network conditions [56], to trigger a quality change.

Buffer: Each chunk arriving at the end-user’s device is added to the associ-
ated, either audio or video buffer. Therefore, it is split into its segments, the ap-
plication layer portion of the requested video data. Regarding Figure 2.1, video
chunk 1 contains two segments, V1 and V2 in medium quality. Both of them are
added to the video buffer, but played out one after the other. Audio segment A1
is added to the audio buffer. As soon as the video and the audio buffer contain
enough data, normally at least one complete segment each, the playback at the
user’s end-device can start. To analyze the buffer and the buffering behavior, the
video buffer, as main buffer [11] is taken into consideration in the following.

If the buffer contains sufficient data, it can compensate small bandwidth fluc-
tuations or a small variance in the video bitrate of the same quality by storing
several seconds of playback in advance. However, the dimensioning of a buffer is

no simple task. It is vital to avoid the buffer running empty after an initial filling,
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2.1 Background

leading to playback interruptions. But it is also not advisable to pre-buffer the
complete video to prevent unnecessary video data download if video playback is
aborted by users before the video is played out completely. Then, all remaining
video data in the buffer is discarded, and network resources are wasted. This sit-
uation is further analyzed in [57]. To this end, the appropriate buffer size must be
chosen according to three main aspects: First, the tolerable amount of data that
can be discarded when a user aborts defines the boundaries for the buffer so that
phases with reduced bandwidth or complete outages in the network connection
can be outlasted. Second, the buffer must be at least large enough to compensate
for a variation in the end-to-end network download rate if the playback quality
is not changed. Third, it must be at least large enough to compensate variations
in the video bitrate when data is taken from the buffer. Therefore, a general
assessment of a good buffer size is required, and provided in [58]. Besides the
general buffer dimensioning, also the filling process of the buffer is essential
to provide an end-user with a good quality streaming without interruptions. In
general, Sani et al. identifies three major ways to estimate and request the cor-
rect and required data to fill the buffer [59], a throughput based, a buffer based,
and a power based Adaptive Bitrate (ABR) selection. More details about the ABR
selection are available in [59]. For streaming with the YouTube mobile app, we
identified a form of buffer based ABR selection [13] with additional information
about the current bandwidth estimation. However, this bandwidth estimation is
not included in the available application information from the YouTube app any-
more, and is thus not considered in the following. In [13], we describe an initial
buffer filling after playback start in the best effort manner until a pre-defined
maximal buffer limit is reached. Then, the player constantly tries to keep the
buffer close to this limit. If the buffer level decreases because of any changes in
the network or the video bitrate, and the buffer drops below a specific thresh-
old, a lower quality is requested to adapt the video bitrate against the changing
available bandwidth. In this way, the player tries to prevent video playback in-

terruption during streaming by running the buffer completely empty.
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2 Monitoring and Quality Estimation of Streaming Applications

Traffic Patterns

In the past, when network traffic was mainly not encrypted, important infor-
mation about the current streaming session like the currently played out video
quality or buffer filling level could be easily extracted from the packet payload.
However, since nowadays most network traffic is encrypted in the Internet [53],
alternative ways are required to determine if enough data is downloaded and
buffered to avoid downwards quality changes or video re-buffering events. One
approach is to analyze the complete network traffic and look for patterns. A pat-
tern in video streaming traffic is a sequence of network packets corresponding
to the requested network chunks. Thus, different traffic patterns can be observed
when mapping the application level video behavior to network traffic. This is
possible since different sequences of network chunks are requested in different
playback situations, dependent on the buffer state, the available throughput, or
the amount of required data by the application. As a consequence, the appli-
cation state can be estimated from such traffic patterns. The understanding of
these patterns forms the basis to detect the current buffer level, the playback
quality, and thus, the overall player state. One possibility to determine a traffic
pattern is the analysis of the time between content requests. If this inter-request
time is larger than the number of video seconds requested with each chunk, the
buffer depletes. If the inter-request time is shorter, the buffer is filled up. Conse-
quently, it is possible to draw conclusions from the uplink traffic request pattern
to buffer changes. With regard to the overall application layer streaming behav-
ior, different streaming phases can be defined. Based on the traffic patterns in

these phases, the streaming behavior estimation process is done in this chapter.

Streaming Phase Definition

Streaming phases are states of the internal streaming process. At the user’s end,
only the effects and consequences of these phases on the streaming state are
noticeable. That manifests to the user as smooth streaming, quality changes,

or interruptions in video playback. An application view on possible buffer fill-
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Figure 2.2: Buffering and playback procedure during video streaming.

ing states of a video player to visualize streaming phases is given in the top
part of Figure 2.2. The y-axis shows the playback buffer level and the x-axis
the time ¢. The solid black line is the example playback buffer available for the
streaming player. In the past, first, two different phases were defined for video
streaming in [60]: An initial buffering phase and a periodic buffer refill phase.
In the initial buffering phase (1), visualized by the blue color in the figure, video
data is requested and delivered in a best effort manner until the target buffering
threshold, shown by the dashed red line, is reached. Then, the player switches to
the periodic buffer refill phase (2), marked in green. This phase corresponds to
the normal streaming behavior, where a similar amount of data is downloaded
as extracted from the buffer for playback. The goal here is to keep the buffer
slightly above a target threshold. However, this definition only covers a stream-
ing without any buffer depletion through, for example, bandwidth degradation.
The authors of [61] overcome this limitation with the definition of three phases.
The initial buffering is called buffer filling and the periodic buffer refill is the
steady-state phase. Additionally, a buffer depletion phase (3) is defined, where
the buffer level decreases, for example after a bandwidth drop, shown by the
yellow color in Figure 2.2. Lastly, we introduce a stalling phase (4) in [4]. The
video playback is interrupted in this phase, shown by the red color. Further-
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2 Monitoring and Quality Estimation of Streaming Applications

more, after any depletion and stalling phase, additional buffer filling phases can
occur, as shown in the figure. To analyze the quality, and in particular the QoE
of a video stream, the goal is to detect patterns in the uplink traffic during differ-
ent streaming phases. These patterns are then used to draw conclusions on the

video player’s playback behavior or to estimate impairments during playback.

2.1.2 Influencing Factors on Quality of Service and
Quality of Experience

The QoS and the QoE in video streaming can not be directly measured or de-
rived from a single parameter. For that reason, we introduce influencing factors
in the following. These influencing factors can be measured or predicted and
help to determine the QoS or the QoE during streaming, respectively. However,
for the QoE, we name them degradation factors as they impact the QoE nega-
tively. A classification of both QoS influencing, and QoE degradation factors is
given in Figure 2.3. Note, the QoE perceived by an end-user is, in addition to the
degradation factors presented in this thesis, also influenced by the subjective
opinion of the user, environmental, or other context factors. This influence is
represented by the dashed boxes in the figure, as an in-depth analysis is not the

focus of this work. We refer to literature for further details [50].

Quality of Service Influencing Factors

When a YouTube video is streamed by the end-user’s YouTube app, data is re-
quested from a YouTube CDN and video data is downloaded to the user’s end
device, as visualized in the bottom part of Figure 2.3. These data, exchanged be-
tween the end device and a server, can be monitored directly in the network and
used to derive QoS influencing factors. These factors include, among others, the
end-to-end delay, the jitter, the throughput, the number of transmitted packets,
the inter-packet time, or the inter-request time. Such influencing factors can be
used to calculate the QoS. However, no information about the user and the user’s

perceived quality is available relying on QoS only.
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Figure 2.3: Classification of QoE degradation factors in QoS and QoE context.

Quality of Experience Degradation Factors

For that reason, the goal in this thesis is to determine factors that impact the QoE
negatively. According to [51], these QoE degradation factors include the ini-
tial playback delay, the playback quality, playback quality changes, and stalling.
These QoE degradation factors can be directly determined from the applica-
tion of the end-user’s device. However, from a network operator’s or network
provider’s point of view, this information is not directly available. For them, it
is only possible to predict these QoE degradation factors out of network data or
out of QoS influencing factors. Nevertheless, it is essential to determine these
QoE degradation factors, as we use them as input for video QoE models to de-
rive the QoE perceived by the end-user when streaming a video. A comparison
of different video QoE models using a crowdsourced data set is presented by

Seufert et al. [62]. For that reason, a sole investigation of the buffer filling level,
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2 Monitoring and Quality Estimation of Streaming Applications

shown in the top part of Figure 2.2, is not sufficient from the application’s point
of view. It is also essential to investigate the general playback behavior leading
to QoE degradation factors, as shown in the bottom part of the figure. Therefore,

we describe each individual QoE degradation factor in the following.

Initial Delay: Video playback does not start immediately after the initial data
download but when a specific amount of seconds is available in the buffer, as
shown in the bottom part of Figure 2.2. This initial time is called initial delay
and describes the waiting time between the first video request and the video
playback start. According to [14], the initial delay can be divided into two parts,
the time to load the streaming application’s page and the time delay between the
initial video request and the playback start. The initial page load time is not only
influenced by the currently available network conditions, the server behavior,
and the requested playback quality, but also by, among others, the end device
type, quality, and memory usage. Thus, the delay from initial video request to

playback start is only investigated as initial delay in this chapter.

Streaming Quality and Quality Changes: Next, the currently played out
quality and the number and frequency of quality changes during streaming in-
fluences the QoE of an end-user. Since, in HAS, the goal is to adapt the playback
bitrate to the currently available bandwidth, frequent quality changes are pos-
sible, especially if the bandwidth variability is high. Thus, the trade-off is to
minimize the number of quality changes and maximize the average playback
quality to achieve the maximal possible average video bitrate. For that reason,
mechanisms like quality change thresholds, as shown by the lower dashed red
line in Figure 2.2 are implemented in most streaming players. Additional adap-
tation algorithms define rules to trigger quality changes. We refer to Seufert et
al. [51] and Sani et al. [59] for further details.
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Stalling: The interruption of the video playback is the last degradation fac-
tor on the QoE, which is discussed in this chapter. These so-called video re-
buffering or stalling events have the highest negative influence on the overall
QoE [51]. Frequent stalling events have a more severe impact on the QoE than
fewer but longer stalling [63]. Thus, detailed QoE quantification or estimation
in video streaming is mainly based on the possibility to detect or estimate such
stalling events. However, according to Figure 2.2, stalling can be directly derived
from the streaming phase definition. Thus, stalling can be detected if the stalling

phase is detectable when streaming a video.

2.2 Related Work

Service quality measurement, flow identification, and application behavior esti-
mation is essential in modern network management to draw correct conclusions
on network performance and applications working correctly. However, raw per-
formance measures like bandwidth or end-to-end latency leading to high QoS
are not the only focus anymore. The ability to analyze network traffic and de-
tect issues that might impair user experience is important for many applications
and can directly lead to user satisfaction with the analyzed service. For video
streaming, this is done in an early comprehensive survey by Seufert et al. [51],
studying degradation factors for QoE. Besides knowing these factors, another
important goal is to measure all relevant information to determine streaming
quality. One of the first works tackling streaming measurements, calculating the
application QoS, and estimating the QoE based on a Mean Opinion Score (MOS)
scale was published in 2011 by Mok et al. [52]. In the same year, Hof3feld et al.
postulates a square relationship between the MOS and the standard deviation of
opinion scores [64]. The authors show that the MOS is not enough in extreme
situations. However, with the widespread adoption of traffic encryption on the
Internet, also used for streaming video, quality estimation approaches became
more complex. Simple Deep Packet Inspection (DPI) based techniques, where

streaming relevant information like the buffer filling status is directly read from
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the packet payload became largely obsolete. Nowadays, several challenges must

be resolved for an in-depth quality estimation in video streaming.

In-network measurements for streaming platforms are conducted for, among
others, YouTube [5, 13, 65], Netflix and Hulu [66], and Twitch.tv [12, 67]. They
are a basis for video streaming analysis but contain not only streaming traffic.
For that reason, relevant flows must be detected and separated from cross-traffic.
In literature, this is already done using for example classification models [61,
68-70] or ML [67, 71-74]. Other works also separate audio and video flows by
examining the request size or the size of the data volume downloaded by the
client, respectively [55, 67]. This procedure can help to understand the streaming

behavior better, adding complexity and potential errors if data are misclassified.

When the correct video flow is determined, the approach to estimate QoE
degradation factors is defined. In modern streaming, two approach types are
well adapted: (1) session reconstruction and (2) the use of ML models. An
overview of selected, especially relevant, related work with regard to QoE esti-
mation in video streaming is summarized in Table 2.1. The main characteristics
which differentiate approaches, as reflected in the table, are six: real time ap-
plicability, the target platform, the approach itself, the prediction goal, the data
focus, and the target granularity from a time window (window) based approach
to a complete session investigation. If QoE is listed as prediction goal, all major
QoE degradation factors, namely initial delay, playback resolution, resolution
changes, and stalling are investigated. Furthermore, session models can either
reconstruct a complete video streaming session or only parts of the streaming
session, as we do in this work, by analyzing only phases in more detail, where
we assume a quality degradation.

Session modeling approaches show that it is possible to predict all relevant
QoE degradation factors. Whereas in [11], only stalling is predicted with a ses-
sion model on a few different videos. Mangla et al. show its utility for mod-
eling other QoE degradation factors and compare the performance to ML ap-
proaches [80]. In particular, the task of stalling estimation is tackled by Schatz
et al. [81] and Dimopoulos et al. [82] by packet trace inspection of HTTP logs.
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2 Monitoring and Quality Estimation of Streaming Applications

In recent years, several ML approaches have been published to estimate QoE
degradation factors in video streaming, e.g. [83, 84]. Overall, real time capable
approaches with focus on analyzing all network packets in a YouTube stream
are available by, among others, Mazhar [75], Wassermann [44], and Orsolic [76],
summarized in Table 2.1. For all works, an in-depth analysis of network data is
done and more than 100 features are extracted each. While Mazhar uses the
YouTube desktop version in the study, the mobile version is also considered by
Wassermann. Wassermann shows that a stalling prediction of up to 1 s granular-
ity is possible with a time-window approach, with accuracies of more than 95 %
and recall values of 65 % for their bagging approach, and 55 % for the random
forest approach. The precision is 87 % and 88 %, respectively. Without real time
capability, Dimopoulos et al. study QoE degradation factors streaming YouTube
with up to 70 features [78] and Bronzino et al. train an initial delay and resolu-
tion prediction model for Amazon, Twitch.tv, and YouTube streaming [77]. The

authors calculate information like throughput, packet count, or byte count.

Considering live-streaming, Jimenez investigates the YouTube live-streaming
behavior on full packet trace information [85]. Recently, the usage of a random
forest model trained for on-demand streaming has been tested on Twitch.tv live-
streaming data to determine whether new QoE degradation factor estimation
models are required or known models from on-demand streaming can be re-
used [15]. The presented model adapts well for stalling and playback resolution
but achieves bad results for quality changes. In addition, Madanapalli et al. ex-
amined on-demand streaming with YouTube and live-streaming with Twitch.tv
based on a large-scale dataset of about 23,000 video streams measured in syn-
thetic network conditions [67]. The authors developed a Long Short Term Mem-
ory (LSTM) model to distinguish live from on-demand streams and a random
forest model to predict resolution changes. Furthermore, they use a statistical
model to estimate re-buffering events. The authors use different uplink request
based features as input. Similarly, Gutterman et al. selected a video chunk-based
approach for YouTube on demand streaming with four states: increasing buffer,

decreasing buffer, stalling, and steady buffer in [55]. The approach is similar to
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the ML approach of this chapter, while the data resolution on application layer is
higher in the approach from Gutterman. In Gutterman’s dataset, the phases with
dropping buffer are even more underrepresented. Furthermore, Gutterman uses
sliding windows up to a size of 20 requests, including historic information of up
to 200 s. This leads to challenges for short videos that are very typical stream-
ing YouTube videos. Overall, similar results are achieved with the ML model.
However, in the buffer decay phase (depletion in this monograph), the results in
this thesis outperform Gutterman by more than 6 % in the precision score and
50 % in the recall score. This is in particular important, since the depletion phase
is the first indicator for network quality impairment and thus, quality changes
or stalling and the recall score indicates the probability to detect these impair-
ments. Most related ML approaches use at least one tree-based model. This pop-
ularity is a result of multiple factors, including ease of development and lower
computational resource demand. Moreover, the tree-based algorithms, e.g., ran-
dom forest, perform on a similar level or better than others [44, 55, 77], when
multiple algorithms are compared within one work. Gutterman [55] investigates
the performance of a Neural Network (NN), with similar results as a tree-based
approach. Shen [45] uses a Convolutional Neural Network (CNN) to infer initial
delay, video resolution, and stalling. Their real-time approach uses video data
from YouTube and Bilibili and windows of 10 s length for prediction. Among the
tested ML algorithms, the CNN achieves the best results. The potential of deep
learning to predict QoE degradation factors is emphasized further in the work
of Lopez [79] by combining CNN and Recurrent Neural Network (RNN).

In contrast to related work, this chapter of this thesis covers both a simple
request-based session modeling approach and a random forest based ML ap-
proach. The benefit of the session model is its simplicity without the require-
ment of any complex ML pipelines. For stalling and quality change estimation,
it achieves similar accuracies as related work. In addition, with recall values for
stalling detection of up to 95 %, it clearly outperforms related, often much more
complex, mechanisms from literature. The model uses only uplink data as input,

reducing complexity and resource demand for both monitoring and the predic-

29



2 Monitoring and Quality Estimation of Streaming Applications

tion itself. This reduced complexity without ML model training increases the
first reaction time to a change of the video player’s behavior and allows a timely
and simple adoption to modified circumstances. The drawback of the simplicity
is no possibility to quantify the initial delay or the playback quality. This lim-
itation is overcome in an additional uplink only based ML approach presented
afterwards in this chapter. The random forest model achieves macro average
recall values of more than 80 % for stalling estimation and a comparable preci-
sion. In addition, other QoE degradation factors like initial delay and playback
resolution can be estimated with high accuracy. Thus, in contrast to full packet
trace analysis from related work, where thousands of encrypted packets must
be considered in the network, on average only one single packet every 5s-10s
are used as input for the model, depending on the video chunk size and indepen-
dently of the played resolution. Thus, the amount of data to be monitored and
processed can be reduced massively while keeping the prediction performance

at a comparable level or even outperform related literature.

2.3 Dataset Summary and Monitoring Effort

Assessment

This statement about reduced complexity and monitoring effort using only up-
link data to predict QoE degradation factors is discussed in detail in the fol-
lowing. Therefore, a brief summary about the conducted dataset used in this
chapter of this thesis is introduced first. A description of the streaming mea-
surement procedure is presented in Appendix A.1 and the data post-processing
of the measured data is available in Appendix A.2. After details about the dataset,
this section targets preliminary considerations on the monitoring and process-
ing effort of the presented uplink based QoE degradation factor prediction in
contrast to using a full packet trace. Therefore, we model the monitoring and
processing effort for our dataset and a general dataset. To emulate a general

dataset, we artificially generate video content with models from literature.
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2.3.1 YouTube Streaming Dataset Overview

The final measured dataset after post-processing covers 13,759 valid video runs
and more than 65 days of total playback time. This sums up to more than 1.1M
uplink requests. Parts of the dataset with different purposes are already pub-
lished for the research community [4, 5, 13, 14]. In total, 7,407 videos, or 53.83 %,
have at least one quality change summing up to 21,917 quality changes and
28,773 requests labeled as quality change. This difference is a result of parallel
audio and video flows or of different qualities requested in parallel in advance of
a quality change. In these cases, multiple requests are labeled as the same qual-
ity change. Note, in the following paragraphs, the terms resolution change and
quality change are used interchangeably. In total, nearly 700,000 requests are
in the filling phase, about 350,000 in the steady phase, and more than 100,000
in the depletion phase. Furthermore, 2,936 videos or 21.33 % have at least one
stalling event, accounting for a total of 5,934 stalling instances and 20,070 re-
quests labeled as stalling. This sums up to more than 32 h of total stalling time.
In about 50 % of the stalling videos, one stalling event is detected, and a sec-
ond event is detected in another 25 % of the runs. Only in less than 3 % of all
stalling videos are more than 5 stalling events measured. Furthermore, in 40 %
of all videos where stalling is detected, two or more different qualities are played
out when stalling occurred. This means that, although the quality is adapted to
the currently available bandwidth, a stalling event occurred. The stalling du-
ration varies from less than one second to 117 s for all videos in the dataset.
Short stalling of less than 5s occurs in 20 % of all stalling cases. The median
of the stalling duration is 10.5s and the mean is 19.87 s. Since stalling predic-
tion with historic information at the beginning of a video is not possible, and to
avoid conflicts with the initial playback delay, stalling within the first 5 s of video
playback time is not considered. In total, the dataset contains videos streamed
with TCP and QUIC. Among all runs, 22.9% are streamed with TCP, and the
remainder with QUIC. Since no video specific information like video ID or res-
olution is available from encrypted network traffic, this is not studied in this

work. Furthermore, the available downlink bandwidth to stream the videos is
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not analyzed, since it is not directly detectable from the traffic trace. Note that
there is no explicit analysis of the amount of totally downloaded and uploaded
bytes for specific QoE degradation factors, since this is not the main focus of
the approaches in this chapter, and it is highly dependent on the video resolu-
tion. The focus in this chapter is on measurable network data having an impact
on the estimation result for the main QoE degradation factors initial delay, play-
back quality, quality changes, and stalling. Further details about these main QoE

degradation factors and the streaming phase are summarized in Appendix A.3.

2.3.2 Artificially Generated Streaming Dataset

As a next step, the goal is to identify whether our dataset can be used exemplary
for general video streaming, reflecting the required monitoring and processing
effort to determine major QoE degradation factors. Therefore, we aim to gen-
erate an additional dataset of random videos and ’stream’ them in a streaming
simulation. In this way, it is examined how much data is transmitted in the net-
work during video streaming of arbitrary videos and how much data needs to

be monitored and processed to quantify the main QoE degradation factors.

Data Generation: The traffic models for H264/MPEG-like encoded variable
bitrate video in literature can be broadly categorized into (1) data-rate models
and (2) frame-size models [86]. While frame size models focus on generating
single frames for different video content in order to gain the ability to create
arbitrary, yet realistic videos [87, 88], we use data rate models, as they generate
only the data arrival rate [86]. For that reason, they are sufficient to quantify
the occurring load in the network when streaming a video, and thus, also the
required monitoring and processing effort.

Therefore, we generate 9,518 random artificial videos with a duration of
5min-15min in different qualities according to models from literature [86-
88]. This results in a variable bitrate per second video content for each quality.

Quality, bitrate, and general video size information of the videos is summarized
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Table 2.2: General information about the artificially generated videos.

Quality Bitrate [kbps] Size [MB]

min/@/max Q10/Q90 min/@/max
144p 32/114/637 70.2/167.6 2/8/20
244p 175/256/749 212.3/310.1 7/19/33
360p 489/570/1,092 526.5/624.2 19/41/69
480p 974/1,057/1,546 1,013.5/1,111.1 38/79/124
720p 2,091/2,172/2,661 2,128.9/2,225.2 79/160/249
1080p 4,575/4,657/5,183 4,613.3/4,710.2 173/338/529

in Table 2.2. With these generated videos, we aim at analyzing a very general
streaming session. The created videos are then streamed and mapped to requests
at network layer in order to determine the amount of data while streaming. An
adaption of three quality switches is applied with a duration of one third of the
total video length. Further details about the video generation and the stream-
ing simulation together with the scripts are available in [4]. Finally, this can be
used to calculate how many bytes must be streamed, processed, or monitored if
(1) the entire video has to be considered or (2) only uplink or downlink traffic is
required for streaming monitoring or streamed data processing. Note that this
is meant to be a pre-study with focus on arbitrary video content. The aim is to
show how much data and effort is required when only partial data, like only
uplink requests, is used for QoE degradation factor prediction in comparison to
a full packet trace with uplink and downlink data. This is especially important
in terms of predicting video streaming parameters in communication networks
on a large, distributed scale. An efficient, low effort, approach is usually pre-
ferred here, which can be adopted on the last mile close to customers, where

little compute power is available.
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Figure 2.4: Uplink and downlink streaming data to be processed for
monitoring or prediction.

Required Data for Monitoring and Processing: To quantify the expected
monitoring or processing effort to stream our generated videos, we analyze the
monitoring of only uplink, only downlink, or both, uplink and downlink traffic.
The result is shown in Figure 2.4 as Cumulative Distribution Function (CDF)
with the required data to be processed on the x-axis. The individual lines reflect
the effort required to consider uplink traffic, downlink traffic, and the entire cor-
responding traffic. Overall, the 50 % quantile of the data to be processed results
in a traffic reduction of around 86 % if only the uplink has to be considered com-
pared to uplink and downlink traffic. This shows the improvement potential of

approaches that only require uplink data for monitoring and prediction.

2.3.3 Considerations on Monitoring and Processing Effort

To further compare a full packet trace and an uplink only based approach for
QoE degradation factor prediction, a simple queuing model is set up, studying
the load of a monitoring, processing, or prediction entity if only uplink traffic is

used compared to a full packet trace consisting of uplink and downlink traffic.
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Markov Model

During traffic flow monitoring, all packets of a video stream arrive at the mon-
itoring instance, are potentially buffered and need to wait until the monitoring
entity is free. Then, they are subsequently processed in first in first out (FIFO)
order. This is described by a Markov model with a packet arrival process with
inter-arrival time A, an unlimited queue for arriving packets, and a processing
unit with service time B. The arrival process can be described by a Poisson pro-
cess with rate A when a sufficient number of flows are monitored in parallel [89].
The processing unit B processes the packets in the system with rate p. For a sta-
ble system, A < p is given which means the arrival rate must not exceed the
processing rate to not overload the system. Furthermore, for real-time monitor-
ing or to satisfy specific network management Service Level Agreements (SLA),
a target average processing time F[B] to process a single packet by the mon-
itoring entity is studied. For reasons of simplicity and since the model is only
used as an illustration, we assume an exponential processing time distribution.
Thus, the monitoring entity is modeled as an M /M /1 — oo system. Note, we
could also extend the system to M /G /1 — oo or more advanced models. How-
ever, to analyze the processing effort, the M /M /1 — oo model is sufficient to
illustrate and quantify the gain of our uplink only approach that is a magnitude

better than a full packet trace solution.

Results: To determine the monitoring and processing effort of an approach
based on uplink requests to predict QoE degradation factors, and compare it to
a full packet trace approach, two different questions are answered: (1) What is
the average response time E[T] of the system, monitoring or processing video
streaming data to predict QoE degradation factors, dependent on the expected
processing time E[B] of single packets?; and (2) how many video streams, or
streaming flows, can be monitored in parallel considering a full packet trace or
considering only uplink data, without exceeding a target response time ¢ of the
system with a probability g? Both questions are answered, based on the arrival

rates for uplink traffic (Ayigen = 0.32/5s) and the complete packet trace contain-
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ing uplink and downlink traffic (Aangen = 108.22/5) achieved by streaming our
generated videos from above. Furthermore, the uplink traffic rate (A, = 0.22/s)
and the complete uplink and downlink traffic rate (Aan = 79.65/s) of the mea-

sured dataset described in Appendix A are used.

To answer the first question, Little’s Law [90] is used to receive the average
response time by E[X] = A - E[T], with E[X] = £ as long-term average
number of customers in a stationary M /M /1 — oo system, p = % as utilization
of the processing unit, and E[X] as mean number of customers in the system.
With Little’s Law [90], E[T] is received as E[T] = %BJ with E[B] = i as
average response time of the system. As processing time E[B], a value range
between 1 s and 1s is studied in Figure 2.5 on the x-axis. The y-axis shows the
resulting response time E[T] of the system. The yellow line shows the result
when monitoring uplink and downlink data, considering the generated videos.
The orange line is the result considering the full packet trace of the measured
dataset. The results are shown in brown when monitoring only uplink traffic
for the generated videos, and in black for the measured dataset. It is evident
that the average response time of the system is similar for both traffic types
up to a packet processing time of 10 ms. For slower systems, the processing
entity of the monitoring system is not able to analyze all packets of the stream
anymore. Thus, the response time increases drastically, and the system is in
an overload condition. When the uplink data is monitored only, the system can
process all data up to a processing time of more than 1 s per packet. Thus, slower

and cheaper hardware could be used.

To answer the second question of how many streaming flows can be sup-
ported in parallel, we consider a target response time ¢ and a desired prob-
ability g of packets that must be analyzed faster than ¢ to guarantee specific
SLA. The system is analyzed for the packet arrival rates Aygen = 0.32/s and
Aul = 0.22/s for only uplink traffic of the generated videos and the measured
dataset respectively, and for Aaiigen = 108.22/s and Aan = 79.65/s for the full
packet trace of the generated videos and the measured dataset respectively. The

distribution function for the response time is F'(t) = 1 — e~ =Y for t > 0.
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Solving this, the supported positive arrival rate A is dependent on the target
probability g according to 0 < A < M.

To compare the expected behavior of a monitoring system when monitoring
the full packet trace or only uplink data, we assume our monitoring system is
capable of processing 1 Gbps. We assume that all arriving packets always fill the
maximal transmission unit on the Internet of 1,500 B. This means our example
monitoring system can process up to 83,333.33 packets per second. The target
probability g is set to 90 % and 99.9 %, respectively. Figure 2.6 shows the number
of flows that can be supported in parallel by our monitoring entity when only
uplink traffic (brown and black line) or all uplink and downlink packets (orange
and yellow line) are monitored based on a target response time ¢ in milliseconds.
Note that the analysis of a system with other capabilities works analogously
and the main outcome of this investigation is to showcase the potential perfor-
mance difference between a full packet trace and an uplink based monitoring
approach. The figure shows that focusing on only uplink traffic monitoring al-
lows 100 to 1,000 times more flows compared to a full packet trace monitoring
using our example processing unit. Furthermore, we see a similar behavior for
our measured dataset and the artificially generated random videos with mod-
els from literature. Moreover, since there is an active trend towards increasing

data rates with higher resolutions and qualities, uplink-based monitoring is a
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valuable methodology to deal with current and future video streams while sav-
ing hardware cost or distribute monitoring entities. However, given the varying
degrees of complexity and required data that need to be monitored, there is a
trade-off between prediction accuracy and computational effort when only up-
link data or a full packet trace must be used. Thus, it is to be determined whether
simple, lightweight, and resource friendly approaches, using only uplink data

achieve reasonable results in predicting major QoE degradation factors.

However, based on these considerations, we can answer our first research
question RQ2.1 as follows: When we consider only uplink streaming data in com-
parison to a full packet trace to predict QoE degradation factors, we can reduce the
monitored or processed data by around 86 %. Thus, we could use less powerful hard-
ware to monitor or process video streaming sessions in the network or increase the
possible number of streaming flows processed in parallel with the same hardware
by a factor of 100 to 1,000.

2.4 Quality of Experience Degradation Factor
Estimation Model

Streaming a video is a continuous download and playback of video data. As
soon as the buffer is filled to a target buffer level, as visualized in Figure 2.2, the
same video time is played out as downloaded and the buffer fluctuates around
a constant filling level. Thus, if the downlink throughput and the playback time
downloaded by one chunk does not change, we assume a regular requesting and
data downloading pattern, as long as the buffer does not deplete. We use this as-
sumption in the following for a simple uplink based model detecting outliers
during the streaming chunk requesting process to estimate QoE degradation
factors. Therefore, we define different detection mechanisms and conduct a nu-

merical evaluation for all mechanisms at the end of this section.
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2.4.1 Methodology

The raw YouTube streaming dataset described in Section 2.3.1 serves well for an
in-depth streaming study or issue prediction with ML techniques. However, to
adapt the data to the scopes of an uplink based modeling approach, additional

cleaning and processing steps are required.

Data Removal and Re-Labeling: The model in this chapter works with a
sliding window of up to 10 requests. Thus, in addition all those measurement
runs capturing less than 20 requests are excluded from the analysis. This leaves
12,253 valid video runs and nearly 1 M uplink requests from the dataset. In the
comprehensive dataset, also very short buffer drops are labeled as buffer de-
pletion events. However, from application data perspective, very short buffer
depletion events, where the buffer is nearly full or is again filled immediately,
are not important for issue detection or prediction.

Therefore, three cases where the buffer depletion phase is re-labeled are rec-
ognized: (1) If the buffer is filled for more than 100 s and there is no buffer health
drop between request start and the next request, the request is marked with
steady; (2) if more than 100 s of playback is available in the buffer, and the next
request after a depletion request is again a filling or steady request, the phase is
set to steady; (3) since a full video buffer is achieved with more than 120 s of play-
back time in YouTube mobile streaming [11], all requests with more than 120 s
buffered playback time are marked as steady. This is consistent since the goal
is not to detect small buffer drops of several seconds that are immediately filled
again afterwards with this model, but rather to detect real playback issues that
might lead to quality changes or stalling. After re-labeling, 46.01 % requests are
associated to the filling phase, 49.75 % to the steady phase, 2.27 % to the deple-
tion phase, and 1.97 % to a video stalling event. This sums up to 22,009 requests
labeled as depletion phase and 19,112 requests labeled as stalling.
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2.4.2 Quality of Experience Degradation Factor

Estimation

In a running stream, beyond the initial delay, stalling and playback quality
degradation are the most important QoE degradation factors [51]. The goal of
this section is to detect stalling or buffering issues that lead to downwards qual-

ity changes by only uplink request data in a very lightweight manner.

Stalling Estimation Approach Idea

A video streaming session is characterized by a continuous download and play-
back of downloaded video data. If playback is slower than the download, the
buffer level increases, whereas it decreases vice-versa. If we assume that the
server delivers  seconds of video playback time as reply to each uplink request,
then, the client buffer keeps at an almost constant filling status if the client is-
sues one request per x seconds and the video playback is not paused. Should
the inter-request time become smaller, the buffer increases in length and vice-
versa, as already described in literature [11]. Thus, smaller inter-request times
in the buffer filling phase and larger inter-request times in the steady phase are
assumed. The largest intervals occur during the buffer depletion and stalling
phases. To study these aspects, the CDF of the inter-request times in seconds
observed during the four defined streaming phases for each video in the dataset
is plotted in Figure 2.7. As one can see, 15 % of the inter-request times are simi-
lar and close to 0 s, regardless of the streaming phase. The smallest inter-request
times are detected during the buffer filling phases, represented by the black line,
with 80 % of all inter-request intervals being shorter than 5s and nearly none
of them larger than 10s. Larger inter-request times are observed during deple-
tion (orange line) and stalling (yellow line) phases, when 60 % and 50 % of them
are larger than 10 s, respectively. Interestingly, a clear regular pattern of similar
inter-request times during the steady phase (brown line) is not observed, where
rather a nearly linear increase is visible from 0 s to 10 s. This is due to a parallel

requesting process of audio and video content, as described in [11, 55]. To cap-
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ture this aspect, a simple video and audio flow separation algorithm is designed
in the following. The main challenge here is that audio and video is sometimes
transmitted in different flows and sometimes multiplexed to a single one. Differ-
ently from literature, where information in the downlink direction of the traffic,
such as the amount of downloaded data or the number of downloaded packets
after each request is used for separation, the focus is on uplink data only which

makes the approach much more lightweight.

Flow Separation

The audio and video flow separation is based on two characteristics detected in
the data. First, some streams use different ports for consecutive packets. Second,
different sizes of the uplink request packets in bytes are observed for the two
types of content. Interestingly, both characteristics are directly observable from
uplink data. Note, no downlink following the uplink requests is considered here,
only the single uplink packets and their packet sizes. Furthermore, it is assumed
that an alternating pattern of uplink requests to video and audio content is sent
to the server, similar to [11]. With this in mind, a simple, live, and uplink-request

based only approach to separate audio and video flows is presented.
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Separation Approach: The combination of network port number and uplink
request packet size information is used to separate audio and video flows. Pre-
tests show that poor separation accuracy is achieved when a port number only
based approach is used. Regarding uplink packet size, two characteristics are vis-
ible in the data. First, alternating requests show different request sizes in a large
percentage of the measured data. In other words, even order requests are as large
as « while odd order request size equals = + k, as already presented in [55]. This
is reasonable, as generally, additional information about the requested quality
is sent to the server when video content is requested by the client, while au-
dio content is usually available in a single constant bitrate. However, it can be
shown that a separation process only based on uplink request sizes does not
generalize to all videos [67]. This is because uplink request sizes increase from
playback start to playback end. In other words, as playback time increases, the
size of even and odd order requests increases to  + € and = + k + ¢, respec-
tively. Again, it is assumed that later in the video, additional information like

the segment number is included in the client request.

Based on this observation, Algorithm 1 is used to separate audio and video
flows. For a given video session, the algorithm takes the set R of uplink requests
R(tirt, s, p) as input, where a request R is structured as a 3-tuple of inter-request
times tir¢, request packet size in Bytes s, and port number p. A sliding win-
dow approach is then implemented to separate streaming traffic into two flows,
where the window size is chosen according to results of pre-test evaluations and
fixed to r = 10 requests (second line of input in Algorithm 1). According to this
approach, the algorithm determines whether the ten requests in the window
have different request sizes first (line 1). If this is the case, and an even split is
possible, i.e., a split of the ten requests with ratios of either 5- 5 or 4 - 6 requests,
the algorithm splits the requests accordingly. We applied this ’even’ split as we
assume a similar number of audio and video requests per video streaming ses-
sion and both content types being downloaded in a continuous manner to keep
the respective buffer sufficiently filled. Conversely, if more than 60 % of all re-

quests in the window are same sized, an even split is not possible. In such a case,
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Algorithm 1 Flow separation algorithm

Input: All uplink requests R(ti¢, S, p)
Sliding window with r = 10 requests
1: if even split with R.s then
2. label all requests R with larger R.s as video and smaller R.s as audio
3. else if different ports R.p AND even split with R.p then
4 split requests using R.s and R.p
5: else
6:  split requests alternating audio and video labels
7

. end if

the algorithm checks whether an even split using the port number R.p of the
requests in the window is possible (line 3). Note that in both cases, the algorithm
labels smaller requests as audio, while larger requests are labeled as video. As
third option, if an even split using both, request sizes R.s and port numbers R.p
is also not possible, requests are split as audio and video in an alternating fash-
ion (50 % - 50 %), since parallel requesting of audio and video contents is assumed
(line 6 of Algorithm 1). After the algorithm is performed, the inter-request time
for audio and video flows is studied again, as displayed in Figure 2.8. Fixing the
color code to the one used in Figure 2.7, solid lines are used for video and dashed
lines for audio inter-request times. Two main differences compared to Figure 2.7
can be observed. First, 50 % and 60 % of all inter-request times are equal to 10 s
for audio and video flows, respectively. Second, the percentage of requests in
the depletion and stalling phase with an inter-request time of more than 10s
increases from 50 % to an average of 70 % after the audio and video separation.
This confirms that the detection of playback issues during a streaming session

goes in hand with the detection of very large inter-request times.

Quality of Audio and Video Separation: To determine the quality of the
audio and video separation approach, now also the downloaded data is ana-
lyzed, as for the audio and video separation approach, only the uplink request

packets and its sizes in Bytes have been used. It is considered that audio requests
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Figure 2.9: Downlink size after separation (solid: video, dashed: audio).

are followed by less downloaded data than video requests [29]. Indeed, this is
true for larger video qualities, as the bitrates associated to 144p, 240p, 360p, and
480p video resolutions (up to 500 kbps [91]) are comparable to the largest bitrate
used for audio contents (256 kbps [92]). Therefore, considering that the largest
number of uplink requests in the dataset is observed when requesting 720p and
the corresponding bitrate is on average between 1.5 Mbps and 4.0 Mbps, the 720p
resolution is used first to analyze the accuracy of the presented separation algo-
rithm as the difference is better visible. Remarks on the performance when using
all data are given at the end of this paragraph. Note that the proposed quality
determination is based only on the information available from the encrypted
traffic flows rather than on unencrypted ground truth application information.

In contrast to the separation approach, where we only use the uplink requests,
we also consider the downloaded data here to determine whether a sufficient au-
dio and video separation has been done. Figure 2.9 plots the CDF of the downlink
size (in Megabytes) of the server responses to 720p resolution uplink requests,
for each defined streaming phase. Again, dashed lines are associated to audio
requests and solid lines to video requests. Considering the steady and filling
phases, a clear differentiation in the downlink size is visible between audio and
video flows. In particular, more than 90 % of the responses to video requests are
larger than 90 % of the ones corresponding to audio requests in the steady phase
and larger than 75 % for the ones associated with the filling phase respectively.
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Furthermore, it is observed that the audio response size has a multi-modal dis-
tribution during steady and filling phases, with 25 % of the responses being as
large as 0.123 KB and 65 % of them reaching a size of 0.395 KB. Larger sizes are
observed for the remaining responses. This confirms the assumption that the
separation works rather good with constant bitrate audio flows for nearly 90 %

and 70 % of the requests in the steady and filling phases, respectively.

A less remarked but still evident differentiation is shown during the deple-
tion and stalling phases. In such cases, it is underlined that factors such as drops
in the download bandwidth or unfinished request downloads can lead to noisy
flow separation. This is especially true for the largest 40 % of the requests, where
for both phases the requests labeled as audio are larger than the average re-
quest size of audio requests observed during the steady phase. Note that the
separation algorithm works remarkably good also when the player returns to
the steady phase after a depletion phase, i.e., also multiple buffer depletion or

stalling phases can be considered for detection.

For completeness, similar analyses are performed for 360p, 480p, 1080p reso-
lutions, and on all data. Regarding 360p resolution videos, results are similar to
720p, while when 480p is requested, a less evident distinction between audio and
video is observed during the buffer filling phase. Similar trends are observed for
1080p videos, e.g. due to the weaker representation of this request classes in the
considered dataset. Using all monitored data, the trend for a bimodal distribution
for audio data and again, larger video requests is also visible. More than 80 % of
all audio requests and nearly 90 % of all audio requests in the steady phase are
smaller than 0.5 MB. In contrast, it is only 60 % of all video requests and 35 %
of video requests in the steady phase. Especially in the filling and steady phase,

differences are again visible clearly.

As final remarks, it is observed from the inspection of the results that a
high accuracy is reached when splitting is based on request size information,
while port-based and alternation-based separation are much more error-prone.
In such cases, errors reduce if the port numbers previously identified as audio

or video are used as additional information for separation. However, this exten-
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sion comes with some additional minor data storage overhead per monitored
video session, especially if ports change frequently. Thus, it is not adopted in
the following. Also, it is reminded that the goal of this approach is to perform
a very simple and lightweight separation as first step to detect buffering issues,
rather than achieving top performance using more accurate but more-complex
full packet trace based ML models. This is achieved in the ML approach shown
in the next section. In fact, minor classification errors are either irrelevant if
depletion phases are already detected or can anyway be compensated by cross-
validation of the audio and video inter-request times, as shown later. Further-
more, the stalling estimation approach introduced in the following does not re-
quire knowing exactly which of the traffic flow carries video and audio content,

but just the separation of the flows.

Quality Degradation Estimation Approach

According to Figure 2.8, a large fraction of inter-request times are between 10 s
and 11 s during the steady phase after the separation of audio and video flows.
Thus, it is assumed that issues during playback are more likely when the time
between two consecutive uplink requests of the same type (i.e., either audio or
video) is larger, due to the fact that fewer data is requested, received, and added
to the buffer than played out. For that reason, two quality degradation estima-
tion approaches are proposed: i) a Fixed Threshold based approach, that uses a
fixed threshold value for the inter-request time to detect issues during content
buffering, and ii) a Moving Average based approach, that adapts the threshold
value according to recent history. Note that the latter approach works indepen-
dently of the streaming platform as no expert knowledge is required to pre-
select inter-request time threshold values. Differently from literature, with this
approach, the detection of issues in content buffering at exact positions is not
the main target. Instead, the goal is to detect a buffer depletion event as early as
possible, to provide a network operator or service provider with enough time to
react to buffer drops and avoid downwards quality changes or stalling via smart

network management techniques.
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Fixed Threshold: With the fixed threshold approach, all requests exceeding a
pre-defined inter-request time threshold 7 are marked as issue expected, for both
audio and video flows independently. In other words, both audio and video flows
are processed from the first request to the last request, exactly as this approach
can be applied on the fly at a monitoring point of presence. Note that in this
approach the first and last five requests are excluded from the detection phase
to avoid unwanted behaviors related to the beginning of the filling phase or to

the end of the video session.

Moving Average: The drawback of the fixed threshold is the requirement of
expert knowledge to determine the value of the inter-request time threshold,
that in general depends on, among others, the streaming platform and on the
behavior of the streaming adaptation algorithm. This limitation is overcome by
introducing a moving average based approach, where the best threshold value is
learned online during the streaming session. This is effective, considering that
a change of the streaming phase is followed by a drastic change in the inter-
request time. Based on this idea, the issue expected labeling is adjusted from the
fixed threshold approach as it follows. First, the threshold value is set as equal
to the mean of the inter-request times over the last m — 1 requests. Second,
the inter-request time of the current request is compared to the last updated
threshold value: if the former exceeds the latter, the last request is labeled as
issue expected. Finally, the value of the threshold is updated, including the last
measured inter-request time in the moving average window. Note that in this
case, the first m requests in each video are not considered, applying exactly the
same moving average procedure for all requests. In addition, as done with the

fixed threshold based approach, the last five requests are also not considered.
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2.4.3 Parameter Study Definition

By means of the presented quality degradation estimation approaches, the dif-
ferent mechanisms are studied for different parameters. For that reason, the fol-
lowing four studies are defined to detect the defined playback issues, namely
buffer depletion phases, quality changes to a lower resolution, and stalling.
Study S 1: In the first study, the performance of the fixed threshold approach
when using different inter-request time threshold values 7 is compared. The goal
is to determine the impact of expert knowledge on the choice of the threshold

value, for both audio and video traffic flows.

Study S 2: In the second study, the moving average approach, where the al-
gorithm dynamically adapts the threshold value for audio and video flows inde-
pendently is used. Thus, no expert knowledge is required in this case.

Study S 3: The detection criterion is modified in this study, labeling a re-
quest as issue if the last two consecutive inter-request times exceed the thresh-
old value, according to the selected approach. The rationale behind this study is
that issues leading to quality changes or stalling are usually longer than a single
increased inter-request time.

Study S 4: In the fourth study, a request is marked for a content type (e.g.,
audio or video) as issue only if the successive request for the other content type
(i.e., video or audio) is detected as issue as well, regardless of the used detection
approach. The rationale behind this idea is to reduce wrong estimates by poten-
tial misclassification during audio and video flow separation and improve the

overall estimation performance.

On the one hand, the performance of all studies using the fixed threshold
approach is evaluated with threshold values 7 in the set {12s : 0.5s : 30 s}.
On the other hand, considering the study adopting a moving average to tune
the threshold value, after a trial and error procedure the value of m is fixed to
10. Moreover, for each moving window size, a request is labeled as issue if the
current inter-request time exceeds the updated threshold value by p %, with p
varying in {0.1,0.25,0.5,0.75,1.0, 1.5, 2.0, 2.5, 3.0}.
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Figure 2.10: S 1: detected stallings and  Figure 2.11: S 2: detected stallings and
issues in streaming. issues: moving average n = 10.

2.4.4 Numerical Evaluation

The evaluation discusses the results for the best parameter settings for the four
defined studies above. As for performance evaluation, a request detected as ex-
pected issue is labeled as correct detection if any of the n successive requests is
associated to a ground truth issue. The value of n represents the length of the
detection horizon: in this work . is fixed to n = 4, as a trade-off between short-
term (less time for providers to react to impairments) and long-term look-ahead
capabilities. Note that when an issue is correctly detected, the full depletion
phase including the detected issue is also considered as correctly detected, as
well as the stalling events or quality changes occurring during the same phase,
independently of its duration. This approach is valid, since either a depletion

phase is instantly detected from its beginning or missed completely.

Study S 1:  The performance of the proposed quality estimation strategy when
the fixed threshold approach is used versus the different values of the threshold
7 is plotted in Figure 2.10. The performance is expressed as recall values, i.e., the
ratio of correctly detected stallings (black lines), quality changes (brown lines),
and general issues (yellow lines) with respect to all occurrences when the player
drops into the depletion phase. Again, solid lines refer to the performance using

video flows and dashed lines using audio flows. As one can see, high detection
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performance is reached when stalling or quality changes are targeted by the al-
gorithm. In particular, when ) = 12 s, the recall for stalling and quality change
detection equals 98 % and 97 %, respectively, while it decreases to 83 % when the
identification of the whole depletion phase is targeted. Also, it is observed that
fewer issues are detected for larger threshold values: as an example, 90 % of all
stallings are still detected regardless of the flow type when 1 = 20 s, while the
performance drops to 74 % (video) and 85 % (audio) in the case of quality change
estimation and to less than 50 % when the detection of the depletion phase is
targeted. On average, 26 % of the issues are detected before they happen when
n < 155, i.e., the corresponding request succeeds the request used to perform
estimation. This is important, as a network provider could use the output of the
system to implement smart network management strategies to allocate more
resources and eventually avoid the estimated issue. Note that the drawback of
this high detection percentage is the number of false positives, corresponding to
a precision value between 0.3 and 0.6. Nevertheless, many false positives can be
avoided by considering larger threshold values that consequently lead to miss-
ing very short issues during playback. Lastly, it is worth to compare the time
duration of the detected issues versus the missed ones. In particular, the mean
number of requests included in detected issues is between 4.15 and 4.36 for video
flows, while it is between 3.91 and 4.32 for audio flows. Interestingly, the mean
duration of missed issue phases lays between 1.24 and 1.73 requests for both
audio and video. As a consequence, the algorithm privileges the detection of

longer issues, that most likely lead to quality changes or stalling.

Study $2: In S2, stalling, quality changes, and general issues are predicted
using a moving average approach with a moving window of m = 10 requests.
Figure 2.11 plots the performance of this approach versus fixed values for the
parameter p. Note that the algorithm expects an issue if the inter-request time
of the current request increases by more than p of the mean inter-request time
computed over the last m — 1 requests. As one can see, when p = 10 % stalling
is detected based on the video or the audio flow with a recall of 97 % and 93 %,
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respectively. A recall of 97 % and 90 % is achieved when quality changes or gen-
eral issues are targeted, for both flow types. Lower performance is achieved for
larger values of p. Similarly to study S 1, the precision is the drawback of this
approach with results between 0.16 and 0.41. In the following, two alternative

solutions to counteract the occurrence of many false positives are described.

Study S3: In this study, the performance of the system is evaluated when
more than one request is used to perform quality degradation detection, as a
way to reduce false positives. In particular, an issue is detected by the algorithm
only if two consecutive requests exceed the thresholds 7 (if the fixed threshold
approach is adopted) or p (if a moving-average is used by the system). Results
show that this solution slightly improves the precision of the algorithm at the
price of small decreases of the recall. In particular, recall values between 92 %
and 86 % are achieved between 1 = 12s and y = 23s for stalling events when
the fixed threshold approach is adopted. The minimum precision increases to
0.31, but the maximal precision stays at 0.59. From the inspection of the results,

the conclusion is that this solution does not significantly improve the detection.
Study S4: As last experiment, the detection output for the audio (video) traf-

fic flow is used to validate the detection performed on the video (audio) traffic
flow. The results of this study are plotted in Figure 2.12, if the fixed thresh-
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old approach is adopted. Recalls for small threshold values are similar to S1
for both, quality change and stalling detection, while less general issues are de-
tected, as shown by the yellow line. However, in contrast to the other studies,
much higher precision values are achieved in this case. In particular, the preci-
sion equals 43 % and 45 % for video and audio respectively when n = 12s, and
it increases to more than 60 % when 1 = 18.5s, where also more than 90 % of
all stallings are detected regardless of the flow type. A further increase in the
precision (more than 70 %) is observed for n = 21s, even though the stalling
detection recall drops to 75 % in this case. This result highlights a clear trade-off
between precision and recall performance, and thus, detection of any quality
degradation versus the number of false positives. Note that the observed preci-
sion levels are higher than the corresponding performance achieved in related
literature using ML-based approaches [44, 45, 55] for similar recall values. As
far as the moving average approach is considered, a higher percentage of issues
are detected, similarly to S 2. Nevertheless, no significant improvement in the
precision is observed when a moving average approach is adopted. The reason
is a large difference in the inter-request times when the player switches from
the filling to the steady phase. This leads to additional false positives with the
moving average based prediction.

Based on these findings, the second research question (RQ2.2) of this chap-
ter can be answered as follows: With a simple uplink based model, it is possible
to estimate two of the four major target QoE degradation factors, namely, quality
changes to a lower resolution and stalling. The recall and precision of the approach
is similar or better compared to state-of-the-art literature, mainly using full packet
traces or resource consuming ML-solutions. The prediction quality is improved with
expert knowledge by means of the expected inter-request time of uplink requests or
very accurate audio and video flow separation. However, also the cross-validation
of video flow based prediction with audio and vice versa, as shown in study S4,
achieves good results. The drawback is that neither the initial delay nor the play-
back quality can be estimated because of the requirement of historic information

or the downlink size of the requests, respectively.
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2.5 Quality of Experience Degradation Factor

Prediction with Machine Learning

The session model has the following limitations: (1) it does not work for initial
delay estimation since according to the initial delay study in the dataset pre-
sented in Appendix A.3.1, the initial delay can not be quantified by requests only.
(2) The requesting process is independent of the playback quality and thus, the
quality as important QoE degradation factor can not be estimated. (3) A general
differentiation between stalling and not stalling is not possible at exact positions
during playback but only in advance, dependent on the buffer filling status and a
requesting pattern change. For that reason, a ML model is presented in this sec-
tion to overcome these limitations and extend the prediction possibilities. To be
more precise, the prediction of each QoE degradation factor is discussed in the
following. Therefore, a simple random forest model is used, since according to
literature [93], good results are achieved with streaming and QoE related chal-
lenges when training with random forest based approaches. Thus, the sklearn
library implemented in Python is used for model setup in this work. Further im-
plementation details for the model are available at Zenodo [36]. In the following,
first the general methodology and the model setup is discussed, followed by the

prediction results for each QoE degradation factor.

2.5.1 Feature Set Assessment and Data Preparation

The feature set assessment of this section covers an overview of the features
for all target QoE degradation factors first. Afterwards, initial delay and quality
prediction is discussed in detail, since the estimation is done without additional
information from the streaming behavior. Then, the approach to predict qual-
ity changes and stalling is introduced by presenting the idea with video phase

detection, prediction, and the correlation to specific uplink request patterns.
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Table 2.3: General feature overview.

Index Feature Explanation

f1 request start relative request timestamp

f2 inter-request time  time between two requests

f3 downlink duration  duration: request to last downlink packet
f4 request size [byte]  size of request packet

f5 downlink [byte] total downlink volume for request

fo downlink packets =~ number packets downloaded for request
7 uplink [byte] total uplink volume for request

f8 uplink packets number packets uploaded for request

9 port server port of video flow

f10 protocol used network layer protocol

Feature Set Overview

To receive satisfactory and correct results by a ML model, a thorough feature
selection is required. The goal is to keep the volume of network layer data and
thus, processing effort for the analysis as low as possible, without losing pre-
diction accuracy. Therefore, only uplink traffic and aggregated downlink traffic
from all network data after post-processing is used instead of analyzing each
downlink packet. A general overview of these data is summarized in Table A.1
in the Appendix. Table 2.3 gives an overview of all features used for our QoE
degradation factor prediction with an explanation.

The request start timestamp f71 is the UNIX timestamp of each uplink request
to the server relative to the initial request. Thus, the initial request is always
set to 0s. The request size feature f4 is the packet size in Byte of each single
uplink request. Note that a more detailed description of the other non-trivial
features is given in Figure A.3 in the Appendix. For a correct ML model, all
categorical features are one-hot-encoded to avoid overfitting, in particular by
the protocol TCP or QUIC. With all features from Table 2.3, several feature sets

are established for each target QoE degradation factor, summarized in Table 2.4.
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Table 2.4: Overview of all feature sets.

QOE degradation factor ~ Full Selected  Uplink

initial delay f1-f10 f1-£8 f1, £2, 4, f7
quality f2-18,f10 f2-18 f2—f4, £7, {8, £10
streaming phase f2 - 18, f10 f2, 13, {5 2, f4, {7, £8, f10
quality change f2 - 18, f10 2, 3, 5 2, f4, {7, 18, f10
stalling f2-18,f10  f2,13,15 f2, f4, £7, £8, f10

Full Feature Set: The full feature set contains all relevant features for each
target QoE degradation factor prediction. These are all available features for the
initial delay prediction. For the other QoE degradation factors, the duration is
more important than the actual timestamps of the request starts. Furthermore,
the port is usually randomly selected and the model may overfit with it. While
port information could be important to detect server changes, our pre-studies
show little influence on the performance and a very little feature importance
score is achieved using SelectKBest [94]. Thus, the request start and the ports are

excluded for quality, quality change, streaming phase and stalling prediction.

Selected Feature Set: For the selected feature set, SelectKBest [94] is used to
achieve a feature importance score with the full feature set as input. The result of
the SelectKBest algorithm for all predicted QoE degradation factors is presented
in Table 2.5. The goal is to exclude less relevant features, i.e., features with very
small scores. The mutual_info_regression score function is used for the regres-
sion based initial delay prediction. For all classification based predictions, the
mutual_info_classif score function is used. To determine the selected features,
the process is as follows: if there is a clear differentiation possible between fea-
tures with high scores and small scores, only all features with high scores are
used for the selected feature set. This is possible for the streaming phase, quality
changes, and stalling, as shown in Table 2.5. For the initial delay and the quality

prediction, no clear best features can be identified. Thus, only the features with
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Table 2.5: Feature importance (bold: high scores for selected feature sets).

QOE deg. factor f1 f2 f3 f4 f5 fe6 f7 f8 f9 f10

initial delay 0.55 0.44 0.36 0.40 0.45 0.43 0.35 0.34 0.05 0.13
quality - 0.15 0.19 0.28 0.64 0.36 0.33 0.25 - 0.11
streaming phase - 0.93 0.89 0.21 0.76 0.19 0.28 0.12 - 0.15
quality change - 0.59 0.59 0.06 0.49 0.09 0.17 0.05 -  0.09
stalling - 0.60 0.60 0.24 0.55 0.16 0.26 0.14 - 0.23

very little score are not considered. Therefore, the port (f9) and the protocol (f10)
is not included for initial delay prediction. For quality prediction, we consider
all features except the port, as test quality predictions without the inter-request
time (f2) and the downlink duration (f3) lead to bad prediction results. At the

end, all features with the bold scores are used in the selected feature set.

Uplink Feature Set: To answer research question RQ2.3, whether the initial
delay, quality changes, playback quality, and stalling as the most important QoE
degradation factor are predictable with a simple ML-based approach and only
uplink information, an uplink feature set is developed for all QoE degradation
factors. Therefore, pre-studies are conducted to determine for which uplink fea-
ture combination an in-depth model training is meaningful. The resulting uplink
feature sets for all target degradation factors are summarized in the right column
of Table 2.4. For initial delay prediction, promising initial results are achieved
with uplink only data. In contrast, pre-studies show much worse results for the
other QoE degradation factors. Especially for quality prediction, it was not pos-
sible to achieve satisfactory results with accuracies of less than 65% when only
uplink features are used. Thus, the downlink duration (f3) is added to the uplink
feature set as a trade-off between prediction accuracy and data usage. Only the
timestamp of the last downlink packet per chunk download is required to de-
termine the downlink duration. For that reason, only one additional downlink

packet for each request must be kept for prediction.
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Machine Learning Data Preparation

For an accurate prediction, the data is prepared as input for a ML model in sev-
eral steps using bootstrapping, shuffling, and normalization. Furthermore, the
data set is split in a test- and training-set, hyperparameters are optimized, and
three-fold-cross-validation is used to achieve the best configuration and results.

More details on these data preparation steps are available in Appendix A.4.

2.5.2 Machine Learning-Based Prediction Results

This section summarizes results for predicting the most important QoE degra-
dation factors: initial delay, video quality, quality change, and stalling. Further-
more, the video phase prediction results as basis for quality change and stalling

prediction are presented.

Initial Delay

In this section, we present the estimator performance, starting with the usage
of the full feature set and model variations. Since it is assumed that only a spe-
cific time period at the beginning of the video download is relevant to predict
the initial delay accurately, only the initial 20 requests are considered for the

prediction. In the following, also the influence of a different number is tested.

Model Variation: To study the performance of the random forest model,
three different initial settings can be varied: the videos in the test- and training-
sets, the tree generation of the random forest algorithm, and the features them-
selves. For that reason, the influence of video split and tree generation is in-
vestigated first. Using a fixed seed of a specific value for both, random video
split and tree generation, the run produces repeatable, reproducible results. By
using random seeds for the video split, the videos used for training and test-
ing are varied and the behavior and possibly the model performance change.
Furthermore, since the problem of learning an optimal decision tree is known

to be NP-complete [95], different tree generations can be tested to determine
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the performance variation. This is done by varying the sample of the features
to consider, when looking for the best split at each node of the tree. The four
scenarios of fixed and random video and tree seed (fix seed of 42) are studied
with 15 repetitions each. The goal is to see differences in the performance esti-
mating the initial delay. From a detailed examination of all runs, no significant
differences are achieved. The mean absolute error (MAE) for the prediction is
between 0.65 s and 0.68 s for all scenarios, the 75 % percentile is between 0.79 s
and 0.81 s, and the 90 % percentile is between 1.77 s and 1.83 s. Thus, there is no
benefit in using random seeds in the model creation and the fixed value of 42
for both, the video and the tree seed is used for better and active reproducibility.
Note that with other seed values slightly better results may be possible. How-
ever, studying this is not the main focus in this chapter and the improvement of
another seed could be a drawback using a different dataset.

Next, the number of requests used as input for the model is varied between
5, 10, 15, and 20 requests. Similar results and a MAE of 0.65s - 0.70 s is achieved
with 10, 15, and 20 requests and a significant performance loss with 5 requests
and a MAE of 0.96 s is determined. For that reason, the following models are
trained with a fixed video and tree seed and 10 requests as baseline scenario,

using a minimum number of requests while keeping similar performance.

Estimation Performance: In this section, the baseline scenario with 10 re-
quests is compared to a manual split in test- and training-videos. The test-set
with the manual split contains no videos the model is learned on. Thus, the
model is tested on completely unknown videos and the study shows valuable
results for generalizability. The performance is presented in Figure 2.13. The
unknown video scenario, represented by the brown line, shows the manual split
with completely different videos used for the test- and the training-sets. This
is compared to the baseline scenario in black. To quantify the quality of the
results, the mean error line in orange is added, describing the estimation er-
ror when always estimating the initial delay with the real mean initial delay of

2.64 s as benchmark. The mean error unknown videos line in yellow is the same
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Figure 2.13: Prediction comparison Figure 2.14: Feature set comparison
using known or unknown videos in (solid: known videos, dashed:
the test-set. unknown videos).

benchmark, but for the prediction with only unknown videos in the test-set.
The prediction always performs better than simply estimating the mean initial
delay. The baseline scenario shows a MAE of 0.68 s, and the mean error scenario
has a MAE of 1.62 s. The model can predict the initial delay with a prediction
error of less than 1.0 s even with unknown videos in more than 65 %. The MAE
for predicting the initial delay based on unknown videos is 1.00 s, and the me-
dian prediction error is 1.06 s. The difference in the prediction error range of
2.0 s and more is a result of different splits in test- and training-sets. Neverthe-
less, similar results are achieved if the videos in the test-set are exchanged. This
approach outperforms always predicting the overall mean initial delay, in more
than 85 % of the cases. Hence, the approach is also valuable for videos that were

not measured in this work and are not included in the dataset.

Scenarios for Different Feature Sets: Last, the estimator performance for
the initial delay prediction is studied when using other feature sets. In addition
to the full feature set, discussed in the previous section, the selected feature set
described as scenario S1, and the uplink feature set, (scenario S3 of Table 2.5),
two other feature sets are studied. This is done to determine the potential of
this approach in greater detail and the influence of reducing the number of data
any further, exemplary with the initial delay. This leads in total to five reduced

feature sets that are summarized in Table 2.6. In scenario S2, all packet-based in-
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Table 2.6: Feature overview.

Scenario Indices Explanation

S1 f1-18 selected feature set

S2 f1-15, £7 excluded packet information
S3 f1, £2, f4, f7 uplink feature set

S4 f1, f2, f4 only request based features
S5 f1, f4 only request start and size

formation is excluded in contrast to the selected feature set S1, but the downlink
information is retained. In scenario S4, only the request start, the inter-request
time, and the request size are used. Lastly, S5 uses only the request start and the
request size as the highest ranked uplink features directly determined from each

uplink request packet without the requirement of further calculations.

Modified Feature Set Investigation: The study’s result is shown in Fig-
ure 2.14 as CDF. The x-axis shows the prediction error in seconds, limited to
2.0 s to observe the feature set differences. The trend for larger prediction errors
is comparable to the studies above, and is not investigated again. The solid lines
show the random test- and training-set split and the dashed lines reflect the sep-
aration with only unknown videos in the test-set. The different lines describe the
scenarios as shown in Table 2.6. The baseline scenario presents the results for
the full feature set. The scenarios with a reduced feature set perform similarly to
the baseline scenario. The overall best performance when videos are randomly
assigned to test- and training-set is achieved by S2 with a MAE of 0.67s,a 75 %
percentile of 0.77 s, and a 90 % percentile of 1.79 s. The highest MAE is achieved
by S5, with a MAE of 0.78 s. The performance impairment when different videos
are in the test- and training-set is similar to the scenario above. However, in gen-
eral, it is evident that the reduced feature set is sufficient to predict the initial
delay accurately. Especially scenarios S4 and S5, that contain only information

from the uplink requests, offer good results for initial delay prediction.
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Quality Estimation

To estimate the playback quality and avoid errors having quality changes or
stalling events, no requests with a maximal buffer filling level smaller than 10 s
are considered. Before the prediction starts, a standard scaling [96] is done to
avoid unexpected or unwanted behavior. This is done, as variables measured at
different scales do not contribute equally to the learned model and the model
fitting function. This can lead to an unwanted bias. The standard scaler trans-
forms data in a form such that its distribution has a mean value of zero and a
standard deviation of one. The prediction results are presented in the following
for the full-, the selected-, and the uplink-feature sets from Table 2.4.

Full Feature Set: The correct quality for the full feature set is predicted with
84.3 %. The full confusion matrix is available in Table 2.7. The best prediction
is achieved for 720p quality with prediction accuracy, precision, recall, and
F1 scores of 92 %. The worst performance is achieved for 240p, with an accu-
racy of 75 %, a precision of 75 %, a recall of 62 %, and an F1 score of 68 %. The
reason for the large prediction differences is the nature of the different qualities.
The qualities are better distinguishable by the downlink size for larger qualities.
Furthermore, especially between 720p and 1080p, a clear difference by the inter-
request time is determined. More details about this is available in the Appendix
with a plot in Figure A 4.

The different number of requests for each resolution influence the overall
prediction quality slightly. The macro average precision is 0.81, compared to
0.84 for the weighted average precision. The macro average recall is 0.72 and
the macro average F1 score is 0.74. In comparison, the weighted average preci-
sion and F1 score are 0.84. An overall prediction accuracy of 84.68 % is achieved
with hyperparameter optimization. The macro and weighted average values for
precision, recall, and the F1 score are similar to the prediction without boot-
strapping. Furthermore, it is evident that for most mispredictions, the adjacent
resolution is predicted. The error for non-adjacent resolutions is less than 10 %.

In addition, no statistically significant differences in the prediction results are
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Table 2.7: Confusion matrix for quality prediction result: full feature set.

144p  240p  360p  480p  720p  1080p

144p  0.7949 0.1095 0.0231 0.0268 0.0350 0.0108
240p 0.0935  0.7524 0.0618 0.0465 0.0316 0.0141
360p 0.0236 0.0451  0.7785 0.0971 0.0433 0.0124
480p 0.0148 0.0234 0.0732  0.7703 0.0860 0.0323
720p 0.0079 0.0066 0.0118 0.0341 0.9181 0.0215
1080p 0.0100 0.0088 0.0100 0.0365 0.1060  0.8287

Table 2.8: Confusion matrix for quality prediction result: uplink feature set.
144p 240p 360p 480p 720p  1080p

144p 0.8443 0.0466 0.0213 0.0319 0.0483 0.0076
240p 0.2423  0.5305 0.0611 0.0804 0.0737 0.0120
360p 0.0507 0.0439  0.6554 0.1510 0.0861 0.0128
480p 0.0370 0.0248 0.0615 0.7244 0.1280 0.0243
720p 0.0206 0.0075 0.0127 0.0443  0.8932 0.0217
1080p 0.0320 0.0124 0.0178 0.0738 0.1220  0.7420

achieved when using only unknown videos, thus videos the model is not trained
on, in the test-set. It is assumed that the video information has only minor im-

pact on the prediction performance.

Selected Feature Set: For the selected feature set, a prediction accuracy of
83.11 % is achieved. The weighted average precision, recall, and F1 score are at
0.83, while the macro average precision is 0.79 and the macro average recall and
F1 score is 0.78. This shows a minor class imbalance due to the higher percentage
of 720p-resolution requests available in the dataset. Compared to the estimation
with the full feature set, though, the macro average values are improved. Thus,
it is assumed that removing less relevant features reduces overfitting without

losing overall prediction accuracy.
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Uplink Feature Set: For the uplink feature set, results regarding precision,
recall, and the F1 score for all resolutions are shown in Table 2.8 to present
the influence of the reduced feature set on the overall prediction quality. It is
evident that for 720p, the prediction still works rather well, whereas for 240p
and 360p, the prediction is much worse compared to the full feature set. For
240p, in 24.23 % of all instances the 144p resolution is falsely predicted. We see a
similar result for the macro average precision of 0.75, recall of 0.73, and F1 score
of 0.74. The weighted average values are 0.79 each. Thus, it becomes clear that
the uplink feature set is not enough to predict each resolution accurately. For
low resolutions in particular, this does not work, although for high resolutions,
especially 720p in this case, the results are good. For 720p, accuracy, recall, and

the F1 score are at 0.89 and precision is at 0.88.

Video Phase Estimation

Video phase information can be used as additional input to predict quality
changes or stallings. As already shown with the uplink model in the previous
section (e.g. Figure 2.7), the inter-request time includes valuable information for
this prediction task. However, in the following, the usage of all feature sets is
evaluated. The results are summarized in Table 2.9. The top of the table shows
the feature sets and the performance metrics as P (Precision), R (Recall), and
the F1 score. The column at the left shows the prediction, in this case either the

phase, the macro average score, or the weighted average score.

Prediction Accuracy: The results show large differences, depending on the
predicted phase. The filling and steady phase is predicted with good results and
F1 scores of 0.94 and 0.90, respectively, using the full feature set. The result is
different for the depletion phase and the stalling phase, with F1 scores below
0.80. In the depletion phase, most prediction errors predict the steady phase. For
the stalling phase, most mispredictions are for the depletion phase or the filling
phase. The difference in the macro and weighted average scores is a result of

the class imbalance in the nature of streamed videos, with much more requests
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Table 2.9: Phase prediction result for full, selected, and uplink feature set
(P: Precision, R: Recall, F1: F1 score).

Full Selected Uplink
P R F1 P R F1 P R F1
depletion 0.76 0.81 0.79 0.74 0.77 0.75 0.74 0.78 0.76
filling 095 093 094 094 092 093 095 093 0.94
stalling 0.77 0.75 0.76 0.72 0.69 0.71 0.77 0.74 0.75
steady 089 091 090 0.86 0.89 088 0.87 0.90 0.89

macro avg 0.84 0.85 0.85 0.82 0.82 082 083 0.84 0.83
weighted avg 091 091 091 089 0.89 0.89 090 0.90 0.90

in the steady and filling phases compared to the stalling and depletion phases.
Furthermore, the table shows a similar performance for different feature sets
for the streaming phase prediction task. The selected feature set shows slightly
worse results than the full feature set, and the uplink feature set improves the F1
score compared to the selected feature set. Thus, in contrast to the video qual-
ity prediction, the uplink-based feature set is convenient to predict the current
video phase. When using only unknown videos in the test-set, where the model
has not been trained on, the results are similar to the other phase prediction ex-
periment for both approaches, with some limitations; predicting the depletion
and stalling phases achieves precision, recall, and F1 score values of 0.5 or less.
One reason is the class imbalance in the dataset again. Furthermore, if the buffer
is slowly depleting over a longer timespan, requests are labeled with depletion

but behave very similarly to requests in the steady phase.

Quality Change Estimation

The best results to predict quality changes are summarized in Table 2.10 and are
achieved with a random test- and training-set split and the correct video phase
as additional input feature. The table shows that the prediction of no quality

change works very well, with F1 scores of 0.97 and higher for all feature sets.
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Table 2.10: Quality change prediction result for full, selected, and uplink
feature set (P: Precision, R: Recall, F1: F1 score).

Full Selected Uplink
P R F1 P R F1 P R F1

no quality change 0.99 1.00 0.99 0.99 1.00 0.99 0.99 1.00 0.99
quality change 0.84 0.56 0.67 0.82 0.54 0.65 0.83 0.55 0.66
macro avg 0.91 0.78 0.83 0.90 0.77 0.82 0.91 0.78 0.83
weighted avg 0.99 0.99 0.99 0.99 0.99 0.99 0.99 0.99 0.99

Note that the results listed with a score of 1.00 show high 99 % results. Since the
negligible differences in the high 99 % range have no influence on the overall

statement, no more digits are provided.

In contrast, the prediction performance for requests with quality changes is
worse. While the precision of about 0.80 is rather good, the recall is only slightly
higher than 0.50. This is explainable by the common streaming behavior, where
not many quality changes are performed compared to the total playtime. Out of
more than 1.1 million requests, less than 30,000 requests are labeled as quality
change. Second, a downward shift to a lower quality is usually triggered in the
middle of a depletion phase or after stalling. However, there are also changes to
a higher quality during filling phases. This variety of situations where quality
changes can be triggered makes prediction difficult. However, the high precision
shows a high true positive rate, and thus most predicted quality changes could
be identified as such. The drawback is that many quality changes are missed.
Two additional experiments are done to predict quality changes: using only un-
known videos in the test-set where the model has not been trained on and qual-
ity change prediction without knowing the video phase. The results show that
knowing the video phase before predicting quality changes increases the predic-
tion result by up to 3 % for both approaches. Using different videos for training

and testing has a significant negative influence on the recall result.
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Stalling Estimation

Video stalls are estimated in this subsection, as the last but most important QoE
degradation factor. The prediction results, with a random test- and training-
set split, and without the video phase as input, are summarized in Table 2.11.
The table structure is retained as earlier. The no stalling line is the prediction
result for all requests that did not stall, and the stalling line for all requests
with stalling. Again, precision, recall, and the F1 score for the no stalling case
are higher compared to the stalling case. This, is again a result of the higher
number of no stalling requests. However, it is also obvious that for stalling pre-
diction, both approaches perform similarly for the full- and the selected-feature
sets. For the uplink-feature set, the result is even slightly better. Additionally,
similar F1 scores are achieved for all feature sets. Thus, it is possible to predict
stallings at network layer with uplink requests only with an F1 score of 0.89. In
addition, for 60 % of all false positives, a video buffer of less than 9 s is detected,
independent on the used feature set. Other experiments show that the current
video phase is also a valuable input to increase prediction performance. How-
ever, since the stalling phase is defined as one of the streaming phases, the input
of the phases is meaningless. Nevertheless, the exclusion of buffering and steady
phases, which are detected quite accurately, offers high potential to improve the
performance. Having only unknown videos in the test-set, where the model has
not been trained on, the macro average F1 score drops to 0.67 or less and lower
precision and recall values for the stalling case for all experiments are detected.
Here, improvement potential is also visible using the streaming phase.

As a consequence and to conclude, the third research question RQ2.3 of this
chapter can be answered as follows: The random forest based ML model can esti-
mate the initial delay, quality changes, and stalling with a good performance when
using uplink network traffic only. To predict the playback quality with satisfying
accuracy, only the usage of uplink data is not sufficient. As trade-off between accu-
racy and complexity, the downlink duration is added as additional information. In
summary and in contrast to literature, either the estimation performance is similar,

but complexity is reduced by far or the estimation performs better.
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Table 2.11: Stalling prediction result for full, selected, and uplink feature set
(P: Precision, R: Recall, F1: F1 score).

Full Selected Uplink
P R F1 P R F1 P R F1

no stalling 0.99 1.00 1.00 0.99 1.00 0.99 0.99 1.00 1.00
stalling 0.78 0.70 0.74 0.73 0.66 0.70 0.77 0.71 0.74
macro avg 0.89 0.88 087 086 0.83 0.85 0.89 0.85 0.87
weighted avg 099 099 099 099 099 0.99 099 0.99 0.99

2.6 Lessons Learned

The generated traffic volume by streaming videos is one major challenge for
the network and its service providers nowadays. In addition, a steady growth in
the number of users, streamed videos, and playback quality is expected in the
future. Since video streaming is used by a large percentage of the global popu-
lation and is responsible for a significant portion of global traffic, good network
performance can be identified by a high network quality when streaming videos
towards the end-user. Therefore, it is one key goal to provide all customers with
a high service quality for their streaming services to avoid user churn. This leads
to the need for a constant development in streaming quality quantification.
However, the sole QoS can not determine the perceived quality of end-users.
For that reason, the QoE has been defined, including also the subjective opinion
about the quality of a service. Thus, the identification of key factors that impair
this subjective quality is essential. For video streaming, four main QoE degra-
dation factors, namely, initial playback delay, playback quality, quality changes,
and stalling [51] have been determined influencing the QoE in the most negative
way. In the past, when video streaming data were transmitted without encryp-
tion, the current playback quality and the buffer filling status could be directly
extracted from the packet payload by DPI. This was sufficient to determine the

main QoE degradation factors. But because of the comprehensive encryption of
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video traffic in today’s Internet, this is no longer possible and other methodolo-
gies are required for network operators or providers to determine the streaming
quality in their network. Nowadays, the estimation of QoE degradation factors
is often tackled by comprehensive packet monitoring, processing of the moni-
tored data, and ML solutions. This requires an analysis of the arrival time and the
header of each single packet in the network and the calculation of a multitude of
features as input for the ML. Based on the gathered information, models to pre-
dict QoE degradation factors are derived. The output of such prediction models
can help network providers to implement intelligent and proactive traffic man-
agement strategies to avoid issues and improve the overall QoE for users when
streaming video. However, since the number of different streams and the reso-
lution of videos distributed on the Internet is constantly growing, considering
each single packet in the network for such QoE degradation factor estimation
solutions can consume many resources or is not feasible without very specific
hardware. Consequently, the question arises, if the full packet trace of uplink
and downlink data is required to predict QoE degradation factors or if partial
information like only uplink traffic is sufficient.

Based on these challenges, the following three research questions have been

identified and investigated in this chapter.

RQ2.1: What is the possible monitoring and processing effort benefit if only
uplink data is considered to predict relevant QoE degradation factors in-

cluding initial delay, quality changes, playback quality, and stalling?

RQ2.2: Which relevant QoE degradation factors are predictable with a simple
uplink based model without relying on a ML solution, and what is the

performance compared to state-of-the-art literature?

RQ2.3: Is uplink data sufficient to predict the initial video playback delay, qual-
ity changes, playback quality, and video re-buffering events as main QoE
degradation factors with a lightweight ML model, and what are benefits,
drawbacks, and performance differences in comparison to other solutions
with and without ML?
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To address the research questions, a large dataset summing up to more than
1,500 h of total playtime has been measured from the native mobile YouTube app.
The data is aggregated to uplink requests, relevant uplink based parameters are
extracted, and the traffic volume in uplink and downlink direction is quantified
both for the measured dataset and an artificially generated dataset describing
general videos. Our results show that monitoring only uplink data saves 86 %
of the traffic volume in bytes compared to the full packet trace of uplink and
downlink data. When we study the required monitoring or processing effort of
only uplink data against a full packet trace to estimate QoE degradation factors,
the analysis with a Markov model shows the potential of processing 1,000 times

more flows in parallel with the same hardware using only uplink traffic (RQ2.1).

The value of an uplink based QoE degradation factor estimation model is
shown in this chapter. We propose a very simple and lightweight approach to es-
timate quality changes to a lower resolution and stalling by leveraging data only
in the uplink direction of the traffic and without resorting to ML algorithms. Our
fast and efficient audio and video traffic separation is the major improvement to
achieve good estimation results. Furthermore, we can use the approach without
any expert knowledge by a moving average of recent inter-request times. The
system is able to estimate nearly all stallings, up to 90 % of all buffer drops, and
more than 95 % of all quality changes to a smaller resolution in the best case.
Thus, the estimation performance is similar or better than related literature,

mainly using full packet trace approaches (RQ2.2).

Since the uplink-based model requires historic information and does not rely
on any downlink, the initial delay and the played quality can not be estimated.
In contrast, the simple random forest based prediction approach proposed in
this chapter is able to predict all relevant QoE degradation factors with high ac-
curacy. The initial delay estimation works with a mean error of less than 1 s and
the quality estimation with F1-scores of more than 0.8. The estimation of high
video qualities performs even better with 90 % correct classifications. Neverthe-
less, for a decent quality prediction, an extension of the uplink only features

with the downlink duration of each request increases the prediction accuracy
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significantly and is recommended. This small adjustment increases the com-
plexity of the approach only slightly but has a large benefit on the prediction
accuracy. Furthermore, in comparison to literature, both models perform better
than other approaches with similar complexity and similar or even better than
more complex approaches with feature spaces of more than 100 features (RQ2.3).

For a real setup, usable by a network provider, it is recommended to use the
simple uplink-data based model for early estimates of a severe quality degra-
dation with minimal overhead. Either, the approach with expert knowledge
input can be used, where results show recall values of more than 90 % and a
precision higher than 60 % for stalling estimation. Otherwise, the dynamically
adapting moving average approach is suitable to detect issues with high perfor-
mance without requiring input of expert knowledge. The moving average solu-
tion makes the approach independent of the streaming player and the behavior
of the streaming adaptation algorithm. For practical implementation, the inter-
request time thresholds can be learned over time by logging the mean inter-
request time if the player is in the steady phase and the variance of the inter-
request time is small. This additional information can reduce the false positive
rate of the model with little processing and storage overhead and requires no
additional expert knowledge. For a more detailed QoE degradation factor esti-
mation, the use of the presented ML approach to make more fine-grained predic-
tions for each single video request is suggested. The findings of the uplink-data
based model can serve as additional input, leading to a long term monitoring
and management entity. It can be deployed on network nodes where sufficient
memory and storage resources are available for a simple ML solution but not
enough for full packet trace monitoring and evaluation. With these steps, mon-
itoring, management, but also decision-making can be distributed on hardware
with less available resources and thus, move closer to the end-user.

In summary, the studies show that all major QoE degradation factors can be
estimated with uplink data. Thus, uplink data only monitoring, processing, and
the usage of the presented models can provide network operators enough infor-

mation to improve their network by improving video streaming QoE.
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Radio Access Technologies for the

Internet of Things

The increasing requirement for automation and data driven use cases fosters the
development of Internet of Things (IoT) solutions. Besides the ever-increasing
traffic on the Internet, mainly fostered by high traffic applications like video
streaming, the number of connected devices is raising drastically. The IoT will
be applicable in, among others, healthcare, edge computing, security, sustain-
ability, wearables, and digital twins [97], and is thus, already or in the close
future relevant in every part of our daily life. Although the number of active IoT
device connections already surpassed non-IoT connections in 2019 [98], growth
rates further increased in the enterprise IoT sector recently [97]. This leads to
total expected revenues in the IoT sector of more than one trillion dollar by
2024 [97].

However, IoT is not only about connecting a huge quantity of new sensors
using existing Wi-Fi or mobile communication solutions or by the sole use of
current 5G networks or future 5G and 6G deployments. The goal is to provide
end devices for different use cases with the best suitable access network tech-
nology to increase quality including, among others, accessibility, packet delivery
rate, resource consumption, and cost. In recent years, many alternatives to tra-
ditional mobile access network technologies arose with different characteristics
and advantages, but also challenges compared to already available solutions.

In particular, one interesting technology is the family of Low Power Wide
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Area Networks (LPWANSs) with Long Range Wide Area Network (LoRaWAN)
as one of their most prominent and fastest growing representatives. LoORaWAN
promises low energy requirements, long possible transmission distances, and a
communication that is in general robust against interference due to its excep-
tionally robust physical layer [99]. It provides comparably cheap devices with
little management and maintenance cost, because of battery lifetimes of up to
15 years. Thus, it is the preferable solution over, for example, Narrow-Band (NB)-
IoT if cost efficiency is a key metric [100]. For that reason, LoRaWAN is the ideal
technology for simple monitoring tasks in the smart city, smart home, metering,
and agriculture area, where a vast number of new devices will be deployed in
future networks and a long battery lifetime and cheap deployment and mainte-

nance is more important than large data rates.

Nevertheless, LoRaWAN has one major drawback with regard to data trans-
mission quality against traditional mobile communication: no reliable transmis-
sion in the network and thus, occasionally message loss. The reason is a large po-
tential for message collisions, leading to data loss due to the random frequency
channel access for transmissions. And to operate sensors several years without
battery changes and minimize the power consumption in LoRaWAN, frequent
re-transmissions, message acknowledgments, or additional communication pos-

sibilities between sensors and gateways is limited.

However, from the perspective of a network operator, addressing these lim-
itations and guaranteeing specific network quality through SLAs for their cus-
tomers is essential. For that reason, different ideas to plan a LoRaWAN from
scratch or redesign and improve already deployed networks are crucial. The pri-
mary goal is to identify mechanisms that effectively handle message collisions
and minimize losses while maintaining, or even improving, energy efficiency. In
particular, one idea is to use the expected collision probability within the com-
plete LoRaWAN as one key quality metric during the network planning phase.
While existing literature explores the potential gains from utilizing fewer gate-
ways to cover all devices within a LoRaWAN (e.g., [101]), strategic decisions

regarding gateway placement have demonstrated their effectiveness to reduce
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the achieved collision probability [16].

For that reason, this chapter investigates a novel gateway placement approach
for LoRaWAN based on a graph construction solution to provide full sensor cov-
erage and tackle the applicability to arbitrarily large problem instances. Efficient
network setups are studied by a simulation to predict collision probabilities as
an important quality metric during network planning and the gateway place-
ment phase. We further discuss several placement constraints and their impact
on the load in the network and identify the maximal distance between gate-
ways and sensors as major influencing factor leading to message collisions. By
comparing the expected collision probability achieved with our placement to re-
lated literature, we showcase the improvement against the state-of-the art. Fur-
thermore, different scenarios and transmission patterns are studied by a large
scale simulation to cover heterogeneous situations in LoRaWAN and, in par-
ticular, analyze the influence of varying transmission rates and message sizes.
Finally, the limitation of a high runtime for larger problem instances with differ-
ent placement algorithms from literature is tackled. To overcome this challenge,
pre-clustering of the complete network into smaller problem instances is em-
ployed, and clusters are solved individually with the presented algorithm. This
step reduces the required processing time significantly, while only a marginal
overhead with respect to the number of placed gateways for both artificial and
synthetically generated real-world scenarios is achieved.

Based on these considerations, the following research questions are defined

and covered in this chapter.

RQ3.1) Is it possible to perform efficient gateway placement for a LoORaWAN
based on an abstract, graph-based view of a set of geographically distrib-
uted Long Range (LoRa) nodes? Which graph metrics are important and
which constraints during graph creation influence the overall collision

probability as important quality metric in the network most?

RQ3.2) Is the graph-based approach generalizable for a multitude of different

networks, how can such networks be synthetically generated, and is it
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possible to compete with state-of-the-art literature?

RQ3.3) How can a graph-based approach be applied to arbitrary large problem

instances, and what are limits of scalability?

In the following chapter, Section 3.1 provides fundamental background for
LoRa and LoRaWAN with focus on message transmission and quality metrics
and summarizes related literature. Afterwards, the general placement idea is
presented and the graph based gateway placement is introduced by a five-step
approach in Section 3.2. A description of the used simulation and a summary of
all evaluation scenarios that are defined to answer the research questions follows
in Section 3.3. The evaluation of the scenarios is presented in Section 3.4, start-
ing with an in-depth study of the presented gateway placement, a comparison
to related literature, and an investigation of placement solutions for arbitrary
large problem instances. At the end of this chapter, Section 3.5 concludes and
provides a discussion regarding the scientific contribution and lessons learned.

In summary, this chapter contains the following contributions.

C3.1) A simple and efficient graph based gateway placement for initial network
planning with focus on collision probability and a reduction of the num-

ber of gateways, while providing complete network coverage.

C3.2) A methodology to generate synthetic sensor deployments based on urban
building data and a quality improvement for a LoRaWAN compared to
the state-of-the-art literature by means of collision probability and the

number of required gateways using our graph-based gateway placement.

C3.3) A clustering-based solution for arbitrary large problem instances, di-
viding the LoRaWAN gateway placement problem into multiple sub-
problems that can be solved individually without large overhead by

means of required number of gateways or collision probability.

The contributions have already been published in the past and are summa-

rized in this monograph based on the following scientific publications.
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Loh, F., Mehling, N., Metzger, F., Hoffeld, T., Hock, D.: "LoRaPlan: A
Software to Evaluate Gateway Placement in LoRaWAN", in International
Conference on Network and Service Management (CNSM), 2021 [35].

Loh, F., Mehling, N., Geifiler, S., Hoffeld, T.: "Graph-Based Gate-
way Placement for Better Performance in LoRaWAN Deployments", in
Mediterranean Communication and Computer Networking Conference
(MedComNet), 2022 [17].

Loh, F., Mehling, N., Geifiler, S., Hof3feld, T.: "Efficient Graph-Based Gate-
way Placement for Large-Scale LoORaWAN Deployments", in Computer

Communications Journal, 2022 [6].

Loh, F., Baur, C., Geifller, S., ElBakoury, H., Hof}feld, T.: "Collision and
Energy Efficiency Assessment of LoRaWANSs with Cluster-based Gate-
way Placement", in International Conference on Communications (ICC)
Workshop on Green and Sustainable Networking, 2023 [30].

3.1 Background and Related Work

This section provides fundamental background information to understand cur-

rent LoORaWANSs. Details on a message transmission with LoRa in a LoRaWAN,

key LoRaWAN quality metrics, and influencing factors showing optimization

potential for network operators in current LoRaWAN are described. At the end

of this section, related work is summarized.

3.1.1 General LoRaWAN Background

The LPWAN modulation technique LoRa uses Chirp Spread Spectrum (CSS) and
was developed by Cycleo, later acquired by Semtech in 2012 [102]. The key char-

acteristics of LoRa include long transmission ranges of 2 km — 15 km, a battery
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lifetime of up to 10 years for sensor nodes, and low data rates [103]. This phys-
ical layer transmission technique is used by the LoRaWAN medium access con-
trol protocol. It operates at the license free 868 MHz frequencies in Europe that
includes nine distinct transmission channels used for uplink and an additional
channel for downlink transmission purpose [104]. Since the focus of this mono-
graph is on optimizing a LoORaWAN in general, and network access in particu-
lar, we omit details regarding physical layer interference and frequency hopping
during message transmission of different sensors. Thus, in the following, a sin-
gle channel is considered for the investigation while the possible improvement
using multiple frequencies is highlighted very briefly at the end of this chapter.

Although the simple and license free usage of LoRaWAN has many advan-
tages, one major drawback is a high potential for unplanned sensor deployment
and channel access. Since currently, a random channel access scheme is used in
LoRaWAN [105], there is a constant risk of interference among transmissions.
This can lead to collisions and potential data loss. Such an interference of two
or more transmitted messages is named message collision in the remainder of
this thesis. It occurs, if more than one sensor transmits its data on the same
frequency channel at the same time, while being located close enough. If each
message collision leads to data loss, the maximal utilization in such an ALOHA-
like random channel access environment is 18.4 % [106]. However, the actual
utilization is higher due to the robust physical layer of LoRa [99].

Besides relying on the robust physical layer, there is still much optimization
potential to decrease message collision, loss, and thus, improve network goodput
in a LoRaWAN. In general, the goodput can be increased by a higher message
sending rate per sensor or a smaller collision probability leading to less mes-
sage loss. However, according to [107], the message sending rate is limited by
the maximal channel throughput of ALOHA. Furthermore, the transmitted data
per sensor is often dependent on its application area or specific tasks. For that
reason, the study in this thesis is focused on decreasing the collision probabil-
ity of LoRa messages. In the following, the most relevant parameters of a LoRa

message and its transmission are covered.
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Figure 3.1: LoRa modulation visualization.

Time on Air of LoRa Messages

The most important parameter when studying channel utilization of LoRa trans-
missions is the Time on Air (ToA). It describes the required duration to transmit
a single message, and thus, also the duration one message blocks a channel dur-
ing transmission. It is dependent on three parameters: the available bandwidth,
the spreading factor, and the total LoRa message length. These parameters are

described in the following paragraphs in detail.

Bandwidth: Available bandwidths in LoRaWAN are 125 kHz, 250 kHz, and
500 kHz. In this work, the 868 MHz frequency band (EU868) is chosen, as typi-
cally used in Europe. It supports 125 kHz and 250 kHz bandwidth, while except
for a single LoRaWAN channel, transmission is only possible with 125 kHz [104].
For that reason, we use the 868 MHz frequency band with 125kHz bandwidth
in this thesis, exemplary visualized in Figure 3.1, having 125 kHz bandwidth be-
tween frequencies f; and f>. One approach to transmit data is the usage of dif-
ferent frequencies, e.g. using f1 is equal to 1 and f2 = 0, named frequency shift
keying. Instead of only switching between two frequencies, LoORaWAN uses a

more robust modulation technique for communication named CSS.

77



3 Optimization of LP Radio Access Technologies for the Future IoT

Chirp Spread Spectrum: In CSS, information is transmitted in chirps, shown
in Figure 3.1. Up-chirps refer to a chirp from a lower to a higher frequency and
down-chirps vise versa. To encode data, chirps are cyclically shifted and their
frequency jumps (e.g. from fo back to fi in this example). The start frequency
and thus, the jump point determines the encoded information. Furthermore, the
sweep rate is determined by the spreading factor and influences the possible data
transmission rate. A higher sweep rate leads to shorter chirps and the possibility

to transmit more information in shorter time, as indicated by Figure 3.1.

Spreading Factor and Path Loss: The spreading factor determines the chirp
duration. Larger spreading factors lead to longer chirps and an increasing ro-
bustness against interference at the cost of longer channel occupancy per trans-
mission. Furthermore, this increasing robustness also increases the possible
transmission distance when a larger spreading factor is used. With a larger
spreading factor, signals can still be decoded if they arrive with a weaker Re-
ceived Signal Strength Indication (RSSI) at the receiver. The RSSI is a measure
in telecommunication for the power present in a received signal. The signal
strength at the receiver can be achieved knowing the sending strength of the
device and the path loss between sender and receiver. This path loss describes
the reduction of signal power when it propagates from sender to receiver. It is
often modeled with a path loss model like the free-space-path loss if a line of
sight transmission is possible without any obstacles, or the Hata model [108] for
urban areas, as used in this thesis. The path loss is influenced by the distance be-
tween the transmitter and the receiver, but also by, among others, environment,
vegetation, or urbanization. In contrast, shorter chirps increase the information
rate but make signal decoding harder, as visualized in Figure 3.1. In LoRa, in-
formation is transmitted in symbols and one chirp maps to one symbol. The
different spreading factors determine the number of raw bits a single symbol
can carry. For example, for spreading factor 7 (SF 7), one symbol maps to 7 bits.

The symbol duration T to transmit a single symbol can then be calculated with
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Figure 3.2: LoRa message structure.

(3.1)

where SF € {7,8,9,10, 11,12} is the used spreading factor and BW is the

bandwidth for message transmission.

LoRa Message: In LoRaWAN, different message types are available. Besides
uplink and downlink data messages, Medium Access Control (MAC) messages,
or messages to exchange keys are possible [109]. In this monograph, we focus
on uplink messages as main form of data communication in LoRaWAN. Uplink
data messages can be confirmed or unconfirmed. While confirmed data mes-
sages must be acknowledged by the receiver, unconfirmed data do not need
to be answered. Downlink messages, like message acknowledgments, are sent
by the network server from a single gateway. For these messages, a separate
LoRaWAN channel is available [104]. To calculate the number of symbols that
must be transmitted for a single LoRa data message, the structure of a mes-
sage is introduced in Figure 3.2. A LoRa message consists of a preamble, and
four fields for the actual message: an optional header (PHDR), the optional
header’s Cyclic Redundancy Check (CRC) (PHDR CRC), the actual LoRa pay-
load of a message and a CRC for the complete message [110]. The preamble
length npreamble Mmust consist of 8 symbols for the EU868 band, used in this mono-
graph. The radio transmitter adds 4.25 symbols for synchronization summing
up to 12.25 symbols [110]. The optional header contains information about the
payload size and the message CRC. The header CRC (PHDR CRC) is an optional
field only meant to correct or detect errors in the header. In general, the total

number of required symbols ny ., for the LoRa message without preamble can
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Table 3.1: LoRa message parameter overview.

Parameters Variable Possible range

bandwidth BW 125 kHz, 250 kHz, or 500 kHz

spreading factor SF 7-12

coding rate CR 4/5-4/8

payload PL up to 222 B for SF7-SF 8, up to 115B for
SF 9 and up to 51B for SF 10 - SF 12

cyclic redundancy CRC Oor1

check

enabled or disabled H Oor1l

header

low datarate optimize DE Oor1

preamble length Npreamble 8 Symbols

be calculated with

8PL — 4SF + 28 + 16CRC — 20H
4(SF — 2DE)

Ney,m = 8+max H -‘ «(CR+4), 0} (3.2)
Besides header and CRC, each message contains a payload PL and an optional
Low Datarate Optimize (DE) for small spreading factors to improve transmis-
sion robustness. Furthermore, a forward error correction process adds a different
number of redundant bits to transmitted LoRa messages to resolve corrupted
data due to interference. These correction bits are used by the receiver to re-
store corrupted information. Therefore, coding rates CR of 4/5, 4/6, 4/7, and
4/8 are possible in LoRaWAN [111]. For example, for every four bits of use-
ful information, a total of eight bits of data is generated if a coding rate of 4/8
is used. More details about all relevant parameters are given by the Semtech
data sheet [112]. Further information on LoRa messages are available from the

Things Network [109]. The different LoRa-related parameters are summarized
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in Table 3.1 together with its possible ranges. Note that we keep the notation
similar to major LoRaWAN literature, e.g. [105, 113, 114], to avoid confusion.
The total number of required symbols for a single message together with the

preamble and synchronization is then

Ncomplete = MNpreamble 4.25 4 Nsy,m- (3.3)
Thus, with
2SF
ToA = Ts - Ncomplete = m * Ncompletes (34)

the ToA of a single LoRa message is calculated. As a consequence, the payload
and the spreading factor influence the total transmission time if the bandwidth
and LoRa packet parameter are kept. This behavior is visualized in Figure 3.3.
This example figure shows the required ToA on the y-axis to transmit differ-
ent payloads on the x-axis with a bandwidth of 125kHz, a coding rate of 4/8,
enabled cyclic redundancy check and header, and disabled low datarate opti-
mization to showcase the influence of the spreading factor and the payload on
the transmission ToA. The different spreading factors from spreading factor 7
to spreading factor 12 are represented in different colored and dashed lines. The
payload is limited to 1B - 51 B as maximal range transmittable with all spread-
ing factors. It is visible that a larger payload requires a longer ToA. However, the
spreading factor dominates the payload by far with regard to the ToA. For that
reason, it is essential to reduce the required spreading factor of LoRa messages
to reduce the channel occupancy time. Since transmissions with larger spread-
ing factors are more robust against interference and, thus, allow transmission
across longer distances, one option in network and gateway placement planning
is to place gateways closer to the sensors. This reduces the required spreading
factor, and as a consequence, the network load per transmission. Thus, the inter-
ference potential of different devices in the network is reduced and the overall

transmission quality in a LoRaWAN is improved.
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Figure 3.3: Payload and spreading factor (SF) to time on air mapping.

3.1.2 LoRaWAN Quality Metrics and Influencing Factors

In this chapter, we focus on transmission quality improvement in LoRaWAN by
intelligent gateway placement decisions. Thus, we aim at deploying gateways in
suitable locations dependent on the available end device locations to improve the
quality in a LoRaWAN. Therefore, different quality metrics can be inferred that
must be taken into consideration for the gateway placement idea, introduced in
this chapter. The goal is to optimize these metrics. Naturally, some goals may
oppose each other, e.g. coverage and the required number of gateways. In this
case, it is important to identify a suitable trade-off that enables reliable system
operation. Note, details about energy consumption and energy efficiency are not

covered here and are tackled in the next chapter.

Coverage: First and most important, coverage must be guaranteed for all de-
vices in the network to provide high QoS. There are two major ways to in-
crease coverage in a LoORaWAN: increase the possible transmission distance be-
tween sensors and gateways, or place more gateways. The possible transmission
distance of LoRa sensors is influenced by the sending strength and the used
spreading factor at the sensor side, the interference during transmission, and
the antenna gain by the receiver. Higher sending strength allows transmission
across longer distances and vice versa. The sending strength is highly correlated

with sensor quality, battery lifetime, and other factors that can not be adjusted
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by a provider. In this work, we assume that sensor locations are immutable in
the network. However, the presented approach also works for mobile sensors,
considering all possible locations during mobility. Since the interference dur-
ing transmission is different for different locations and existing development,
only the spreading factor can be actively adjusted and is, thus, of major interest.
Here, the general idea is that larger spreading factors are more robust against
interference and allow transmission across longer distances with the drawback
of longer transmission airtime, as already discussed. This leads to a trade-off

between transmission distance and ToA.

Number of Gateways: Next, the number of placed gateways and the quality
of placement decisions is important. In [16], it is shown that increasing the num-
ber of gateways in combination with a good gateway placement can increase the
potential number of sensors by a factor of five with only 2.5 times more gate-
ways and a similar collision probability. Thus, besides the costs for additional
gateways, the collision probability in growing networks must be taken into ac-
count. Furthermore, a denser gateway placement makes LoRaWAN more robust

against future load increase [16] if networks scale.

Collision Probability: Finally, the collision probability is a crucial quality
factor in LoRaWAN. In this thesis we define each interference between two or
more sensors as a collision. It occurs, if multiple devices that are in transmis-
sion range of each other access a channel at the same time. Details about the
transmission range calculation follow in the methodology section. The collision
probability in LoRaWAN depends on the number of sensors in a specific area
that can potentially interfere each other by, for example, transmitting to the
same gateway, and the sensor’s transmission behavior. The transmission be-
havior includes the message sending rate, the required ToA for messages, and
the transmission distance that is equal to the interference distance. However,
the number of sensors in a target area can often not be adjusted by the network

operator and is thus, not particular focus of this investigation.
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LoRaWAN Gateway Setup: Since the transmission behavior of a single sen-
sor is dependent on, among others, the specific sensor type, the use case, and
configuration, it can not be modified in many situations. Thus, the collision
probability can only be affected if LoRaWAN gateways are placed in an intelli-
gent way to cover fewer sensors. For that reason, the number of gateways has
a direct influence on the collision probability. In addition, if more gateways are
placed and sensors are located closer to the next gateway, another positive ef-
fect is visible. The average distance between gateways and sensors is reduced,
which leads to a smaller average spreading factor required for transmission and
the average message in a LoRaWAN requires a smaller ToA. This directly re-
duces the collision probability. On the other hand, the placement of too many
unnecessary gateways increase placement cost without an improvement in the
network. For that reason, the goal is to find a good trade-off between the ini-
tial number of required gateways during placement and the expected collision
probability when gateways are placed. Furthermore, a good placement is robust
against future load increase and is scalable with the expected future load. How-
ever, a good future-proof placement requires a good initial placement and offers

extension only where needed [16].

3.1.3 Related Work

Network planing, gateway placement, and other improvement potential in a
LoRaWAN is also covered in literature. Since network quality by means of colli-
sion probability is studied by a simulation in this chapter of this monograph, this
section summarizes related literature with focus on collision probability studies
and gateway placement leading to an improved network quality. As related lit-
erature also studies gateway placement with different optimization goals, for
different networks sizes, and with other general approaches, most relevant and
recent literature and the difference to this chapter is summarized in Table 3.2.
An early collision study for LoRa messages was done in 2017 [99]. The au-

thors show that the robust physical layer of LoRa can reduce the collision prob-
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ability using random channel access compared to pure ALOHA. Other works
study collisions and packet loss in more detail [115-117], develop mechanisms
to decode multiple LoRa messages transmitted in parallel [118-120], study inter-
spreading factor interference and the influence on message collisions or over-
all throughput [121, 122], or investigate different spreading factor investigation
schemes [123]. To improve the network by reducing message loss, several loss
reduction techniques by adding redundancy are introduced [18]. Furthermore,
the real time applicability of LoRaWAN is studied in different works [124-126]

One LoRa specific simulator to study the behavior when adjusting the spread-
ing factor based on the current conditions is FLoRa [127]. In addition, theo-
retical works are available, e.g., [128]. The authors optimize a LoRaWAN and
reduce collisions by the assignment of radio frequency parameters through a
mixed-Integer Linear Program (ILP) formulation. A theoretical model to calcu-
late packet loss with a uniform spreading factor in relation to the ToA is avail-
able in [115]. Another possibility to study collisions in LoRa is an orthogonality
study of different spreading factors. This is done by a theoretical examination
in [129]. The authors show that it is possible to transmit with two spreading fac-
tors simultaneously if the receive-power is comparable. These approaches can
perform well if the number of sensors transmitting to a single gateway is lim-
ited. This can be regulated by an appropriate gateway placement that limits the

geographical area one gateway has to handle, as we will discuss in this chapter.

The idea of demand based gateway placement dates back to mobile network
studies in 1998 [138]. Since then, many researchers have studied placement ap-
proaches based on network load (e.g., [139, 140]). However, these approaches
could only steer available load in a network with static or mobile devices. In
contrast, the idea discussed in this chapter of this monograph directly influences
the network load by adjustments on the average distance between sensors and
gateways and thus, the network setup. These distance changes directly influ-
ence the spreading factor in LoRaWAN and the transmission duration of LoRa
messages. Besides load steering and network quality improvement by gateway

placement decisions, the solution in this chapter goes one step further. It im-

85



3 Optimization of LP Radio Access Technologies for the Future IoT

Table 3.2: Overview of select related work.

Reference Optimization goal Max. network Approach Approach details
size type
Mikhaylov’20 [130] real-life multi-gateway > 20 gateways, measurement distance and radio quality
network operation 231 test locations study
Cruz’22 [131] coverage, number 2 devices, 957 measurement propagation model and
gateways locations and model genetic algorithm
Ousat’19 [132] PDR, number gateways, small networks model mixed-integer non-linear
energy efficiency optimization problem
Citoni’21 [133] PDR 2 gateways, 5,000 simulation discrete-event simulation
Sensors with ns-3
Matni’20 [101] PDR, cost 25 gateways, 1,000 simulation k-means and fuzzy
sensors c-means clustering
Jin’20 [134] packet reception rate 3,000 sensors simulation constrained clustering
Mnguni’21 [135] number gateways, PDR 2 gateways, 700 simulation transmission simulation
Sensors with FLoRa
Da Silva’22 [136] RSSI, signal-to-noise ra- 1,000 sensors, simulation fuzzy c-means, Gustafson-
tio, delay, distance, cost 100 km? Kessel, k-means
Abakar’22 [137] packet length, number 5 gateways, 1,000 simulation network simulation with
gateways, PDR sensors ns-3
Loh’21 [16] number gateways, colli- 28,000 sensors model and local search and ILP
sion probability simulation
This chapter - number gateways, colli- 20,000 sensors model and clustering, graph central-
sion probability simulation ity metric calculation
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proves the network quality and reduces the message collision potential as a re-
sult of network load reduction by transmission airtime reduction of messages.
This is also proven as viable solution to increase PDR by Citoni et al. in [133].
The authors present an ns-3 based simulation for a much smaller setup of two
gateways studying QoS for LoRaWAN. Their advice is to avoid placing gateways
too close to each other, but also suggests avoiding spreading factor 11 and 12,
as PDR drops by 7 % and 10 % for both spreading factors respectively.

In contrast, available LoORaWAN gateway placement approaches in literature
follow in general the goal of gateway reduction for a given area or network.
Matni et al. use k-means and c-means approaches [101] while other clustering
approaches are studied in [134]. Mnguni et al. study LoRaWAN gateway place-
ment by simulating a network with the FLoRa simulator [135]. They show a
coverage potential of two gateways for a 10 km dense urban area. Cruz et al.
investigate gateway placement with the target metrics coverage area and the
number of gateways with Monte Carlo simulation methods [131]. A compre-
hensive survey of this research area is conducted by Mnguni et al. in [141]. An-
other approach is the usage of mixed-integer non-linear optimization by Ousat
et al. [132]. However, their approach only works for small networks. A com-
prehensive measurement study with an existent placement and 20 gateways
at 231 test locations is conducted in [130], and cell capacity is already studied
in [142]. To achieve results about the optimal placement strategy based on dif-
ferent quality indicators like signal strength, delay, distance, and cost, da Silva et
al. compare fuzzy c-means, Gustafson-Kessel, and k-means algorithms in [136].
Although they investigate the distance between sensors and gateways, they do
not analyze this influence on the network quality and in particular, the collision
probability. Correia et al., in contrast, target energy consumption as main inves-
tigation focus in their work [143]. The authors investigate different clustering
algorithms used to place gateway and cover an agricultural region. Furthermore,
a general tool to evaluate existing gateway placement decisions for LoRaWAN
is presented in [35]. Abakar et al. studies the usage of multiple gateways in Lo-
RaWAN, and its influence on PDR when different payload lengths are used [137].
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They study the influence of confirmed and not confirmed traffic. They conclude
that PDR decreases for more gateways when larger payloads are used in high
traffic situations. To achieve their results, they use a simulation and vary the

number of gateways between one up to five gateways at fixed locations.

The drawback of most LoORaWAN gateway placements in literature is the fo-
cus on minimizing the number of gateways. But without taking the collision
probability into consideration, a general improvement of the transmission qual-
ity can not be guaranteed. This limitation is tackled in [16], where the number
of sensors per gateway and the maximal possible distance between sensors and
gateways are used as constraints. Thus, the collision probability in the network
can be reduced significantly. However, their gateway placement approach is not
optimal. There is still potential for placing a gateway at the edge of the network
or a different number of gateways for different runs on the same network. Fur-
thermore, long runtimes for the suggested ILP are not feasible for large networks

and the ILP only provides optimal results based on the input constraints.

We solve these issues in this chapter by combining the benefits of a cluster-
ing and a graph-based approach, where gateways are placed in network centers,
with high sensor density and further limit the placement with additional con-
straints to keep the expected collision probability in the network low. Our place-
ment can plan a LoORaWAN from scratch but also optimize existing placement if

future networks grow and more sensors need to be covered.

3.2 LoRaWAN Gateway Placement

In this section, the general methodology to set up a LoRaWAN is discussed, and
the gateway placement approach is described by introducing the gateway place-
ment idea first. Afterwards, the process of describing a LoRaWAN as a graph as
basis for the placement is introduced. Then, the usage of different constraints is

highlighted and the actual placement approach is presented.
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3.2.1 Placement Idea

Currently, each sensor is transmitting data using random channel access in a
LoRaWAN. Thus, the number of sensors in one cell and the channel occupancy
time for each sensor are the most dominant factors influencing the collision
probability, and thus, the transmission quality. Network improvement by ad-
justing the number of sensors in specific areas or the transmitted payload per
sensor is often only dependent on the application and sensor distribution. Then,
one possibility to reduce the collision probability is to manage the channel oc-
cupancy time and the number of messages transmitted per cell via, for example,
intelligent gateway placement. In traditional mobile networks, in current 4G
networks, and also in current and future 5G deployments, a single transmission
with the same payload from the same sensor located in a specific cell requires
in general the same channel occupancy time. Specifically, this is independent
of the distance to the gateway if the propagation delay is neglected. Thus, the
number of sensors that can be covered by a single gateway is limited by available

frequencies and the transmission behavior and rate of sensors.

However, the situation is fundamentally different in LoRaWAN. Despite the
available frequencies and the sensors’ transmission behavior, the spreading fac-
tor is influencing the required channel resources. Sensors transmitting with
larger spreading factors can transmit across longer distances with the accep-
tance of a longer ToA for messages and longer channel occupancy per trans-
mission. For that reason, it is possible to reduce the required channel resources
by reducing the average spreading factor, and thus, the distance between sensors
and gateways for transmission. For that reason, it is generally more efficient to
place a gateway in the middle of a dense network part with many sensors and
avoid splitting these parts in separate cells. This reduces the average distance be-
tween sensors and gateways in the network and the average required spreading
factor. Therefore, the idea for an efficient gateway placement is the identification
of dense parts in a LoORaWAN first, and place the gateways at suitable locations
in these dense areas afterwards.
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Figure 3.4: Overview of network setup: graph creation and gateway placement.

3.2.2 Network Setup Procedure

The network establishment and the gateway placement procedure in this work
contains five steps. This procedure is introduced in the following, starting with
the establishment of sensor locations and ending with the fully planned Lo-
RaWAN, including gateway locations. A step by step visualization of this ap-
proach is presented in Figure 3.4 and in [17].

Step 1: Sensor Locations based on Urban Building Data: To represent
a real world LoRaWAN, possible locations for sensors in the network must be
determined. It is possible to use real sensor locations or synthetically gener-
ate locations for a network. In this thesis, we derive the centroids of buildings
of different real cities from OpenStreetMap to generate the network. For each
building, an x- and y-coordinate is obtained, augmented with an ID, and the re-
sulting object is used to represent a single sensor. We assume that each sensor
is a potential gateway during the following gateway placement to achieve opti-
mal gateway locations for the underlying network of sensors. This approach has
two benefits to display more realistic scenarios. First, more densely populated

regions receive more sensors and second, the placement is not optimized for
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synthetic, evenly distributed scenarios but for different real city deployments.
However, please note that a mapping of sensors to other entities like trees, spe-

cific buildings, other infrastructure, or real data is also possible.

Based on the actual network size by means of geographic distribution and
the number of sensors, and the available processing resources and acceptable
runtime of the placement algorithm, optional pre-clustering can be performed.
We have chosen k-means clustering because of the simplicity, the good perfor-
mance, and the good results. In contrast, density based clustering solutions like
DBSCAN perform worse in very heterogeneous networks, where in specific ar-
eas sensor locations are very dense and in others very sparse. Furthermore, the
only goal is to divide the network into smaller parts in this pre-clustering step.
Then, the same placement approach can be applied individually to all clusters

according the divide and conquer scheme.

During pre-clustering, the value k defines the number of independent clus-
ters, and thus independent LoORaWAN gateway placements. At the end, clusters
are re-combined into a single network. With this divide and conquer approach,
the following benefits are achieved: the algorithm is much more flexible and
can be adjusted towards different network sizes, available processing resources,
and acceptable processing times. Since intelligent pre-clustering already uses an

available sensor distribution to create clusters, only little overhead is expected.

In particular, additional gateways do not create additional traffic, and in the
best case reduce the required spreading factors of single sensors. This further
reduces the average airtime of transmitted messages and in return, reduces the
collision probability. Please note that the gateways in this example do not create
traffic since no messages are acknowledged. In reality, the gateways could use
one specific channel for message acknowledgments or the dedicated downlink
channel to not interfere with any sensor. Since gateways are always online and
powered systems, they can coordinate between other gateways to avoid colli-

sions of their downlink messages.
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Step 2: Placement Constraints: Placement constraints are important to first,
achieve a valid placement and second, improve the achieved result. Therefore,
three constraint classes are defined in the following: class 1 must be satisfied.
The only class 1 constraint in this work is coverage of all sensors. Class 2 con-
straints are variable parameters in this chapter with the goal of reducing the
collision probability in the LoRaWAN with the minimum possible number of
gateways. Class 2 constraints are the maximal distance between gateways and
sensors and the number of sensors a gateway can process. Last, class 3 con-
straints could be additional information in the network like transmission char-
acteristics of specific sensors, sensor importance, or message importance. These
constraints can be added by additional weights during graph creation but are
omitted in the following, since all sensors are expected to have the same impor-
tance. Furthermore, sensor transmission patterns are not controllable by net-
work operators and are often not available in the planning phase. Nevertheless,
differences in the transmission behavior can have an influence on network load
and should, thus, be considered when planning a LoRaWAN. However, with the
following placement approach, different load can be modeled with more sensors
at specific locations and vice versa.

Besides network load, adjusted with a different number of sensors, the ToA of
each single message has a direct influence on the load. It is directly influenced by
the distance between a sensor and its gateway and thus, the used spreading fac-
tor. Since it is one of the most important constraints in this work, it is described
in detail in the following. It is achieved by calculating the possible transmission
distance of the sensors.

Possible Transmission Distance: In particular, the possible transmission
distance is, due to the technical relation of transmission distance and spreading
factor, a major contributor to the collision probability. In this work, the possible
transmission distance d;, from transmitter Tr to receiver Re is determined with
the urban version of the Hata propagation model that is widely used in mobile

communication [144, 145]. Hence, we compute the transmission distance as
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(—(69.55+426.16 log 1 (f)—13.82-log; o (hge) —a(h1)—L)
dtr =10 (44.9—6.55-1og1 (hRe)) (3.5)

for the frequency f = 868 MHz with
a(ht) = 3.2 (logyo(11.75 - hry)?) — 4.97 (3.6)

and L as maximum tolerable path loss for the connection. Thus, since larger
spreading factors tolerate higher path loss, or in particular require a lower RSSI
limitation to decode signals according to Table 3.3, longer transmission distances
are possible. The tolerable path loss is further dependent on the sensor’s, and in
particular its transceiver’s sending strength and the antenna sensitivity. For our
study, we use an SX1276 transceiver [112] as reference with an antenna gain
of +8 dBm that can generally be achieved by many common gateways [146].
The transmitter height ht, is set to 15m and the receiver height hre to 1 m.
This is done to not cover the complete studied area with only a single receiver
and show the potential of the presented approach. Since the height values are
only used as input for the Hata path loss model, any other heights work accord-
ingly. Other input would lead to different maximal transmission distances with
different spreading factors and thus, a different number of required gateways.
However, this does not influence the gateway placement procedure that places
more gateways in denser locations or the general statement of this chapter of
this monograph. Since the Hata path loss model is only an example model, the
same holds true using other path loss models, as we investigate for example
with our network planning tool in [35]. The requirement is the possibility to

determine distances between sensors and gateways for any topology.

Step 3: LoORaWAN Graph Creation: In the graph creation procedure, the
first step for each cluster, if multiple clusters are available, or the complete Lo-
RaWAN, is to express all sensors and gateways as nodes n; while the complete
set of nodes in the LoRaWAN is expressed as Naii. Each node n; € Nan has
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Table 3.3: RSSI and max. transmission distance for diff. spreading factors (SF).

SF RSSI Distance SF RSSI Distance
SF7 -131dBm 971.08 m SF 10 -140 dBm 1,695.16 m
SF8 -134dBm 1,169.24 m SF11 -141 dBm 1,803.41m
SF9 -137dBm 1,407.85m SF12 -144 dBm 2,171.44m

an x- and y-coordinate to determine its location. Afterwards, for all pairs of
nodes (n;,n;) € Nan X Nau, an edge e;; connecting n; and n; is added if n;
is within reach of a LoRa transmission from n; and vice versa. Thus, the Lo-
RaWAN can be expressed as an undirected, unweighted or weighted graph. The
requirement of an undirected graph is important for a real network to ensure
that receivers (the gateways in the following) could also transmit to transmit-
ters (the sensors in the following). This is guaranteed in this consideration since
the possible transmission distance from transmitters to receivers is smaller than
vice versa. The graph can be unweighted if each sensor has the same behavior,
importance, or transmission characteristics, or weighted if additional character-
istics are included in the gateway placement decisions. The result of the graph
creation is not necessarily a connected graph, for example if at least one sensor
that is out of range of all other sensors exists. However, the following approach

can identify gateway locations both in a connected and a not connected graph.

Step 4: Graph Centrality Calculation: Next, it is important to determine
good locations to place gateways. As discussed in Section 3.2.1, for LoRaWAN
specifically, dense network parts should be preferred to place gateways if all
other placement constraints can be met. Since both the degree centrality and the
betweenness centrality show good results to describe node centrality in litera-
ture [147], they are considered as gateway placement metrics in the following.
To identify the usability of both metrics, we elaborate in [17] its complexity and
performance for the gateway placement problem. We see that placement with

degree centrality as graph metric requires fewer gateways for the same or better
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network quality by means of collision probability. Furthermore, the complexity
to calculate betweenness centrality is O(n®) for dense networks [148] with n
as the number of nodes in the network. In contrast, the complexity to calculate
degree centrality is O(n?). For that reason, the degree centrality is chosen as
graph metric in the following. Therefore, for all nodes n; € Naiu, the degree
centrality C'p(n;) is calculated according to [147] with

Deg(n;)

Cp(ni) = N = 1° (3.7)

Deg(n;) is the node degree of node n;, achieved by summing up the number of
outgoing edges from node n;. Consequently, the degree centrality Cp(n;) is a
measure for the importance of a node in the network. It is an indicator for the
number of other nodes in close distance and, in this chapter of this monograph,

in possible transmission but also interference distance.

Step 5: LoORaWAN Gateway Placement: The input for the gateway place-
ment is one graph or multiple graphs if several clusters exist that represent the

sensor locations as defined in step 3 and the calculated graph metrics from step 4.

Gateway Selection: If a fresh placement without already existing gateways
is done, the node with the highest degree centrality is selected as next gateway.
If several nodes have the same degree centrality, the node with the lowest ID
is chosen. However, it is observed that random selection does not statistically
significantly change result quality. Furthermore, choosing the node with the
lowest ID makes the algorithm repeatable and reproducible. If a placement in
an already existing network is done, first all already placed gateways must be
considered. Thus, it is iterated over all existing gateways first, and one of them
is chosen in this step and the graph is updated, as described in the following.
This is done to not consider already covered sensors by existing gateways when
new gateways are placed. If no existing gateway is left, the remaining node with

the highest degree centrality is selected.
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Graph Update: In the graph update step, the selected gateway node and all
sensor nodes that are covered by this new, or already existing, gateway based on
the constraints defined in step 2, as well as all edges that connect to at least one
of these nodes, are removed from the graph. Please note, if the distance between
the selected gateway and any of the nodes having an edge to that gateway ex-
ceeds the maximal transmission distance of LoRa sensors, these nodes are kept
for the next gateway selection step and are not removed from the graph. This
occurs if the distance limit set in the graph creation is larger than the possi-
ble transmission distance of LoRa nodes. The special handling of these nodes

guarantees coverage in the final gateway placement for the LoRaWAN.

Metric Update: The algorithm terminates with a valid placement when all
covered nodes are removed and no more nodes are available. Otherwise, the
graph metrics of the remaining graph are updated, and the placement algorithm
continues with the next gateway selection. The quality of a placement is steered
by the possible transmission distance, as maximal distance between two nodes
that receive an edge, and the possible number of sensors a gateway can cover,

as maximal number of edges per node in the initial graph establishment.

Cluster Combination: If the problem instance is initially split into multiple
smaller deployments in the first step, all calculated clusters and placement re-
sults are combined at the end to one single network. The number of required
gateways in each sub-problem is summed up to achieve the total number of
required gateways for the complete network. Afterwards, the quality of the net-

work is investigated by a simulation study.
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3.3 Simulation Approach and Scenario Definition

This section describes the applied simulation approach to evaluate the presented
graph-based gateway placement. Based on sensor and gateway locations, the
collision probability simulation is described in detail in the following. In the
scenario definition at the end of this section, different constraints are defined to
optimize and study gateway placement decisions based on the presented graph
creation. The quality of the achieved placement is determined by the expected

collision probability in the network and the number of required gateways.

3.3.1 Methodology to Evaluate Gateway Placement

To study the performance of the described graph-based gateway placement, a
lightweight discrete event simulation is programmed in Python. Each transmit-
ted message start and end timestamp is an event in the simulation, changing
the state of the system from channel free to channel occupied and vice versa. If
the channel is occupied by multiple messages at the same time, and the trans-
mitting devices are in range of each other, a message collision occurs. Details
about sensor and gateway locations, transmission range, and message collision

are described in the following.

Simulation Input: The input for the simulation is a set of sensors S and gate-
ways G, achieved with the presented gateway placement approach. Each sensor
and gateway has an x- and a y-coordinate to describe its location. The graph-
based gateway placement provides one target gateway for each sensor. The goal
for each sensor in a LoRaWAN is then to transmit to the closest gateway with

the smallest possible spreading factor to save ToA.

Transmission Distance Calculation: Based on the gateway and sensor lo-
cations received from the graph algorithm, the distance to the closest gateway is
calculated for each sensor first. With the possible maximal transmission distance

from the Hata path loss model summarized in Table 3.3, each sensor receives a
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spreading factor to transmit with. This means, a sensor transmitting with one
specific spreading factor from the table can transmit to gateways or interfere

transmissions of other sensors in that specific range.

LoRaWAN Parameter Setting: The calculated transmission distance de-
scribes the distance a sensor potentially interferes other messages. To calculate
the collision probability in the network, the possible duration of each interfer-
ence is also required. Therefore, we calculate the ToA of the transmitted Lo-
RaWAN messages. The parameters used in the following are in accordance with
default LoORaWAN from standardization. The possible ranges were already in-
troduced in Table 3.1. To simulate the transmission of messages, the header is
enabled, and low data rate optimization is disabled for all spreading factors to
keep consistency. Furthermore, a coding rate of 4/5 is applied to limit the re-
dundancy overhead. To obtain reproducible results and to isolate the impact of
placement decisions on the observed collision probabilities, 16 B payload is used.

Thus, for each message, the ToA can be calculated described in Equation 3.4.

Interference Detection: In the next step, it must be determined which sen-
sors potentially interfere with each other. Therefore, an interference list is cal-
culated for each sensor s; € S. We assume that each transmission is propagated
circularly around the transmitting sensor. All other sensors s; € S\s; in the in-
terference radius of s; are added with the respective ToA if at least one of three
interference cases occur. All cases are visualized in Figure 3.5 for an example
sensor si, interfered by sa. The first interference case for a sensor s; (case 1)
includes all sensors, where s; is in their direct transmission radius with their
specific spreading factors according to Table 3.3. This is visualized by the first
case in Figure 3.5, where the black transmission radius of s overlaps s; and vice
versa. Thus, both sensors interfere each other in the orange shaded interference
area. The sensors do not necessarily need to transmit to the same gateway, as
pointed out by the red arrows symbolizing their transmissions in opposite di-

rections. In the second case, all sensors transmitting to the same gateway as s;
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Figure 3.5: Transmission interference cases of two sensor nodes s1, s2 and
gateways G1, Ga.

interfere s;. This is the case if the gateway is in the interference area of the sen-
sors, as visualized by case 2 in the figure. There, the sensors do not necessarily
need to hear each other but can interfere each other (hidden node problem). In
case 3, all sensors, where the transmission radius is intersected by the direct line
of sight transmission from s; to the closest gateway from s; interfere (exposed
node problem). In this edge case, the transmission of s; to its gateway G'1 only
intersects the orange shaded interference area. Note that if the network has been
set up by pre-clustering, each sensor is transmitting to the closest gateway, even
if it is not in the same cluster. The interference list calculation is always done
for the complete network. In the following, we use this information to calculate

the collision probability.

Collision Probability Calculation: The actual collision simulation is per-
formed individually for each sensor s; € S based on the sensors in each sen-
sor’s interference lists from the interference detection step above. This scales if
networks are not extremely large since interference lists are comparably small
in good network deployments to keep collisions probability low. Furthermore,
since the collision computation with this approach is independent for each sen-
sor, it can be parallelized to deal with larger problem instances. Two messages

m1 and mo collide in a LoORaWAN channel when the transmission interval /7 of
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Figure 3.6: Visualization of the message collision case.

m and I of mo, defined by the transmission start timestamp to and the trans-
mission end timestamp ¢; overlap. A visualization for no collision (left) and the
collision case (right) is presented in Figure 3.6. For each sensor s; € S in the
network, we receive a number of sensors ks with the respective ToA potentially
interfering with s; from the interference detection above. Based on the trans-
mission rate of all sensors, and in particular of the sensors in the interference
list of each sensor, we get the number of messages per time frame that must be

simulated for each individual sensor.

We set the transmission rate to one message per investigation interval per
sensor and set the investigation interval to one hour. Note that the following
simulation works accordingly for different investigation intervals. Smaller in-
vestigation intervals are equal to a higher transmission rate per sensor and vice
versa. Later, to emulate more sensors in the network, we adjust the number of
messages transmitted from one sensor location per investigation interval while
different messages from the same sensor location are independent of each other.
This means, different messages from the same sensor location can interfere with
each other. This scenario is equal to having more sensors in the network and
emulates an increasing network in the future. Note, this approach is chosen to
simulate a larger geographic area and study the impact of gateway placement
decisions. For that reason, the focus is not on the study of small geographic
networks with many sensors deployed in, for example, single Industry 4.0 pro-
duction sheds or in Smart City deployments in skyscrapers. Thus, this is not

covered in this work.
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Since the collision probability simulation process is the same for each indi-
vidual sensor s; € S, we describe the simulation for one sensor s; € S exem-
plary in the following. The input for the simulation is the ToA of sensor s; and
all sensors in the interference list of s1 achieved above. First, we calculate the
transmission start timestamps for the transmissions of s; and all sensors in its
interference list. As we assume random channel access, we assume the trans-
mission start timestamps as uniform random numbers between 0 s and 3600 s to
simulate an investigation interval of one hour and thus, one transmission per
sensor per hour. This is valid for a sufficiently large number of sensors accord-
ing to Metzger [149]. With the same approach, we can also cover non-periodic
transmissions of single sensors if the total number of messages per time interval
is not changing. Adding the ToA of each sensor to the transmission start times-
tamp, we receive the transmission end timestamps and the transmission inter-
vals for all sensors. This is visualized in Figure 3.6 for example messages m; and
mg with transmission start timestamp to for m;, transmission end timestamp
t1, and transmission interval I; for m. If this transmission interval of sensor s1
overlaps in time with any transmission interval of any sensor in the interference
list of s1, s1 collides. We repeat this process for each sensor s; € S\s1 with its

respective interference list to achieve the collision probability in the LoRaWAN.

Since we only simulate transmissions and calculate the collision probability,
we do not manipulate any transmission after it is started or any other behav-
ior. For that reason, we can simulate a sensor with its complete interference list
in one step by calculating transmission start and end timestamps for the com-
plete simulation duration at once. This generates much less overhead in con-
trast to more general LoRa simulators like FLoRa [150] or different ns-3 [151,
152], or SimPy [153] based simulators. Because of the randomness of trans-
mission start timestamps, we simulate 100 hours with each sensor transmitting
randomly once per hour to study the collision probability in the network and
achieve statistically significant results. Note that overlapping transmission in-
tervals always lead to collisions, independent of the used spreading factor and

whether the sensors are in the same cluster if pre-clustering is performed during
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Figure 3.7: Example visualization for sensor locations for Wiirzburg, Germany
(each dot represents one example sensor).

gateway placement. We did not include potential quasi-orthogonality of spread-
ing factors as it is for example done by Caillouet et al. in [154]. Thus, this study

can be seen as the worst case investigation.

3.3.2 Scenario Overview

To evaluate the performance of our graph-based gateway placement and answer
the research questions, we study different scenarios with varying network load
and sensor setups. Therefore, the sensor locations and the different scenarios

are introduced in the following.

Sensor Locations: To study the performance of our gateway placement, dif-
ferent sensor location sets in different cities are obtained from OpenStreetMap.
First, we obtain 29,113 sensor locations for Wiirzburg, Germany by mapping
building data to sensor locations, as presented in [16]. An example overview of

the sensor locations normalized to x- and y-coordinates is visible in Figure 3.7
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Table 3.4: Overview: number sensors for different cities.

City Country District Number  Nodes per

sensors km?
Wiirzburg Germany complete city 10,000 114.0
London UK City of London 1,959 412.0
Munich Germany Schwabing-West 3,094 489.0
Shanghai China Pudong 17,210 5.8
Sydney Australia  City of Sydney 1,058 193.1
Bangkok Thailand  complete city 14,443 4.7
New York City USA Manhattan 11,521 46.2
San Francisco ~ USA complete city 20,048 19.2

(edges are cut in this example for better visibility). To study the performance
of the graph-based placement and different parameters, but also limit computa-
tion time without excluding specific areas of the city or modifying the general
sensor distribution, we select 10,000 sensors randomly from the sensor set. By
using different randomly selected sets of 10,000 sensors from the full dataset,
it is observed, similar to [16], that the randomness of sensor selection has no
statistically significant influence on the result. Thus, it is not presented in de-
tail hereafter. Furthermore, since reducing the number of sensors is equal to
reducing the overall load in the network, only a decrease in general collision
probability is expected but no difference for the general result. This is validated

by increasing the load later in the evaluation (scenario S 4).

In addition, seven sensor sets for different global cities are studied to analyze
the usability of the approach in other, differently urbanized areas. An overview
of all cities is given in Table 3.4. Furthermore, different city sizes, districts, and
urbanization is chosen during city selection. Note that for Bangkok and Manhat-
tan, only 50 % of the available buildings are randomly used as sensor locations
and for San Francisco, only 33 % of all buildings are chosen to limit the size of

the networks and study differently dense and sized large deployments.

103



3 Optimization of LP Radio Access Technologies for the Future IoT

Scenario Definition: Based on these considerations, five scenarios are de-
fined to place gateways in a LoORaWAN, summarized in Table 3.5 with different
research goals. For each scenario, the maximal distance between any sensor and
a gateway, and the maximal number of sensors per gateway must be defined for
the graph creation and the placement. Afterwards, a collision probability simu-
lation is performed for each scenario, as described above. Only placements are
considered without any pre-placed gateways. The gateway placement process
of additional gateways in already existing networks is similar but shows never
better results than a completely new placement, as already discussed in [16].
Scenarios S1-S4 are used to evaluate our gateway placement approach with-
out pre-clustering to study its general performance. Then, Scenario S5 evalu-
ates whether a network pre-clustering can overcome computational limits with-
out significant overhead in the number of gateways or the collision probability
if network sizes increase in the future. Furthermore, the outcome and perfor-
mance of the pre-clustering on artificially generated networks is investigated.
Each scenario is designed to answer one of the following questions.

Scenario S 1: What is the optimal sensor to gateway distance limit used as a
constraint in a LoORaWAN gateway placement?

Scenario S 2: What is the ideal maximum number of sensors covered by a
gateway during the graph creation process, and how does this limitation impact
the collision probability?

Scenario S 3: How does the presented approach perform in different envi-
ronments and in comparison to the state-of-the-art?

Scenario S 4: What is the impact of network load changes as a result of dif-
ferent payloads or transmission rates on the collision probability, and how does
the collision probability change if networks grow in the future and additional
gateways must be placed?

Scenario S 5: Is it possible to overcome limits in computational scalability by
splitting the network into multiple smaller instances and perform independent
gateway placement? What is the resulting overhead by independently solving

the placement problems?
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Table 3.5: Graph based gateway placement scenario overview.

Sc. Max. distance sen- Number Research goal
sor to gateway sensors
S1 300m-2,600m 1,000 Achieve optimal sensor to
step size 50 m gateway distance limit
S2 2,17144m 300 - 3,000, Achieve optimal sensor per
step size 50 gateway limit
S$3  according to the best 750 Study approach for different
performance locations and compare to re-
lated work
S4  different settings 1,000 Study different transmission
patterns for load increase
S5 2,171.44m 1,000 Placement for large
deployments

3.4 Numerical Evaluation

This section summarizes the results conducted during the gateway placement
scenario study summarized in Table 3.5. Each scenario is tackled in detail in the

following, starting with scenario S 1.

3.4.1 Scenario S 1: Distance between Sensors and

Gateways

The first scenario S 1 varies the distance between sensors and gateways in the
graph creation and keeps the maximal number of sensors at a fix number of
1,000 to exclude further influence of this parameter. This value showed to be
large enough to not influence placement decisions but also avoid unnecessar-
ily many sensors transmitting to a single gateway in very dense network parts
leading to high collision probability anyway. The goal of this study is to find an
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optimal sensor to gateway distance for our graph creation, as larger sensor to
gateway distances require larger spreading factors. This leads to a higher colli-

sion probability because of a larger ToA for each message.

Spreading Factor: The first investigation is the spreading factor usage based
on the set distance limit to the next gateway. Figure 3.8 shows the result as the
percentage of sensors using a specific spreading factor on the y-axis based on the
distance limit between sensors and gateways on the x-axis. The colors indicate
the spreading factors. The vertical dashed white lines show the distance limits
for the usage of different spreading factors with spreading factor 7 on the lower
end up to 971.08 m and spreading factor 12 to the right with up to 2,171.44 m.
Table 3.3 shows the exact values for all spreading factors. Note that the study is
conducted up to 2,600 m, which is outside the reach of a sensor transmitting with
spreading factor 12. This setting is chosen to study larger maximal distances
during graph creation and can influence the graph centrality metrics and the
final placement of gateways. However, as described in the graph setup, the final
gateway placement guarantees a maximal distance from every sensor to the
next gateway of 2,171.44 m, so that it can transmit data with at least spreading
factor 12. Thus, the coverage constraint is still fulfilled. The figure shows more
large spreading factors shortly before each dashed line and more small spreading
factors again afterwards. This is especially visible before the third and the last
dashed line. As we aim on using less large spreading factors, these results show
that it is not advisable to perform a gateway planning with the exact distance
limits of a spreading factor, especially visible for spreading factor 12 and the last
dashed line. There, a distance limitation of 2,200 m performs much better than
2,150 m, although the distance limit to transmit data with spreading factor 12 is
2,171.44 m. In this case, the coverage-constraint that guarantees a gateway for
each sensor in a maximal distance of 2,171.44 m in combination with a distance
limitation of 2,200 m gives the placement more flexibility than the hard distance
limit of 2,150 m alone. In this case, either an additional gateway is placed or

gateways are placed better without that strict spreading factor limit.
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Figure 3.8: Spreading factor (SF) Figure 3.9: Collision probability and
distribution for different distance to  required number gateways for
gateway settings. different possible distance.

Collision Probability: Since the spreading factor distribution can only draw
conclusions on the distance distribution between sensors and gateways in a Lo-
RaWAN, it is not possible to describe the performance of the gateway placement
with any network quality metric by using the spreading factor only. Therefore,
the collision probability is achieved as described in Section 3.3.1. However, the
average collision probability presented in Figure 3.9 shows similar results as the
spreading factor before. The brown line shows the collision probability on the
left y-axis of the figure, based on the maximal allowed distance between sen-
sors and gateways on the x-axis. The shaded area around the line indicates the
minimal and maximal collision probability observed for all 100 runs. This visu-
alization is chosen since even the 99 % confidence interval is very narrow and
hence, not visible. Based on this, we conclude that visible collision probability
differences presented by the brown line are statistically significant with a 99 %
confidence. The yellow line presents the number of required gateways on the
right y-axis for different distances. The dashed black lines again indicate the
spreading factor distance limits.

The brown line shows an average collision probability of less than 5 % when
the distance is below 1,150 m. This is equal to a maximal spreading factor of 7 or
8. An increase in collision probability is visible for larger distances, and in par-
ticular larger required spreading factors. However, shortly before the maximal

distance is equal to the next spreading factor distance limit, an increase in the
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collision probability is visible and shortly after it, a decrease is detected. This is
explained by the spreading factor distribution already discussed in Figure 3.8.
Furthermore, we see a drop in the collision probability for distances larger than
2,500 m. However, distance limits larger than 2,100 m are not advisable because
of a large increase in the collision probability. The best results are detected with
a maximal distance smaller than 1,150 m, which is equal to the usage of spread-
ing factor 7 or spreading factor 8 as maximum. Note, there is an upper bound
for LoRaWAN optimization by gateway placement. The collision probability by
intelligent gateway placement can only be reduced, as long as sensors are trans-
mitting messages with spreading factors larger than 7. If all sensors have one
gateway close to their location and are able to transmit with spreading factor 7,
no further improvement can be made with more gateways. However, it is pos-

sible to react on occurring collisions as discussed in [18].

Number of Gateways: The number of required gateways for different dis-
tances is shown by the yellow line and the right y-axis of Figure 3.9. As expected,
the number of required gateways is decreasing with an increasing distance be-
tween sensors and gateways. However, it is visible that the gradient of the yellow
line is decreasing with larger distances. Especially, only a small gradient is vis-
ible for more than 1,300 m. Between 1,400 m and 1,500 m, it is increasing again,
and we see a good trade-off between the number of gateways and the collision
probability between 1,000 m and 1,400 m. This is equal to a used spreading factor
of 8 or 9 as maximum.

Additional Performance Metrics: In addition, other performance metrics
like the load distribution and thus, the number of sensors single gateways must
cover can be evaluated with respect to network quality. For scenario S1 and
300 m or 350 m distance between sensors and gateways, the results show that
no gateway covers more than 4.3 % of all available sensors. The average num-
ber of sensors per gateway is for 850 m to 1,250 m distance still good to handle

with 200 to 400 sensors. For larger distances of 1,800 m or more, the variance in
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the number of sensors per gateway is increasing. Some gateways need to cover
many sensors in dense areas and some gateway need to cover only a few sensors.
Thus, also from this perspective, it is not advisable to increase the maximal sen-
sor to gateway distance too much. Another performance metric is the number of
redundant gateways that cover single sensors. Although double coverage makes
a network more robust against gateway failure, the drawback of redundant cov-
erage is additional interference. For small distances below 400 m, each sensor
is covered on average by more than four gateways. This number decreases, as
expected, with larger distances. Up to 900 m, the average sensor is covered by
more than three gateways while for the remaining distances, the average sensor
is covered by two or three gateways. Furthermore, this number is not decreasing
anymore for distances larger than 1,100 m (2.89 gateways on average). For com-
parison only, a distance limit of 2,200 m shows 2.85 gateways on average and a
distance limit of 2,500 m shows 2.86 gateways on average. As a result, we see
that dense areas are covered by more gateways while less dense areas are often
only covered by a single gateway, like intended in a good placement. While both,
the load distribution in the network and the number of redundant gateways is
highly dependent on the location of sensors in a real placement, we see a gen-
eral tendency. Reducing the maximal distance between sensors and gateways
with our graph-based gateway placement reduces the general load per gateway
and thus, the collision probability. Especially the usage of the degree centrality
as placement metric helps to place LoRaWAN gateways in dense parts of the

network, reducing the average spreading factor and the collision probability.

3.4.2 Scenario S 2: Number of Sensors per Gateway

The goal of scenario S 2 is to identify the influence of sensor limits per gateway.
However, the simulation results show a fluctuating collision probability without
any clear statement about a good sensor number per gateway with focus on the
collision probability. Only the number of required gateways is decreasing with

more sensors per gateway, as expected.
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Figure 3.10: Influence of distance and the number of sensors on the collision
probability.

When the spreading factor distribution for scenario S 2 is studied, several sen-
sors need to transmit with spreading factor 12 because of the large distance to
the next gateway, even for a small sensor limit of 500. This increases the average
ToA and the collision probability. When the number of sensors per gateway is
used as input, the average collision probability is never below 5 %. In contrast,
it is below 5 % for all maximal sensor to gateway distances below 1,150 m in
Figure 3.9. Thus, in general, the maximal number of sensors per gateway has a

small influence on the overall collision probability.

However, the distance between sensors and their gateway dominates the sen-
sor limit, as visualized by the interaction plot in Figure 3.10. The y-axis of the
plot shows the collision probability and the x-axis the influencing factor on the
collision probability. The influencing factors distance between sensors and gate-
ways and the number of sensors are presented by the black and orange line, re-
spectively. While the distance shows a clear tendency towards a larger collision
probability for longer distances, no clear tendency for the number of sensors
is observed. For that reason, we omit further investigation of this scenario and

refer to a more detailed study in [17].
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Figure 3.11: Comparison Graph (G) to Voronoi (V) for different cities; Bangkok
(BKK), London (LDN), Manhattan, New York (MNY), Munich (M), San
Francisco (SF), Shanghai (SH), Sydney (SYD), Wiirzburg (WU).

With these results, we can answer the first research question with yes, gate-
way placement in a LoORaWAN can be performed by a graph-based approach with
the degree centrality as graph metric. The most important constraint influencing
placement decisions and the collision probability is the distance between sensors
and gateways. Since this distance directly influences the spreading factor used for
transmissions, the network load and in particular, the collision probability can be

steered effectively by distance between sensors and gateways.

3.4.3 Scenario S 3: Comparison to the State-of-the-Art

The state-of-the-art approach from literature studying the collision probability
based on different gateway placements for a LoRaWAN is, to the best of our
knowledge, the Voronoi-Cover approach [16]. For that reason, we compare our
results with the Voronoi approach for different cities by means of collision prob-
ability and the number of required gateways. Therefore, we generated different
datasets for different urban areas as introduced in Section 3.2.2. The different
generated datasets with location, number of generated sensors, and network

density are summarized in Table 3.4.
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Collision Probability: To compare the placement approaches, Figure 3.11
shows the average collision probability as a bar plot on the y-axis and the dif-
ferent cities pair-wise for our Graph (G) approach and the Voronoi (V) approach
on the x-axis. The error bars indicate 95 % confidence intervals. Our approach
achieves in the worst case a similar collision probability as we see no statistically
significant difference to the Voronoi approach with the 95 % confidence interval
for small networks in London (LDN), Munich (M), and Sydney (SYD). However,
the graph approach performs better in all other deployments. For San Francisco
(SF), much better results are achieved, reducing the collision probability of about
70 %. There, the graph approach shows an average collision probability of 2.16 %
against 6.83 % with the Voronoi approach. Thus, we conclude that the graph ap-
proach performs in the worst case similar to state-of-the-art from literature and
can reduce the collision probability by up to 70 % in the best case, especially in

large networks with many sensors or in placements in a large geographic area.

Number of Gateways: Another placement quality indicator is the number
of placed gateways. It is summarized in Table 3.6 for the different cities of Fig-
ure 3.11 for the Graph (G) approach and the Voronoi-Cover (V). The Graph
approach requires fewer gateways in all cities except Munich. A large differ-
ence in the number of required gateways is visible for Bangkok, San Francisco,
Wiirzburg, and Shanghai. The largest improvement is visible for large deploy-
ments, especially if the number of sensors per km? is small. But also for small
deployments with fewer sensors like in London, significant improvements with
only about 2/3 of the required gateways compared to related work is possible.
Thus, we can answer our second research question as follows. The pre-
sented graph-based gateway placement approach performs well, independent of
geographic network size, number of sensors, and for different network layouts, as
represented by the synthetically generated sensor deployments based on different
urban areas. Furthermore, it performs similar in the worst case and better compared
to state-of-the-art literature for all scenarios by means of the number of required

gateways and the collision probability in the resulting network.
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Table 3.6: Comparison: required gateways Graph and Voronoi.

City Graph Voronoi City Graph Voronoi
Bangkok 287 329 London 4 6
Manhattan 41 52 Munich 7 7

San Francisco 71 93 Shanghai 242 355
Sydney 4 5 Wiirzburg 30 50

3.4.4 Scenario S 4: Different Transmission Patterns

To study the performance of the placement for different transmission patterns,
a random message payload is assigned and studied first. Afterwards, the total
number of sensors in the networks is increased to emulate an increase in trans-
mission load. An overview of all studied sub-scenarios is given in Table 3.7. The
collision probability results are summarized in Figure 3.12 with the 95 % con-
fidence interval. Details for all sub-scenarios of scenario S4 are given in the

following. For all scenarios, the test dataset from Wiirzburg, Germany is used.

Random Payload Assignment: A random payload scenario R is created to
study a variable message payload between 1B and 51 B for each transmission.
This is the maximum possible payload with spreading factor 11 and spreading
factor 12 in LoRa. In contrast, scenario By is configured as best performing sce-
nario from the tests above with a fixed payload of 16 B and serves as baseline
from the previous results. The maximal distance between sensors and gateways
is set to 1,150 m, so that each sensor transmits with spreading factor 7 or spread-
ing factor 8. Comparing the average payload, it is 16 B in scenario By and 26 B
in scenario R. The remaining placement, simulation, and gateway placement is
kept the same. The goal is to study the collision probability only. The results
show a mean collision probability of 5.79 % for scenario R compared to 3.70 % in
the baseline scenario B; with 16 B payload. Thus, the increase in collision prob-

ability is with 56.49 %, a little smaller than the proportional increase in payload
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Table 3.7: Sub-scenarios for scenario S 4.

Abbr. Payload Max. dist. sensor Number Explanation

to gateway sensors

R 1B-51B 1,150m 10,000 random payload

B, 16B 1,150 m 10,000 baseline SF 8

B> 16B 1,150 m 20,000 baseline SF 8 double load

D, 16B 2,000 m 10,000 increased distance sensor
- gateway

D 16B 2,000 m 20,000 increased distance sensor
- gateway; double load

E: 16B 950 m 10,000 extended placement SF 7

Eo> 16 B 950 m 20,000 extended placement SF7
double load

(62.5 %) because of header and preamble overhead of LoRa messages. However,
we see in the results that the approach is not limited to a single payload but also

usable for random payload assignments.

Increasing Transmission Rate: Another parameter is the network load
achieved by increasing the number of messages in the network. To study this, the
number of sensors of the baseline B, is doubled in sub-scenario B2. Compared to
the collision probability of 3.70 % from the baseline B, the collision probability
increases to 7.11 %, as shown in Figure 3.12. Furthermore, additional studies have
shown that linearly increasing the number of sensors nearly linearly increases
the collision probability. One possibility to deal with increasing traffic is the
placement of additional gateways in an already deployed LoRaWAN instance.
This can show the future robustness of the placement algorithm if networks
scale and load increases. Therefore, we set up a distance scenario D1, where we
set the maximal distance between sensors and gateways to 2,000 m with 10,000
sensors. If our graph based approach is used for an initial placement, the com-

plete network is covered by 17 gateways. A mean collision probability of 7.3 % is
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achieved, shown by sub-scenario D, in Figure 3.12. However, deployments are
expected to grow in size and the number of sensors in the future. If the number
of sensors is doubled in the future, the mean collision probability is increasing
to 13.7 % shown by sub-scenario Dy where 20,000 sensors are in the network,
but the same number of gateways is used as in D;.

To tackle this issue, the graph based gateway placement algorithm is per-
formed on a network with already placed gateways. Therefore, we create a graph
of all sensors and the already placed gateways but reduce the maximal distance
between the sensors and the gateways. This reduces the number of sensors cov-
ered by each existing gateway. Sensors that are no longer covered by one of
the existing gateways will need to be processed during iterative placement. Due
to the graph-based nature of our approach, this iterative placement is achiev-
able by simply constructing the graph on now uncovered sensors. This is done
in scenario E; and in scenario Eo that iterate the placements used in D; with
10,000 sensors and in D2 with 20,000 sensors, respectively. For both scenarios,
the initial maximal distance between sensors and gateways was 2,000 m, for the
initial placement and is adjusted to 950 m. Both adjustments can reduce the col-
lision probability by roughly 50 %. However, the extended placement requires 46
gateways for E; and E». For that reason, a good initial placement is preferred to
constant re-placement on demand. Nevertheless, this study shows the robust-
ness against future load increase and that the approach can deal with scaling

networks in the future.

3.4.5 Scenario S 5: Placement for Large Deployments

Gateway placement for LoRaWAN in large networks is still challenging [16]
or not possible with approaches from literature [132]. However, this is impor-
tant for growing networks in the future. Since our approach places gateways
at dense network parts, we can apply clustering to split large problems into
several sub-problems. We attempt this for the data from Wiirzburg by applying

k-means clustering before computing placements on the resulting clusters of de-
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Figure 3.12: Scenario S 4, transmission Figure 3.13: Number of gateways
pattern sub-scenarios according to and runtime for different number
Table 3.7. clusters.

vices. As a baseline, we use a maximal distance between sensors and gateways
of 2,171.44 m, for which we need 15 gateways to cover all sensors. Afterwards,
we divide the network into two, four, five, ten, 15, and 20 clusters and perform
individual placement on each cluster. We require 16, 16, 17, 16, 17, and 20 gate-
ways, while the maximal segmentation using 20 clusters only requires one gate-
way per cluster. Based on these promising results, we extend the investigation
as follows. In Scenario S 5.1, we conduct an in-depth performance study of the
pre-clustering idea by means of the Wiirzburg dataset with a maximal distance
between sensor and gateway of 2,171.44 m, and thus the spreading factor 12 limit
to guarantee coverage. In Scenario S 5.2, we extend the complete network gener-
ation idea towards artificially generated networks to investigate (1) the perfor-
mance on synthetic data and (2) to study the influence of pre-clustering in more
detail, and in particular investigate the number of required gateways and the re-
quired runtime for network creation. Last, in Scenario S 5.3, we select network
data obtained from other cities, as summarized in Table 3.4 to draw conclusions
about the performance in real-world cities. Therefore, we compare the perfor-
mance of the graph based gateway placement algorithm without pre-clustering
with the achieved results when the network is pre-clustered. We again use a
maximal distance between sensor and gateway of 2,171.44 m and 1,000 sensors

per gateway as maximum. We need to change the input parameters here com-
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pared to Scenario S 3, where placement for the same cities has been discussed.
This is required since when we set the maximal distance between sensors and
gateways to the best performing one, almost every sensor is transmitting with
spreading factor 7, and thus with a small ToA. This would lead to a little collision
probability and to similar collision probabilities for slightly worse placements.
For that reason, we increase the maximal distance between sensor and gateway
to 2,171.44 m which in turn will lead to much worse collision probabilities for

worse placements, emphasizing the need for good placement decisions.

S 5.1: Pre-Clustering Performance Study

First, the number of required gateways is studied to evaluate the performance
of a gateway placement with our graph based placement approach with pre-
clustering. The result for a different number of clusters is shown in Figure 3.13.
The left y-axis shows the number of gateways against the number of clusters
along the x-axis. One cluster is presented as reference for a placement without
pre-clustering. It can be seen that the number of required gateways has little to
no variance for different numbers of clusters and is only increasing slightly up
to 18 clusters. While the run without clustering required 15 gateways, also only
15 gateways are required for ten and 12 clusters. However, the approach with
clustering shows some variance in the results with the need of only 14 gate-
ways for a single run with 12 and 14 clusters, respectively. With more clusters,
however, the number of gateways is increasing since cells become smaller than
needed, resulting in each cluster being assigned exactly one gateway.

The goal of the pre-clustering mechanism is a faster, more resource friendly
gateway placement calculation and thus, the possibility to process larger net-
works. For that reason, the right y-axis of Figure 3.13 presents the runtime for
the gateway placement in seconds for the different number of clusters. The data
shows that pre-clustering can reduce the processing time drastically. While the
approach without pre-clustering required nearly 6,000 s until termination, the
runtime could be reduced to approximately 1,000 s for four clusters. The mini-

mal runtime of 40.67 s is achieved with 40 clusters. A good trade-off is achieved
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between 12 and 18 clusters. There, the runtimes are on average between 70 s and
150 s without drastically increasing the number of required gateways. Based on
these observations, we can conclude that pre-clustering large problem instances
achieves good trade-offs between the number of required additional gateways
and runtime. This improvement in the processing time is achieved since it is no
longer required during graph creation for each n sensors to determine whether
an edge to all other n — 1 sensors is required, thus n - (n — 1) comparisons. In-
stead, in the best case, each of ¢ clusters includes n/c sensors. This lead to only
c-(n/c)-((n—1)/c) operations and an improvement by factor c. Furthermore,
it is shown in [30] that pre-clustering can help for problem instances of several
million devices covering complete states.

In Figure 3.14, the collision probability is studied for different numbers of
clusters. The y-axis represents the collision probability, the x-axis the number
of clusters. The solid line highlights the mean collision probability while the
shaded area presents all collision probability values for 100 re-runs for each
number of clusters. The 100 re-runs are achieved by ten re-runs for each num-
ber of clusters and ten further re-runs for each of the created networks for each
cluster. The collision probability calculation is similar to the one in the previous
scenarios. The baseline scenario without clustering achieves a mean collision
probability of about 4.5 %. In contrast, 4, 6, 8, 12, and more clusters achieve a
better collision probability while two and ten clusters achieve a worse one. In
general, more gateways increase the number of sensors that are able to transmit
with smaller spreading factors and thus, reduce the collision probability. How-
ever, in contrast, the pre-clustering might cluster sensors together, that would
not connect to the same gateway in the pure graph based approach. Thus, small
variation in the collision probability in both, positive and negative direction are
possible. But since the maximal average increase in collision probability is 1 %
for ten clusters the approach is very valuable. For 14 — 18 clusters, the average
collision probability decreased compared to no pre-clustering and a good trade-

off by means of the number of required gateways is shown.
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Figure 3.14: Collision probability for ~ Figure 3.15: Number gateways for
different number clusters. clustering artificial network.

§ 5.2: Study for Artificially Generated Networks

To study the clustering performance on other artificially created networks, an
area of 504km? around the city of Wiirzburg is selected. The area is 23.4km
long and 21.4 km wide and can symbolize a medium-sized city with some sub-
urbs. In this area, we placed 2,000 sensors by means of four different placement
strategies and gateways, based on sensor locations. First, we uniformly place
sensors to cover the complete area with similar density, and second randomly
in the complete area. The third method is a random placement in a circle around
the middle while the circle has a radius of 10.7 km. Thus, its edge is hitting the
edge of the area selected for placement. This placement strategy results in two
possible distributions: (1) a random distribution with the same probability for
a sensor at each position in the circle, and (2) in a particularly dense area in
the middle, with more spread out sensors along the edges, emulating city center
and suburb behavior. The results of this study show that the pre-clustering has
more negative impact on the number of required gateways for artificially gener-
ated network, shown as an example in Figure 3.15 for complete random sensor
assignment. The graph based placement approach without clustering places 77
gateways. When the network is pre-clustered, always more than 80 gateways
are required. The value is increasing to about 130 gateways for 32 clusters and

decreasing again afterwards. However, we see no increase in the overall collision
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Table 3.8: Number of required gateways after pre-clustering for different cities
(Bangkok (BKK), Manhattan - NY (MNY), San Francisco (SF), Shanghai (SH)).

Number BKK MNY SF SH Number BKK MNY SF SH
clusters clusters

0 129 22 34 115 20 140 21 35 130
4 133 26 41 116 25 148 25 35 134
8 132 22 46 119 30 147 30 35 136
12 138 21 37 117 35 154 35 38 128
16 140 19 38 120 40 148 40 41 128

probability when the network is pre-clustered. For no clustering and all cluster-
ing representations, a collision probability between 1% and 2 % is achieved. In
addition, as already seen in Scenario S 5.1, the processing time for the algorithm
decreases significantly when the network is pre-clustered. Without clustering, a
runtime of more than 800 s is required, for two clusters less than 200 s is required
on average, and it further decreases for more clusters, similar to Scenario S 5.1.
Furthermore, we see the same behavior for the number of gateways, collision
probability, and processing time also for the other synthetic networks generated
by the other placement mechanisms described above.

Based on these observations, we can conclude that pre-clustering helps to re-
duce the processing time with only minor to no influence on the collision prob-
ability. However, the number of required gateways is increasing. This means
the pre-clustering can deal less efficiently with randomly or evenly distributed
sensors. For that reason, areas where sensors are deployed in a rather even dis-
tribution should not be split into several problem instances in practice but pro-
cessed as a whole with a single graph to place the gateways. However, such

deployments are very uncommon for a real network.
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§ 5.3: Study for Different Real-World Cities

To determine whether the pre-clustering can improve the general placement for
artificially generated networks on an underlying real city, it is also evaluated on
the cities studied in Scenario S 3. The goal is mainly to determine whether the
number of required gateways increases if the network is pre-clustered. We see
only little changes for London, Munich, and Sydney. However, these networks
are rather small with 4 -7 placed gateways and can be calculated efficiently
without pre-clustering. The more interesting study can be conducted on the
datasets for Bangkok, Manhattan, San Francisco, and Shanghai. The sensor den-
sity and the number of sensors per dataset is visible in Table 3.4. Without clus-
tering, the placement for Bangkok requires 129 gateways, Manhattan requires
22 gateways, 34 are required for San Francisco, and 115 for Shanghai. First, the
results show, that updating the maximal transmission distance between sensors
and gateways from 1,150 m, as used for Scenario S 3 to 2,171 m significantly re-
duces the number of required gateways, as is expected. All cities require only
about half of the gateways or even less.

Based on this baseline number of gateways, we perform pre-clustering be-
fore computing gateway placements. A summary is given in Table 3.8. The data
shows the number of required gateways with the graph-based gateway place-
ment algorithm dependent on the number of clusters, where zero clusters show
the baseline without pre-clustering. First, we see that for large, less dense net-
works more gateways are required when pre-clustered. For both, Bangkok and
Shanghai, no clustering achieves the smallest number of required gateways.
However, for both networks, no significant increase is visible with 4 — 8 clusters.
Nevertheless, this small number of clusters still reduces the required processing
time drastically and is a viable solution to achieve fast results while maintain-
ing a consistent quality for the resulting placement. From a collision probability
point of view, we see no significant increase for both cities when clustered, since
a similar number or more gateways must be placed. The situation is different for
Manhattan and San Francisco. It is comparable to the behavior for Wiirzburg

presented in Scenario S5.1. For Manhattan, the baseline does not achieve the
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best result by means of the required number of gateways, for San Francisco it
is only slightly better. While the least number of gateways for Manhattan is
achieved for 16 clusters, it is achieved - except for no clustering here - with
20, 25, and 30 clusters for San Francisco. However, this minor reduction in the
number of gateways leads to a slight increase in the collision probability for
Manhattan and a similar one for San Francisco. Again, we conclude that pre-
clustering is a viable solution to reduce the processing time. Nevertheless, it is
essential to select a good number of clusters, which is highly dependent on the
network size, density, and structure in general.

With these results, we can answer the third research question as follows.
Larger deployments show computational limits, in particular for the graph cre-
ation and gateway selection process. However, a pre-clustering can handle arbitrar-
ily large network instances with only minimal overhead for real deployments and
artificially generated networks based on real cities but has limits on completely ar-
tificially generated networks. It achieves the best results from a required number of
gateways point of view on smaller but denser networks and requires little overhead
in the number of gateways for less dense but larger networks. However, a reduction
in the number of gateways always showed an increase of the collision probability
while slightly more gateways kept the collision probability similar. In addition, as

expected, pre-clustering reduces the required processing time significantly.

3.5 Lessons Learned

The trend towards the deployment of massive swarms of IoT devices is expected
to increase further in the coming years. Application areas include environmen-
tal monitoring with wireless sensor networks, home and city automation by
smart city solutions, or various use cases in the Industry 4.0. However, not ev-
ery connected sensor requires low delays and transmits a large amount of data.
Specifically, low energy consumption for long battery life times combined with
transmissions across large geographic distances for fair prices are key features

for many use cases such as simple temperature or weather sensors. Dealing with
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challenges like cheap, simple, and energy efficient transmission across long dis-
tances is a unique selling point for LPWAN with LoRaWAN as one of the most
prominent representatives providing these features.

In order to be able to design, but also deploy and manage LoRaWAN roll-outs,
mechanisms to plan configurations and predict their expected performance are
crucial. For a comprehensive deployment, the general performance in the net-
work must be known and solutions to assess the impact of network growth or
infrastructure changes are required. Thus, the currently often unplanned gate-
way deployment leaves much room for improvement.

In the gateway placement procedure for LoRaWAN, the following three re-

search questions have been identified and investigated in this chapter.

RQ3.1) Is it possible to perform efficient gateway placement for a LoRaWAN
based on an abstract, graph-based view of a set of geographically distrib-
uted LoRa nodes? Which graph metrics are important and which con-
straints during graph creation influence the overall collision probability

as important quality metric in the network most?

RQ3.2) Is the graph-based approach generalizable for a multitude of different
networks, how can such networks be synthetically generated, and is it

possible to compete with state-of-the-art literature?

RQ3.3) How can a graph-based approach be applied to arbitrary large problem

instances, and what are limits of scalability?

To address these questions, we provide a novel gateway placement for Lo-
RaWAN by transforming the network into a graph and identify additional con-
straints and characteristics that have significant impact on the quality of com-
puted placements. By means of different graph creation constraints and by using
the degree centrality as key metric to set up the graph, it is possible to influ-
ence the resulting placement and thus, the overall collision probability. We see
a general trade-off between the number of required gateways and the average

collision probability in the network. However, we see the best results when the
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maximal distance between sensors and gateways is limited in a way, that each

sensor can use spreading factor 7 or spreading factor 8 for transmissions (RQ3.1).

Furthermore, we synthetically generate networks based on underlying real
cities by using real building location of different cities around the globe. With
these networks, we compared the graph based gateway placement with the
Voronoi-Cover approach as state-of-the-art literature [16]. Our placement re-
quires in the worst case the same number of gateways and achieves similar col-
lision probability in the network as the Voronoi approach but can reduce the
number of gateways by 40 % in combination with a reduction in collision prob-
ability by up to 70 % (RQ3.2).

Finally, our approach is independent of the underlying network, already pre-
placed gateways, number of sensors, or the network size. We specifically in-
vestigate the applicability of our approach to increasingly large deployments.
By exploiting k-means clustering, we show that large problem instances can be
split into several smaller problems, which can subsequently be solved individ-
ually. This divide and conquer approach can be used to drastically reduce the
size of individual problems, which in return reduces the runtime to compute
placements by several orders of magnitude. At the same time, the division into
sub-problems results in minor or even negligible overhead, both with respect
to the number of deployed gateways and the expected collision probability for
real-world scenarios. When it comes to synthetic problem instances, we have
observed a slight degradation in placement quality when clustering sensors that
exhibit uniform placement distribution. However, this characteristic is unlikely
encountered in the real-world, due to the layout of cities and their surrounding
suburbs, which allows us to conclude that our proposed placement mechanism
can be employed to increase the reliability and performance, while in addition
reduce the cost for LoRaWAN deployments efficiently (RQ3.3).

For a realistic setup, this graph based gateway placement can assist network
providers during network planning of new and already deployed LoRaWANs.
In addition to the distance between sensors and gateways, additional param-

eters like geography, data importance, or population density can be added to
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customize the placement for different purposes. However, the approach is only
applicable if it is possible to determine all sensor locations or achieve a com-
prehensive view on potentially interfering sensors. This is essential during the
graph creation process. While the general graph for gateway placement is un-
weighted, additional edge weights can be added to improve the importance of
specific nodes, increase the weight of different edges because of bad geogra-
phy, or influence the node centrality, and thus the general gateway placement.
Our results show that in future approaches, additional weights based on the
time on air show most potential as they influence the collision probability most.
However, when all sensors transmit with spreading factor seven in a LoRaWAN,
improvement potential with gateway placement is exhausted. Then, additional
loss reduction techniques can be implemented [18]. However, these approaches
should be limited to important messages to not overload the system with ac-
knowledgments or re-transmissions. For such important or time critical mes-
sages, it is also possible to reserve single channels to increase successful trans-
mission probability. But, as a consequence, the load and hence, the collision
probability of all other applications is increasing in all other channels when ran-
dom channel access is used. Thus, it is suggested that all channels are randomly
selected for all transmissions or that further studies investigate the fairness in a
LoRaWAN if specific traffic is prioritized.
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Novel LoRaWAN Channel Access

The introduction of smart solutions in most applications of the everyday life
is one of the fastest growing and most dynamic technology trends nowadays.
Although requirements for, among others, Industry 4.0, traffic management sys-
tems in Smart Cities, or simple weather forecasts are completely different from a
technology perspective, they have several things in common: first and basically,
the requirement for any form of data acquisition and communication.

One solution to create large wireless sensor networks are widespread 5G net-
works. The drawback is costly end devices for applications, where sometimes
only few data is transmitted. Thus, the possibilities 5G networks provide are of-
ten not required. Another possibility is the usage of specific energy efficient IoT
access network technologies like Long-Term Evolution Machine Type Commu-
nication (LTE-M) or NB-IoT, developed and standardized by the 3rd Generation
Partnership Project (3GPP). Using the LoRaWAN protocol, managed in an open
and non-profit way can be a different approach. It promises economically priced
infrastructure and end devices, long battery life times for sensors because of lit-
tle device energy consumption, and large transmission distances. These benefits
induced Amazon to use LoRaWAN as one of their access network technologies
for the Amazon Sidewalk project, recently opened to the public [155]. Their
Amazon Echo and Ring devices function as gateways and provide cloud connec-
tivity to many sensors [156]. This leads to easy LoRaWAN access for more than
90 % of the US population [156, 157] and is the next logical step in LoRaWAN
development, with a market size valued at $2 billion in 2022 [158].
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Because of the cheap and easy usage possibility and long transmission dis-
tances, LoORaWAN is the ideal network for various IoT use cases, from simple
weather or temperature monitoring, to metering in Smart City environments,
or environmental and agriculture monitoring tasks. Nevertheless, the benefits of
the simple-to-use network with energy efficient transmissions also come with
one major drawback: the inherently unreliable transmission due to little pro-
tection against interference. With the currently applied random channel access,
sensors can use the available channels simultaneously. This leads, in the worst
case, to severe message collisions and data loss. As we discuss in Chapter 3,
one solution to cope with message collisions is a smart network planning and
gateway placement. But additional gateways are costly, and changing the loca-
tion of already deployed gateways is difficult in practice. For that reason, several
research activities focus on the development of alternative channel access so-
lutions for LoRaWAN, with listen before talk and time scheduled access as the
most promising approaches [159, 7, 160]. Though, additional required function-
ality leads to more complex data transmission cycles, more complex hardware,
and influences the total energy consumption of end devices. Different litera-
ture already quantifies the energy demand [161, 162] of very specific hardware
components, or analyze the LoRa transceiver. But a generic model which can be
parameterized for arbitrary hardware to investigate LoRa transmissions is not
available in literature yet. With this knowledge, an in-depth analysis of chan-
nel access approaches and the influence on current transmission regulation can
provide guidelines for the best utilization of a LoRaWAN. This is required to
cope with the rapid deployment speed of LoRaWAN.

To this end, we propose a time scheduled channel access approach in this
chapter that avoids message collisions in a LoORaWAN completely. A theoreti-
cal investigation of the time scheduled access is presented to cope with trans-
mission regulation that is required to design future LoORaWAN deployments. In
addition, the performance is evaluated in realistic conditions with unavoidable
cross-traffic by a large-scale simulation study. We further propose an energy

model for LoRaWAN, based on the required energy during an optimal LoRa
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transmission. Since we only consider energy ratios between different processes
during a data transmission, we can model the energy consumption in a very
general way for different channel access approaches. Furthermore, we extend
the energy consumption definition to energy efficiency and can compare chan-
nel access in different situations, for different parameter settings, and during
different network and load situations. This allows us to draw conclusions about
the most energy efficient transmission option in a LoRaWAN. This leads us to

the following research questions for this chapter.

RQ4.1) Is it possible to schedule all messages in a LoRaWAN channel to avoid
collisions completely, despite the device and LoRaWAN specific chal-
lenges such as device clock drifts, different duration to transmit messages,

the gateway duty cycle, and cross-traffic?

RQ4.2) Is it possible to model a LoRaWAN with different channel access ap-
proaches and assess the resulting energy consumption and energy effi-

ciency, usable for various underlying hardware?

RQ4.3) Whatis the best channel access approach for LoRaWAN from an energy

efficiency point of view, dependent on the load in the network?

To answer these research questions, Section 4.1 introduces background in-
formation on transmission regulation and channel access in LoRaWAN and in-
troduces the energy consumption of LoRa sensor nodes first. At the end of the
section, related literature is summarized. Then, Section 4.2 discusses the general
methodology for different channel access approaches and presents details on a
theoretical investigation for a time scheduled approach. At the end of the sec-
tion, a simulation is described, and simulation scenarios are introduced to evalu-
ate the performance of different channel access approaches. These scenarios are
evaluated in Section 4.3 with main focus on collision probability. Afterwards, a
generic energy model for different LoORaWAN channel access approaches that
is configurable for arbitrary hardware is presented together with a metric to

quantify energy efficiency in Section 4.4. This is evaluated in Section 4.5, and
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guidelines for the best channel access solution in different network situations is

given. At the end, Section 4.6 concludes and discusses the results regarding sci-

entific contributions and lessons learned. To summarize, this chapter contains

the following major contributions.

C4.1) The design and evaluation of a time scheduled channel access approach

for LoRaWAN with a general relationship between the theoretically pos-
sible number of messages that can be transmitted within a specific time
frame to avoid collisions completely and still comply with LoRaWAN

transmission regulations.

C4.2) The development and evaluation of a generic energy consumption model

for different LoRaWAN channel access approaches and the definition of
an energy efficiency metric with guidelines for the most energy efficient

channel access approach in a LoRaWAN.

C4.3) An exhaustive simulation to study and quantify the performance of dif-

ferent channel access approaches by means of collision probability, en-

ergy consumption, and energy efficiency.

The contributions have already been published in the past and are summa-

rized in this monograph based on the following scientific publications.
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Communications (WiMob), 2021 [18].

4.1 Background and Related Work

The investigation in Chapter 3 shows that intelligent gateway placement can
improve the collision probability in a LoRaWAN when random channel access
is used. A different approach to improve channel utilization and decrease the
collision probability is channel access management. However, in contrast to the
placement of additional gateways, adjusting the channel access methodology
is challenging in current LoRaWAN. Changing the way LoRa sensors access a
channel requires specific device capabilities and the agreement of all parties in
a LoRaWAN on a standardized way to access the channel. The ideas and ap-
proaches discussed in this chapter are target for future LoRaWAN deployments.
Intelligent channel management can be achieved by alternative channel access
mechanisms, since the currently used random access suffers from many colli-
sions as already discussed in Section 3.1. Thus, this section introduces differ-
ent alternatives to random channel access for a LoRaWAN and discusses back-
ground information on the working sequence of LoRa devices during message
transmissions that is essential for the energy consumption studies in this chap-
ter. Little energy consumption is a unique characteristic of LoRaWAN, and it is
important to take this aspect into consideration when alternative channel ac-
cess methodologies are studied. Finally, related literature with main focus on

channel access solutions for LoRaWAN is summarized at the end of this section.
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4.1.1 Transmission Duty Cycle in LoRaWAN

Details about data transmissions of all devices in a network is of major interest
to evaluate channel access approaches and perform channel access management
to steer available traffic. This is possible by scheduling all transmissions in the
best way to the available channel resources and avoid message collisions. Thus,
all messages transmitted by any sensor, but also signaling, possible acknowledg-
ment, and synchronization traffic generated by the gateway need to be consid-
ered. Details about LoRa messages, the time to transmit these messages, and the
impact of, for example, the ToA on the collision probability is discussed in Chap-
ter 3. There, the main parameters to understand the structure of a message and
to calculate the ToA are available in Table 3.1. However, the traffic from gate-
way to sensor is not considered yet in this monograph. This is important for a
LoRaWAN, as all devices including the gateway need to follow the duty cycle
regulations. The duty cycle is a transmission time limitation agreement by all
devices in LoRaWAN channels, defining the maximal percentage of time a sin-
gle device is allowed to occupy a channel [103]. The objective of this duty cycle
regulation is to leave free channel time for all other devices in a network but also
allow different networks to operate simultaneously and efficiently. Duty cycle
limits are often regulated by the government and typically allow usage percent-
ages of 0.1%, 1.0 %, or 10 % occupancy time per hour per device, dependent on
the used frequency band [163]. Since it is commonly set to 1% [163], we use this
in the thesis. The duty cycle strictly limits the allowed number of messages per

device per hour, especially when using a large spreading factor.

4.1.2 LoRaWAN Channel Access

In general, channel access planning in LoRaWAN is a complex task. Challenging
factors are, among others, strict requirements at the end devices to save battery
and the duty cycle limiting the number of re-synchronization messages sent
from the gateway to the end devices. The collision avoidance potential can be

limited if sensors are transmitting to the same gateway without the ability to
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communicate with each other directly, known as the hidden node problem of
wireless access technologies. In addition, anyone can deploy an own LoRaWAN
by setting up a gateway and own sensors. This often unplanned approach can
lead to potential cross-traffic from other devices or another LoRaWAN. A solu-
tion to reduce the overall data loss as a result of collisions with cross-traffic is to
acknowledge messages or use loss reduction techniques [18]. This requires more
complex hardware or more energy and leads to additional messages and more

collisions [18]. Furthermore, the available duty cycle of the gateway is charged.

Device Classes

Besides network load, device capabilities must be known to select a channel ac-
cess approach best suited for a LoRaWAN. The LoRaWAN specifications define
three devices classes, class A, class B, and class C. All devices must implement
class A, whereas class B and class C are optional extensions [164]. A class A
device can send a message at any time. After the transmission is completed, a
first receive window to receive messages from the gateway is opened after a
reception delay. Such messages are typically acknowledgments, updates, or re-
synchronizations. If the end device does not receive any data during the first re-
ceive window, it opens a second one after another receive delay. Then, if nothing
is received, it returns to normal operation, i.e., dependent on the specific config-
uration, back to sleep mode until it has new data to transmit. In contrast, device
class B opens receive windows at pre-configured times and the gateway does not
need to wait for any uplink message to communicate with any device. This re-
duces communication latency but in contrast to class A devices, class B devices
spend more time in active mode and consume more energy. Last, class C de-
vices keep their reception window always open, unless they transmit own data.
This further reduces latency and increases energy consumption. Since class A
devices in LoRaWAN have most limitations in availability for gateway commu-
nication and re-synchronization by returning frequently into sleep mode to save
energy, we use these devices for the investigation in this chapter. However, the

suggested approaches also work for class B and class C devices, respectively.
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Figure 4.1: Possible types of channel access in LoRaWAN.

Channel Access Approaches

With the currently used random channel access approach, LoRaWAN uses a
very simple but unplanned and uncoordinated channel access, visualized in Fig-
ure 4.1. Each sensor transmits its data directly when it is available, as shown in
the top part of the figure. There is no planning or coordination, channel sensing,
or collision avoidance mechanism and message collisions or data loss can hap-
pen. In the example figure, message m is still transmitted when the transmis-
sion of m starts. Both messages collide and get lost if recovery is not possible.

The same holds true for message mo and message ms respectively.

Slotted ALOHA: One potential improvement is slotted ALOHA, shown by
the slotted access approach in Figure 4.1. It divides available channels into time
slots and allows channel access by slot allocation. End devices have to conform
to these time slots and only initiate transmissions at the beginning of a slot. As
a result, collisions can only occur if two or more devices transmit in the same

time slot instead of being at a constant risk of interference from other devices,
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as it is with random access. In the example figure, although message m is ready
for transmission earlier than message mo, both are delayed to the next free slot
(slot 2). However, since two messages are transmitted in this slot, they collide.
Message ms is also delayed to the next slot (slot 3). This delay avoids a colli-
sion with message m2 and results in a correct transmission of message ms. This
setup theoretically allows slotted ALOHA to reduce the number of collisions as
well as the vulnerable time by 50 % when compared to random access [165]. Fur-
thermore, the maximum channel utilization is increased to 36.8 % [106]. How-
ever, accurate timing information and re-synchronization is required to keep
devices aligned to the time slots and clock inaccuracies must be taken into con-
sideration. This is dealt with by using an appropriate slot length and additional
guard times. Nevertheless, channel access with slotted ALOHA is only optimal
if no slot space is left unused. That means, a message is transmitted in each
available slot, each message has a slot with its individual length without wast-
ing channel resources, and no message drifts out of its individual slot. In reality,
several challenges prevent optimal slotted ALOHA for LoRaWAN. In particular,
channel occupancy times for different messages vary between several millisec-
onds and seconds in real LoRaWAN deployments because of the large range of
the ToA of LoRa messages (see Figure 3.3). Long slot lengths equal to the maxi-
mal ToA waste many resources when short messages are transmitted and small
slot lengths can make it impossible to transmit longer messages. This aims for a
reasonable slot length selection in a LoRaWAN, and an application with different

payloads, spreading factors, and thus, different message ToA is challenging.

For that reason, it is only suggested to use slotted ALOHA if the message
ToA is similar, for example if all sensors already transmit with spreading factor
seven after an efficient network planning. Then, if slot lengths and guard times
are well-chosen, slotted ALOHA can improve the overall collision probability
in LoRaWAN, as elaborated in [20]. However, for a more heterogeneous net-
work, where sensors can transmit with different spreading factors and a large
possible range in the transmission airtime is expected, a different channel ac-

cess approach is suggested. Since the goal in this chapter of this monograph
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is to study a general channel access solutions for LoRaWAN, a more detailed
investigation of slotted ALOHA is omitted, and we refer to [20] for details.

Time Scheduled: In contrast to slotted ALOHA, each device in a LoORaWAN
must register for a transmission slot at the gateway in a time scheduled or
scheduled approach. Only a single message would be assigned to each slot in
Figure 4.1, instead of moving all messages to the next free slot. After a slot is
assigned, a message is committed to use only this specific slot. With this idea,
message collisions and data loss can theoretically be completely avoided if each
device keeps to its slots. Since the time scheduled approach has an increased
synchronization, management, and channel access planning overhead but sev-
eral improvements against slotted ALOHA, it is expected to be a better alterna-
tive to random access. Random clock drifts or delays can occur in reality with
cheap LoRa sensors [113]. This prevents a perfect time slotted channel access in
real deployments. Such clock drifts occur due to the nature of many oscillator
crystals used in lower cost devices. These oscillators produce an uncertainty of
timing if running too slow or too fast. It can be expressed as a deviation from
the nominal frequency in a parts per million (ppm) unit. According to litera-
ture, common drifts are in the range of 0.5 ppm - 100 ppm [166]. In total, a clock
drift of 1ppm is equal to a drift of 3.6 ms per hour. In addition, a non-linear
drift is observed in reality due to, among others, different temperature [166].
Clocks with very little drift are comparably expensive and not applicable for a
cheap and large scale LoRaWAN. For that reason, drifts smaller than 2 ppm are
not taken into consideration in this work. In addition, too large drifts lead to
large timing uncertainties per hour and to the necessity for large guard times,
slot lengths, or frequent re-synchronization with additional messages. Frequent
re-synchronization is not advisable since it limits or exceeds the gateway duty
cycle. If messages are sent by devices with a large clock drift, additional self-
calibration or correction approaches are suggested [167] or a time scheduled
approach is not usable. We investigate drift ranges between 2 ppm and 150 ppm

in more detail to analyze the impact of a broad range of drifts on our approaches.
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Listen before Talk: A different possible channel access strategy is listen be-
fore talk. The devices listen on the channel before attempting a transmission and
only transmit if the desired channel is free. No additional overhead for synchro-
nization or channel access control is required when listen before talk is used.
However, if a device is attempting to transmit data and the channel is occupied,
the transmission is delayed by a specific form of back-off delay. According to
the literature, there are different approaches to determine this back-off delay
duration. One idea is to use back-off slots of a specific duration and delay the
transmission for a specific number of such slots [168]. Furthermore, the back-
off delay can be combined with the usage of another channel at a different fre-
quency band named frequency hopping [169]. In total, the interference between
devices in a network with many end devices trying to send at the same time can
be reduced [159]. However, the possible performance of listen before talk is lim-
ited by the hidden node problem. The hidden node problem in LoRaWAN can
occur, if obstacles are in the line of sight transmission of sensors, but also if the
distance between sensors is large. When all nodes in a network are hidden from
each other, the performance of listen before talk is reduced to the same level as
pure ALOHA [159]. In reality, many nodes can be hidden from others due to the
long range of LoRa transmissions [159].

4.1.3 Working Sequence of a LoRaWAN Sensor Device

Alternative channel access approaches can reduce the collision probability and
potential data loss. The drawback of these alternatives is increased complexity
due to, among others, channel sensing or synchronization. This can influence
the energy consumption of the end devices as one key quality metric of a Lo-
RaWAN. For that reason, and to understand the energy consumption of LoRa
sensors, the working sequence of a sensor node is introduced in the following

and visualized in Figure 4.2.
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Figure 4.2: LoRaWAN transmission schedule workflow.

LoRaWAN Transmission Schedule Workflow

The typical working sequence of a LoRa sensor is already discussed in litera-
ture [161, 162] and highlighted in the top part of Figure 4.2. After a sensor wakes
up from sleep (1,2), it measures (3) and processes (4) its data. The actual trans-
mission starts after the transceiver wakes up (5,6). Afterwards, optional data is
received (7) and the sensor returns to sleep (1). Note, we use the data recep-
tion (7) to receive potential re-synchronization messages for the time scheduled
channel access approach in this work and do not include a separate process for
it. The energy consumption of the individual parts of this working sequence is
highly dependent on the duration of each part and the current consumption, and
thus on the used hardware. Typical value ranges are summarized in [161], with
durations of several milliseconds up to 3 s for data transmission and a current
consumption of several 1A up to more than 100 mA for the transmission.

The general data transmission process that is dependent on the channel ac-
cess approach starts, when the transceiver wakes up and ends with an optional
data reception, shown in the bottom part of Figure 4.2. The remaining work-
ing sequence is independent of the access approach and thus, not considered
in the energy study in this chapter. Different access approaches can add chan-

nel sensing, a pre-defined waiting time, or optional receive windows that can be

138



4.1 Background and Related Work

opened after a transmission. If data is received in these windows, additional data
processing can be required. At the end, the energy consumption of a sensor is
determined by summing up the required power in each process multiplied with

the time, a sensor is in each process.

4.1.4 Related Work

To improve channel access in a LoRaWAN, the goal is to use the available fre-
quency channels more efficiently and reduce the collision probability without
a large increase of the energy consumption. For that reason, different related
approaches to improve channel access and decrease the collision probability in
LoRaWAN are introduced and related energy consumption studies are summa-
rized. Selected approaches from literature using random access, listen before
talk, or a time scheduled approach for channel access, discuss the energy con-
sumption when transmitting LoRa messages, and a comparison to this chapter
of this monograph are summarized in Table 4.1.

One of the first works dealing with channel access in LoRaWAN is from
Bankov et. al. [105]. The authors discuss limits of, among others, modulation
and channel access. Especially scheduling approaches like slotted ALOHA and
Carrier Sense Multiple Access (CSMA) are suggested as alternatives by Bel-
tramelli [159]. Polonelli et al. propose slotted ALOHA on top of pure ALOHA
for channel access in a LoRaWAN, study the approach in detail, and conduct
measurements [113]. In addition, different back-off schemes to avoid collisions
are presented in literature [170, 171], or aggregated acknowledgments are pro-
posed to improve scalability and reliability for scheduled transmissions [172].
Garrido studies scheduling in LoRaWAN and presents a real-world implemen-
tation in [173]. CSMA [174-176] is also studied by many other works and valu-
able results are conducted with several limitations like the hidden node problem.
Furthermore, CSMA-based approaches are discussed as listen before talk solu-
tions [177-180]. In addition, sole listen before talk is studied and compared to
pure ALOHA in literature [160, 169, 181], while explicitly the coexistence of lis-
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ten before talk and pure ALOHA is studied in [168]. Recently, Raffeck et al. inves-
tigated an approach for sensors to self organize channel access to dissolve traffic
bursts [182]. A general study for channel activity detection to better understand
and improve channel access in LoRaWAN is done by Pham and Ehsan in [183].
The authors design guidelines for channel access and propose a lightweight col-
lision avoidance mechanism. In their guidelines, they identify that an exchange
of ready- and clear to send messages can not comply with the duty cycle regu-
lations. Furthermore, they implemented the approach and achieved promising
results, in particular for dense deployments. In contrast, Chinchilla et al. use dif-
ferent channels and the quasi-orthogonality of different spreading factors [114].
The main challenge of scheduled MAC or slotted ALOHA approaches, however,
is the device synchronization. In literature, the created overhead, the duty cycle
requirement of the gateway, and the hidden node problem is often neglected.
This gap in literature is closed by this thesis and in contrast to major litera-
ture, summarized in Table 4.1, the performance of random access, listen before
talk, and a time scheduled approach is evaluated in detail and the coexistence

of different channel access approaches is studied.

LoRaWAN collision studies can be conducted by measurements, simulations,
or analytical approaches. For example, large scale measurements are conducted
by many works, e.g., [185-188]. In addition, more specific impact factors on the
quality of a LoRaWAN, such as the performance in critical environments [189—
191], temperature studies [192, 193], or performance comparison between in-
door and outdoor deployments [194, 195] are tackled. Large measurement
studies are time-consuming and expensive. For that reason, other authors de-
ploy simulation-based approaches for, among others, scalability in urban envi-
ronments [196-198] or the influence of the spreading factor on message colli-
sions [122]. Other authors simulate LoRaWAN with common simulation tools
such as ns-3, summarized by da Silva in a comprehensive survey [152], with
Matlab [199], or other approaches [200, 201]. A general summary on simula-
tion tools used for the LoRaWAN technology is presented in [202, 203]. The

simulators from literature often generate much overhead and rely on complex
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Table 4.1: Overview of select related work (RA: random access, LBT: listen
before talk, SC: time scheduled).

Reference RA LBT SC Energy Main analysis

Bankov’16 [105] ¢ X X b 4 network capacity

Leonardi’20 [169] v v X b 4 packet loss ratio

Ortin’19 [160] v v X b 4 data extraction rate, delay

Leonardi’23 [181] X ¢ X b 4 message loss ratio, delay

Yapar’19 [172] v X v X scalability, success rate, amount
downlink traffic

Garrido’21  [173] ¢V X X PDR

Casals’17 [161] v b 4 b 4 (4 bit error rate, collisions, energy
performance

Maudet’21  [184] ¢ X X v number of nodes, collisions,
energy consumption

Bouguera’18 [162] v X X 4 energy consumption

This chapter - v v V¢ v collisions, amount downlink

traffic, energy efficiency

simulation environments like OMNeT++ [204]. Besides many opportunities for
detailed simulations, large simulations can require long runtimes and create
massive overhead with many parameter setting possibilities. In contrast, the
simulation approach for the channel access simulation in this chapter is very
lightweight. It only simulates the transmitted data and potential collisions, sim-

ilar to the collision simulation in Chapter 3.

From an energy consumption point of view, literature already studied the en-
ergy performance of a LoRaWAN in general [161, 205] or of a LoRaWAN in
the Industry 4.0 [206]. In [184], the authors propose a redefined energy model
for LoRaWAN that is validated using empirical measurements and also taking
the number of nodes and the resulting collision probability into account. The
authors of [207] present an empirical measurement study and investigate the

energy consumption of LoRaWAN. Using these results, they analyze the bat-
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tery lifetime in general and in a real life use case. Lastly, an ns-3 simulation of
a LoRaWAN is implemented in [208], using real life measurement results to in-
vestigate the power consumption of the different states during a LoRa transmis-
sion. With particular focus on the LoRaWAN communication protocol, Banti et
al. conduct a comprehensive survey under energy efficiency perspectives [209].
Energy consumption values for different sensors transmitting with LoRa are al-
ready measured [161, 162]. In addition, there are energy models with specific
hardware available for LoORaWAN [162, 19] and an energy model for IoT exist
in general [31], but not for LoRaWAN in particular. We aim to eliminate the
gap in literature of a missing energy consumption model for devices with ar-
bitrary hardware and for different channel access approaches. Furthermore, we
define a very general energy efficiency metric usable for LoRaWAN. Our metric
is able to describe the energy efficiency of different LoRaWAN channel access

approaches, different transmission patterns, and different device behaviors.

4.2 Methodology for a Time Scheduled Channel
Access in LoRaWAN

This section covers a theoretical consideration on a time scheduled approach for
channel access in LoRaWAN to avoid message collisions completely. At the end
of this section, details for the channel access simulation with different channel
access approaches are given and evaluation scenarios are defined. Important no-
tation used for the theoretical investigation of a time scheduled channel access

approach is summarized in Table 4.2.

4.2.1 Role of Time on Air for Channel Access

The variation of different LoRa-specific transmission parameters, the transmit-
ted payload, and the spreading factor lead to a different transmission airtime of
LoRa messages as already introduced in Section 3.1. This ToA leads to a spe-

cific channel occupancy duration that is relevant to obtain information about
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Table 4.2: Summary of important channel access notations. Constants in
lowercase, random variables in capital letters.

Variable Explanation

te,m maximal ToA for message transmission from any device
ts,m maximal ToA for re-synchronization message transmission
ta,m maximal time drift in seconds between two transmissions
lsiot time for minimal slot length

c constant for clock drift randomness

Tsyne ToA for re-synchronization message

Dsyne re-synchronization probability of a message

d duty cycle limit

dt duty cycle time frame

n number of devices transmitting once per duty cycle time frame
tarife,x constant time drift in seconds of device =

t clock drift limit before re-synchronization

Ksync reciprocal of re-synchronization probability

interference between simultaneously transmitted messages within the same fre-
quency channel. For that reason, the ToA is used as main influencing factor
for the following studies. Since 51 B is the largest possible payload of messages
transmitted with spreading factor 12 in LoRaWAN, this is set as payload limit
for the ToA calculation. This leads to a total ToA range from 0.029 s for 1B trans-
mitted with spreading factor 7 up to 3.023 s for 51 B transmitted with spreading
factor 12 if the parameters are set in accordance with the previous chapter.

4.2.2 Time Scheduled Access for LoRaWAN

The performance of a time scheduled approach is dependent on the available
slots and the quality of slot lengths fitting to the transmitted messages. Thus,
we elaborate on optimal slot lengths and guard times for LoRa messages, con-

sidering synchronization, device’s clock drifts, and duty cycle regulations.
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Figure 4.3: Visualization of the minimal slot length.

Slot Length

To avoid collisions in LoRaWAN, it must be guaranteed that no messages are
transmitted at the same channel at the same time. The maximal possible num-
ber of messages that can be transmitted in a predefined time span without any
overlap when a time scheduled channel access approach is used can be deter-
mined by the slot length and thus, the number of slots. Messages larger than
their slots lead to systematic collisions with their slot neighbors. If no recov-
ery mechanism is possible or available, these systematic collisions can prevent
individual devices from being able to successfully transmit any message to the
gateway. For that reason, this behavior can break the complete system and must
be avoided. However, to set up a time scheduled channel access approach for
LoRaWAN and avoid all collisions, a minimal slot length of lso+ with all slots

having the same size can be determined by

lslot = tt,m + ts,m +2- td,m +c, (41)

visualized in Figure 4.3. There, t; , is the maximal ToA of any message in
the network, ¢s ., is the maximal ToA for the re-synchronization messages,
td,m is the maximal constant clock drift of the devices in the LoRaWAN with-
out included clock drift randomness, and ¢ is a constant for additional clock
drift randomness. Note, it is important to consider the maximal ToA, the max-

imal synchronization ToA, and the maximal clock drift to guarantee that no
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device drifts out of its slot with equal sized slot lengths. We do not consider
variable sized slots in the following to not additionally increase the synchro-
nization overhead by the requirement of a detailed sensor to slot assignment
based on the transmission ToA. The maximal ToA among all messages in the
LoRaWAN is t;,,, = 3.023s for 51B payload transmitted with spreading fac-
tor 12 and the message parameter settings from the previous chapter. Further-
more, ts,m = 0.926 s is the ToA for the largest re-synchronization message with
spreading factor 12 and the smallest possible payload of 1B up to 6 B. Note that
messages with different payload sizes can have the same ToA dependent on the
spreading factor. We assume that this small number of payload bytes is enough
to re-synchronize an end device. To achieve the minimal slot length [ 0¢, it must
be possible to receive re-synchronization messages at the end device immedi-
ately after the transmission is finished, as shown in Figure 4.3. Otherwise, an
additional constant time must be added for the duration between message trans-
mission end and reception window opening. Furthermore, additional transmis-
sion and processing delays are neglected in this example. Note that we assume
that each device transmits once an hour in the following example slot length
calculation. Other transmission rates for the devices are also practical, and it is
only required to adjust the calculation of the clock drifts, and thus, the guard
times of the slots accordingly. For an example sloth length calculation, we use a
maximal constant clock drift ¢4 ,, of 100 ppm, equal to 360 ms per hour as rea-
sonable value from literature [166]. Furthermore, it is not advisable to use the
time scheduled channel access approach if clock drifts are very large and sensors
regularly drift out of their assigned slots. To decrease the likeliness of collisions
with the slot neighbors, the maximal clock drift ¢4 ,, is added before and af-
ter each slot as guard time. This also avoids collisions if the clocks of different
devices drift in opposite directions which is very unlikely for similar climatic
conditions [210]. Thus, this situation is not further investigated. As clock drifts
are slightly variable for different temperatures [210], an additional clock drift
randomness of ¢ = 10 % equal to 36 ms is added. In our example visualization

in Figure 4.3, we place the additional randomness c after the second guard time

145



4 Performance Investigation for Novel LoRaWAN Channel Access

but placing it before the first one is also valid if the clock drifts in negative di-
rection. By summing up all individual times that contribute to the required slot
length, we achieve a minimal slot length [t = 4.705 s solving Equation 4.1.
With this slot length, 765 devices can transmit one message per hour in 765
slots with perfect synchronization potential for every end device. However, a
slot length of I51o¢ can require many re-synchronization messages if many mes-
sages are transmitted with the maximal ToA of ¢; ,, and all sensors have large
clock drifts. For that reason, we investigate the re-synchronization in more de-
tail. Note, to simplify the following equations, we add a maximum clock drift
randomness of ¢ = 10 % to the maximal clock drift ¢4, hereafter. This adjust-
ment does not influence the general calculation and can be changed according
to real device clock drifts in a LoRaWAN.

Re-Synchronization Investigation

The duty cycle limits the total transmission time for all devices, and in particular
also for all gateways to 0.1 %, 1.0 %, or 10 % per hour, dependent on the selected
channel [163]. Thus, it also limits the number of messages a gateway can trans-
mit in a specific time interval. If the number of devices transmitting messages
is increasing or the clock drift of the devices is larger, more re-synchronization
messages from the gateway are required. A general limit for the number of pos-
sible re-synchronization messages per duty cycle time frame dy, in this work per

hour (d: = 3600 s), based on the duty cycle d can be expressed by

n- E[Tsync] * Psync S d- dt (42)

with n transmitting devices, F[Tsync] as expected message re-synchronization
ToA, and psync as re-synchronization probability per transmitted message. The
expected ToA for the re-synchronization message E[Tsync| is dependent on the
used payload and the spreading factor for the re-synchronization messages. The
duty cycle is defined by the LoRaWAN regulations. Thus, it is only possible to

vary the number of transmitting devices and the re-synchronization probabil-
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ity. To analyze psync in detail, we assume again a transmission of one message
per duty cycle time frame d; per device. For different rates, the clock drift values
between two transmissions must be adapted accordingly, and the calculation re-
mains the same. The possible number of devices a gateway can re-synchronize
is then dependent on the ToA of the re-synchronization messages and the tol-
erated psync. This relation is shown in Figure 4.4 for a duty cycle time frame
d¢ = 3600s. A maximal duty cycle for the gateway of 1% per hour is used ac-
cording to most channels. The ToA of the re-synchronization messages is cal-
culated with 6B payload for all spreading factors. This is the largest possible
payload leading to the minimal transmission airtime using spreading factor 12.
The tolerated psync drops drastically, especially when a large spreading factor
is used for the re-synchronization messages. It is still possible to re-synchronize
the device clocks of 500 devices per hour if the re-synchronization message is
sent with spreading factor 7 and for 96.79 % of them if spreading factor 8 is
used. Only 7.76% of 500 device clocks can be re-synchronized once an hour with

spreading factor 12 without exceeding the duty cycle limits.

Re-Synchronization Relationship

The re-synchronization probability for each device is affected by two factors:
the clock drift of the transmitting device x modeled as constant ¢4yt . and the
drift limit ¢; before a re-synchronization is required. This relationship can be

denoted as follows:

tdrift,x > End Psync,xz = 1
t
5 < tdrift,:c <t = DPsync,z = 0.5
t t 1
< taritts < ———— = Dsynca =
sync — ksync - 1 psync * ksync

147



4 Performance Investigation for Novel LoRaWAN Channel Access

1.00 < '€ 200
¢ ~ SF7 — SF10 S — SF7
50.75 — SF8 — SF11 =150 — SF8
Q
< — SF9 - SF12 &£ — SF9
@ 0.50 T 100 — SF 10
© Q e SF11
% 0.25 S 50 SF 12
x
0.00 g o
0 500 1000 1500 2000 0 500 1000 1500 2000
number of messages per hour number of devices
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If the clock drift of the transmitting device taris, o is larger than the drift limit ¢;,
are-synchronization message must be sent after each transmission. This leads to
Dsync,z = 1 for device z. The clock must be re-synchronized after every second
message if t;/2 < tarise,» < ti, etc. Thus, to guarantee that each device in the

network can be re-synchronized, we achieve

L
ksync -1

tam < =  Psync < (4~3)

ksync

where t4,m is the maximal clock drift of all devices in the network and psync is
the re-synchronization probability of the devices. This solves to
tl tl : psync

td,m < = (4.4)
" ksync -1 1- DPsync

for a general relationship between the maximal clock drift ¢4, the drift limit
t;, and the re-synchronization probability psync. Note, if we have a continuous
uniform distribution of the clock drifts Tyt between [a, b] of all devices in
the network with F[Tavirs] = ‘%b, we can also replace tq ., with E[Tayie] as
expected clock drift in Equation 4.4. However, this would leave no drift space
if clock drifts change over time. For that reason the maximal clock drift g, », is

used in the following.
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Lastly, as the goal is to calculate the maximal possible clock drift ¢4,
to re-synchronize all sensors dependent on the drift limit ¢; and the re-

synchronization probability psync, we achieve tq4,,, by

tl * Psync

s 4.5
1-— Psync ( )

td,m -

instead of the inequality in Equation 4.4.

General Time Scheduled Relationship

Based on the consideration of the clock drift and the re-synchronization proba-
bility, we aim at having a general relationship between the clock drifts and the
ToA of the transmitting device, the ToA of the re-synchronization messages, the
duty cycle, and the duty cycle time frame. The goal is to determine the possi-
ble number of end devices that are able to transmit per duty cycle time frame
without exceeding the duty cycle limits, having no collisions in the channel. As
worst case analysis, and to have equal sized slots in our time scheduled approach
again, we use the maximal time drift ¢4, ,,,, the maximal message ToA ¢ n,, and
the maximal re-synchronization ToA ¢ ,, for the following calculation again.
This leaves free duty cycle space for potential additional gateway messages or
re-transmissions if not all devices use these maximal values for their transmis-

sion. Having n end devices, we get

dt - (tt,m + ts,'m + td,m) n
n

=1 (4.6)

as total available drift time ¢; per sensor. The total duty cycle time frame usable
by all sensors is d;. If we subtract ¢;m + ts,m + ta,m for all sensors, that is
required for the transmission, potential re-synchronization messages, and the
largest possible clock drift ¢4,,, as guard time, we get the available drift time for
all sensors. Dividing the result by n, we get ¢; per sensor. Next, solving Equa-
oo

tion 4.5 for ¢;, we get t; = —td4,m. Adding this to Equation 4.6, we achieve

ync
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dt - (tt,m + ts,m + tri,m) n _ td,m
n Psync

4.7)

\

\
£
3

Then, we can calculate the possible number of re-synchronization messages per
hour by dividing the available time for re-synchronization d - d: by the time for

one re-synchronization message ts,m . Thus, for all devices n, we achieve

d-d

sync — 4.8
Dsy tom 10 (4.8)
If we include this in Equation 4.7, we achieve
di — (te,m +ts,m +1 . t “ts,m -
t = (em +tsm +tam) n _ tam s, " i 49)
n d-d:
Solving this for n, we achieve
—d - di(te,m +ts,m) EVE
n— t(tt,m + ts,m) 1 ’ (4.10)
2- ts,m : td,m
with
ky = (d-dytem + deditem)? + 4d(de) tam tem, (4.11)

and ndd; # 0, tg,mts,m # 0. Thus, the limiting number of devices n trans-
mitting once an hour can be determined dependent on the message and re-
synchronization ToA limit, the duty cycle, and the clock drift limits of the de-
vices. The result is presented in Figure 4.5 for a duty cycle limit of 1% per hour
with the maximal clock drift ¢4,,, on the y-axis and the possible number of de-
vices transmitting once an hour on the x-axis. The colors depict the used spread-
ing factor for the re-synchronization message with darker colors for smaller
spreading factors. For 100 ppm clock drift, 431 devices can be re-synchronized
per hour if spreading factor 12 is used for the re-synchronization. Using spread-
ing factor 7 for the re-synchronization, it is 1,008 devices. Thus, we can answer
the first part of our first research question RQ4.1 with yes, if the number of mes-

sages is chosen according to Equation 4.10, we can avoid collisions completely.
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4.2.3 Channel Access Simulation

To evaluate the performance of the time scheduled channel access approach in
coexistence with other approaches, this section introduces the channel access

simulation methodology and assumptions for the simulation.

General Simulation Idea

The simulation idea for LoRa messages is similar to the simulation from the
previous chapter for a single gateway, introduced in Section 3.3.1. Again, one
simulation iteration can be specified as a specific time frame during the com-
plete simulation. This time frame is selected and simulated at once. Each sensor
transmits once per time frame, while the transmission strategy is dependent on
the channel access approach. In the following, we set the time frame to one hour.
Note that different time frames work accordingly while duty cycle constraints
must be recalculated then. In the following, details on the message, collision,
and location simulation are described and simulation specific settings for the

different channel access approaches are introduced.

Location and Transmission Distance: In areal network, devices that trans-
mit messages are located in geographically distributed locations. Thus, not each
device can hear all messages of a network because of the hidden node problem.
To emulate this behavior, all devices are allocated at an x and y coordinate with
the following strategy: first, the maximal transmission distance das of devices
with spreading factor 12 is calculated with the Hata model for the same RSSI val-
ues introduced in the previous chapter in Equation 3.5. Both, the gateway and
the device height is set to 3 m. Note that any other model, parameter setting, or
maximal distance is reasonable too and will not change the conclusions. The de-
vice height and the gateway height are set to the same values to guarantee bidi-
rectional communication and allow re-synchronization of all devices. This leads
to different maximal transmission distances compared to the settings of Chap-

ter 3, where the device and gateway height is different. For spreading factors 7
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to 12, it is 714.64m, 843.14m, 994.75m, 1,173.63m, 1,240.12m, and 1,463.11m,
respectively. Afterwards, a gateway is placed in the middle of the possible trans-
mission area and all devices are randomly placed around the gateway within a
maximal radius of dys. Note that other device placement strategies are also ap-
plicable. Each device can transmit to the gateway in the following simulation
but not every message is heard by any device. In a last step, the distance to the
gateway is calculated for each device and the minimal possible spreading fac-
tor to access the gateway is assigned to the device. During the simulation, all

messages are then transmitted with that assigned spreading factor.

Message Simulation and Collision: The transmission start time calculation
for all messages in each iteration is different, dependent on the channel access
approach. For random access and listen before talk, random transmission start
times are calculated for each simulation iteration between 0s and 3600 s, simi-
lar to the simulation in the previous chapter. For the time scheduled approach,
the one-hour time frame of one simulation iteration is divided in n individual
equal sized slots. Then, each device is assigned to one slot, where it transmits in.
The start timestamp of the first transmission of each device is uniformly ran-
dom calculated between the slot start timestamp and the first possible times-
tamp that would lead to a re-synchronization after the first transmission. This
avoids an unrealistic start condition, where all devices start their transmission
at the beginning of the slots without any time drift. Thus, no transient phase
in the simulation is detected for the time scheduled approach and no simulated
transmissions need to be discarded.

The ToA of all messages is calculated similar to the previous chapter, accord-
ing to Equation 3.4. Each device achieves a random payload between 1B and
51 B and the spreading factor according to the device’s distance calculated above.
The transmission end time is achieved by adding the ToA to the transmission
start time. After each transmission with the time scheduled approach, the next
transmission start timestamp is delayed by the pre-defined device clock drift. If

the device drifts out of its slot, it is re-synchronized. Since larger spreading fac-
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tors are more robust against interference [99], the re-synchronization messages
are transmitted using spreading factor 12 and 6 B payload leading to a ToA of
0.926 s using spreading factor 12. Lastly, message collisions are again calculated
by overlapping intervals as introduced in the previous chapter, if no listen before

talk is used and a back-off is possible.

Listen before Talk: If listen before talk is used, each device listens to the
channel before it transmits its messages to determine whether it is already oc-
cupied. If it is free, the transmission is started and otherwise, the message is
delayed according to a predefined back-off strategy and the device starts a new
transmission attempt. However, in a real world deployment, each device has a
geographic location where it transmits from and a specific distance to the gate-
way. Thus, only other devices in close distance to the transmitting device can
hear potential messages. If another device is outside this transmission radius but
transmits to the same gateway, collisions can occur because of the hidden node
problem. We see in [7] that a random back-off delay between 0.4s and 1.75s
shows good results. For that reason, we use this delay in the following and refer

to [7] for more details.

Message Recovery: Without additional message recovery mechanisms, col-
liding messages are always lost. This is especially crucial for re-synchronization
messages if the time scheduled channel access approach is used. However, not
all colliding messages are automatically lost according to literature [99, 18]. The
simulation in this work is extended by such a recovery approach. If the recovery
is used, it is assumed that messages transmitted with higher spreading factors al-
ways dominate messages transmitted with lower spreading factors and are thus,
transmitted correctly [99]. Messages with the smaller spreading factor are lost.
Especially the time scheduled approach benefits from this behavior, as the im-

portant re-synchronization messages are transmitted with spreading factor 12.
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4.2.4 Channel Access Scenario Overview

The theoretical observation shows that the time scheduled approach has the
potential to avoid all collisions in LoRaWAN. For that reason, the focus of the
scenario study is on the coexistence analysis between the time scheduled ap-
proach and random access or listen before talk. This can emulate the behavior
in a real network with cross-traffic. For each parameter combination, a simula-
tion of 200 h is conducted that is long enough to cover all possible effects of the
transmissions. Ten re-configurations are performed for each simulation, where
slots and clock drifts are newly assigned to the devices and locations are newly
calculated for the listen before talk devices. This avoids potential errors by a
randomly chosen well suited setup. In all scenarios, the clock drifts are applied
per device randomly between 0 ppm and a pre-defined clock drift limit t4 .
This prevents all devices drifting with the same clock drift that is not realistic in
reality. The drift limits are between 2 ppm and 150 ppm. The possible number n
of devices per clock drift limit using the time scheduled approach is summarized

in Table 4.3. In the following, details about all scenarios are given.

Scenario S 1: Time Scheduled and Random Access

Scenario S 1 simulates the time scheduled approach in coexistence with random
access. Accordingly, the number of messages per hour transmitted with time
scheduled are adapted according to the findings in Equation 4.10. For all mes-
sages, the clock drift is assigned randomly between 0 ppm and the limit for the
specific simulation. Additionally, a 10 % randomness in positive and negative

direction is added. Scenario S 1 has three sub-scenarios, S1.1,S1.2, and S 1.3.

Scenario S 1.1:  The time scheduled approach is seen as main channel access
approach, while random access is additional cross-traffic. The number of mes-
sages n transmitted with the time scheduled approach for specific maximal clock
drifts t4,m is selected according to the values in Table 4.3. Additionally, 1 % - 50 %

random access cross-traffic is added and thus, more messages must be handled
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Table 4.3: Time scheduled device number n per clock drift limit ¢4, in ppm.

ta,m 150 125 100 75 50 25 20 15 10 5 2
n 373 398 431 475 538 644 676 714 761 824 872

by the channel. For example for a 50 ppm clock drift with 50 % random access
traffic, 538 time scheduled and 269 random access messages are transmitted. The
highest number of messages transmitted with random access for all scenarios
is 436 with 50 % random access traffic in scenario S 1.1. The cross-traffic is cho-
sen to not overload the network. If only random access traffic is simulated, the

collision probability is always less than 15 % for all settings.

Scenario § 1.2: The maximum number of devices transmitting in the network
is set to the numbers listed in Table 4.3 for specific maximal clock drifts ¢4 m,.
If more random access traffic is transmitted, less traffic is sent with the time
scheduled approach and vice versa. For example, for 50 % random access traffic
and a clock drift of 50 ppm, 269 random access messages, and 269 time scheduled

messages are transmitted summing up to 538 messages, as listed in Table 4.3.

Scenario $1.3: The number of messages is analogous to S1.2. In contrast,
the slot length is adapted towards the number of messages sent with the time
scheduled approach. If 50 % random access traffic is in the network, only 50 % of
the original time scheduled traffic is in the network, and thus, the slot lengths
are doubled. For each sub-scenario, in total, eleven different drift settings with
eleven different random traffic percentages, ten re-configurations of clock drifts
and slot allocations, and 200 h simulation per setting is performed. This sums up

to a simulation of more than 230,000 messages per device for each sub-scenario.
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Scenario S 2: Time Scheduled and Listen before Talk

In scenario S 2, time scheduled and listen before talk is used for channel access
since listen before talk improves the collision probability against random access.
Scenario S 2 is similar to S 1 with three sub-scenarios, S 2.1, S2.2, and S 2.3 and
the same settings as S 1. The goal is to determine if listen before talk cross-
traffic coexists better with time scheduled. Again, more than 230,000 messages

are simulated per device per sub-scenario.

4.3 Channel Access Simulation Results

This section presents evaluation results for the defined channel access scenarios.
The main goal of the scenario study is to answer the question, whether the time

scheduled approach can coexist with cross-traffic.

4.3.1 Scenario S 1: Time Scheduled and Random Access

The percentage of random access traffic and the clock drifts of the devices trans-
mitting with the time scheduled approach are the main influencing factors in

scenario S 1. The results of this simulation study are presented in the following.

Traffic Study

The collision probability for different random access traffic percentages is shown
in Figure 4.6. The box plots show the percentage of random access traffic on the
x-axis and the collision probability on the y-axis. One box includes the collision
probability results for all possible clock drifts and re-configurations. The differ-
ent colors show the different sub-scenarios as described in Section 4.2.4. The
collision probability significantly increases with the percentage of random ac-
cess traffic, in the first glance independently of the sub-scenario. For up to 15 %
random access traffic, no clear difference between the sub-scenarios is visible. A

median collision probability of less than 5 % is only achieved for less than 10 %
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Figure 4.6: Time scheduled and random access traffic study.

random access traffic. Larger differences between the sub-scenarios are achieved
for more random access traffic and the percentage of random access traffic is the
largest influencing factor on the collision probability. In contrast, the total num-
ber of messages has a smaller influence. For 50 % random access traffic, in S 1.1
50 % more messages are transmitted than in S 1.2 or S 1.3; however, the median
collision probability is increased by less than 2 %. Since we see in [7] that the
total number of transmitted message per hour has a larger impact on the overall
collision probability than the clock drift of the devices, we omit details for this

study here and further investigate the collisions.

Individual Collision Study

To quantify the performance of a channel access approach, it is essential to know
which messages collide. This is shown for S 1.1 in Figure 4.7. The collision prob-
ability for random access messages, shown by the black boxes, is much higher
than the time scheduled traffic shown by the brown boxes. The median collision
probability is larger than 20 % for all random access traffic values and increases
slightly starting from 4 % random access traffic. The variance of the result is

large, especially for few transmitted random access messages. In contrast, the
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Figure 4.7: Collision by access type.

time scheduled approach performs much better for all percentages even if 50 %
random access messages are sent. To quantify the quality of the time sched-
uled channel access in coexistence with random access, not only the collision
probability for random access and time scheduled messages is taken into consid-
eration. It is important to know whether time scheduled messages collided with
random access messages or other time scheduled messages. If two time sched-
uled messages collide, a complete impairment of the general access methodology
can happen. If the clock of one device drifted that far out of its channel with-
out re-synchronization because of frequent collisions of the re-synchronization
messages, two time scheduled messages collide. In the worst case, this collision
re-occurs frequently each hour and makes re-synchronization impossible. This
is called systematic collision in the following and is studied in addition to random
access and time scheduled collisions, and collisions of re-synchronization (sync)
messages. With regard to systematic collisions, for scenario S 1.1, a maximal col-
lision probability of 0.54 % for a single iteration with 50 % random access traffic
is achieved. For 1% random access traffic, a systematic collision probability of
0.0003 % is achieved. A large increase is not detected with less than 30 % ran-
dom access traffic. Thus, the re-synchronization is still stable, although random

access messages are sent in the channel.
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Table 4.4: Relative collision probability improvement for sub-scenarios and
SF-based message recovery in comparison to baseline scenario S 1.1.

all random time  systematic sync

access scheduled
S1.1SF 42.8 % 47.6 % 41.5% 99.9 % 83.0%
$1.2 44 % 12.5% 0.6 % 98.1% 14%
S1.2SF 42.9% 47.8 % 41.2% 97.2% 83.4%
$13 4.4 % 12.6 % 0.4 % 47.2 % —0.3%
S1.3SF 433 % 48.3 % 41.2% 96.0 % 83.2%

Sub-Scenario Study

As a next step, it is determined whether the different sub-scenarios can sig-
nificantly improve the collision probability. Furthermore, it is analyzed if the
message recovery due to a larger used spreading factor can improve the results.
Table 4.4 lists the decrease in collision probability for different scenarios com-
pared to scenario S 1.1 as baseline. Each line in the table shows one scenario. The
term SF suggests message recovery because of higher spreading factor. There,
we assume message recovery potential for transmissions with the larger spread-
ing factor if two messages collide. The columns present the collision probability
decrease in percent, for all, random access, time scheduled, and systematic colli-

sions. The last column shows the result for the synchronization message losses.

It is shown that all scenarios improve compared to the baseline scenario S 1.1.
The largest improvement is visible for the systematic collisions. This is for two
reasons: first, for S1.2 and S 1.3, fewer messages per hour must be transmit-
ted and thus, it is less likely that the clock of one device drifts out of the slot
before re-synchronization is performed. Second, the spreading factor based re-
covery works especially good for the re-synchronization messages since they
are transmitted with spreading factor 12. Furthermore, with regard to system-

atic collisions, it is visible that S 1.2 without recovery performs much better than
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S 1.3. The larger slots in S 1.2 increase the number of re-synchronization mes-
sages that can collide before a systematic collision occurs. Since no other colli-
sion type shows a significant difference between S 1.2 and S 1.3, S 1.2 is always
preferable. The spreading factor-based recovery further improves the result for
all scenarios and all random access percentages. The highest improvement is
achieved for systematic and sync collisions. The collision probability reduction
between S 1.1 and S 1.1 SF is more than 40 % for all message types. Only 0.25 % of
all time scheduled sync messages collided in S 1.1, while an improvement of 83 %
is achieved for S 1.1 SF with only 0.14 % collisions. Furthermore, all approaches
are stable and do not exceed duty cycle limitations. For each scenario, the clock
drift is chosen randomly between 0 ppm and the set limit of 2 ppm up to 150 ppm.
Because of the random drift, on average only a maximum of 50 % from the avail-

able gateway duty cycle is used for re-synchronization, as expected.

4.3.2 Scenario S 2: Time Scheduled and Listen before Talk

The coexistence simulation of time scheduled and listen before talk shows simi-
lar results as the random access and time scheduled study. However, since listen
before talk avoids some collisions, the overall collision probability is smaller.
Since differences are small, the results are only compared to the findings for
scenario S 1. Figure 4.8 shows the collision probability for the coexistence study
between time scheduled and random access traffic (S 1.1, black) and time sched-
uled and listen before talk traffic (S 2.1, brown). The y-axis presents the collision
probability and the x-axis the cross-traffic other than time scheduled traffic.
The figure shows that S 2.1, where the cross-traffic is simulated with the listen
before talk approach, always performs better than S 1.1, where the cross-traffic
is from the random access approach. The difference is increasing with the per-
centage of not time scheduled traffic. This is expected since listen before talk
only avoids certain collisions and does not influence other access methodologies
with additional messages or overhead. Thus, for 10 % cross-traffic, the median
collision probability for S1.1 is 3.44 %, for S 2.1 it is 2.96 %, and the mean colli-
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Figure 4.8: Comparison of time scheduled with random access (S 1.1)
and listen before talk (S 2.1).

sion probability is 3.46 % and 2.94 %. The mean collision probability difference is
more than 5 % for 50 % cross-traffic.

For that reason, we can answer the second part of our first research ques-
tion RQ4.1 as follows: In general, the results show that the time scheduled channel
access approach can only coexist with random access or listen before talk as cross-
traffic in a meaningful way if the predominant form is the time scheduled approach.
Otherwise, there is an increasing risk of message collisions or, in the worst case, sys-
tematic collisions of time scheduled messages. This can lead to a loss of all messages
sent in specific slots. However, we see that the time scheduled approach always out-
performs random access and listen before talk by means of collision probability if

used in coexistence.
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4.4 LoRaWAN Channel Access Energy Model

Different channel access approaches do not only influence the collision proba-
bility but also the energy consumption of sensors in a LoRaWAN. For that rea-
son, this section presents the methodology to quantify the energy consumption
for LoRa messages transmitted with different channel access approaches by a
simple process diagram first. Afterwards, the idea is extended to be parameter-
ized for arbitrary hardware and a metric to quantify energy efficiency of LoRa
transmissions is introduced. Based on this generic energy model, the energy

requirements of the channel access approaches discussed above are modeled.

4.4.1 Energy Consumption for LoORaWAN Channel Access

LoRaWAN channel access can be displayed as a process diagram, dependent on
the access mechanism. Figure 4.9 shows this diagram of a transmission cycle for
listen before talk (LBT), random access (RA), time scheduled (Scheduled), and
slotted ALOHA (Slotted). The relevant part of a LoRaWAN transmission cycle
with respect to energy consumption starts when the transceiver is powered and
ends before the sensor returns to sleep. Table 4.5 summarizes the states during a
message transmission with an example range of theoretical (t) and experimen-
tal (e) (if available) current consumption from literature [184] for comparison.
Note, we model the energy consumption of one transmission for different chan-
nel access approaches and introduce an abstraction that allows the aggregation

of different individual states with a different behavior for energy modeling.

Process Diagram

A general LoRaWAN channel access process diagram can be established with
the following states, as shown in Figure 4.9. After the transceiver is powered
on in state (S1), the channel access approach is selected. Note, devices do not
perform this distinction in general, but we aggregate multiple channel access

mechanisms in the same diagram to save space.
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Figure 4.9: General LoRaWAN channel access process diagram.

Random Access and Scheduled: After the transceiver wakes up (S1), a data
transmission (S2) is immediately started if random access or time scheduled is
used. Afterwards, optional receive windows may be opened (S5), data is re-
ceived (S6), and further processing is performed (S7). When data is received
or processed, another transmission cycle is possible, shown by the arrows back
to (S2) after (S6) and (S7). The difference between random access and time sched-
uled is the state possibilities. Random access can be used without receive win-
dows or data reception but for time scheduled, both (S5) and (S6) are required
after the transmissions to receive potential re-synchronizations. This can also
lead to a higher probability for state (5§7) where received data is processed.
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Table 4.5: Transmission states and current consumption
((t): theoretical, (e): experimental).

State Name Description Exemplary current
consumption [184]

S1 wake up activation of transceiver (e): 2.268 mA
module
S2 transmit transmission of payload data (t): 18 mA - 28 mA
(e): 21.86 mA — 39.43mA
S3 waiting waiting before next state (e): 2.033 mA
transition
S4 listen channel sensing for ongoing  (t): 10.5 mA
transmission (e): 10.76 mA - 11.12 mA
S5 open receive preparation for listening to (e): 1.996 mA
window incoming messages
S6 receive active receiving of a message (t): 10.5mA

(e): 10.76 mA — 11.12mA

S7 processing  processing of data before next task dependent
transmission

Slotted ALOHA: In contrast, the sensor waits (S3) for the next sending slot
before it starts its transmission if slotted ALOHA is used. In the wait state, we
assume the sensor being in stand-by mode. Afterwards, the state transition is
according to random access or time scheduled. However, if another transmission
cycle is started after (S6) or (S7), potentially another waiting state (S3) is required
(this is not added to the diagram since it is only optional for slotted ALOHA).
This depends on the length of the slots and the ToA of the already transmitted
messages in this slot.
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Listen before Talk: When listen before talk is used, first, it is determined
whether the channel is occupied (S4). If this is the case, the sensor waits (53) until
the next channel sensing is performed. If the channel is free, the sensor starts
a transmission, similar to the random access procedure. Furthermore, receiving
data in state (S6) can be seen as channel sensing and the next transmission can
immediately start. Thus, a transition between (S6) and (S2) is possible. Note that
this transition is only possible if data reception is similar to channel sensing. If
this is not possible, a transition to state (S4) is required. A transition from (S7)
to (S4) is possible if additional data is processed. Here, we assume that additional

channel sensing is required after a specific time of data processing.

Energy State Reduction: While all states in the process diagram are required
for a comprehensive description of a LoRa transmission, several states can be
aggregated from an energy consumption perspective. First, each open receive
window is practically spoken a wait and a listen operation if no data is received,
and a receive operation if data is received. Furthermore, each listen operation is
similar to receive. In addition, the wake up transceiver state (S1) is required for
all channel access mechanisms, and thus independent of them. For that reason,

it is not further investigated.

4.4.2 Energy Model Description

This section introduces a general energy model for LoORaWAN channel access
approaches. First, the energy consumption for a LoRa message transmission is
modeled. Afterwards, different channel access specific characteristics are ex-
plained and modeled in detail. The energy models from literature lack in two
main situations: (1) a more complex behavior during channel access, i.e., multi-
ple ’listening on the channel’ operations, wait times, or optional states that do
not occur for all transmissions are not properly covered and (2) a comparison
of different channel access approaches without specific hardware specifications
and thus, the energy requirement between them is not possible. To overcome

these limitations, we express the transmission behavior for different channel
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access approaches in more detail in the following. This includes the specific be-
havior for different channel access approaches when messages collide, during
listening on the channel, waiting for a transmission, and if a time synchroniza-
tion is required. According to literature [7], listen before talk and time scheduled
are the most promising alternatives to current random access. For that reason,
these approaches are studied in more detail in this work. Since slotted ALOHA
is only suggested in very specific scenarios, in which the possible message ToA

has a small range [7, 20], it is omitted in the following consideration.

LoRa Transmission Processes

Different channel access approaches can be compared by analyzing the sensor’s
behavior during transmit, wait, receive, and process [19]. The probability to start
one of these procedures or processes, the duration of each process, and the en-
ergy consumption of a sensor in each process are of major interest. However,
the energy requirement to process any received data is not directly related to
the transmission behavior itself and is highly dependent on the used hardware.
To cover this, a random variable Ey is added with Ey = po - Tp to model every
additional energy consumption with a constant power pg and a random time
Tb, being the time between two data transmission starts of the sensor. It covers,
among others, the sensor’s general energy requirement for data measurement,
processing of any data, and the energy consumption during the sleep mode. In
this work, no parameter study of the named procedures is done as the energy
consumption of them is independent of the channel access approach. Please note
that we omit the analysis of minor changes in the duration of the sleep mode as
a result of different channel access approaches, since the energy consumption
for idle or sleep modes is several orders of magnitude smaller compared to all
active processes [162, 184, 207]. The general equation for the total energy con-
sumption Eyota1 based on the energy consumption for transmit (E1), wait (E2),

and receive (F3) and independent of the access approach is given by

Eiotal = E1 + E2 + E3 + Ep. (4.12)

166



4.4 LoRaWAN Channel Access Energy Model

General Notation Details

In the following, this very general equation is further analyzed. All important
variables for the following energy model with an explanation are summarized
in Table 4.6. The convention with the indices is as follows. Every variable with
a single index (e.g. E;) describes the behavior in a specific process with i = 1
for transmit, 7 = 2 for wait, 7 = 3 for receive, and ¢« = 0 for channel access in-
dependent procedures. The second index is for channel access specific variables
(e.g. Es,j) with j = ra for random access, j = lbt for listen before talk, and

j = sc for the time scheduled approach.

LoRaWAN Energy Model

The total energy consumption Fiota1 described in Equation 4.12 is still depen-
dent on the used channel access approach. We can describe the required energy
for a LoRa transmission by the power p; over time 7; the end device is in the
different processes i. Note, since we do not consider any power peaks, e.g. at
the beginning of a transmission, we use a constant average power consumption
p;i in process i. Then, we normalize the time with a standard time tmin dur-
ing the well known transmission process. Therefore, we use the minimal ToA
ttoa,SF=7,sy=1 = tmin, & SENSOI requires transmitting data in LoRaWAN for time
normalization. This is the ToA to transmit one symbol sy with spreading factor

SF 7 using random access without wait, receive, or any collisions. We obtain

3 3
T;
Eiotal = Zpi Ty + Eo = Zpi “ tmin - -~ + Eo (4.13)
i=1 =1 min
3
=> E; T + Eo (4.14)

=1

with E as required energy for the minimal duration tmin in process i and 7" as
normalized time in process 3. With this normalization by the minimal transmis-

sion ToA tmin, we can directly express the difference between the investigated
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Table 4.6: Summary of important energy model notations. Random variables in

capital letters, constants in lowercase letters.

Variable Explanation

E; energy consumption in process ¢

Ey channel access independent energy consumption between two
transmission starts

E; energy in process % in time tmin

T; time in process ¢

tmin minimal transmission ToA for normalization

T normalized time in process ¢

Di required constant average power in process %

Tioa ToA for transmission

C; constant scaling parameter

Etotal energy consumption of the complete transmission cycle

Flora energy consumption of all transmission cycles in the
complete LoORaWAN

Eeg energy efficiency of the LoRaWAN

Channel access specifics

Nj req. number of receive windows if access approach j is used

T; 5 time in process 1 if access approach j is used

tijo constant time in process ¢ with access approach j if receive

Tarifs, total

tslot

Trcf

Tarit
Psync,sc,perfect
Psync,sc
Pcoll,sync

X

Pcoll,1bt

window is opened

clock drift since last re-synchronization

slot length in seconds

duration between drift out of a slot and actual successful
re-synchronization

time drift in seconds between two transmissions
probability to receive sync message in perfect time slotted
probability to receive sync in collision affected time slotted
collision probability of sync message

number of listening windows

probability detecting a listen before talk channel as occupied
when listened on the channel
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transmission and the best case with 7% = f¢min and no overhead from other
processes. Dependent on the underlying hardware, the required energy in the
different processes can vary, while the normalized time T;" is usually dependent
on the channel access approach and the amount of transmitted data. For exam-
ple, if a transmission takes twice as long as the above-mentioned optimal one,
e.g. due to double the number of transmitted symbols, we achieve 77 = 2 for

the transmission process.

Next, we express differences in the energy consumption between transmit,
wait, and receive for the same duration with constant scaling parameters cz for
wait and c3 for receive. These scaling parameters are the energy cost differ-
ences for wait and receive respectively compared to transmit. They can reflect
the influence of different sensors or the difference in the energy consumption
between processes and need to be adjusted based on the underlying hardware.
In this way, we can describe the energy consumption of all processes in relation

to the consumption E7 for a data transmission with
Etotal = EI (Tl* + Cc2 TQ* + C3 Tg*) + E(). (415)

If a message transmission of one second requires ten times more energy than

waiting for one second, ¢ is equal to 0.1.

Process Duration Modeling

While the total energy consumption of a LoRa transmission cycle is described
in Equation 4.15, the different behavior during each process dependent on the
used channel access approach is not covered yet. The main influencing factor
of the different processes on the overall energy consumption is its individual
duration. As introduced above, the transmit process is always required during
a LoRa message transmission cycle. Its duration is the transmission ToA T}oa of

the transmitted message, and it is independent of the channel access approach.
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Figure 4.10: Visualization of transmission cycle.

Thus, we can describe the ToA for all approaches as
Tioa = Tl,ra = Tl,lbt = Tl,sc =1T1. (4.16)

However, the total duration for wait and receive during a complete transmission
cycle is dependent on the channel access approach. An example transmission
cycle is visualized in Figure 4.10. Ahead of the actual data transmission, shown in
green, it is possible to open optional listening windows in blue, as it is done with
listen before talk. After a transmission, optional receive windows are possible,
shown in red. In the following, the optional listening and receive windows are
investigated for each approach individually. In particular each duration that is

relevant for the energy consumption calculation is studied.

Random Access: Random access has the least overhead if data is transmitted
without any possibility to receive messages and the sensor immediately returns
to sleep mode after a transmission. Besides this simple procedure, a transmission
with random access can contain an optional data reception possibility, where
one or more receive windows are opened. This adds one or more wait and re-
ception process to the actual data transmission, since according to LoRaWAN
standardization, the sensor waits for a pre-defined duration ahead of each re-
ception window [164]. This is symbolized by the optional receive windows after

the transmission part in Figure 4.10.
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The wait time 75 o during a transmission cycle can then be calculated by
T2,ra - Nra . t2,ra,o (417)

with N, as random variable for the number of receive windows and t2 ;a0
as pre-defined constant single wait time. Considering all transmissions in the

network where random access is used, the expected total wait time E[1% ra] is

E[TQ,ra] - E[Nra] . t2,ra,o- (418)

The random variable to describe the reception time 75 ;5 during a transmission

process with random access can be defined by
TS,ra - Nra : t3,ra,o (4.19)

with ¢3,ra,0 as duration of the opened reception window. Again, considering all
transmissions in the network, the expected reception time E[T3a] during a

transmission procedure if random access is used can be defined by

E[T3.:a] = E[Nra] - t3,ra,0- (4.20)

Time Scheduled: Next, the wait and reception time is analyzed if the time
scheduled (sc) approach is used. The wait time 75 5. and the reception time
T3,sc calculation if a reception window is opened is similar to random access.
However, the constant wait duration ¢3 s, and the number of receive windows
Ngc can be different. Data that need to be received if time scheduled is used
can include, similar to random access, message acknowledgments and, differ-
ent to random access, re-synchronizations. While the decision, whether receive
windows are opened to receive acknowledgments is dependent on message ac-
knowledgment settings, similar to random access, it is different for the prob-

ability psync,sc to re-synchronize the sensor’s clock. This re-synchronization
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probability is dependent on the clock drift of the end device, the slot length,
and the collision probability for the re-synchronization message, as we elabo-
rate in Section 4.2.2. In the following, we assume no additional required receive
windows for message acknowledgments besides the ones used to receive re-
synchronization messages, to not require additional resources at the end device.
In a working time scheduled approach without cross-traffic, no messages collide
due to distinct message slots. Otherwise, for example if messages collide with
random cross-traffic, the sender is either not informed about the data loss or
the required energy for additional receive windows needs to be added to the en-
ergy consumption calculation afterwards. Considering the re-synchronizations
only, the probability psync,sc,perfect to Open a reception window and receive a

re-synchronization message in perfect conditions without any collision is
Psync,sc,perfect = P(Ttoa + Tdrift,total > tslot) (421)

with fs10¢ as total slot length and Tarist,total as total time drift of the sensor’s
clock since the last re-synchronization. However, real LoORaWANs suffer from

message collisions or losses. For that reason, we extend the equation to
Psync,sc = P(ﬂoa + Tdrift,total > tsiot + Trcv) (4'22)

with T}y as total duration between the message transmission exceeded the slot

due to the clock drift and the re-synchronization message arrived successfully.

Considering the expected value of the random variable Tirife for the
clock drift, a fixed slot length tsot, and a collision probability for the re-
synchronization messages pcoll,sync, We can achieve a single equation for the
probability psync,sc to receive a re-synchronization message in the time sched-

uled approach after a message is sent in a collision affected channel with

E|Taris]
(taror — B[Tion]) + —2antl - B[Ty,0]

1—=pcoll,sync

(4.23)

Psync,sc =
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Figure 4.11: Example visualization of slots and clock drift.

We assume a loss of all colliding messages and since we assume transmissions
of individual sensors in fixed slots and thus, after constant time intervals as
introduced in Section 4.2.2, we can explain the calculation with Figure 4.11.
The figure shows seven example slots over time for a message with an ex-
pected length E[T}o.], symbolized by the green boxes. For simplicity reasons,
we did not visualize any guard times in this example. In a real setup, they are
required between slots to avoid collisions with messages in the following slots.
However, adding guard times does not influence the calculation of psync,sc. From
slot to slot, the expected time drift of the messages is E[Tarist]. The message has
been re-synchronized to start its transmission at the beginning of its first slot.
That is why the sensor has ts0t — E[Tt0a] “space’ to drift. Dividing this by the
expected drift time E[Tarig], the synchronization probability is achieved in a
perfect network without any collision. But since we also consider message col-
lisions in our LoRaWAN, this synchronization probability must be adjusted, as
explained in detail in the following. A sensor is re-synchronized when its mes-
sage transmission drifts out of the assigned slot, as shown between slot four
and five. However, the re-synchronization message is assumed to be lost in this
example. In contrast to other operations, where a lost message directly influ-
ences the device behavior and increases or reduces the energy consumption, in
LoRaWAN both the sensor and the gateway do not know the loss until the next
message is sent from the sensor to the gateway. Then, the next message exceeds
its slot limits again, as shown between slot five and six, and the gateway sends a
new re-synchronization. Until this point, no additional energy is consumed by

the sensor and the probability to receive a re-synchronization message Psync,sc
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is not adjusted. This is only required, when the sensor actually receives the re-

synchronization message.

Since a message loss is equal to a less frequent reception of re-synchronization
messages at the end device, the calculation of the re-synchronization probability
Dsync,sc can be adjusted by extending the slot length by one expected time drift

E[Taritt] for each unsuccessfully transmitted re-synchronization. Thus, we add

E[Tarift]
1—pcoll,sync
and subtract E[Tarist] for the successfully received re-synchronization. Con-

for each required re-synchronization message to the denominator

trary to common sense, many colliding messages reduce the sensor’s energy
consumption since fewer messages are received and the re-synchronization rate
is reduced. However, a too high collision rate of re-synchronization messages
may lead to sensors drifting out of their slots and colliding with messages trans-
mitted from other sensors in adjacent slots. This can lead to a complete break
in the time scheduled channel access approach as described in Section 4.2.2.
Thus, it is essential to set up the slot length in a suitable way, reducing both
energy consumption and avoiding collisions. Finally, we achieve a wait time
T sc during a transmission cycle if receive windows are only opened when a

re-synchronization message arrives correctly of

T2,sc = Psync,sc * Nsc . t2,sc,o (4.24)

and an expected total wait time F[T5 s] of

E[TQ,SC] = Psync,sc * E[Nsc] “12,5¢,0- (4.25)

The random variable 7% ., for the reception time when the time scheduled ap-

proach is used is

T3,SC = Psync,sc * Nsc : t3,sc,o (426)

and the expected reception time F[T3,s.] considering all transmissions in the

network is
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E[T3,sc] - psync,sc : E[Nsc} : t3,sc,o~ (427)

Note that in reality it is very unlikely that the sensor opens receive windows
only when a re-synchronization message arrives correctly. Thus, this consider-
ation is the best case investigation and the actual probability to open receive

windows is most likely higher.

Listen before Talk: For listen before talk, the time to transmit data and the
handling of receive windows is similar to random access. However, the listening
on the channel process, shown ahead of the transmission in Figure 4.10 must be

taken into consideration to avoid collisions.

Channel Listening Procedure: The process of listening on the channel de-
termines whether a channel is free for a device to send its data. Besides avoiding
potential collisions, it adds additional receive and wait times and increases the
energy consumption of the device. Listening on a channel is equal to a data
reception process and occurs before each transmission. In addition, the wait
process occurs if the channel is detected as occupied during receive. Wait and
receive before each transmission can be described by the geometric distribution,
while wait is not necessarily always needed, in particular not, if the first receive
process detects no other message. Let X be a random variable describing the
number of listen windows until encountering an empty one. In this case, X fol-
lows the geometric distribution that describes the number of trials £ until first
success (k = 1, 2, ...) with pcol1,1bt being the mean probability to detect a chan-
nel as occupied when listened on a channel. We can hence compute the mean
number of trials before the channel is free as the first moment of the geometric

distribution with

1

FlX]=———.
X] 1 — peolt, Ibt

(4.28)
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Since the wait process is not required when the channel is free, the random
variable 75 1pt, to describe the wait time in a complete transmission cycle can be

achieved with

To1bt = ta,bt - (X — 1) + Nibt - t2,1bt,0- (4.29)

The pre-defined wait time ¢ 11,; when another message occupies the channel is
multiplied with X — 1 to achieve the expected wait time ahead of the actual
transmission. A single wait time ¢2 1p¢ can be defined as constant value or as
random variable. For example a general simulation study in [7] shows good re-
sults with a random value between 0.4 s and 1.75 s. Note, we define it as constant
in the following for simplicity reasons. Furthermore, similar to random access,
the expected wait time after a transmission is added, achieved by Nipt - £2,1bt,0-
Again, this leads to an expected total wait time E[T% 1] considering all listen
before talk transmissions in the LoRaWAN of

E[To1mt] = to,0t - (E[X] — 1) + E[Nibt] - t2,1bt,0- (4.30)

The reception time 73 11 is achieved by

T3 16t = 13,16t - X + Nibt - £3,1bt,0, (4.31)

where the channel listening time ¢3 11t to avoid collisions is set to a pre-defined
constant value and is multiplied with X for the number of channel listening
operations. Again, with Ny -¢3,1bt,0, the reception time after the actual message

transmission is added similar to random access. Thus,

E|Ts510t] = t3,mt - E[X] + E[Nibt] - t3,1bt,0 (4.32)

is the expected total receive time considering all listen before talk transmissions
in a LoRaWAN. While all wait and receive times can be defined in the network

setup phase, the probability pcoir bt to detect another message at the channel
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when a sensor listens to it during listen before talk is dependent on the load in
the network and the network setup. However, to fully describe the behavior of
listen before talk, an in-depth understanding of this probability is required.

Collision Avoidance Probability: In a well planned LoRaWAN, each sensor
transmits to its closest gateway, interferes with a minimal number of other sen-
sors for a minimal duration to avoid collisions [17, 6], but also avoids the hidden
node problem. The hidden node problem in LoRaWAN can occur, if obstacles are
in the line of sight transmission of sensors, but also if sensors are placed in op-
posite directions from a gateway with possible transmission distances to the
gateway but not to the other sensor. Since the location of obstacles is highly
dependent on, among others, the network setup, urbanization, and topology,
it is omitted here, and the focus is on sensor locations only. The influence of
the sensor’s location on the collision probability by the hidden node problem
is visualized in Figure 4.12. The figure displays a center gateway (GW) and two
sensors s1 and s2. Both sensors transmit to the central gateway GW indicated
by the black arrows. Dependent on the distance to the gateway, a sensor receives
a spreading factor. Larger spreading factors allow transmissions across longer
distances at the cost of longer transmission airtime [17]. Thus, unnecessarily
large spreading factors should be avoided to minimize the ToA of the transmis-
sions [6]. In the example figure, areas where sensors are able to transmit to the
gateway are marked with different spreading factors. These areas are placed cir-
cularly around the gateway starting with spreading factor 7 in the middle and
using spreading factor 9 in the outside circle. Higher spreading factors are not
added for better visibility.

In this example, sensor s; uses spreading factor 9 for its transmissions in the
spreading factor 9 area to make sure its data can be transmitted to the gateway.
In contrast, sensor s» uses spreading factor 8. The usage of larger spreading
factors and thus, longer transmission distances lead to larger interference areas
for both sensors. Sensor s; interferes all sensors in the red shaded area in this

example. In this area, the gateway is included showing that a transmission to
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Figure 4.12: Schematic representation of the proposed collision avoidance
model for listen before talk

the gateway is possible. In addition, sensor sz is also in this area and if sensor
s1 transmits data, sensor s2 can also hear the transmission. For that reason, it is
not influenced by the hidden node problem when sensor s; is transmitting. In
such a case, sensor sz could avoid a collision by delaying its own transmission
if listen before talk is used.

However, the situation is different if sensor s3 starts a transmission. Its green
interference area does not include sensor s1 and if sensor s» transmits data while
sensor sp plans to start a transmission, it can not hear sensor s2’s transmission.

Thus, sensor s; would also transmit and the messages collide.
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To model this behavior for all sensors s; in a network with a set of sensors S,
we determine the probability that a sensor s; can hear any other sensor s; with
si,8; € S. Then, we can calculate the probability for a wait procedure when
listen before talk is used. Therefore, we map the area of a complete LoORaWAN
to a single line [. In Figure 4.12, this line [ connects the gateway with the outer
circle of spreading factor 9, while for the calculation it also includes the other
spreading factors up to spreading factor 12 in more outside regions. In the next
step, the line is discretized in n sections, highlighted by the example section x;
for section 4. It is delimited by the distance d1(x;) and da2(x;) to the gateway
GW. By calculating the area A(z;) with ¢ € 1,2, ..., n of the complete circle,
shown in blue, with a minimal distance to the gateway of d1(x;) and a maximal
distance to the gateway of d2(x;), the circular representation of the network
can be mapped to a one line representation with {(¢) = A(x;). For the area

calculation, the following holds true

n 12
> A(xi) =) A(SF;) = A(GW), (4.33)
i=0 i=7
with A(SF;) as area where sensors transmit with spreading factor i and
A(GW) as complete area the gateway GW ’covers’. After this step, each area
A(z;), or I(z) contains the following information: area size, minimal, maximal,
and mean distance to the gateway, number of sensors in the area it represents,
and the spreading factor all these sensors transmit with to be able to reach the
gateway. In this work, we assume a uniform spatial distribution of sensors in
the complete network to achieve the average hidden node probability per sen-
sor transmitting with spreading factor i. However, the calculation works sim-
ilarly for each area A(z;) if a uniform spatial distribution of sensors in A(z;)
but differences between A(z;) and A(z;) are visible. Otherwise, the calculation
is done for each sensor individually.

In a last step, the interference percentage is calculated for each [(¢) with each
other I(j) with j € 1,,2...n. Thus, we receive for each area () the number

of sensors located in the area and the number of sensors that can be heard in
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area [(¢) from any other area [(7) in the network. If we map this to sensors and
spreading factors, we can, for example, calculate the number of sensors with
their respective spreading factors that are heard by a sensor s transmitting with
its spreading factor s f located in [(¢) or in general in a specific spreading factor
area. If this is done for all sensors in the network, or averaged for all spreading
factors in the network, we can determine the hidden node probability for all

sensors in the network.

Listen Before Talk Back-off Model: The wait probability for listen before
talk is equal to the probability a sensor s; detects another transmission from
any other sensor s; when it wants to start its own transmission or during a pre-
defined sensing interval before the transmission attempt. To determine the wait
probability and duration, the probability another message occupies the channel
and is detected must be calculated. This wait duration, a so called back-off, is
usually a delay for the next transmission attempt for a specific duration. Thus,
besides the arrival rate of new transmission attempts, also these retrials influ-
ence the general load in the network and must be taken into consideration.
Assuming exponentially distributed inter-arrival times, we can model our
network as a simple M/GI/1 queuing model if the number of transmissions,
and thus, arrivals is large enough and sensor transmission start times are ran-
dom [149, 211]. The transmission channel is a single processing unit with gen-
eral independent processing time distribution equal to the ToA. Messages arriv-
ing when the channel is occupied are immediately rejected (perfect listen before
talk without retrial queue). If we extend the system to listen before talk with re-
trials after a channel was occupied, an additional finite-source retrial queue can
be modeled, presented for example in [212] and surveyed in [213]. It extends
the system to a two-dimensional queuing model with the number of messages
in the back-off phase in the second dimension. A numerical solution for the sys-
tem for an exponential processing and back-off time is provided by [214]. How-
ever, an exponential back-off time is not reasonable in LoRaWAN [7]. Especially

very short and long back-offs lead to unnecessary more back-offs or require
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long waiting times. Both would increase the energy consumption unnecessar-
ily. Thus, the final listen before talk model for LoRaWAN can be described as
GI/GI/1 model with a finite-source retrial queue. A similar model is evalu-
ated by Wiichner et al. in [215]. The authors rely on the MOSEL-2 evaluation
tool [216] to obtain numerical results. Similarly, we also use a simulation in this
work to validate our modeling approach and obtain a performance evaluation

for the presented channel access approaches in LoRaWAN.

Energy Consumption and Energy Efficiency

Last, the average energy consumption o, of all transmission cycles in the
LoRaWAN can be calculated with

s
g (Eotal,s; )

Elora = ZIT (4.34)
for all sensors s € S with S as the set of all sensors, dependent on the used
channel access approach. However, this does not consider potentially lost mes-
sages due to message collisions. As we outline above, the collision and back-off
probability for listen before talk can be obtained by a simulation. Furthermore,
as we elaborate in Section 4.2.2, perfect time scheduled can avoid collisions com-
pletely if slots are chosen large enough, sensors are re-synchronized correctly
and timely, and the amount of cross-traffic is low. If the current state-of-the-
art channel access approach random access is used, the arrival process of new
messages can be estimated as Markov arrival process according to Metzger et
al. [149], if the number of devices in the network is large. We assume a suffi-
ciently large number of messages since for a few sensors, this analysis is point-
less due to the low number of collisions. Thus, the expected collision probability
Deoll,s for a sensor s can be calculated in the random channel access case for a

given time frame 7" with
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Pcoll,s = 1- H (1 - Ps,a,) (435)
a€S\s

with
o T‘toa,s + T’toa,a

Ps o= 4.36
, - (436)

and Ps 4 as probability for a collision of a message from sensor s with transmis-
sion ToA Tioa,s, and sensor a with transmission ToA Tioa,q in the time interval
T. By the product of the complementary probabilities (1 — Ps,q) of the colli-
sion probabilities between s and all @ € S\ s, we achieve the probability for no
collision of the message transmitted from s in the time interval 7T". As a conse-
quence, Peoll,s is the collision probability of a message transmitted by s in the
time interval T'. Thus, the collision probability is dependent on the load in the
network and the sensor’s sending rate. Dependent on the collision probability
and additional overhead from wait and receive, the energy efficiency E.g can
then be determined for the complete LoRaWAN. It is achieved by normalizing
the expected required energy to transmit data E[FE;] with the average energy
consumption Ej,, for a complete transmission cycle. Furthermore, the collision
probability pcon needs to be considered. This leads to
E[E\]- (1 = peon) _ E”

E.g = = . 4.37
ot Elora Elora ( )

We can extend the energy efficiency consideration by adjusting the required
energy to transmit data. Instead of using E[E1] as expected required energy
to transmit a message, E* can be defined as minimal possible required energy
to successfully transmit a message. With this adjustment, additional parame-
ters like message overhead as a result of the coding rate or the message header
can be included. Furthermore, the influence of the spreading factor, an unnec-
essarily large payload, and message collisions can be considered. Thus, with the

adjustment, further studies on transmission quality in a LoRaWAN can be con-
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ducted by comparing the minimal required payload, spreading factor, and thus,
the message transmission ToA with the minimal possible energy consumption.
However, such studies directly influence the collision or loss probability, e.g. if
the used spreading factor is adjusted. For that reason we focus on energy ef-
ficiency studies without additional message parameter or spreading factor ad-
justments to compare the channel access approaches only.

To this end, we can answer our second research question RQ4.2 as follows: It is
possible to model the energy consumption of a LoRa transmission in a general way
for arbitrary hardware, if the energy requirement is normalized by the minimal
possible ToA. The energy requirement of processes like listening on the channel
or additional wait times can be modeled. To further extend the energy study for
LoRaWAN channel access, the energy efficiency is a valuable metric to benchmark
different approaches. It includes the actual required energy at the sensor and the

collision probability.

Scenario Description

To validate the presented model and outline influencing parameters leading to
variances in the results or deviations from the model, a LoRaWAN channel ac-
cess simulation is done, as described in Section 4.2.3. For each simulation, we
simulate between 50 and 800 sensors in steps of 50 to achieve results with small
and larger load and expected collision probability in the network. To obtain sta-
tistically significant results, 200 simulation runs are conducted for each indi-
vidual parameter setting. The duration of a single simulation run is 3600 s and
each sensor is transmitting once in this time frame. The locations of all sensors
and the payload is re-assigned 20 times to investigate the influence of different

payloads and spreading factors.

S 1: Model Validation and Variation Determination: In the first scenario
S 1, the presented energy model and the listen before talk modeling approach
is studied in detail by a simulation. Key influence factors on the results are dis-

cussed and differences between model and simulation are quantified. These key
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factors are the spreading factor, the payload, the collision probability, the sen-
sors in range that can be heard to avoid collisions by listen before talk and their
respective spreading factors. Variations of these factors have a direct influence

on the resulting energy consumption and efficiency.

S 2: Channel Access Approach Comparison: The focus of the second sce-
nario S 2 is on the different channel access approaches. For each approach, vari-
able parameters are studied with the goal of obtaining the most energy efficient
parameter setting. For random access, the number of sensors, the probability
and duration before a reception window is opened, and the actual receive win-
dow length can be varied. When listen before talk is used, in addition, different
sensing and back-off durations are investigated to achieve the most energy ef-
ficient implementation. Lastly, the main focus for listen before talk is on the
probability to receive a re-synchronization message. This can be influenced by

the slot length and the average clock drift of sensors.

S 3: Energy Value Adjustment and Approach Comparison: Inthelastand
third scenario S 3, the goal is to determine the best channel access approach for
different LoRaWAN deployments and discuss benefits and drawbacks of the ap-
proaches. Therefore, to consolidate our model with realistic energy values for
transmission, message reception, and wait operations, we consulted the work of
other authors [184]. From these, we extracted a theoretical current consumption
in the range of 18 mA to 28 mA for the power consumption during transmission
and 10.5mA for receive. During waiting or idle periods the transceiver needs
2.033mA if kept in standby. Based on this, the power consumption to receive
data is varied between 30 % and 60 % of transmit, and wait requires between 7 %
and 12 % of transmit. With these values as input, we compare the different chan-

nel access approaches, random access, listen before talk, and time scheduled.
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4.5 Energy Study Evaluation

This section evaluates the defined scenarios and answers the remaining research
question. Therefore, the energy model is validated by a simulation and key influ-
ence factors on a LoRa transmission and the energy consumption are presented.
Then, an energy efficiency study for the channel access approaches is presented,

followed by a numerical evaluation with real energy values from literature.

4.5.1 Scenario S 1: Model Validation

First, key transmission factors are discussed to determine the possible differ-
ence in the transmission behavior influencing the presented energy model. If
the general structure of a LoRa message is not adjusted and the focus is only on
the transmitted data and the distance to the gateway, the message payload and
the used spreading factor for the transmission are of key interest. Both have an

influence on the ToA and thus, on the energy consumption of a transmission.

Spreading Factor and Payload: For that reason, the expected energy con-
sumption E; for the actual LoRa transmission is calculated first. Besides a ran-
dom payload assignment between 1B and 51 B, the spreading factor the sensors
transmit with is achieved for each sensor by placing them circularly around the
gateway, as described in the simulation approach in Section 4.2.3. This leads
to 23 % of all sensors transmitting with spreading factor 7, 9 % with spreading
factor 8, 12 % with spreading factor 9, 18 % with spreading factor 10, 7% with
spreading factor 11, and 28 % with spreading factor 12. By assigning a random
payload to all sensors, an average ToA of 0.789 s is achieved.

This average theoretical value is compared to the result from the simulation
study for random access in Figure 4.13 for different numbers of sensors in steps
of 100 for better readability. The y-axis shows the deviation between the model
and the simulation, the x-axis shows the number of sensors. The errorbars are
the 90 % confidence intervals. A positive deviation indicates a higher value by

the simulation compared to the model, and vice versa. For the known SF result,
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presented by the orange bar, the spreading factor is achieved from the sensor
and only the payload is unknown. Thus, the ToA is calculated for the model
with a random payload and the known spreading factor. For the mean ToA re-
sult, presented by the brown bar, both the payload and the spreading factor are
not known in the model and the simulation result is compared to the average
theoretical value of 77 = 0.789.

First, the results show a small difference between model and simulation. The
maximum deviation is about —0.2 - ¢in, and thus, only 0.2-0.029 s. Second, we
see that knowing the spreading factor reduces the deviation a lot but increases
the average deviation between simulation and model. If an average ToA is used,
the model matches with the simulation result very accurately on average and
the confidence intervals always overlap with zero deviation. With a deviation
of less than 0.2 - tnin, the result is also acceptable. We can conclude that the
model can describe the transmission process accurately, although the ToA of

LoRa messages has a large range from several milliseconds up to a few seconds.

Collision Probability: Next, the collision probability is of key interest, as
it determines the percentage of messages arriving correctly at the receiver
side. This value also influences the energy efficiency of the channel access ap-

proaches. Figure 4.14 presents a comparison between simulation and modeling
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results to answer the question, whether the model can describe the average col-
lision probability in a LoRaWAN, although the transmission ToA of individual
message transmissions is very large. The y-axis of the figure represents the colli-
sion probability and the x-axis, again, the number of sensors in steps of 100. The
black bar presents the simulation results, the brown bar the modeling results,
where the spreading factor and the payload is known. Both are compared to the
yellow line where, again, the average ToA of 0.789 s is applied. This is similar to
no prior knowledge about the transmission ToA of the sensors. The 90 % confi-
dence intervals are very small and indicate only a small variance in the results.
In general, the simulation matches with the model if the ToA is known with less
than 0.2 % deviation in the worst case. Furthermore, the confidence intervals for
the simulation and the model, where all information is known overlap for all
number of sensors, except 800. Thus, we see no statistically significant differ-
ence. If the ToA is not known, highlighted by the yellow bar, the model matches
with the simulation or overestimates it slightly. Differences are between less
than 0.1 % and 0.9 %. This minor difference is a result of the large range of pos-
sible ToAs of all transmissions. Thus, we can conclude that the model can deal
with the large range of possible ToAs as a result of different spreading factors
also when we model the collision probability. This is relevant for all channel ac-

cess approaches but with this insight, the model is validated for random access.

Hidden Node Problem: To model listen before talk, the validation must be
extended to cover the hidden node problem. Therefore, the question is answered,
whether the model is accurate if the collision avoidance probability is deter-
mined. The result is presented in Figure 4.15. The figure shows the difference
in percent between the model and the simulation for the probability of a sen-
sor transmitting with a specific spreading factor SFx (y-axis) that it is heard
by another sensor transmitting with SF'y (x-axis). This is a measure for colli-
sion avoidance potential, as all sensors that hear each other can avoid collisions
using listen before talk. For example, the -0.053 % value in the top column of

Figure 4.15 is the probability difference between the simulation and the model
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that a sensor transmitting with spreading factor 7 can be heard by any other
sensor transmitting with spreading factor 10. The largest difference is detected,
when a sensor transmits with spreading factor 12 and whether it is heard by an-
other sensor in the spreading factor 12 area. With a maximal deviation of about
0.2 %, the model is validated as working correctly with only minor mismatch
for each single spreading factor. The average probability that a random sensor
hears any other sensor is calculated as 35.13 % by the model. Using the simula-
tion, the results are between 34.76 % and 35.37 % for 50 to 800 sensors in steps
of 50, and as a result, very small for all numbers of sensors. For that reason, if
a sensor does not re-attempt its transmission, both the collision probability and

the probability for an unsuccessful transmission attempt can be modeled.

4.5.2 Scenario S 2: Channel Access Approach Comparison

Besides model validation, the evaluation aims to compare channel access ap-
proaches regarding energy efficiency. Therefore, random channel access, listen
before talk, and time scheduled are compared in the following with different
parameter settings. Since sensor locations and thus, the spreading factor as-
signment and payload determination is the same for each approach, only the

performance of the channel access influences the energy efficiency.
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Energy Efficiency Comparison: For that reason, different parameter set-
tings for the three channel access approaches, random access, listen before talk,
and time scheduled are compared initially, summarized in Figure 4.16. The y-
axis represents the energy efficiency defined in Equation 4.37, with an energy
efficiency E.g = 1 defined as optimal case and a collision free data transmis-
sion without any wait, back-off, listen, or reception time. The error bars indicate
the 90 % confidence intervals again. The x-axis plots the number of sensors and
the different colors represent different parameter settings for the channel access
approaches. The black bar shows the best case random access (RA BC) scenario
from an energy efficiency point of view. There, no receive window is opened and
thus, only data transmission is considered. The deviation from the most energy
efficient transmission is only a result of message collisions, increasing with more
sensors because of a load increase with more messages in the network. Similarly,
the best case listen before talk (LBT BC) depicts listen before talk with listening
on the channel, a random back-off between 0.4 s and 1.75 s, as suggested in [7]
if the channel is occupied, and message transmission if no other message is de-
tected. In this best case scenario, it is assumed that both listening on the chan-
nel and any back-off consumes no energy. Thus, the difference between the base
case random access and the best case listen before talk presents the maximal pos-
sible energy efficiency improvement potential if listen before talk is used. Since
in reality, additional listening on the channel and back-offs consume energy, this
is included in the next listen before talk scenario, presented by the orange bar
(LBT WC; ¢s = 0, w = rnd). The cs parameter describes the channel listening
duration, and the w parameter the wait duration for the back-off if another mes-
sage has been detected. Thus, if cs = 0, it is only checked whether the channel is
free at the point in time, a sensor attempts to transmit data. In this example, we
assume no energy consumption for this procedure. However, if another message
is detected, a back-off is started and additional energy is consumed. Here, we as-
sume the same energy consumption for the same duration of wait and transmit
as worst case assumption. The last scenario discussed in Figure 4.16 is the worst
case time scheduled (Scheduled WC). An analysis of the best case time sched-
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uled approach is pointless, since its energy efficiency is equal to 1. No collisions
occur and no re-synchronization is required because of no device clock drifts
in that case. In the theoretical worst case, each sensor is re-synchronized after
each transmission which leads to an open receive window wait time and a data
reception after each transmission. In this worst case assumption, we further as-
sume that the energy required for wait and receive is equal to transmit. The wait
time is set to 1 s before a reception window is opened, stated as default value to
open the first receive window in literature [105]. The reception duration is set
to 0.926 s as maximal duration to transmit data with spreading factor 12. Thus,
we guarantee that a sensor can receive data, independent of the used spreading
factor. The results show a drop in the energy efficiency of time scheduled down
to 29 % in the worst case. However, there is different improvement potential by
limiting the reception or wait duration, consuming less energy during wait or
receive, or trigger the re-synchronization process less frequently by less clock
drift of the sensors or larger slots. In general, we can draw several conclusions
from these studies. First, when the load in the network is small, random access
performs similar to listen before talk from an energy efficiency point of view. In
this case, only few collisions occur anyway. Second, time scheduled performs,
although avoiding all collisions, much worse than listen before talk and random
access in the worst case. However, there is improvement potential to perform
a lot better than the worst case setup. Third, if the load is increased, listen be-
fore talk improves in general against random access if the energy requirement
to listen on the channel is not taken into consideration. Lastly, the performance
of listen before talk is highly dependent on the energy consumption ratio for
the back-off and for data transmission. If the additional energy consumption
during the back-off is small, the resulting energy efficiency converges towards
the brown bar. In contrast, if it is high, it converges towards the orange bar and
an energy consumption maximum during back-off similar to the value during
transmit can be assumed. Note, to determine the final energy efficiency of lis-
ten before talk we also need to include the consumption during listening on the

channel discussed in the following.
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Listen Before Talk Energy Efficiency Study: To study the energy efficiency
of listen before talk, the impact of different listening and back-off duration on
the collision probability and the total back-off duration is investigated. Longer
channel listening duration and additional back-offs are only meaningful if in re-
turn, the collision probability or the total back-off duration is reduced. However,
our simulation results show that a longer back-off does not impact the collision
probability since it only changes the next transmission attempt time and does
not modify the load in the network. In contrast, longer channel listening dura-
tions even increase the average collision probability. This behavior is expected
since longer channel listening requires a free channel for a longer time to start
another transmission. Thus, short free channel slots are not used and the total
load increases. Taking the total back-off duration and the total number of back-
offs into consideration, a good trade-off is already achieved with a random back-
off between 0.4 s and 1.75 s as described in [7]. A longer listening time detects
more messages but again, also avoids short free channel slots. Thus, the total
number of back-offs and the total back-off duration is increased. For that rea-
son, a minimal duration to listen on the channel followed by a back-off between
0.4 s and 1.75 s is suggested for listen before talk. To this end, the general energy
efficiency for listen before talk is delimited by the energy efficiency of the best
case listen before talk (LBT BC) and the worst case listen before talk with up to
no channel listening time and the random back-off (LBT WC; ¢s = 0, w = rnd),
as plotted in Figure 4.16. Note, in addition to the energy efficiency for LBT WC;
¢s = 0, w = rnd, the required additional energy to listen on the channel must
be added. This impairs the overall worst case energy efficiency for an additional
percentage, dependent on the energy requirement for channel listening and is

considered in the following.
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efficiency of different approaches.

4.5.3 Scenario S 3: Realistic Energy Value Study

In the last scenario, the energy efficiency for the different channel access ap-
proaches is compared, using realistic energy values from literature [184, 207].
The result is plotted in Figure 4.17 for different parameter settings. The best
case random access (RA BC), with no receive windows, and the best case listen
before talk (LBT BC), with no required energy for the listening and the back-
off process are taken from the previous evaluation as reference results. Both
bars are plotted with horizontal line markers for better visibility. The results are
compared to minimal (min, diagonal line marker) and maximal (max, no line
marker) consumption results for random access and listen before talk. In the
minimal (min) case, the power consumption to receive data is 30 % of transmit
as defined as minimal value in the scenario definition (Section 4.2.4). For wait,
7 % is used. In the maximal (max) case, 60 % and 12 % is used for receive and wait,
respectively. In addition, the time scheduled approach with minimal energy con-
sumption for wait and receive is plotted by the brown bar. Furthermore, the LBT
max sense scenario, presented by the yellow bar in the figure, also considers the
energy consumption of a one-second listening interval. An additional energy
consumption of 0.45% of transmit is added to listen on the channel, as aver-
age receive energy consumption. The results show that, again, listen before talk

performs similar in little load situations and better than random access for high
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load, if no energy is required to listen on the channel. In the channel listening
case (LBT max sense), listen before talk performs worse than best case random
access (RA BC) but similar or better than random access with receive windows
(RA min and RA max). Furthermore, if random access with receive windows
is considered, the open receive window and receive procedure is similar to the
time scheduled approach. Though, in contrast to random access, no collisions
occur when time scheduled is used. This leads to a better energy efficiency than
random access with receive windows if the load is small and even an improve-
ment against the best case random access for a large load and many sensors.
Furthermore, if a data reception is only assumed when a message has been suc-
cessfully transmitted to the gateway without any collision, the energy efficiency
for random access is improved by up to 3 % for 800 sensors (RA min scenario).
For RA max, it is an improvement of up to 4 %. In the time scheduled case, the
energy efficiency can be improved by 10 % if every second transmission is re-
synchronized only. A further improvement by 7 % and close to 10 % is achieved
if only 20 % or 10 % of all messages must be re-synchronized, respectively. With
10 % message re-synchronization rate, we achieve an energy efficiency of 89 %.

Finally, we can answer our last research question RQ3 as follows. From an
energy efficiency point of view, random access is only suggested if the load in the
network is small and no receive windows are required. Listen before talk can im-
prove the energy efficiency against random access if the required energy to listen
on the channel can be minimized. Nevertheless, the best channel access approach
is time scheduled, as it can avoid all collisions and works in a very energy efficient

way if the re-synchronization rate as a result of sensor’s clock drifts is small.
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4.6 Lessons Learned

The recent opening of Amazon Sidewalk to the public, using LoRaWAN as long
range communication technology will further foster adoption of the LoRa tech-
nology for IoT use cases and our everyday life. Network access is simplified
since Amazon Smart Home devices can operate as gateways and provide direct
cloud connectivity for a multitude of new applications and sensors. However,
to work in a reliable and energy efficient way, alternatives to the error-prone
random channel access are required when networks grow and the amount of
traffic increases. In this context, listen before talk and a time scheduled channel
access have been proven as suitable alternatives.

There are several characteristics a future channel access approach must sat-
isfy to comply with the unique selling points of LoRaWAN. Channel access
needs to be simple without unnecessary overhead keeping energy requirements
low. For that reason, required message synchronization, channel sensing, or ad-
ditional processing at the devices should be minimized. In addition, the goal is
to improve current unreliable random access by reducing the message collision
probability leading to severe data loss. And lastly, to provide enough network
resources for all participants in a LoRaWAN, future channel access must comply
with transmission regulations and is supposed to work with cross-traffic from
other devices of other, not controllable networks. With these challenges and tar-
get characteristics, the following three research questions have been identified

for future LoORaWAN channel access, investigated in this chapter.

RQ4.1) Is it possible to schedule all messages in a LoRaWAN channel to avoid
collisions completely, despite the device and LoRaWAN specific chal-
lenges such as device clock drifts, different duration to transmit messages,

the gateway duty cycle, and cross-traffic?

RQ4.2) Is it possible to model a LoRaWAN with different channel access ap-
proaches and assess the resulting energy consumption and energy effi-

ciency, usable for various underlying hardware?
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RQ4.3) What is the best channel access approach for LoRaWAN from an energy

efficiency point of view, dependent on the load in the network?

To address the questions, we provide a theoretical consideration for a time
scheduled channel access approach and can avoid collisions in a LoRaWAN com-
pletely. By a theoretical investigation, a general relationship between the num-
ber of sensors, the transmission behavior, and the device capability by means
of random clock drifts and duty cycle regulations is presented. In a large scale
simulation study, the approach has proven to work efficiently, reducing the col-
lision probability significantly if the amount of cross-traffic is manageable and
device clock drifts are reasonable (RQ4.1).

We propose a general energy consumption and energy efficiency model for
LoRaWAN, describing data transmission, wait times, and data reception. With
the model, we do not rely on any specific hardware but provide a parameteri-
zable generic model to describe LoRa message transmissions. Furthermore, we
model the behavior of random access, listen before talk, and time scheduled, and
compare the approaches. Our results show that the ToA and the collision prob-
ability, as the most important factors to determine the energy efficiency, can be
modeled very accurately. The hidden node model for listen before talk achieves
only a deviation of 0.2 % between the model and the simulation in the worst
case. In general, we can identify the energy efficiency as a valuable metric to
be considered besides the general energy requirements or other influencing fac-
tors like the expected collision probability. Furthermore, the energy efficiency
can also be extended to cover the influence of, among others, different spreading
factors or different device behavior (RQ4.2).

Finally, our general energy efficiency study suggests to use random access
only, if no additional receive windows are opened, and network load is small.
Listen before talk can improve the energy efficiency in a LoORaWAN against ran-
dom access by up to 20 % in high load situations, if minimal energy is required to
listen on the channel. Thus, we suggest to focus on energy consumption reduc-
tion for channel sensing in the listen before talk case. Lastly, the time scheduled

approach is the best choice, if the random clock drift of sensors is small. Never-
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theless, this is the most complex approach and further studies are required on
the additional energy consumption at the sensor to re-synchronize the clock. In
addition, not all sensors are capable of clock re-synchronizations or some clock
drifts can be too large for a practical usage (RQ4.3).

For a comprehensive network planning of a real, large scale LoRaWAN, an in-
depth investigation of the expected load for different geographic areas, sensor
capability, and required SLAs is essential. If the expected load is small, sensors
are cheap and large clock drifts are expected, or a specific percentage of lost mes-
sages can be tolerated, random access is a viable solution for channel access. If
many messages must be acknowledged or re-transmitted, listen before talk can
already improve the general performance of a LoRaWAN, especially if the in-
fluence of the hidden node problem is small and many devices can hear each
other. Then, the focus is on deploying devices with a small energy consump-
tion to listen on the channel. The highest service quality can be achieved with
a complete time scheduled approach, if the end devices show little or moderate
device clock drifts and are able to re-synchronize. However, if random access
cross-traffic is very high, systematic collisions between several messages trans-
mitted with the time scheduled approach can break the complete system. For
that reason, this needs to be avoided at all cost. From an energy efficiency point
of view, the usage of a time scheduled channel access can even improve against
random access, if many collisions can be avoided, providing end users and their

applications with a better quality LoRaWAN.
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Our way of life, social interactions, work routines, and leisure activities are un-
dergoing rapid transformations, driven by an unprecedented rate of change. A
major driver behind this evolution is the ever-present connectivity to the Inter-
net. This constant connection empowers us to stream videos, engage with var-
ious social media, hold video calls with friends, automate tasks, and remotely
monitor home conditions from any corner of the world, at any time. Further-
more, implementing thorough monitoring through extensive networks of au-
tonomous sensors can contribute to addressing social challenges. These chal-
lenges include, among others, the enhancement of urban living standards, sim-
plifying daily life, refining agricultural practices, and the provisioning of vital
data to tackle the climate change. To meet these demands, we have carefully
designed networks with the general goal of providing each user with satisfac-
tory resources to access their desired applications seamlessly, regardless of their
location. We have conducted extensive quality assessments across various ap-
plication domains, particularly in the field of video content streaming, an enter-
tainment medium enjoyed by a significant portion of the global populace on a
daily basis. Yet, as the network sustains a constantly growing load, attributed to
the dissemination of high-quality content and the increasing number of inter-
connected devices facilitating diverse applications, the implications of these ris-
ing demands on network performance and quality often remain unknown. This
emphasizes the necessity for comprehensive investigations that ensure appro-
priate resource allocation and stable network quality for all participants. While
we have gained substantial insight into conventional Internet Protocol (IP) net-

works, the impact of changes, especially those in multimedia applications and
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video streaming, and the key factors contributing to QoE degradation remain
subjects of active research. Notably, novel network access technologies like var-
ious LPWANS, which enable network connectivity for a wide array of emerging

IoT applications, are still in their arising research stages.

Hence, it becomes mandatory to address both the assessment of application
quality within existing networks and an exhaustive exploration of emerging net-
work possibilities. These considerations are essential to tackle the challenge of
ensuring robust network quality for all end users in the upcoming decade. On
one front, the increasing traffic load in IP-based networks, largely driven by the
growth in high-quality video streams, necessitates a profound network moni-
toring approach and predictive streaming quality analysis. This endeavor cur-
rently results in an extensive full-packet trace monitoring and the prediction of
QoE degradation factors, often accomplished through complicated, ML-driven
methodologies reliant on numerous extracted features from streaming traces.
Nonetheless, these resource-intensive techniques exhibit limited scalability, re-
quiring specialized hardware that impedes large-scale, distributed deployment.
As a result, there is an urgent demand for quick, efficient, and lightweight al-
ternatives that maintain comparable quality prediction accuracy. On the other
front, the increasing number of end devices entering existing networks cat-
alyzes the evolution of novel technologies tailored to diverse use cases. This
requires a comprehensive exploration of these technologies with regard to per-
formance, data transmission quality, reliability, resource and energy consump-

tion, and meaningful network design, among other facets.

This thesis comprehensively addresses both efforts, tackling the monitoring
and quality assessment of streaming application, a leading contributor to total
Internet traffic, as well as conducting an exhaustive analysis of network per-
formance within a LoRaWAN, one of the rapidly emerging LPWAN solutions.
The domain of streaming research, and particularly the prediction of streaming
quality, has witnessed several years of examination. Nevertheless, an observable
trend in literature leans towards more complex and resource-intensive solutions.

This context enabled us to identify a wide spectrum of research investigations
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that remain unexplored, concerning specifically to the prediction of streaming
quality using remarkably lightweight methodologies that have not yet been ad-
dressed in existing literature. Additionally, while present LoRaWAN research
largely centers on the objective of providing network coverage to all end devices,
a thorough exploration of network quality throughout the entire network design
process has been largely uncovered until now. This thesis bridges that gap by
conducting a comprehensive examination of network quality during the entirety
of the network’s design phase. The research questions outlined in the introduc-
tory sections of this thesis have been effectively addressed and answered. For
an in-depth analysis of these questions and a comprehensive overview of major

contributions, we refer to the respective chapters.

In Chapter 2, our initial objective was to predict key QoE degradation factors,
namely initial delay, quality changes, playback quality, and video re-buffering
events, solely using uplink data, in a lightweight and resource-efficient manner.
To achieve this, we compiled an extensive dataset, which we have made available
to the research community. By analyzing this dataset along with a generated
broad streaming dataset encompassing diverse video content, we explored the
expected monitoring or processing effort needed to estimate QoE degradation
factors using uplink, downlink, or full packet trace data. Our findings, based on a
basic queuing model, indicate an approximately 86 % reduction in required data
for uplink-based monitoring. The reduction potentially allows us to monitor
100 to 1,000 times more streaming flows in parallel using the same hardware.
Consequently, our results demonstrate that relying solely on uplink data can
decrease the necessary monitoring resources or enable less complex hardware to
perform monitoring tasks. This understanding can significantly assist network
providers in implementing distributed streaming quality prediction approaches,

leading to resource, energy, and cost savings.

With this insight, our objective was to address the research question of
whether it is feasible to predict key QoE degradation factors accurately using
uplink data exclusively. To achieve this goal, we developed two straightforward

and lightweight prediction methodologies. The first method leverages the inher-
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ent characteristics of video data transmission to create a simplified predictive
model for identifying impairments during video streaming. This real-time ap-
plicable approach can be implemented with or without expert knowledge, yield-
ing comparable or even better prediction outcomes when compared to complex
state-of-the-art ML techniques available in existing literature. The second ap-
proach employs a lightweight random forest model, utilizing a maximum of only
ten features to effectively estimate QoE degradation factors with a high degree
of accuracy in real-time. As a result, we have demonstrated that both techniques
can serve as valuable tools to predict severe QoE degradation factors, eliminat-
ing the need for complicated and resource-intensive solutions. These simplified
methods can be executed on middleboxes with moderate processing resources,
making them ideal for comprehensive monitoring and QoE degradation factor
prediction at last mile towards the customer. This contributes to an enhanced

overall streaming QoE for end users and resource saving in provider’s networks.

In the context of LoRaWAN planning and performance analysis, Chapter 3
introduces a novel and innovative gateway placement strategy. Addressing the
challenge of designing an efficient and universally applicable solution to im-
prove network quality with a gateway placement in a LoRaWAN, we propose
an approach grounded in graph metrics. Our investigation highlights the rele-
vance of the distance between sensors and gateways as a critical factor influenc-
ing effective gateway placement solutions, affecting network quality through
collision probability. Through an extensive simulation study, we examined di-
verse network configurations and compared the performance of our approach
to existing state-of-the-art techniques. Our results showcase that our placement
strategy reduces the required number of gateways while enhancing collision
probability in comparison to current solutions. The approach remains versa-
tile across various networks deployments and end-device transmission patterns.
Additionally, we assessed our approach’s effectiveness across emulated deploy-
ments for different global cities, demonstrating its value regardless of deploy-
ment specifics. Our graph-based gateway placement ensures resilience against

expected load increase in future networks and is adaptable to computational
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constraints by a simple network segmentation and a divide and conquer solu-
tion. As a result, our placement methodology serves as a valuable tool in the
network planning phase for both small and large LoRaWANSs. Furthermore, it
offers potential for network improvement by minimizing collision probability
through strategic addition of gateways to established LoRaWAN setups.

Finally, Chapter 4 addresses the optimization of channel access within a Lo-
RaWAN, focusing on collision probability and energy efficiency. We present a
fully time-scheduled channel access approach designed to eliminate message
collisions within the network. Through theoretical analysis, we establish the
maximum feasible number of devices that can transmit using our method, while
complying with network regulations. Therefore, we could formulate a closed
formula describing this maximal number dependent on various device and net-
work related parameters. A comprehensive simulation study validates our ap-
proach’s effectiveness in collision reduction and its performance in the presence
of concurrent interfering traffic. This research contributes insights for academia
and providers, offering a solution to enhance the often unreliable LoRaWAN
channel access, thereby mitigating data loss in such networks. Moreover, we
explore distinct channel access strategies in terms of energy consumption and
efficiency. Our study introduces a versatile model to characterize the energy
consumption of LoRaWAN sensors transmitting data via diverse channel access
approaches. Extending our investigation, we devise a novel and very general en-
ergy efficiency metric for comparative assessment of channel access methods,
enabling determination of the most energy-efficient data transmission approach
in a LoRaWAN. This universally applicable energy efficiency metric holds po-
tential value for network operators, academia, and industry, extending its utility
beyond the realm of LoRaWAN network design to areas such as data centers and

large-scale application deployments.

The methods, methodologies, concepts, and insights explored and discussed
in this thesis extend beyond the boundaries of individual aspects of streaming
or IoT quality monitoring, encompassing a broader spectrum. In an era where

the information and communication technology sector’s resource and energy
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demands continue to rise, while energy consumption reduction is essential to
mitigate the carbon footprint and address climate change, the significance of
lightweight, comprehensive monitoring solutions and the understanding and
design of innovative LPWANs cannot be overvalued. These factors will play a
crucial role in addressing the challenges presented by climate change over the
next decade. The application of our monitoring methodologies using partial data
to other domains presents the foundation for substantial resource conservation.
Thus, a comprehensive understanding of every data-intensive application is fun-
damental to develop resource-efficient monitoring solutions. This in turn leads
to further potential research studies focused on optimizing network monitoring

efficiency and resource demand for a diverse range of emerging applications.

This thesis marks an initial stride towards enhancing data transmission qual-
ity through the utilization of novel IoT access network technologies that are es-
sential for the development and roll-out of future 6G networks. Looking ahead,
future networks should be tailored to deploy the most fitting technology based
on specific use cases, user demands, and applications. This involves a compre-
hensive study of various network access technologies both in isolation and in
coexistence with other, interfering deployments. The comprehensive goal is to
create versatile networks providing a high quality to diverse application do-
mains. Integrating different technologies into a unified network and address-
ing associated requirements and challenges is a central objective required in
6G development, necessitating a thorough examination of resource and energy
demands, as well as the potentials presented by distinct network technologies.
Moving forward, the vision is a dynamic network architecture where technology
selection is dynamically adapted based on current demands, network load, cost
considerations, and application or end device preferences and capabilities. The
manner in which data is transmitted may not be of direct concern to the end
user. The crucial factors lie in the resources needed, and the resulting quality
achieved, independent of the network technology. In this context, LoRaWAN
assumes a significant role, particularly in scenarios demanding long-distance,

resilient, and energy-efficient data transmission.
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Likewise, a thorough investigation into various network components and en-
tire networks is essential to assess energy consumption and efficiency. While
this work presents an initial insight in this research direction by analyzing the
complete transmission cycle rather than just data transmission by a LoRa sensor,
further expansion of this study is required. Beyond measuring and transmitting
data at the sensor level, the behavior of elements like access points, backend
networks, and data centers requires careful investigation, both individually and
within the context of complete applications or service function chains. This re-
sults in the requirement of comprehensive energy consumption and efficiency
studies from a holistic perspective of the entire network deployment. In the fu-
ture, enhancing energy efficiency will not be limited to optimizing individual
components within a data transmission service chain. It will encompass the en-
tire service from data measurement and processing to responding back to end
devices. This approach allows for a comparison of network quality improve-
ments achieved through methods such as comprehensive data processing and
resource-intensive ML solutions, compared to lightweight solutions like the one
presented for video streaming in this thesis. Moreover, it enables a comprehen-
sive evaluation of the impact of resource and energy requirements, leading to
profound decisions on the most suitable approach to enhance overall service
quality for end users, encompassing application quality, resource efficiency, and
energy demands. To this end, the developed mechanisms, methodologies, and
concepts substantially advanced the state-of-the-art and open up novel possibil-

ities in research and technology deployment beyond communication systems.
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A Streaming Measurement

Procedure and Dataset

The procedure to measure the dataset used in this chapter is based on the de-
sign and deployment of a testbed and the definition of a measurement procedure
and scenarios. In addition, post-processing steps to enrich the dataset with ad-
ditional streaming information is presented. This information is later important

for an accurate streaming phase and QoE degradation factor estimation.

A.1 Testbed and Measurement Description

To ensure that real-world scenarios are replicated as precisely as possible, a
client-server-based setup has been developed to record both network and ap-
plication data. The full setup is presented and explained in the following. After-

wards, details about measurements and measured scenarios are given.

A.1.1 Streaming Testbed

The streaming testbed contains three main components, shown in Figure A.1.
The management server, the measurement control unit, and the measurement
device. The management server is an entity that validates and organizes mea-
surements and does not take an active part in the measurement process. Instead,
its responsibilities include the validation, post-processing, and storage of data.
Examples for measurement validation steps are scans for empty or erroneous

files, the correct enforcement of bandwidth limitations, and extensive logging
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Figure A.1: Streaming testbed overview.

of events occurring during the measurement process. The measurement con-
trol unit is responsible for the actual measurement process and is connected
to the management server. It is equipped with a sufficiently powerful i7 - 4770
processor with 8 x 3.40 GHz and 16 GB RAM to avoid bottlenecks during the ac-
tual measurements. It is connected to the Internet via the German national re-
search and education network (Deutsches Forschungsnetz) via fixed connection
to guarantee that measurements are not impacted by physical bandwidth limi-
tations. To control uplink and downlink bandwidths, the state-of-the-art Linux
command line tool tc [217] is used for traffic shaping and control in the Linux
kernel. To perform actions, such as starting measurements or logging applica-
tion data, the measurement control unit is connected to the measurement device,
a smartphone, via the Android Debug Bridge (adb) [218]. This way can be used
to directly connect to Android devices via Universal Serial Bus (USB) without in-
terfering with measurements. Finally, the measurement control unit provides a
wireless connection with variable and controlled network parameters like band-

width or packet delays for the measurement device itself. The interface of the
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wireless access point is the monitoring point for the complete network traf-
fic, containing network and transport layer data. All upstream and downstream
traffic between the wireless network interface and the connected device is cap-
tured using tcpdump [219] within the Linux kernel ring buffer. Data is stored
locally on the measurement control unit before it is offloaded to the manage-
ment server for further processing. The measurement device is connected to
the Internet via the provided 2.4 GHz WiFi access point. To exclude unintended
bottlenecks at the smartphone, for the measurement setup, a brand new Google
Pixel XL with Android SDK version 28 released in 2020 is used. The display res-
olution of 2560 x 1440 pixel (equal to the 1440p YouTube video resolution) does
not limit the video playback, and the 2.15 GHz and 1.6 GHz quad-core Qual-
comm Snapdragon 821 processor and 4 GB RAM are sufficient for the playback
of videos. Note that playback related decisions are triggered by the YouTube
app and not by the phone. Thus, it is not expected to achieve other results with
other Android-based smartphones if the available resources are sufficient. Fur-
thermore, no additional applications are running at the smartphone and the bat-
tery is kept at sufficient health during all measurements. During one measure-
ment run, a video is played, and relevant application layer information is logged
directly by the device. To achieve this, a specially developed wrapper app has
been used to monitor the native Android YouTube app exactly as it is distrib-
uted through Google Play Store. The source code of this tool is freely available
on GitHub [220] and a detailed description is available in [21].

A.1.2 Measurement Description

The steps of a single measurement run are defined as follows. Every measure-
ment is started by the measurement unit. In a first step, it checks for available
connections to the management server, the Internet, and the measurement de-
vice via the adb. Upon success, a WiFi access point is opened to provide In-
ternet connectivity to the measurement device. Subsequently, the network sce-

nario is defined. Either no bandwidth limitation can be set for the complete
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measurement, which results in approximately 400 Mbit/s downlink bandwidth
(and thus, no impairment when streaming videos between 144p and 1080p) or a
predefined bandwidth setting schedule can be used. In the latter case, bandwidth
limitations are planned for the complete measurement by dynamically applying
different limits based on either synthetic traffic limitations or real-world band-
width measurements. Real world bandwidth measurements contain traces from
3G mobile networks, emulating realistic poor network conditions, and nowa-
days widely used 4G mobile networks. Afterwards, prior to the actual playback
of the desired video, a setup video (ID FiO0iLzTyVg) is played for 10s. This is
done to ensure that all network, transport, and application data of the desired
video can be logged, and the bandwidth setting is applied correctly. During this
setup video, the player can adapt the requested playback quality towards the
initial bandwidth setting. This avoids unwanted playback behavior that is not a
result of the defined scenario but of the switch to the initial bandwidth limita-
tion. Afterwards, a YouTube video is selected for the measurement based on a
predefined list of video URLs.

Beginning with the measurement start, after connectivity to all components
has been established, all network and transport layer data transmitted and re-
ceived at the WiFi access point is logged. This includes especially the uplink
and downlink video data from the measurement device. Furthermore, as already
mentioned during the testbed description, the application data is logged directly
at the measurement device by parsing and storing the stats-for-nerds data pro-
vided by the native YouTube app once a second. In these stats-for-nerds informa-
tion, the complete application behavior like buffer filling status, played video,
or the number of already played frames is available. This data is transmitted
immediately to the measurement control unit and written to a file via the USB-

connection to not interfere with the WiFi connection used for the measurement.

After video playback is finished, all network, transport, and application data
points are sent from the measurement control unit to the management server for
validation and further post-processing steps. The network and transport layer

data include the timestamp, the source and destination IP address, source and
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destination port as well as packet lengths for all TCP and QUIC packets observed
during the measurement period. The application data include a timestamp, the
currently played out video and audio quality, the frames per second, buffer status
information, the number of dropped and already played out frames as well as
the video ID. Additional information include the current App version, Operating
System (OS) version, number of connections, and the battery status during the

measurement. A large subset of the data is published for researchers in [5].

A.1.3 Measurement Scenarios

With the described testbed, more than 75 different bandwidth scenarios are ap-
plied to study the streaming behavior of the native YouTube app. The bandwidth
settings are chosen to study three main situations during YouTube streaming:
(1) understand the streaming procedure in general, (2) gain knowledge about
scenarios with playback issues and limited bandwidth, and (3) study the stream-
ing process under conditions as similar as possible to reality. For that reason, the
bandwidth settings have been chosen as follows.

For the first goal, constant bandwidth settings to monitor streaming in very
regular, and for high bandwidth limitations, good conditions have been selected.
With these settings, one can understand the streaming process in general and
get many baseline details for streaming that helps, for example, in streaming
issue prediction. Furthermore, the steps of bandwidth limitations are increased
for larger limits since more than 10 Mbit/s is usually sufficient for a good stream-
ing experience. For lower bandwidth limitations, smaller changes affected the
playback behavior more severe, and are thus measured in smaller steps. There,
the bandwidth ranges from 200 kbit/s to 2 Mbit/s in 100 kbit/s steps and from
2 Mbit/s to 10 Mbit/s in 500 kbit/s steps. Additionally, constant bandwidth set-
tings of 20 Mbit/s, 25 Mbit/s, and 100 Mbit/s are studied to get insights into best
case streaming situations. This sums up to 38 constant bandwidth scenarios to
analyze the general streaming and requesting behavior with the app. The sec-

ond goal is to generate playback issues for the app. Therefore, video re-buffering
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events with abruptly changing bandwidth have been triggered to achieve a bet-
ter understanding of this condition. With more slowly changing bandwidth set-
tings, quality changes, buffer level changes, or in general changing conditions
in the app are detected. Last, the goal is to test the behavior in realistic con-
ditions with emulated 3G and 4G scenarios. This helps to understand whether
stalling or varying playback quality is really an issue in real networks. This un-
derstanding can help to react on decreasing buffer situations early and improve
the buffering behavior in general to avoid stalling and increase the user per-
ceived quality. Therefore, traces from mobile video streaming scenarios accord-
ing to [221, 222] are used. The measurements show that the 4G traces of [221] are
most likely sufficient to stream the video in consistently high quality. Further-
more, no stalling events could be detected applying these scenarios. In contrast,
the traces in [222] have smaller bandwidths and trigger quality changes most
likely. Furthermore, the quality is automatically chosen by the YouTube App to
not influence the common behavior of the data requesting process. In total, 243
different YouTube videos are measured for evaluation to cover a broad range
of typical content. All data is aggregated to a large dataset that serves as the
quality determination process. The data post-processing strategy after the mea-
surements are conducted and an overview about the final dataset is presented

in detail in the following paragraphs.

A.2 General Data Post-processing

The general data post-processing is done by three major steps according to the
overview in Figure A.2. After the measurement is completed, erroneous, invalid,
or partly missing data is discarded in the first post-processing step to ensure
complete and high quality data. Second, to simplify a streaming behavior study,
flows related to YouTube streaming are identified based on their IP-addresses.
Application data is cleaned by removing advertising data points related to the
playback of commercials. In the last step, streaming phases are defined describ-

ing the current player health which means whether the video player receives
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Figure A.2: Step by step post-processing after measurements.

enough video data to fill or keep the current playback buffer health or if the
buffer fill level is declining. In addition, all data is aggregated to uplink requests
to be used in the session model and the ML-based QoE degradation factor pre-
diction approaches in this thesis. To receive a more general idea about the post-

processing, these three steps are explained in detail in the following.

Post-processing Step 1: Data Integrity Check and Data

Cleaning

In the data integrity and cleaning step, all invalid measurements are discarded.

Therefore, the following tests are performed.

Empty or Incomplete Measurements: First, all measurements where either
the raw network file or the application stats-for-nerds file does not contain data
are deleted. This may occur if the YouTube app is not opened correctly dur-
ing measurement pre-start. Furthermore, inconsistent measurement runs for
which network traffic is measured longer than application data or vice versa
are deleted. This occurs if the tepdump capture crashes or if the application data

logging is faulty.

213



A Streaming Measurement Procedure and Dataset

Correct Bandwidth Setting: Next, it is determined whether the bandwidth
is set correctly. Therefore, bandwidth limit changes logged during the measure-
ment process by the testbed are compared to the predefined bandwidth setting.
Furthermore, all network data is analyzed to determine if the network through-
put exceeded the possible bandwidth limitation. All error-prone measurements

are discarded.

Timestamp Verification: The timestamps of all measurements are checked
for plausibility. Since both sources, network and application data, contain times-
tamps which are supposed to give a complete view about the measurement du-
ration, the overlay of the timestamps is validated. There is no exact congruence
because the network layer first establishes a connection and starts download-
ing video data before the application logs are filled. Similarly, no more data is
downloaded at the end of the video when the remaining content is already in

the buffer, but the application logs still show video playback.

Encrypted Payload Removal: Since the raw network data from the packet
capture file contains the encrypted payload from which no further information
can be extracted, the payload is dropped. By means of tshark [223], relevant net-
work and transport layer traffic information is extracted from the packet head-
ers. This includes the UNIX timestamp of each packet, the IPv4 addresses of
source and destination and the source and destination port as these are needed
to identify YouTube traffic, the protocol type and the packet payload size. In ad-
dition to the described network and transport layer information, all raw applica-
tion data from stats-for-nerds is received with a 1s to 3 s granularity, dependent
on the current player status or on player issues after the first post-processing
step. Player issues can occur if not enough data is downloaded because of, for ex-
ample, very little bandwidth during the measurements. Then, the player crashes

or error-prone values are displayed and logged.
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Post-processing Step 2: YouTube Streaming Data

Extraction

In the second post-processing step, relevant video streaming data is separated
from cross-traffic and all error-prone values found in the application stats-for-

nerds file are thoroughly cleaned.

Application Data Video Extraction: The video ID is available for each mea-
surement point and thus, only the application information for the measured
video ID is kept. Other video IDs, especially the setup video described earlier, as
well as advertisement played during the measurement process is excluded. Fur-
thermore, all measurement runs where the correct video is never played because

of too long advertisement are discarded.

Value Cleaning: Buffer Health: In this step, all values in the stats-for-nerds
logs are checked for valid ranges. During this process, negative buffer health
values are found occasionally in the proximity of a video quality change. Via
manual validation in the application, this inconsistency is confirmed to be a
logging issue of the YouTube application itself.

If the quality of a video changes, the buffer health may change suddenly since
the adaptive streaming algorithm switches the input for its buffer health predic-
tion from the buffered content of the previous quality to the buffered content of
the upcoming quality. This can lead to very low or even negative buffer health
values in the logs. However, these negative values occur regardless of changing
to a higher or lower video quality.

For example, the playback may be uninterrupted, and quality changes to a
higher level. The negative buffer health values occur when the client decides to
request a new quality, but neither has the client changed to the new quality nor
downloaded enough content in this quality to allow for a quality change with-
out playback interruption. However, cleaning these error-prone buffer health

values has no influence on the methodology or the evaluation results. For the
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prediction, no buffer health values are used and during labeling, quality changes
are labeled by the quality information in the stats-for-nerds data. Furthermore,
it is determined whether the complete playback before the quality change could
be played out to not mislabel stalling.

Network Data Video Extraction: There are two possible ways to separate
video network and transport layer data from cross-traffic. For many measure-
ment runs, it is possible to extract the video flows by following IP-port-tuples
based on the Domain Name System (DNS) resolution for googlevideo.com [4].
These flows are identified as video flows and separated from other traffic. How-
ever, to filter not only cross-traffic, but also the traffic of the setup video at the
beginning of each measurement run and specific advertisements, another ap-
proach is used in addition.

Firstly, the start and end time of the correct video is determined from the ap-
plication data information for each measurement run. Next, from the network
data, all flows which are active within that time window are considered can-
didates for the video stream. Candidate flows are marked and listed with the
complete traffic in descending order by traffic volume. Afterwards, the candi-
date flows are added as streaming flows to the dataset until the traffic volume
accumulates to at least 90 % of the total traffic during the video stream. This is
valid since video flows are identified as dominant flows in YouTube streaming
measurements [29].

With this method, cross-traffic like loading of video comments or video rec-
ommendations, transmission of DNS requests, and other background processes
are excluded. Furthermore, including only the largest flow would not be suffi-
cient because YouTube may change the connection to a different server during a
video stream in case of, for example, data transmission issues, quality changes,
or video re-buffering.
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Post-processing Step 3: Data Preparation

The input of this step is all valid network and application data without cross-
traffic. Out of the network data, all video uplink requests are extracted first and
downlink traffic belonging to these requests is aggregated. The resulting traffic
is afterwards combined with the application data for streaming phase and QoE
degradation factor labeling and prediction. The detailed process of request ex-
traction, data aggregation, network and application data combination, and the

final data labeling is described in the following.

Request Extraction and Aggregation: Consecutive download of video data
is required in video streaming to guarantee playback without interruptions.
Therefore, HTTP requests are detected in the uplink, asking for video data from
the YouTube server. All packets containing at least 300 B payload to the YouTube
server are extracted from the received packets, similar to [55], and are named
as uplink chunk requests. Here, it is assumed that the video is downloaded in
a consecutive manner according to Figure A.3. This means video request z is
always requested before video request « + 1 and downloaded completely. Thus,
all downlink traffic following a request in the same flow is marked as associated
to that specific request, before the next one is sent to the server. In this way,
information such as the amount of uplink and downlink traffic in bytes, num-
ber of uplink and downlink packets, and protocol associated with one request
can be extracted. Furthermore, the last downlink packet of request x, the end
of downlink duration = in Figure A.3, need not necessarily match with the next
uplink request timestamp. Note that video and audio data can be requested in
parallel via different flows but also multiplexed to a single flow. Furthermore,
short before a quality change, different qualities can be requested in parallel but
only one of them is played out later. Last, all empty uplink requests, i.e., those
followed by less than 1 KB of download data from the server are discarded since
no relevant buffer change is expected by them. After this step, the following in-
formation is available for each uplink request: UNIX timestamp of the request

start, inter-request time, downlink duration, request size of the uplink request
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Figure A.3: Timeline of YouTube chunk requests and data download.

packet, summed up chunk downlink and uplink in byte for the request, number
of uplink and downlink packets between requests, server port of the video flow,
and the protocol. These are the network information used for QoE degradation

factor estimation.

Request and Application Data Combination: In this step, the application
data from the stats-for-nerds is added to the aggregated request information.
Relevant information are the playback quality and the buffer health. If the play-
back quality keeps the same during the complete request, this value is added,
if it is changing, the first and the last quality is added, and the request is la-
beled as quality change. Please note that the goal is only to predict whether
quality changes occur during one request. Thus, if multiple quality changes are
logged in the stats-for-nerds between two requests, they are not labeled explic-
itly. This happens, if the player requests a different quality short before a band-
width change. Then, the player can switch back to the old quality and the new
quality is never played out but is visible in the logs. Furthermore, very short
inter-request times lead occasionally to no application data points for these in-
tervals. Then, the buffer health and quality information from the last application
data point is used. On top of buffer health information, the network data is la-
beled with the playback quality and quality changes as first QoE degradation
factors after this step.
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Streaming Phase and Stalling Labeling: For each video, the player is al-
ways in one of four streaming phases during an ongoing streaming session as
introduced in Section 2.1.1: (1) Filling if the available playback time in the buffer
is filling, or (2) steady if the buffer level remains constant as a result of a regu-
lar download and playout of data. In this phase, the buffer is filled enough and
no stalling or quality change to a worse quality is expected. The player is in
(3) depletion, if the buffer level decreases. If the duration of this phase is too
long and the buffer drops below the quality change threshold, the player re-
quests a lower quality if possible. Consequently, the buffer depletion phase is
of high interest for quality change estimation and is also the first indicator for
a potential imminent stalling event. If the player is already requesting the low-
est quality, no change to a lower quality is possible. Then, if the buffer runs
empty, the playback interrupts and (4) the stalling phase is entered and stalling
occurs. To label the dataset with the four phases, the following procedure is ap-
plied. All values in the first and last 5s of a video measurement are assigned
as filling and depletion respectively, since in the beginning and at the end of
playback the video is always in these phases. Afterwards, all other logs with a
buffer level below 1.2's are set to stalling. This shows good results in practice
since the player can only play out completely downloaded video segments. For
that reason, in most cases some playback time is left, and the buffer does not
drop to zero. The threshold of 1.2 s is chosen by looking at the maximum buffer
level during a stalling event in the data. The remaining logs are listed as steady
if the buffer level does not change for more than 0.3 s between two logged values
and the overall buffer is larger than 5s. The slope boundary of 0.3 s is chosen
by looking at the occurring slopes in unlimited bandwidth scenarios where a
steady phase can be determined manually. This ensures that small changes in
the buffer health do not prevent the algorithm from detecting a steady phase.
Furthermore, too small buffer levels are not set to steady since a buffer health
level of less than 5 s is not enough to guarantee a smooth video playback expe-
rience if the bandwidth fluctuates. All other values are set to filling if the buffer

level is increasing or depletion if it is decreasing. Note, if the quality of a video
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changes, the buffer health level changes suddenly based on the already down-
loaded data for the upcoming video quality. To correct false assignments of a
stalling phase in this case, it is checked whether it is possible to have played out
all data since the previously observed log value. If this is not the case, the value

is set to the previously selected phase value.

After this correction, the phase detection values are smoothed to prevent fre-
quent jumps out of and back into the steady phase. The minimum duration of a
steady phase is 15 s. If within 10 s after a steady phase another data point is la-
beled as steady the entire period is set to steady. The same procedure is applied
for short jumps out of the stalling phase similar to [55]. To validate the stalling
labeling, it is assumed that a complete video playback interruption occurs if the
playback of a stream is interrupted because of a buffer under run. Since play-
back is never paused during the measurements, this information is achieved
by comparing consecutive playedFrames values, available in the stats-for-nerds
information. If no frames are played out between two application log entries,
or less than time passed between two requests with regard to the played out
Frames per Second (FPS), the stream is assumed to stall. With this validation
and addition, also very short stalling occurrences can be labeled. Considering
the requesting behavior in the different phases after labeling, the following is
observed: Video segments are downloaded in the buffer filling phase in a best
effort manner using the complete available bandwidth. Thus, the average inter-
request time of video chunk requests is smaller than the duration of each chunk,
until the buffer is filled. As a consequence, the smallest inter-request time is ex-
pected in the filling phase. If the buffer is filled to the target buffer level, regular
chunk requests are required to keep the buffer at a constant level. This behavior
takes place in the steady phase. Thus, a regular pattern of uplink requests can be
detected. If the mean inter-request time of a chunk request download is longer
than the video playback time the chunk involves, the player is in the buffer de-
pletion phase. Thus, longer inter-request times are expected here compared to
the filling and the steady phase. In the stalling phase, no significant amount of

data is downloaded and also a large inter-request time is expected.
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Table A.1: Information after post-processing for each request.

Network data

request start timestamp

duration from request to last downlink
packet of request

number of bytes in downlink
and uplink

server port of video flow

inter-request time

size of uplink request packet

number of packets in downlink
and uplink

used transport layer protocol

Application and labeled data

information whether video is stalling

if quality is changing: initial and
target quality

buffer filling level at beginning and

end of request

played video ID

information whether quality
is changed
information about streaming phase

statistics about buffer filling level

initial playback delay

Initial Delay Determination:

By using the first non-zero played out frames

value, information is received when the first playback is logged in the stats for
nerds data. Since the logging granularity there is about 1s, the exact play start
can not be extracted from the data. Using the number of played out frames and
the video FPS, showing how many frames are played out within one second,
the initial playback start can be calculated. Furthermore, the initial video chunk
request timestamp is logged in the network data. It is subtracted from the play-
back start timestamp to receive the ground truth initial delay. For later initial
delay prediction, the first request start timestamp is subtracted from all request

start timestamps. Consequently, the UNIX timestamp of the measurement has
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no influence on the prediction result and each video run starts with 0.00s as
initial request start timestamp. More details about the initial delay and a small
dataset is published in [14]. After the post-processing is completed, all informa-

tion available for each request are summarized in Table A.1.

A.3 Dataset Overview: Quality of Experience

Degradation Factors

This section details on the main QoE degradation factors available in the dataset.
First, details about the initial delay are given, followed by the playback quality
with specific network layer data that indicate different played out qualities at
the application. At the end of this section, information about quality change and

stalling information available in the dataset is given.

A.3.1 Initial Delay

The initial delay analysis shows that the mean ground truth initial delay is 2.64 s.
It is achieved by subtracting the playback start timestamp from the initial uplink
request timestamp. The playback start is either directly available in the YouTube
stats-for-nerds file or can be calculated with the frames per second and the al-
ready played out video time. Playback can start when only a single request is
sent to the YouTube server but in more than 60 % of all measurements, five re-
quests are sent to start the video and in total up to ten requests can be required
until playback starts. This happened if the bandwidth at the beginning of a video
is very small and thus, the player could not download a complete chunk to start
playback. Furthermore, more chunk downloads can be started before playback
starts than chunk downloads are ended. Thus, we see the beginning of video
playback during the download of data chunks, for example in the middle of an
open chunk request download. This happened in 69.72% of all runs. However,

no additional information is achieved by further analyzing this behavior.
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Table A.2: Overview requests per quality.

Type # Requests % Type # Requests %
144p 153,262 13.00  480p 190,575  16.16
240p 87,002 7.38 720p 499,237  42.34
360p 111,545 9.46 1080p 108,638 9.21

quality change 28,773 244

A.3.2 Playback Quality

The playback quality is the played out video resolution. Since this chapter deals
with the analysis of the playback quality from network data without studying
the effect of packet loss, no frame errors like blur or fragments in single frames
are observed. Only the played out resolution by YouTube is taken into consid-
eration as quality in this work. For each quality, more than 85,000 requests are
measured as summarized in Table A.2. The highest representative is 720p, which
is the target resolution for many videos at the smartphone without triggering
higher quality manually. Since only 1,344 requests are measured for 1440p and
YouTube did not automatically trigger this quality, it is omitted from further
evaluation. In addition, all 28,773 requests labeled as quality change are not con-

sidered for the quality estimation but only for the quality change estimation.

Inter-Request Time: Furthermore, since the inter-request time is the main
network layer information to describe the streaming process in this chapter, an
overview of it for all available video resolutions is given in Figure A.4. The x-
axis of this CDF shows the inter-request time in seconds, whereas the line colors
represent the different resolutions, starting at 144p and ending with 1080p, with
lighter colors for larger resolutions. The figure shows that the inter-request time
for 10 % up to 20 % of all requests, regardless of the resolution, is very small. The
measurements show that this behavior is visible most likely at the beginning of

the video, where many requests are sent if sufficient bandwidth is available and
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the buffer is filled. Furthermore, more than 70 % of all inter-request times are
between 0.1 s and 12 s. A rather linear distribution for resolutions between 240p
and 720p in that time interval is visible, with 240p having the lowest gradient.
The 144p and 1080p resolutions show a different behavior. While 144p shows
a larger inter-request time more often, with only 38 % having an inter-request
time less than 6 s, more short inter-request times are visible for 1080p, with 88 %
being below 6. This observation shows the tendency of having larger inter-
request times for poorer qualities. One reason is the different amount of data that
must be downloaded for specific resolutions, with fewer data for smaller ones. To
minimize the overhead, more seconds of video playback can be requested with a
single request for smaller resolutions. Another reason is that lower resolutions
are used during phases with bandwidth issues. There, the next request can be

delayed because the download of the previous one is not finished.

Downlink Duration: One argument for this assumption is also revealed by
the downlink duration. For 144p, more requests have again a higher duration.
More than 50 % of all requests show a downlink duration of more than 6 s. For
240p, it is only 32 %, and less than 20 % for the other resolutions. Thus, a re-
quest download for smaller resolutions often takes longer than downloading
larger ones. The possible reasons are bandwidth issues or a higher number of

requested playback seconds. Furthermore, the result for 720p and 1080p shows
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that only 12 % of the downlink duration is longer than 6 s. Since these resolutions
are often the highest available ones, and thus, also used with much higher band-
width rates than required for the download, the data is downloaded fast and the
downlink duration is shorter. These results show that the inter-request time and
the downlink duration can be a valuable input to determine the playback qual-
ity. For that reason, it is essential to use them for the estimation task. However,
a detailed differentiation, especially between small resolution changes or for the
duration distribution as a whole, is not seen. Thus, neither the inter-request time
nor the downlink duration is enough for adequate quality estimation, without

the use of additional parameters or pattern detection.

Chunk Downlink: The amount of downloaded data per chunk request or the
chunk downlink, as visualized in Figure A.3, is another valuable information,
and is in particular important for the quality estimation. An overview of the
chunk downlink for all requests of each resolution as CDF is given in Figure A.5.
The x-axis shows the downlink in kilobytes in a logarithmic scale for better
visualization. It is obvious that larger resolutions have larger chunk downlinks,
which is visible for the largest 50 % of all requests. Here, except when comparing
720p and 1080p, a clear distinction between all resolutions is evident. This is
different for all requests smaller than the median for all resolutions. Only minor
differences are visible in those cases, with only 720p and 1080p having a slightly
different distribution. One possible reason are different sizes of audio and video
chunks downloaded in parallel. Nevertheless, the number of downlink bytes is
seen to be a valuable input source for quality estimation. Other parameters like
the chunk uplink size, the number of packets in uplink and downlink direction,
and the packet size of the requesting packet are also valuable information for
the prediction in this thesis. However, since no additional information can be

extracted from these parameters at this point, no further details are given here.
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A.3.3 Quality Change

The other video quality based QoE degradation factor are quality changes. Es-
pecially, the difference in playback quality before and after a quality change is
important; that is, whether the next higher or lower resolution is chosen after
a quality change or if available resolutions are skipped [224]. In total, 21,971
quality changes are detected during the measurements. More than 30 % of all
quality changes are triggered away from 720p. Only about 15 % are triggered
away from 240p, 360p, 480p, or 1080p, respectively. The reason is that 720p is
used for a broad range of initial bandwidth settings from about 2 Mbit/s up to
unlimited bandwidth, if no higher resolution is available. Then, when the band-
width drops, the resolution changes to a smaller one. Only in 8.16 % of all quality
changes 144p is the initial quality before the quality changes. When playing a
video with 144p from the start, too low bandwidth results occasionally in a crash
of the YouTube app, whereas higher bandwidth results in a playback start with
240p. Thus, 144p is used less often at the beginning of a video stream in the
dataset. Compared to that, the target quality shows a rather even distribution
regarding 144p up to 720p. Only 1080p shows a lower percentage with 2.54 %,
since not all videos are available in this resolution.

To determine whether the resolution is changed to the next higher or lower
level or if intermediate resolutions are skipped, the exact resolution transition
is studied. This evaluation is given in Figure A.6. The figure shows the overall
percentage of all quality changes per resolution at the y-axis and the resolutions
before a quality change at the x-axis. The different colors of the stacked bar plot
show the target resolution, with the same coloring as used in previous graphs.
This means all target resolutions are summed up to 100 % to describe all quality
changes that may occur. It is evident that for lower resolutions, several levels
of quality are skipped less frequently. In more than 70 %, an adjacent resolution
is chosen when 144p is streamed before and for 240p it is in more than 80 % of
all cases. This is different for higher resolutions. For 720p, 35 % of the changes
are to the next lower resolution and with a percentage of less than 1% to the

next higher resolution. On the other hand, more than 20 % of all changes are
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Figure A.6: Resolution transitions. Figure A.7: Stalling duration.

to 144p as lowest resolution. This must be taken into consideration, especially
for higher resolutions, by analyzing potential erroneous predictions regarding
a quality change, since a small quality change to an adjacent resolution is less
severe for the overall streaming experience of an end user than a change to a

much lower or higher resolution [224, 225].

A.3.4 Stalling

It might be not sufficient to only monitor single large inter-request times or
delayed requests for stalling detection, since one up to 30 request downloads
were started during stalling events throughout all measurements. In addition,
the influence of the video resolution that is played out before stalling starts is
investigated in Figure A.7. The figure overviews the stalling duration on the x-
axis based on the resolution as CDF. The colors are kept as earlier. A difference
in the stalling duration for different resolutions is detected. When 360p, 480p,
or 1080p is played, long stalling is less likely. In total, 42 % of all stallings when
1080p quality is played and even less if 360p and 480p is played are longer than
20s. In contrast, it is about 80 % for 144p and 240p and even about 50 % of all
stalls are longer than 60 s for these resolutions. Afterwards, the stalling duration
is normalized for the duration when a specific quality is played out, to avoid

comparing resolutions that are played out very long with the very short ones.
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Then, in relation to the playtime, the resolution differences are smaller. There
is still a tendency for about 70 % of all videos played with 144p or 240p to have
a higher percentage of stalling. On the other hand, the 1080p resolution has a
higher percentage of videos stalling for 20 % of the total playtime or more.

A.4 Data Preparation for Machine Learning

This section covers further information on data preparation steps for the ML

approach to determine QoE degradation factors, described in Section 2.5.

Bootstrapping: The dataset is balanced by class balancing to contain equal
data points for each target output value to improve the results of ML models.
For example, the stalling feature is 0 for most data points since videos are in a
playback state most of the time and stalling is rare in comparison. Therefore,
data points are randomly sampled from the target values using bootstrapping,

with progressively fewer occurrences, until eventually the dataset is balanced.

Shuffling: Shuffling helps to prevent problems arising from dependency on
consecutive data points in the original dataset. Some ML tasks update their mod-
els before one iteration over the training data is completed. Then, initial updates
suffer if data is not shuffled and similar, statistically dependent data are fed into
the model. Moreover, algorithms that in theory process the whole training set
at once may be implemented to split and process mini-batches on a machine,
due to resource limitations for large datasets. Thus, shuffling ensures that each

data point leads to an independent change on the model.

Normalization: Normalization of features and targets is done as a last step
since the numeric stability that is achieved through normalization benefits cer-
tain evaluation and analysis metrics. It is performed by Scikit-learn’s MinMaxS-
caler which determines the minimum and maximum values for each feature and

scales them accordingly between 0 and 1.
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Table A.3: Hyperparamters for the prediction.

QoE deg. Boot- Criterion max_fea- min_sample_ n_esti-

factor strap tures split ma-
tors

initial True gini sqrt 5 2000

delay

quality False  entropy  auto 5 500

streaming  True gini auto 2 30

phase

quality True gini auto 2 30

change

stalling True gini auto 2 10

Test and Trainings Set: To reproduce results for the scientific community,
it is a good practice to use fixed random seeds for a test- and training-set split.
However, the split becomes deterministic with a fixed random state. For that
reason, different seeds are tested during evaluation to ensure that the results are
valid for different splits. Furthermore, two dataset splits are performed: First, a
random 80:20 training- and test-dataset split. Second, the test set only contains
videos that are not included in the training set, to avoid fitting the model to
video specific features. This means that the algorithm trains the behavior on
different videos than those it is tested on. These two datasets are not sufficient
if hyperparameter tuning is used to find the best parameter configuration for
the models. With the random forest prediction model presented in this chapter,

three-fold cross-validation is used, and the best configuration is evaluated.

Hyperparameter Optimization: To find the best parameter configuration in
a given parameter space, a grid search [226] is performed with the F1 score as the
target metric for hyperparameter optimization. The result of the optimization
and the hyperparameters used for the prediction are summarized in Table A.3.

All other hyperparameters are set to the default values.
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Acronyms

3GPP 3rd Generation Partnership Project.

ABR Adaptive Bitrate.

adb Android Debug Bridge.

CDF Cumulative Distribution Function.
CDN Content Delivery Network.

CNN Convolutional Neural Network.
CRC Cyclic Redundancy Check.
CSMA Carrier Sense Multiple Access.

CSS Chirp Spread Spectrum.

DE Low Datarate Optimize.
DNS Domain Name System.

DPI Deep Packet Inspection.

FIFO first in first out.

FPS Frames per Second.
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Acronyms

HAS HTTP Adaptive Streaming.

HTTP Hypertext Transfer Protocol.

ILP Integer Linear Program.
loT Internet of Things.
IP Internet Protocol.

ISP Internet Service Provider.

KQIl Key Quality Indicator.

LoRa Long Range.

LoRaWAN Long Range Wide Area Network.
LPWAN Low Power Wide Area Network.
LSTM Long Short Term Memory.

LTE-M Long-Term Evolution Machine Type Communication.

M2M Machine-To-Machine.
MAC Medium Access Control.
ML Machine Learning.

MOS Mean Opinion Score.

NB Narrow-Band.

NN Neural Network.
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Acronyms

OS Operating System.

PDR Packet Delivery Ratio.

QoE Quality of Experience.

QoS Quality of Service.

RNN Recurrent Neural Network.

RSSI Received Signal Strength Indication.

SLA Service Level Agreements.

TCP Transmission Control Protocol.
TLS Transport Layer Security.

ToA Time on Air.

USB Universal Serial Bus.
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