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1. Introduction

1 Introduction

In 1926, Erwin Schrödinger formulated the time-dependent Schrödinger equation [9]

i~
∂Ψ(x, t)

∂t
= ĤΨ(x, t), (1.1)

describing the dynamics of a particle with a wave function Ψ(x, t) determined by the

Hamilton operator Ĥ. Hereby, the quantum particle has no defined location, but is found

at position x with probability ρ(x)dx, where ρ(x) = |Ψ(x, t)|2. Since eq. (1.1) is solvable

exactly only for a few systems [10], theoretical efforts for analytical approximations and

numerical algorithms to solve eq. (1.1) are asked for. A non-standard ansatz is to study

the density distribution obtained from Ψ(x, t) using entropy, and this is the main topic

of the present thesis.

The concept of entropy is very important in physics and chemistry. However, there

is more than one definition of entropy. In classical thermodynamics, for example, the

entropy of a microcanonical ensemble is defined as [11]

S = kB ln Ωmic, (1.2)

where kB is the Boltzmann constant and Ωmic the microcanonical partition function. This

entropy is used to define the temperature of the system and thermodynamic equilibrium.

This entropy is essential to define the second law of thermodynamics: In isolated systems

entropy can only grow or remain the same, but it can not decrease. [11]

In quantum thermodynamics, the von-Neumann entropy is used to calculate the entropy

of a system. It is defined as

S = −kBTr(ρ̂ ln ρ̂), (1.3)

where ρ̂ is the density operator of the quantum state. This entropy is basis independent

due to the trace-operation. If the quantum state is in an eigenstate of ρ̂, which is a pure

state, the von-Neumann entropy vanishes [12]. Following [13], the entropy production is

dS(t)

dt
= −kBTr( ˙̂ρ ln ρ̂+ ˙̂ρ), (1.4)

where the second term on the right hand side is zero since Trρ̂=1. If the considered system

is an isolated quantum system, the time evolution is unitary and the entropy production

1



1. Introduction

vanishes,

dS(t)

dt
=
ikB
~

Tr([Ĥ, ρ̂] ln ρ̂) =
ikB
~
∑

i,j

〈i| [Ĥ, ρ̂] |j〉 〈j| ln ρ̂ |i〉 = 0, (1.5)

where the von-Neumann equation was used. The last step is trivial by taking |i〉 and |j〉
as eigenstates of ρ̂. Thus, the von-Neumann entropy is constant. However, pure states as

well as isolated systems can show very interesting dynamics. For example, the eigenstate

thermalization hypothesis was stated, which implies that isolated systems can show some

form of thermalization [14].

A different approach to entropy, which, among other things, allows to analyze the dy-

namics of isolated systems and pure states, is to use an information-theoretical ansatz.

Information theory was pioneered by Claude Shannon in a seminal paper [15] in 1948.

There, Shannon examined the information content of messages and random variable dis-

tributions using entropy,

S = −κ
N∑

i=1

pi ln[pi], (1.6)

where κ > 0 is some constant and pi are the probabilities pi, i = 1, ..., N . To illustrate

this, consider an experiment that has N = 8 possible events with the probabilities p1 >

p2 > p3 > ... > pN . If one wants to communicate the outcome of an experiment most

efficiently, one should use the shortest possible signal to communicate that the most

probable result occurred, the second shortest for the second most probable, and so on

(e.g., in binary: 1,10,110,1110,11110,111110,111111, see also fig. 1.1). In other words:

Less information is required to communicate that a highly probable event occurs, than a

seldom one. It is possible to show that the optimal length of the signal is proportional to

the logarithm of the corresponding probability, li = −κ ln pi [16]. Then, eq. (1.6) is the

average length of the message necessary to identify the result, S = p1l1 +p2l2 + ...+pN lN .

Consequently, if the entropy is small, more short messages are transmitted on average

and thus the probability set is dominated by high likely outcomes. Hence, the outcomes

are to some degree predictable. Conversely, if the entropy is large, the incoming messages

are of similar length and the probability is spread over the outcomes. Here, less accurate

predictions of the result can be made. The latter would constitute an extremal case in

which all probabilities are identical p1 = p2 = p3 = ... = pN = 1
N

. Then, the messages are

of equal length and the entropy is S ∼ lnN . Hence, the entropy reveals information about

the respective probability set: It can be used as a measure of uncertainty of a discrete

2



1. Introduction

probability distribution.

Message

1

Message

10

Message

110

Message

1110

.....

.....
Is it the most probable 
result?

Is it the second most 
probable result?

Is it the third most 
probable result?

Is it the forth most 
probable result?

Yes

Yes

Yes

Yes

No

No

No

No

Figure 1.1: Example for an efficient communication of the result of an experiment with
probabilities that can be ordered as p1 > p2 > p3 > p4 > ... .

The definition in eq. (1.6) can be extended to continuous probability distributions ρ(x) [15]

S = −κ
∫
dx ρ(x) ln[ρ(x)], (1.7)

which is called the differential Shannon entropy (DSE), a more rigorous definition is given

later in this thesis, see sec. 3.2. As its discrete version, the differential Shannon entropy

is used as a measure for uncertainty: It assumes low values for distributions with a high

degree of predictability and high values for distributions with high uncertainty. If the

continuous probability distribution is a position density, predictability and uncertainty

relates to the (de-)localization of the density and is thus an interesting property to study.

However, the differential Shannon entropy looses various properties in comparison to the

discrete one. For example, while the discrete entropy eq. (1.6) is positive semidefinite,

the differential Shannon entropy can take any value between −∞ and ∞. Therefore,

the DSE is no absolute, but a relative measure. Using these entropies, Shannon defined

another important quantity in [15]: the mutual information (MI). This is a measure that

can be computed from the entropies and quantifies the correlation between two random

variables.

The information-theoretical measures presented above are used in a variety of research

areas. For example, they are applied in cryptography [17] and economics [18]. How-

ever, there are also numerous applications in physics and quantum chemistry. Here,

3



1. Introduction

the information-theoretic approach is used to grasp properties that cannot, or are only

poorly, described with conventional methods. It is important to stress that information-

theoretical quantities like differential Shannon entropy and mutual information are no

observables, it is not possible to measure them. Instead, they can be used to process

measured or simulated data, e.g., to quantify correlation, localization or dispersion, and

link its strength to the occurring effects. For example, due to its relation to localization,

differential Shannon entropy has been used to study chemical properties such as reactiv-

ity [19–21] and aromaticity [22], see also ref. [23] for a review. Information-theoretical

measures have been discussed in the context of chemical dynamics, e.g. in [24–26]. Dif-

ferential Shannon entropies were applied to study stationary states in various potentials

[27–30], to predict avoided crossings [31–33] and to analyze correlation effects [34–40].

Isolated quantum systems were studied within the information-theoretical framework in

[13, 41]. Differential Shannon entropies are also used in the context of MD simulations

(MD, molecular dynamics). This is extensively discussed in ref. [42].

In this thesis, we apply the information-theoretic approach in the context of quantum

dynamics and wave packet motion: Information-theoretic measures are calculated from

position and momentum densities, which are obtained from time-dependent quantum

wave functions. The aim of this thesis is to benchmark, analyze and interpret these

quantities and relate their features to the wave packet dynamics. Firstly, this is done

for the harmonic oscillator (HO) with and without static disorder. In the unperturbed

HO, the analytical study of coherent and squeezed states reveals time-dependent entropy

expressions related to the localization of the wave function. In the disordered HO, en-

tropies from classical and quantum dynamics are compared for short and long times. In

the quantum case, imprints of wave packet revivals are found in the entropy. Then, the

energy dependence of the entropy for very long times is discussed. Secondly, this is done

for correlated electron-nuclear motion. Here, entropies derived from the total, electronic

and nuclear density, respectively, are calculated in position and momentum space for weak

and strong adiabatic electronic coupling. The correlation between electron and nucleus

is investigated using different correlation measures, where some of these functions are

sensitive to the nodal structure of the wave function. An analytic ansatz to interpret the

information-theoretical quantities is applied as well.

This thesis is structured as follows. Initially, fundamental quantum dynamical con-

cepts are presented in sec. 2. The differential Shannon entropy and other information-

theoretical concepts are defined in sec. 3. The employed numerical methods are explained

in sec. 4. The discussion of entropy in an harmonic oscillator with and without disorder

4



1. Introduction

is found in sec. 5. An information-theoretical approach to coupled electron-nuclear dy-

namics is given in sec. 6. Finally, the summary is given in English and German in sec. 7

and sec. 8, respectively.
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2. Quantum Mechanical Concepts

2 Quantum Mechanical Concepts

In the first half of the 20-th century, the works of many scientists like Max Planck, Albert

Einstein, Werner Heisenberg and Erwin Schrödinger led to the development of quantum

mechanics. In particular, equations were found, that govern the dynamics of electrons

and nuclei. In the following section, this and other basic concepts of quantum mechanics

are presented.

2.1 Fundamentals of quantum dynamics

The heart of quantum dynamics is the time-dependent Schrödinger equation [9],

i~
∂

∂t
|Ψ(t)〉 = Ĥ |Ψ(t)〉 . (2.1)

It describes the time evolution of a quantum state |Ψ(t)〉 in a system defined by the

Hamilton operator Ĥ. The Hamilton operator itself is the sum of the kinetic energy

operator T̂ and the potential energy operator V̂ , Ĥ = T̂ + V̂ . The quantum state |Ψ(t)〉
is a complex vector in Hilbert space and is normalized by the scalar product with itself

〈Ψ(t)|Ψ(t)〉 = 1. (2.2)

To solve the time-dependent Schrödinger equation, we introduce the time evolution oper-

ator Û , which acts on the quantum state as |Ψ(t)〉 = Û(t, t0) |Ψ(t0)〉. The time-dependent

Schrödinger equation is then

i~
∂

∂t
Û(t, t0) |Ψ(t0)〉 = ĤÛ(t, t0) |Ψ(t0)〉 . (2.3)

The time derivative is acting on the operator Û(t, t0) while the state is time-independent,

so that formally

i~
∂

∂t
Û(t, t0) = ĤÛ(t, t0). (2.4)

Symbolically, we can write this as

1

Û(t, t0)

∂

∂t
Û(t, t0) = − i

~
Ĥ. (2.5)

6



2. Quantum Mechanical Concepts

Integrating this over time yields a logarithm due to the fraction on the left hand side and

an factor of t− t0 for time-independent Hamiltonians, as we assume here:

ln Û(t, t0) =
−i
~

∫
dtĤ → ln Û(t, t0) =

−i
~
Ĥ(t− t0). (2.6)

Thus, the time evolution operator for time-independent Hamiltonians is given as

Û(t, t0) = Û(t− t0) = e−
i
~ Ĥ(t−t0). (2.7)

A complete orthonormal basis set |a〉 has the properties of

a) completeness
∑

a

|a〉 〈a| = 1, and b) orthonormality 〈a|a′〉 = δa,a′ , (2.8)

where δa,a′ = 1 for a = a′ and δa,a′ = 0 for a 6= a′ is the Kronecker Delta. To express the

quantum state |Ψ(t)〉 in such a basis, the state is projected onto the respective basis set

|a〉:

|Ψ(t)〉 =
∑

a

|a〉 〈a|Ψ(t)〉 =
∑

a

|a〉Ψa(t), (2.9)

where Ψa(t) = 〈a|Ψ(t)〉 is a vector component in the basis |a〉. The population of state

|a〉 is then given as the absolute square of the vector components

pa = | 〈a|Ψ(t)〉 |2 = |Ψa(t)|2. (2.10)

The Hamilton operator is a unitary operator acting on the quantum states. Unitary

means in particular that the operator has eigenvectors, that are a complete orthonormal

basis set for the respective Hilbert space, and that its eigenvalues are real. The eigenvalue

equation of the Hamiltonian is known as the time-independent Schrödinger equation:

Ĥ |n〉 = En |n〉 , (2.11)

where |n〉 are the energy eigenstates and En the eigenenergies of the system. The expan-

sion in eigenstates |n〉 of the Hamilton operator is

|Ψ(t)〉 =
∑

n

|n〉 〈n|Ψ(t)〉 =
∑

a

|n〉 cn(t), (2.12)

7



2. Quantum Mechanical Concepts

where cn(t) = 〈n|Ψ(t)〉, and the population of the eigenstate |n〉 is pn = |cn(t)|2. Com-

bining this result with the time evolution operator yields

|Ψ(t)〉 =
∑

n

|n〉 〈n|U(t, t0)|Ψ(t0)〉 =
∑

a

cn(t0)e−
i
~En(t−t0) |n〉 . (2.13)

Thus, time evolution of time-independent Hamiltonians just adds a phase to the respect-

ive energy eigenfunction.

For continuous basis sets as in position and momentum space, the definitions complete-

ness and orthonormality are extended by introducing integrals instead of sums and the

delta-distribution instead of the Kronecker delta:

∫
dx |x〉 〈x| = 1, and 〈x|x′〉 = δ(x− x′), (2.14)

∫
dp |p〉 〈p| = 1, and 〈p|p′〉 = δ(p− p′). (2.15)

The basis expansion in position and momentum space, respectively, yields

|Ψ(t)〉 =

∫
dx |x〉 〈x|Ψ(t)〉 =

∫
dx |x〉Ψ(x, t), (2.16)

|Ψ(t)〉 =

∫
dp |p〉 〈p|Ψ(t)〉 =

∫
dp |p〉Ψ(p, t). (2.17)

The vector components Ψ(x, t) and Ψ(p, t) are referred to as the wave functions of state

|Ψ(t)〉 in position or momentum space, respectively. To switch between momentum- and

position-space basis, we use that both are complete orthonormal basis sets of the same

Hilbert space:

|Ψ(t)〉 =

∫
dx |x〉 〈x|

∫
dp |p〉 〈p|Ψ(t)〉 =

∫
dx |x〉Ψ(x, t), (2.18)

where 〈x|p〉 is an eigenvector of the momentum operator represented in position space.

The basis set |p〉 is given as the result of the eigenvalue equation for the momentum

operator P̂ with eigenvalues p and eigenvectors |p〉:

P̂ |p〉 = p |p〉 . (2.19)

In position-space basis, P̂ = −i~∇ and the equation is

〈x| P̂ |p〉 = P̂ 〈x|p〉 = −i~∇〈x|p〉 = p 〈x|p〉 . (2.20)
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In one dimension, 〈x|p〉 = 1√
2π~e

ipx/~, thus the state vector is

|Ψ(t)〉 =

∫
dx |x〉

∫
dp

eipx/~√
2π~

Ψ(p, t) =

∫
dx |x〉Ψ(x, t). (2.21)

From this we see that Ψ(p, t) is the Fourier transform of Ψ(x, t):

∫
dp

eipx/~√
2π~

Ψ(p, t) = Ψ(x, t). (2.22)

The same arguments hold for the position-space component in momentum space:

∫
dx

e−ipx/~√
2π~

Ψ(x, t) = Ψ(p, t). (2.23)

The Fourier relationship between position- and momentum-space wave function is there-

fore intrinsic to quantum mechanics. From calculating the position-space wave function

one receives the position-space probability density

| 〈x|Ψ(t)〉 |2 = ρ(x, t), (2.24)

as well as the momentum-space probability density

| 〈p|Ψ(t)〉 |2 = |
∫
dx 〈p|x〉 〈x|Ψ(t)〉 |2 = ρ(p, t). (2.25)

The probability px to find the quantum state in the spatial interval [x, x + dx] is px =

ρ(x, t)dx. Analogously, the probability that the quantum state has momentum [p, p+ dp]

is pp = ρ(p, t)dp. Due to the normalization condition, the probability densities are nor-

malized to one, i.e.
∫
dxρ(x, t) =

∫
dpρ(p, t) = 1. In contrast to probabilities, probability

densities are in general not dimensionless but carry the inverse unit of its associated

observable.

2.2 The Born-Oppenheimer approximation

The Born-Oppenheimer approximation is of great importance in quantum chemistry. It

simplifies the dynamics of coupled electron-nuclei systems by solving the problem in two

steps. First, adiabatic movement of the electron in the background field of the nuclei is

assumed, i.e. the electron is in an eigenstate which is parametric in the nuclear positions.

Secondly, the eigenenergy of this eigenfunction is an effective potential for the nucleus.

Historically, these approximations were justified by Born and Oppenheimer by an expan-
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2. Quantum Mechanical Concepts

sion of the Hamiltonian in terms of
√
m/M , where m is the electron mass and M is the

averaged mass of the nuclei [43]. Born and Oppenheimer show, that the electronic ei-

genenergy takes the role of a potential for the nuclei up to second order in
√
m/M , while

coupling effects occur in fourth order. Since the electron mass is very small compared to

nuclei masses, the mass ratio is very small as well and the expansion is assumed to hold

in a large variety of cases.

Intuitively, the approximation are reasonable from a classical point of view: Due to the

large mass difference of the electron and the nuclei, the inertia and thus the associated

timescales of both kinds of motion are very different. While the electron may see the

nuclei as static during its timescale, the nuclei sees the electron moving fast and is thus

effectively reacting to the averaged position of the electron. This consideration is close to

the approach which is presented in modern quantum chemistry books [12, 44, 45]. Starting

with the complete Hamiltonian of a not specified molecular system, the Hamiltonian is

ĤΨ(r, R) = (T̂e + T̂nuc + V̂e(r) + V̂nuc(R) + V̂int(r, R))Ψ(r, R) , (2.26)

where r and R are vectors of electronic and nuclear coordinates, respectively, and T̂ and

V̂ label electronic and nuclear momentum and potential energy operators. Furthermore,

V̂int(r, R) describes the interaction of electrons and nuclei. The electronic Schrödinger

equation is defined as

Ĥeϕ(r;R) = (T̂e + V̂e(r) + V̂nuc(R) + V̂int(r;R))ϕ(r;R), (2.27)

where ϕ(r;R) is the electronic wave function, which depends parametrically on the nuclear

coordinates R. Comparing this to the full Schrödinger equation (2.26), we see that the

kinetic energy of the nuclei is neglected in this step, which is approximated to be constant

from the point of view of the electron. The electronic wave function is in an eigenstate

of eq. (2.27), ϕn(r;R), with energy Vn(R). This enters in to the nuclear Schrödinger

equation, which reads

ĤnucΦ(R) = [T̂nuc + Vn(R)]Φ(R). (2.28)

The nuclear Hamiltonian only depends on R and is solved by the wave function Φ(R),

ĤnucΦ(R) = EnΦ(R). Thus, Vn(R) acts as a potential for the nuclear wave function. The

full wave function is the product of the nuclear and the electron wave function

Ψ(r, R) = Φ(R)ϕn(r;R). (2.29)

10
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As we can see, in the Born-Oppenheimer approximation the wave function factorizes into

an electronic and a nuclear part. By plugging this into the complete Schrödinger equation

(2.26), we see which contributions are neglected in detail. While the electronic operators

act exclusively on the electronic wave function and allow a separation of electronic and

nuclear equations, the nuclear kinetic operator acts on the nuclear as well as the electronic

wave function and generates terms, which were not considered. Explicitly, they are the

last two terms of

T̂nucΦ(R)ϕn(r;R) =
N∑

i

−~2

2Mi

(ϕn(r;R)∇2Φ(R)

+2∇ϕn(r;R)∇Φ(R) + Φ(R)∇2ϕn(r;R)), (2.30)

where we consider a system with N nuclei and ∇ summarizes the derivatives for the

nuclei coordinates R. The first occurring term is the kinetic energy of the nuclei, while

the last two terms are neglected. In particular, ∇ϕn(r;R) and ∇2ϕn(r;R) are in gen-

eral considered to be small, since it is expected that the eigenfunctions of the electronic

Hamiltonian change only slowly under change of R.

An example, where the Born-Oppenheimer approximation breaks down, is an avoided

crossing : For a single coordinate R, different eigenvalues Vn(R) of electronic eigenfunc-

tions with the same symmetry cannot cross [12], but they can come arbitrarily close to

each other. At these points, terms in eq. (2.30) become large so that they cannot be

neglected anymore and the approximation breaks down.

2.3 Adiabatic expansion

The electronic eigenfunctions ϕn(r;R) obtained from solving the electronic Schrödinger

equation (2.27) form a complete orthonormal basis at each nuclear configuration R, thus

it is possible to expand a molecular wave function in what is referred to as the adiabatic

representation [12]:

Ψ(r, R) =
∞∑

n

Φn(R)ϕn(r;R). (2.31)

When inserting this into the Schrödinger equation, a set of coupled equations is obtained:

∞∑

n

Hmn(R)Φn(R) =
∞∑

n

{(TN + Vn(R))δnm + 2T (1)
mn(R) · ∇+ T (2)

mn(R)}Φn(R)

= EΦm(R) (2.32)

11
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where coupling terms occur:

T (1)
mn(R) = 〈ϕm|∇ϕn〉r and T (2)

mn(R) = 〈ϕm|∇2ϕn〉r . (2.33)

The Born-Oppenheimer approximation corresponds to only taking one diagonal term into

account. We can also expand the expectation values of an operator Ô in the adiabatic

basis:

〈Ψ(r, R)|Ô|Ψ(r, R)〉 =
∞∑

nm

∫
dr

∫
dRΦ∗n(R)ϕ∗n(r;R)ÔΦm(R)ϕm(r;R)

=
∞∑

nm

Onm, (2.34)

where Onm are matrix elements in the adiabatic basis. In particular, the probability

density is:

ρ(r, R) = |Ψ(r, R)|2 = |
∞∑

n

Φn(R)ϕn(r;R)|2

=
∞∑

nm

ρanm(r, R), (2.35)

with matrix elements

ρanm(r, R) = Φ∗n(R)ϕ∗n(r;R)Φm(R)ϕm(r;R). (2.36)

Using eq. (2.36), one can define adiabatic decompositions of the nuclear and electron

density as well:

ρnucnm (R) =

∫
dr ρanm(r, R) and ρelnm(r) =

∫
dR ρanm(r, R). (2.37)

2.4 Wigner representation

The Wigner distribution function of a wave function ψ(x) is defined as [12, 46]

fW (p, q) =
1

2π~

∫ ∞

−∞
ds e

i
~psψ∗(q − s

2
)ψ(q +

s

2
). (2.38)
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It was initially proposed by Wigner in 1932 to study quantum correction terms to classical

dynamics [47]. The Wigner density is normalized to unity

∫ ∞

−∞
dpdq fW (p, q) = 1. (2.39)

Integrating out p or q, respectively, the momentum and position density are recovered:

∫ ∞

−∞
dp fW (p, q) = |ψ(x)|2 = ρ(x), (2.40)

∫ ∞

−∞
dq fW (p, q) = |ψ(p)|2 = ρ(p), (2.41)

where ψ(p) is the Fourier transformation of ψ(x). Due to equations (2.39),(2.40) and

(2.41), the Wigner function is often compared with the classical phase space distribution.

For example, this is since if the wave function is a Gaussian wave packet, the Wigner

function is a Gaussian phase space distribution [12]. Also, if the potential V (x) of a system

only includes up to second order terms in x, the governing equation of fW (p, q) becomes

the classical Liouville equation, which determines the time evolution of classical phase

space distributions [46, 48]. However, for potentials including higher-order terms, the

dynamics begin to differ. On top of that, the Wigner function of arbitrary wave functions

is not positive semidefinite and can assume negative values, therefore the interpretation

as a density distribution is difficult.
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3 Information-Theoretical Concepts

In this section, information-theoretical concepts are presented that are relevant in the

course of the present thesis. This includes the definition of the mean value, variance,

differential Shannon entropy (DSE) and the correlation measures mutual information,

covariance and linear correlation coefficient. Entropies from decomposed densities are

discussed as well. Finally, the differential Shannon entropy of Gaussian densities is cal-

culated.

3.1 Mean values and variances

The mean value 〈x〉 and the variance σ2
X of a continuous probability distribution ρ(x) of

a random variable X are [49]

〈x〉 =

∫
dx ρ(x)x, (3.1)

σ2
X =

∫
dx ρ(x) (x− 〈x〉)2. (3.2)

The width ∆x of ρ(x) is defined as the square root of the variance,

∆x =
√
σ2
X = σX . (3.3)

3.2 Definition of the differential Shannon entropy

The differential Shannon entropy is a continuous extension of the (discrete) Shannon

entropy. Both concepts were introduced by Claude Shannon in [15] as a mathematical

tool to analyze probabilities. The Shannon entropy of a discrete distribution of random

variables X is [16, 50]

Sdiscrete[X] = −
N∑

i

pi ln(pi), (3.4)

where pi i = 1, ..., N are probabilities of the outcomes x1, ..., xN of the random variable

and it holds that
∑N

i pi = 1.

The differential Shannon entropy generalizes the concept as follows.
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Consider a continuous probability distribution ρ(X1, X2..., Xd) of a set of d continu-

ous random variables Xi, i = 1, ..., d. The differential Shannon entropy is defined

as the d-dimensional integration over the support set G of all random variables Xi

[16, 50],

S[X1, X2..., Xd] = −
∫

G

dxd ρ(X1, X2..., Xd) ln(ρ(X1, X2..., Xd)). (3.5)

Here, square brackets denote that S[X1, X2..., Xd] is a functional of the density distribu-

tion of the listed random variables. The density distribution is normalized to unity on

the support set G,
∫
G
dxdρ(X1, X2..., Xd) = 1.

In the context of this thesis, ρ is interpreted as the diagonal entries of the density operator

|ρ〉 〈ρ| in an continuous orthonormal basis set |a〉,

ρ(a) = 〈a|ρ〉 〈ρ|a〉 , (3.6)

where |a〉 are eigenvectors of an observable Â. Therefore, the differential Shannon entropy

relates to the amount of information accessible by the measurement of the operator Â.

Hence, the differential Shannon entropy of a quantum state depends on the basis it is

measured in. [41]

If the basis |a〉 is discrete, the discrete Shannon entropy S = −∑a pa ln(pa) is recovered

and if in particular the basis are pure states of the system, the Shannon entropy is equal

to the von-Neumann entropy.

3.3 Properties of the differential Shannon entropy

Extending the definition of the Shannon entropy to be able to measure continuous random

variable distributions amounts to replacing the discrete probabilities pi, i = 1, N by a nor-

malized probability density ρ(X) and the summation by an integral over x. Schematically,

for a one dimensional case, this means:

Sdiscrete[X] = −
N∑

i

pi ln(pi) → S[X] = −
∫
dx ρ(x) ln(ρ(x)). (3.7)

This heuristic substitution has severe implications for the properties of the entropy and

is not as trivial as it seems. To do it more carefully, a continuous probability distribution

ρ(X) is approximated with N step functions of width dx, so that the probability for the

result of the random variable X to be in the interval [xi, xi + dx] is pi = ρ(xi)dx. The
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Shannon entropy of this discrete distribution is

Sdiscrete[X] = −
N∑

i

pi ln(pi) = −
N∑

i

ρ(xi)dx ln(ρ(xi)dx)

= −
N∑

i

dxρ(xi) ln(ρ(xi))−
N∑

i

dxρ(xi)

︸ ︷︷ ︸
=1

ln(dx). (3.8)

For N → ∞ the discrete distribution becomes continuous and summation becomes a

Riemann integral, assuming ρ(x) is Riemann integrable. This yields

S[X] = −
∫
dxρ(x) ln(ρ(x))−

∫
dxρ(x) ln(dx)

= −
∫
dxρ(x) ln(ρ(x))− ln(dx), (3.9)

where the last term simplifies due to the normalization of ρ(X). For N →∞, dx becomes

infinitesimal small and thus, this expression formally diverges. Nevertheless, the left hand

term is, in general, finite, and it is referred to as the differential Shannon entropy. The

latter definition includes only a part of the formally correct entropy eq. (3.9) and thus its

properties differ from the discrete one [16, 50].

(i) In contrast to the discrete Shannon entropy, the differential Shannon entropy is

not positive semidefinite but can take values from −∞ to ∞. Consider for example the

continuous uniform distribution ρ(x) = 1
a
(1−Θ(x−a)) which is 1/a when x ∈ [0, a]. The

differential entropy is then

S = −
∫ a

0

dx
1

a
ln(

1

a
) = ln(a). (3.10)

Thus, in this example, for a > 1 the differential entropy is positive, while it is negative for

a < 1. The entropy becomes −∞ for a→ 0, which can be interpreted as having complete

information over the system, and the entropy becomes ∞ for a→∞, which means that

we have no information over the system.

(ii) The differential entropy is invariant under coordinate shifts,

S[X] = −
∫
dxρ(x) ln(ρ(x)) = −

∫
dxρ(x− a) ln(ρ(x− a)). (3.11)
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(iii) The differential entropy is not scale invariant. Consider the transformation Y =

aX. The probability densities transform as ρ(y) = 1
|a|ρ(x/a) and the entropies are

S[Y ] = −
∫
dx

1

|a|ρ(x/a) ln(
1

|a|ρ(x/a)) = −
∫
dxρ(x) ln(ρ(x)) + ln |a|

= S[X] + ln |a|. (3.12)

This can be extended to vector valued random variables ~X transformed by an invertible

square matrix A:

S[A ~X] = S[ ~X] + ln |detA|. (3.13)

(iv) As a consequence of (iii), if the random variable x has a unit [unit], the unit of

the DSE becomes [ln(unit)]. The unit convention for DSE in this thesis is given in the

following section, sec. 3.4.

(v) Gaussian distributions maximize the entropy for a fixed variance. This means that

in the set of distributions with variance σ the Gaussian distribution has the maximal

entropy compared to the other elements.

3.4 Unit convention for differential Shannon entropy

The densities regarded in this thesis, i.e. position-, momentum- and phase-space densities,

have units, and so do the considered entropies. Since, as described in the previous section,

the absolute value of differential entropies depend on the unit system, we need to address

this fact. As a convention, all entropy values are given in atomic units. To convert

a position-space entropy from atomic units, indicated by the superscript [a.u.], into a

different unit, the following applies:

S̃x = S[a.u.]
x + ln(ad0) = S[a.u.]

x + d ln(a0), (3.14)

where S̃x is the entropy in respect to the units in which the Bohr radius a0 enters. Here,

d is the dimension of the considered space. Analogous, the conversion for the momentum

space entropy in atomic units S
[a.u.]
p to arbitrary units is

S̃p = S[a.u.]
p + ln

[
(
Eha0me

~
)d
]

= S[a.u.]
p + d ln

[
~
a0

]
, (3.15)
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where Eh = 1 is the Hartree energy and me = 1 is the electron mass. Finally, for the

entropy sum the conversion is

S̃sum = S̃x + S̃p

= S[a.u.]
x + S[a.u.]

p + ln(ad0) + ln

[
(
~
a0

)d
]

= S[a.u.]
x + S[a.u.]

p + d ln(~), (3.16)

which is consistent, since it is associated with information in phase space. Note that ~ = 1

in atomic units as well.

As implicitly stated in the definition of the entropies, in the calculation of all entropies

the natural logarithm is applied. There are different definitions in the literature, where

the logarithm of base 2 or base 10 is used. To clarify the use of the natural logarithm,

sometimes the unit nats is used for entropy values. However, since we only use the natural

one, this unit is dropped for better readability.

3.5 BBM inequality

Consider two d-dimensional variables X and P that are canonically conjugated, meaning

that their distributions ρ(x) and ρ(p) are given by absolute squares of two functions

ρ(x) = |f(x)|2 and ρ(p) = |g(p)|2, (3.17)

where both distributions ρ(x) and ρ(p) are normalized to unity. The functions g(x) and

f(p) are related by a Fourier transformation

f(x) = FT (g(p)) and g(p) = FT −1(f(x)). (3.18)

Then, the sum of the entropies of both distribution is greater than a lower bound:

S[X] + S[P ] ≥ d ln(πe). (3.19)

This equation is based on works by Isidore Isaac Hirschman Jr. [51] and was proven by

the mathematician William Beckner [52]. It was introduced in physical context by Iwo

Bia lynicki-Birula and Jerzy Mycielski as an information-theoretical uncertainty relation

for quantum mechanics [53] and is therefore referred to as the BBM inequality. This

bound is stronger than the Heisenberg uncertainty principle in the sense that there is the
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chain of uncertainties (simplified to d = 1 and ~ = 1) [54, 55],

σ2
Xσ

2
P ≥

1

4π2e2
e2(S[X]+S[P ]) ≥ 1

4
, (3.20)

where σ2
X and σ2

P are the variances of the distributions ρ(x) and ρ(p), respectively. The

first inequality of eq. (3.20) equation is related to the above noted property that Gaus-

sian distributions maximize the entropy for fixed variances, while the second one follows

directly from the BBM inequality.

3.6 Mutual information

Consider a system with two continuous random variables X and Y , which are distributed

according to a density ρ(x, y). By integrating out x or y respectively, one obtains the

marginal densities ρ(x) and ρ(y). The mutual information (MI) is then defined as

I[X, Y ] = S[X] + S[Y ]− S[X, Y ], (3.21)

where S[X] (S[Y ], S[X, Y ]) is the entropy determined from ρ(x) (ρ(y), ρ(x, y)). Therefore

it measures the information lost by integrating out the dependencies between X and Y .

This is represented in a Ven-diagram in fig. 3.1, where the overlap is interpreted as the

MI of both variables. If and only if the total density is a product of the marginal densities

ρ(X, Y ) = ρ(X)ρ(Y ), (3.22)

the MI becomes zero, since then S[X, Y ] = S[X]+S[Y ]. Generally, when a density ρ(x, y)

factorizes like that, X and Y are considered to be stochastically independent.

The Kullback-Leibler divergence (KL divergence) of two densities is defined as [16]

D(ρ1||ρ2) =

∫
dx ρ1(x) ln

(
ρ1(x)

ρ2(x)

)
. (3.23)

For this the support set of ρ2 has to be contained in the support set of ρ1. The KL

divergence is used as a distance measure between two probability distributions ρ1 and ρ2

and vanishes if both densities are identical. Note that it is not a distance in a mathematical

sense, since it is not symmetric under exchange of ρ1 and ρ2. The KL-divergence is unitless

and invariant under scale transformations, in contrast to the differential entropy.
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Figure 3.1: Mutual information in the Ven-diagram representation.

Using this, an equivalent form to write the MI is

I[X, Y ] =

∫
dxdy ρ(x, y) ln

(
ρ(x, y)

ρ(x)ρ(y)

)
, (3.24)

and therefore, it can also be interpreted as a Kullback-Leibler divergence. The MI is

then the distance between the density ρ(x, y) and the product of the marginal densities

ρ(x)ρ(y). If ρ(x, y) = ρ(x)ρ(y), the distance and thus the MI is zero.

3.7 Covariance and linear correlation coefficient

The covariance of X and Y with respect to the same densities as used in sec. 3.6 is defined

as [49]

cov(X, Y ) = 〈(x− 〈y〉)(x− 〈y〉)〉 =

∫
dxdy ρ(x, y)(x− 〈x〉)(y − 〈y〉), (3.25)

and the (linear) correlation coefficient is defined as

corr(X, Y ) =
cov(X, Y )

σXσY
=
〈(x− 〈x〉)(y − 〈y〉)〉

σXσY
, (3.26)

where σX and σY are the variances of X and Y , respectively. The linear correlation

coefficient takes values between -1 and 1, and a larger absolute value of the correlation

coefficient is interpreted as a stronger correlation between X and Y . If corr(X, Y ) = 0,

X and Y are linearly uncorrelated, however, this does not imply I[X, Y ] = 0, while the

other direction is true. This means, the MI as well as correlation vanish, when the density
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factorizes, but a vanishing correlation coefficient does not mean X and Y do not influence

each other. Consider for example an arbitrary density ρ(x, y) which is symmetric in x

and has 〈x〉 = 0. Then, the correlation coefficient is

corr(X, Y ) ∼ cov(X, Y ) =

∫
dxdyρ(x, y)x(y − 〈y〉)

=
1

2

(∫
dxdy ρ(x, y)x(y − 〈y〉) +

∫
dxdy ρ(x, y)(−x)(y − 〈y〉)

)

=
1

2

(∫
dxdyρ(x, y)x(y − 〈y〉)−

∫
dxdyρ(x, y)x(y − 〈y〉)

)

= 0. (3.27)

However, there are densities like ∼ exp(−yx2− y2) that do fulfill the requirements but do

not factorize and thus have I 6= 0. The general understanding here is, that the MI does

not only include linear correlations, but also higher ones. Linear meaning that both X

and Y show up in eq (3.25) and (3.26) linearly.

In stochastic there are objects of interest called (joined) moments, which are defined as

[49]

mkl = 〈xkyl〉 =

∫
dxdy ρ(x, y)xkyl. (3.28)

From a physicist point of view, more interesting are the centralized moments

m̃kl = 〈(x− 〈x〉)k(y − 〈y〉)l〉 =

∫
dxdy ρ(x, y)(x− 〈x〉)k(y − 〈y〉)l. (3.29)

We see that cov(X, Y ) = m̃11. Even though m̃11 may be zero, higher moments could be

non-zero and therefore express an correlation between X and Y . Higher order moments

are associated with long range interactions and large values of X (Y ). The generating

functional for the moments is [49]

φ(~s) = 〈exp(i~s~Z)〉 =

∫
d~Z ρ(~Z)exp(i~s~Z), (3.30)

where ~Z = (X, Y ) in the present case of two random variables. By taking appropriate

derivatives of φ(~s) and then evaluating the result at ~s = 0 all moments can be construc-

ted. Note that if the random variables are independent and the density factorizes, the

generating functional factorizes as well. Also φ(~s) depends only on the moments. We can
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show this in the considered system of two random variables:

φ(~s) =

∫
d~Z ρ(~Z)

∞∑

k=0

(is1x+ is2y)k

k!
=
∞∑

k=0

1

k!

∫
d~Z ρ(~Z)

k∑

l=0

(
k

l

)
(is1x)l(is2y)k−l

=
∞∑

k=0

1

k!

k∑

l=0

(
k

l

)
(is1)l(is2)k−l

∫
d~Z ρ(~Z)xlyk−l

=
∞∑

k=0

1

k!

k∑

l=0

(
k

l

)
(is1)l(is2)k−lml,k−l. (3.31)

The generating functional is related directly to the density ρ(X, Y ) by a Fourier trans-

formation

ρ(x, y) = ρ(~Z) = (2π)2

∫
d~s φ(~s)exp(−i~s~Z), (3.32)

thus, the moments characterize the distribution completely:

m00,m01, ...,mij, ..→ ρ(m00,m01, ...,mij, ...). (3.33)

Since the entropy is a functional of the density, the moments characterize the entropy as

well:

m00,m01, ...,mij, ..→ S[X, Y ] = S(m00,m01, ...,mij, ...), (3.34)

and one can write the entropy in terms of the generating functional, without using the

density explicitly at all:

S[X, Y ] =

∫
dxdy (2π)2

∫
d~s φ(~s)exp(−i~s~Z) ln((2π)2

∫
d~s φ(~s)exp(−i~s~Z)). (3.35)

By either shifting the distributions so that 〈x〉 = 〈y〉 = 0 or extending the formalism

to the centralized moments, the relation to higher order correlation becomes even more

apparent. Since the density and entropy can be written as a function of higher order

correlations, i.e. the moments, the mutual information as a difference of entropies is a

function of moments, in particular higher order moments, as well. Due to the logarithm

the dependencies are generally not trivial.
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3.8 Entropies from decomposed densities

In quantum physics, molecular wave functions are decomposed often in an adiabatic or an

diabatic basis, see, e.g., sec. 2.3. To analyze the wave functions contributions in the re-

spective states, we want to present a formalism that treats them information-theoretically.

For this we assume the wave function of a coupled electron-nucleus pair. As in sec. 2.3,

the nuclear coordinate is labeled as R and the electron coordinate as r, and the matrix

elements of the density are

ρnm(r, R) = Φ∗n(R)Φm(R)ϕn(r;R)ϕm(r;R), (3.36)

Note that we assumed the electronic eigenfunction to be real. The decomposed nuclear

and electron densities are

ρnucnm (R) =

∫
dr ρnm(r, R) and ρelnm(r) =

∫
dR ρnm(r, R). (3.37)

The off-diagonal terms of ρnucnm (R) vanish due to the orthonormal electronic eigenfunctions,

while that of ρnm(r, R) and ρelnm(r) are complex. However, the diagonal terms of the

densities are positive semidefinite and we use them to define

Sn[ρnn(r, R)] = −
∫
dR dr ρnn(r, R)ln [ρnn(r, R)] , (3.38)

Snucn [ρnucnn (R)] = −
∫
dR ρnucnn (R)ln [ρnucnn (R)] , (3.39)

Seln [ρelnn(r)] = −
∫
dr ρelnn(r)ln

[
ρelnn(r)

]
. (3.40)

We refer to them as state specific entropies. Note that the densities ρnn, ρelnn and ρnucnn are

not normalized to unity but their integral represents the population Pn of the respective

state, i.e.

Pn =

∫
dRdr ρnn(r, R) =

∫
dr ρelnn(r) =

∫
dR ρnucnn (R). (3.41)

This makes it necessary to be careful with the interpretation of eq. (3.38)-(3.40), since

this implies a different scaling behavior than the SDE of normalized densities.

Let us elaborate this shortly by using eq. (3.38), without loss of generality. Assuming

we change coordinates using r = Lx, where L is some scale, the line-element and the

density transform as

dr = Ldx , ρ(r, R) = ρ′(x,R)/L. (3.42)
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Then, the differential Shannon entropy of the density ρ(r, R) transforms as

S[ρ(r, R)] = −
∫
dR dr ρ(r, R)ln [ρ(r, R)] = −

∫
dRLdx

ρ′(x,R)

L
ln

[
ρ′(x,R)

L

]

= S[ρ′(x,R)] + ln(L)

∫
dR dx ρ′(x,R), (3.43)

which is, when the density is normalized to unity,

S[ρ(r, R)] = S[ρ′(x,R)] + ln(L). (3.44)

Therefore, if the differential entropy is zero for some density, it is possible to shift it to an

arbitrary number using a coordinate transformation. However, by doing this, all DSEs

of the system are shifted by the same value ln(L). But if the same transformation is

considered in eq. (3.38), the entropies transform as

Sn[ρnn(r, R)] = −
∫
dR dr ρnn(r, R)ln [ρnn(r, R)]

= −
∫
dRLdx

ρ′nn(x,R)

L
ln

[
ρ′nn(x,R)

L

]

= Sn[ρ′nn(x,R)] + ln(L)

∫
dR dx ρ′nn(x,R)

︸ ︷︷ ︸
=Pn

= Sn[ρ′nn(x,R)] + Pnln(L). (3.45)

Note that for Pn = 0, eq. (3.45) remains zero and is invariant under transformations.

Regarding Sn, scaling as in eq. (3.45) is problematic: For a given scale transformations,

”normal” DSEs shift relative to each other under transformations, so that the difference

between two entropies stays constant. Differences between Sn do not stay constant but

may even change sign. The difference ∆Snm of Sn and Sm under the scale transformation

from above is

∆Snm = Sn[ρnn(r, R)]− Sm[ρnn(r, R)]

= Sn[ρ′nn(x,R)]− Sm[ρ′nn(x,R)]− (Pn − Pm)ln(L)

= ∆S ′nm − (Pn − Pm)ln(L). (3.46)

Thus ∆S ′nm depends on L and even can have the opposite sign as ∆Snm. As a remark,
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note that the sum of all Sn again scales like a ”normal” DSE, since
∑
Pn = 1:

∞∑

n

Sn[ρnn(r, R)] =
∞∑

n

(
−
∫
dR dx ρ′(x,R)ln [ρ′(x,R)] + Pnln(L)

)

=
∞∑

n

−
∫
dR dx ρ′(x,R)ln [ρ(x,R)′] +

∞∑

n

Pn

︸ ︷︷ ︸
=1

ln(L)

=
∞∑

n

Sn[ρ′nn(x,R)] + ln(L). (3.47)

The above observations also apply to eq. (3.39) and (3.40) under similar transformations

and have to be taken into account when interpreting the differential Shannon entropies

from decomposed densities.

3.9 Entropy of Gaussians

Here, we calculate the entropy of a multidimensional Gaussian distribution, which is also

referred to as multivariate normal distribution. The most general form of a multivariate

normal distribution for n random variables Z = (X1, ..., Xn) is [16]

N (µ,K) =
1√

(2πn)|K|
exp[

1

2
(Z − µ)TK−1(Z − µ)], (3.48)

where µ is the vector of the averages of all random variables and K is the n×n covariance

matrix

Kij = cov[XiXj]. (3.49)

Note that for i = j the entries of K are the variances σ2. If the covariance matrix is

diagonal, linear correlations vanish and the variables are independent in pairs. Let us

calculate the entropy of this density explicitly. Recall the definition of the DSE, which

reads

S[X, Y, ...] = −
∫
dxdy...ρ(x, y, ...) ln ρ(x, y, ...) (3.50)
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for d dimensional densities ρ(x, y, ...). The densities considered here are of form

ρ ∼ n exp(f(x, y, ...)), where n−1 =
∫
dxdy... exp(f(x, y, ...)), thus the entropy is

S[X, Y, ...] = −
∫
dxdy... n exp(f(x, y, ...)) ln[n exp(f(x, y, ...))]

= − lnn−
∫
dxdy... n exp(f(x, y, ...))f(x, y, ...)

= − lnn− n
∫
dxdy... lim

a→1

d

da
exp(af(x, y, ...))

= − lnn− n lim
a→1

d

da

∫
dxdy exp(af(x, y, ...))

= − lnn− n lim
a→1

d

da

a−d/2

n
= − lnn+

nd

2
lim
a→1

a−d/2−1

n

= − ln(n) +
d

2
. (3.51)

This calculation is possible for all f(x, y, ...) for which
∫
dxdy... exp(af(x, y, ...)) = (ad/2n)−1

is true for all a > 0. Let us now calculate the DSE for a two-dimensional Gaussian with

d = 2, Z = (X, Y ) and

K =

(
σ2
X rσXσY

rσXσY σ2
Y

)
, (3.52)

where the linear correlation coefficient corr(X, Y ) = r occurs [16].

Using eq. (3.51), the total entropy yields

S[N2(µ,K)] = − ln(n) +
d

2
= ln[2πeσXσY

√
1− r2]. (3.53)

For r → 0 the covariance matrix becomes diagonal and the entropy is S = ln[2πeσXσY ] =
1
2

ln[2πeσ2
X ] + 1

2
ln[2πeσ2

Y ] = S(X) + S(Y ). We can use this to calculate the mutual

information:

I[N2(µ,K)] = −1

2
ln[(1− r2)]. (3.54)

Note that the Taylor expansion of the natural logarithm is for |x| ≤ 1:

ln(1− x) = −x− x2/2− x3/3 + ... . (3.55)

Since |r| ≤ 1, it is possible to expand the mutual information in r:

I[N2(µ,K)] =
1

2
r2 +

1

4
r4 +

1

6
r6 + ... . (3.56)
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Therefore, for small corr(X, Y ), the MI behaves as ∼ r2. For corr(X, Y ) → 1 the

argument of the logarithm goes to zero and the MI diverges.
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4 Numerical Methods

In this thesis, problems are encountered that can not be treated analytically but require

numerical approaches. The applied methods are presented in the following section.

4.1 Grid

There are many different types of numerical methods that are applied to solve the time-

dependent Schrödinger equation [12, 56]. We here focus on grid based approaches, follow-

ing [12]. Grid based means that the considered space, i.e. position-space, is discretized

into intervals ∆x. In general, it is sufficient to describe the space between a starting point

xstart and an end point xend on an equidistant grid so that

∆x =
xend − xstart
Nx − 1

, (4.1)

where Nx is the number of grid points, in which the interval [xstart, xend] is divided. The

n-th grid point is then at position

xn = (n− 1)∆x+ xstart, (4.2)

where n ∈ N. Then, a continuous function f(x) is approximated at the n-th grid point as

f(x) ≈ f(xn). (4.3)

When treating operators being functions of only the momentum operator, it is advan-

tageous to convert the discretized functions into the momentum-representation using the

discretized Fourier transformation [57]. The Fourier transformation is the expansion of the

respective function in a plane-wave basis. Since we consider a finite interval in position-

space, the orthogonality requirement is

δk,k′ =
1

xend − xstart

∫ xend

xstart

e−ikxeik
′xdx, (4.4)

where δk,k′ is the Kronecker delta and the prefactor ensures normalization. This is only

possible for discrete momenta k − k′ = 2π
xend−xstart

z, z ∈ Z, which implies

∆k =
2π

xend − xstart
. (4.5)
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Therefore, the choice of the considered position-space domain [xstart, xend] determines the

resolution in momentum-space. This results in the momentum space being periodic with

period 2π/∆k. Since the end and starting point can not be distinguished numerically,

and since positive as well as negative momenta need to be represented, which results in a

factor 1/2, the maximal representable momentum is [58]

kmax =
1

2
(

2π

∆x
−∆k). (4.6)

4.2 Split-operator method

In sec 2.1 we showed that the time-dependent Schrödinger equation is solved by

ψ(x, t) = Û(t, t0)ψ(x, t0), (4.7)

where U(t, t0) is the time evolution operator

Û(t, t0) = e−iĤ(t−t0)/~. (4.8)

Solving the problem numerically requires time to be discretized in time steps ∆t. To

propagate a wave function from the staring time t0 to the final time tend in N time steps

∆t so that N∆t = t− t0, the short-time propagator is introduced and applied N times

Û(t, t0) =
N∏
e−iĤ∆t/~. (4.9)

Thus, a computational inexpensive but also sufficiently accurate implementation of this

operator is needed. For this, remember that an operator in an exponential acts on the

wave function as the Taylor expansion of the exponential. But if the wave function is

expanded in the basis of the eigenstates of the operator in the exponential, the exponential

of operators becomes an exponential of eigenvalues and is easy to evaluate numerically.

However, since Ĥ = T (p̂) +V (x̂) the wave function can be represented in either the basis

of T (p̂) or V (x̂) but not both at the same time. A heuristic approach is to approximate

the short time propagator as the product of two exponentials of the potential and the

kinetic energy operator,

Û2nd(∆t) = e−iĤ∆t/~ = e−i(T (p̂)+V (x̂))∆t/~ ≈ e−iT (p̂)∆t/~e−iV (x̂)∆t/~ +O(∆t2). (4.10)

Using the latter operator, one first calculates the exponential of V (x̂) acting on the wave

function in position space, since V (x̂) is diagonal there, and then switches to momentum
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space where T (p̂) is diagonal. To study the accuracy, the expansion of the approximation

is calculated as

e−iT (p̂)∆t/~e−iV (x̂)∆t/~ = 1 − i [T (p̂) + V (x̂)]
∆t

~

− 1

2

[
T 2(p̂) + T (p̂)V (x̂) + V 2(x̂)

] ∆t2

~2
+O(∆t3). (4.11)

This is compared to the expansion of the exact short-time propagator, which is

e−iĤ∆t/~ = 1 − i [T (p̂) + V (x̂)]
∆t

~
− 1

2
[T (p̂) + V (x̂)]2

∆t2

~2

+
1

6
[T (p̂) + V (x̂)]3

∆t3

~3
+O(∆t4). (4.12)

It can be seen that the error between equations (4.11) and (4.12) is in the second order

of ∆t. In order to increase accuracy, the product in eq. (4.10) is symmetrized:

ÛSO(∆t) = e−iV (x̂)∆t/2~e−iT (p̂)∆t/~e−iV (x̂)∆t/2~. (4.13)

This is expanded to yield

e−iV (x̂)∆t/2~e−iT (p̂)∆t/~e−iV (x̂)∆t/2~

= 1− i [T (p̂) + V (x̂)]
∆t

~
− 1

2

[
T 2(p̂) + T (p̂)V (x̂) + V (x̂)T (p̂) + V 2(x̂)

] ∆t2

~2

+
i

6

[
T 3(p̂) +

3

2
V (x̂)T (p̂)V (x̂) +

3

4
V 2(x̂)T (p̂) +

3

2
V (x̂)T 2(p̂) +

3

2
T 2(p̂)V (x̂)

+
3

4
T (p̂)V 2(x̂) + V 3(x̂)

]∆t3
~3

+O(∆t4). (4.14)

Hence, the second order error is canceled and the propagator eq. (4.13) is correct to

third order in ∆t. By applying this propagator consecutively to wave functions using

sufficiently small ∆t, reliable solutions to the time-dependent Schrödinger equation can

be obtained. Since ÛSO(∆t) ”splits” the potential operator into two terms, this approach

is called split-operator method. [59, 60]

4.3 Relaxation method

The relaxation method is a numerical method to find eigenstates of a Hamiltonian [61].

For this, the real time increment ∆t is substituted by an imaginary time increment

∆t = −i∆τ, (4.15)
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so that the short time propagator becomes

Û(−i∆τ) = e−Ĥ∆τ/~. (4.16)

To find the groundstate, the propagator is applied to a test wave packet ψ(x, τ). It

is important that ψ(x, τ) contains the groundstate, 〈ϕ0(x)|ψ(x, τ)〉 6= 0, otherwise the

relaxation method leads to convergence to lowest eigenstate contained in ψ(x, τ). After

on step ∆τ the test wave function becomes

ψ(x, τ + ∆τ) = Û(∆τ)ψ(x, τ) =
∑

i

〈ϕi(x)|ψ(x, τ)〉 e−Ĥ∆τ/~ϕi(x)

=
∑

i

〈ϕi(x)|ψ(x, τ)〉 e−Ei∆τ/~ϕi(x)

=
∑

i

〈ϕi(x)|ψ(x, τ)〉 e−(E0+∆Ei)∆τ/~ϕi(x)

= e−E0 ∆τ/~( 〈ϕ0(x)|ψ(x, τ)〉ϕ0(x) + 〈ϕ1(x)|ψ(x, τ)〉 e−∆E1 ∆τ/~ϕ1(x) +

+ 〈ϕ2(x)|ψ(x, τ)〉 e−∆E2 ∆τ/~ϕ2(x) + ...
)
, (4.17)

using Ei = E0 +∆Ei, where ∆Ei is the spacing between the i−1-th and i-th eigenfunction

and also ∆Ei > 0 per definition. Assuming, without loss of generality, E0 > 0, we see

that at each step, the wave function is damped by e−E0 ∆τ/~ and inside the wave packet,

each eigenfunction except the groundstate is dampened with e−∆Ei ∆τ/~. These observa-

tions require to renormalize the wave function after applying the propagator. Through

the renormalization the coefficient of the groundstate eigenfunction 〈ϕ0(x)|ψ(x, τ)〉 grows

with each step, while the other coefficients decreases and the test wave function converges

to the groundstate.

If the wave function is close to the desired eigenfunction, ψ(τ, x) ∼ ϕ0(x), the eq. (4.17)

becomes

ψ(x, τ + ∆τ) ≈ e−E0 ∆τ/~ 〈ϕi(x)|ψ(x, τ)〉ϕ0(x) = e−E0 ∆τ/~ϕ0(x), (4.18)

and the absolute value of this equation is wave function is therefore

|ψ(x, τ + ∆τ)|2 = |e−E0 ∆τ/~ϕ0(x)|2 = e−2E0 ∆τ/~|ϕ0(x)|2 = e−2E0 ∆τ/~, (4.19)

where we used that the eigenfunction is normalized to unity. This equation can be solved
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for the eigenenergy of the groundstate E0, and we receive

E0 = − ~
2∆τ

ln |ψ(x, τ + ∆τ)|2. (4.20)

It is possible to calculate eigenfunctions other than the groundstate by projecting out all

states lower than the desired eigenstate out of the test function ψ(τ, x). To find the m-th

wave function, one uses

ψ′(x, τ) = ψ′(x, τ)−
m−1∑

i

〈ϕi(x)|ψ(x, τ)〉ϕi(x). (4.21)

Of course this requires that eigenstates with quantum numbers lower than m have been

found beforehand, which can be done by applying the method recursively.

4.4 Velocity-Verlet algorithm

A method to solve classical equations of motion numerically is the Verlet algorithm [10,

62, 63]. Here, one iteratively calculates classical trajectories from previous positions and

the potential. For this the position of the classical particle is expanded up to the third

order for small time steps dt and −dt:

r(t+ dt) = r(t) + ṙ(t)dt+
1

2
r̈(t)dt2 +

1

6

...
r (t)dt3 +O(dt4), (4.22)

r(t− dt) = r(t)− ṙ(t)dt+
1

2
r̈(t)dt2 − 1

6

...
r (t)dt3 +O(dt4). (4.23)

The dots label derivatives in respect to time, i.e. ṙ(t) and r̈(t) are the velocity acceleration

at time t, respectively. By adding both equations, odd order derivatives cancel and one

obtains an equation for r(t+ dt) that is correct to third order:

r(t+ dt) = 2r(t)− r(t− dt) + r̈(t)dt2 +O(dt4). (4.24)

The acceleration is hereby calculated from the potential V (r) at each time step:

r̈(t) = − 1

m

dV

dr

∣∣∣
r=r(t)

. (4.25)

For the initial time, the previous position r(t − dt) is not known and it thus has to be

estimated by r(t− dt) = r(t)− ṙ(t)dt from eq. (4.22). However this algorithm may lead

to inaccuracies, since r(t) and r(t− dt) are of a different order of magnitude as the term

r̈(t)dt2, which is of order dt2. The finite precession error of the difference 2r(t)− r(t− dt)
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compared to dt2 can therefore result in truncation errors.

An improved version of this idea is the Velocity-Verlet algorithm [10, 63, 64]. Here, one

calculates the position of the classical trajectories according to

r(t+ dt) = r(t) + v(t)dt+
1

2
r̈(t)dt2. (4.26)

Additionally the velocity of the next time step is determined:

v(t+ dt) = v(t)dt+
r̈(t+ dt) + r̈(t)

2
dt. (4.27)

The acceleration r̈(t) is determined for each time step using (4.25). By iterating between

equations (4.25), (4.26) and (4.27) classical trajectories can be calculated and reliable

solutions to classical equations of motion can be found.
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5 Entropy in a Disordered Harmonic Oscil-

lator

This section is partially built on results published in [1].

The harmonic oscillator is one of the most important models in physics and chemistry.

Its quadratic potential gives rise to equations of motion that are well understood in clas-

sical and quantum dynamics. In particular, it can be treated analytically and therefore

provides an excellent starting point for approximate treatments. For example, in quantum

chemistry, the vibrational modes of molecules are studied using an harmonic approxima-

tion. There, the Taylor expansion of the nuclear potential near the equilibrium geometry

is truncated at the second order. Since the first order vanishes due to the equilibrium

condition, the remaining potential is harmonic and can be treated much more easily. [65,

66] Furthermore, in the Marcus theory [67], the potentials of electron donor and acceptor

are approximated to be harmonic, which allows to find an analytic expression for the

electron transfer rate. For this theory Rudolph A. Marcus received the Nobel prize in

1992.

The harmonic oscillator is also used experimentally: In [68], Dries et al. studied the

effects of impurities on a Bose-Einstein condensate (BEC) in an harmonic optical trap,

with the intention to investigate dissipative transport of superfluids. This is important for

understanding, for example, how BECs move in microchip traps and matter waveguides

[69–72]. Numerical studies to this system have been carried out by Hsueh et al. in a series

of papers, [13, 73–75], to gain insight into occurring effects, such as thermalization beha-

vior and Anderson localization. In one of these publications, [13], the authors considered

the rather general model of an excited wave function in an harmonic oscillator with static

disorder potential. The group showed that differential Shannon entropies calculated from

position- and momentum-space densities increase up to a maximum during the initial dy-

namics. They used this to define a time scale, the thermalization time, which is required

to reach this maximum. The main result of [13] is how the system parameters translate

into the thermalization time.

Stimulated by [13], in this section we investigate in detail the time-dependent differential

Shannon entropies of wave packets in an unperturbed harmonic potential and an harmonic

potential with random disorder. We relate the localization behavior of the wave function

to the entropies and examine the disorder model in particular at long times, to study,
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e.g., the imprint of revival dynamics on these information-theoretical measures: Due to

the equal level spacing of the harmonic oscillator, the wave packet dynamics are periodic

so that the initial state is recored in equal time intervals. However, anharmonicity, as the

disorder potential, leads to dispersion of the wave packet. Nevertheless, (approximate)

revivals of the initial quantum state are expected to be observed, especially since the sys-

tem is isolated and the time evolution is unitary. Differential Shannon entropies proofed

to be an excellent measure to indicate revival structures [76–78]. It is also interesting to

compare entropies from quantum dynamics with those governed by classical equation of

motions in order to highlight the quantum nature of observed effects. The results from

this investigation are presented in the following section. Some of these results have been

published in [1].

The section is structured as follows. In the first part, an information-theoretic ap-

proach is applied to wave packet dynamics by calculating differential Shannon entropies

from quantum and classical position- and momentum-space densities of the harmonic os-

cillator. The aim is to apply and interpret these information-theoretical measures. Later,

the model is expanded by adding anharmonicity in form of a static disorder potential to

the system. This is based on the model treated in [13]. The entropies resulting from

classical and quantum dynamics are investigated and compared. Finally, the energy de-

pendence of the entropy for long times is discussed.

5.1 Entropy of the undisturbed harmonic oscillator

We calculate differential Shannon entropies from position- and momentum-probability

densities in the harmonic oscillator. We consider the one-dimensional Hamiltonian

Ĥ =

[
− ~2

2m

d2

dx2
+

1

2
mω2x2

]
. (5.1)

with mass m, and frequency ω. Scaled units are employed in the calculations, which are

specified in tab. 5.1.

First, time-dependent studies are presented, where the entropy of coherent and squeezed

states are calculated. Secondly, the entropy of stationary cases are reviewed, where the

wave function is in an eigenstate of the Hamiltonian.
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5. Entropy in a Disordered Harmonic Oscillator

Table 5.1: Scaling constants of the harmonic oscillator.

Energy ε0 = ~ω
Time T =2π/ω

Position l0 =
√

~
mω

Momentum k0 =l0mω

5.1.1 Coherent and squeezed states

Gaussian states in the harmonic oscillator are special, since they remain Gaussian under

time evolution. Additionally, Gaussians densities evolve classically identically [12]. There

are two-different cases of Gaussians in the harmonic oscillator: Coherent and squeezed

states. In coherent states, the width of the wave packet is constant, while in squeezed

states the width oscillates. The time-dependent Schrödinger equation with a general

Gaussian initial state in an harmonic potential was solved in [12], we here give the result

as

ψ(x, t) = n exp(−at
2

(x− xt)2 + i
pt
~

(x− xt) + iγt), (5.2)

with norm n. The real valued parameters xt and pt are

xt = x0 cos(ωt) +
p0

mω
sin(ωt), (5.3)

pt = p0 cos(ωt)−mωx0 sin(ωt), (5.4)

and at and γt are complex valued, given as

at = a
a0cos(ωt) + iasin(ωt)

ia0sin(ωt) + acos(ωt)
, (5.5)

γt =
ptxt − p0x0

2~
+
i

2
ln

(
ia0 sin(ωt) + a cos(ωt)

a

)
, (5.6)

where a = mω/~ = 1
l20

and x0 and p0 are the initial average position and momentum,

respectively, so that at t = 0 the wave function reads

ψ(x, 0) = n exp(−a0

2
(x− x0)2 + i

p0

~
(x− x0) + iγ0). (5.7)

The width or variance of the Gaussian is [12]

∆x(t) =

√∫
dxψ∗(x, t)(x− xt)2ψ(x, t) =

1

2
√

Re(at)
, (5.8)
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which was solved by Gaussian integration methods. Therefore a0 is related to the initial

width of the wave function by ∆x0 = 1/2
√
a0. For coherent states, at = a0 = a = mω/~

is constant for all times, while for squeezed states a0 6= a. Since we are interested in the

density ρ(x, t) = |ψ(x, t)|2, phases vanish, and we obtain

ρ(x, t) = n2exp(−at
2

(x− xt)2 + i
pt
~

(x− xt) + iγt

−a
∗
t

2
(x− xt)2 − ipt

~
(x− xt)− iγ∗t )

= n2exp
(
− Re(at)(x− xt)2 − 2Im(γt)

)
. (5.9)

The expression −2Im(γt) is real valued and is thus absorbed in the new norm N

ρ(x, t) = Nexp(−Re(at)(x− xt)2) , (5.10)

where we find

N−1 =

∫
exp(−Re(at)(x− xt)2)dx =

√
Re(at)

π
(5.11)

by a standard Gaussian integration.

The differential Shannon entropy is now calculated using eq. 3.51:

Sx(t) = −
∫
dxρ(x, t) ln(ρ(x, t)) =

1

2
ln

[
eπ

Re(at)

]
. (5.12)

The position space entropy depends dynamically only on at. Since the logarithm is biject-

ive, the position entropy is oscillating with the same period as Re(at) for squeezed states

and is constant Sx = 1
2

ln( eπ
a

) for coherent states. Comparing eq. (5.12) with the width

of the Gaussian eq. (5.8), we see that the entropy oscillates in phase with ∆x. Note that

Sx becomes negative for Re(at) > eπ.

To determine the entropy in momentum space, ψ(p, t) is calculated from eq. (5.2) by

Fourier transform

ψ(p, t) =
n√
2π~

∫
exp

(
−at

2
(x− xt)2 + i

pt
~

(x− xt) + iγt

)
exp(−ipx

~
)dx

=
neiγt+iptxt√

2π

∫
exp

(
−at

2
(x− (xt − i

pt − p
~at

))2 − 1

2at
(x− xt)2 − ipt − p

~
xt

)
dx

= n′exp

(
− 1

2at~
(p− pt)2 + i

pxt
~

+ iγt

)
, (5.13)
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with norm n′. The momentum probability is

ρ(p, t) = Nexp

(
− Reat
|at|2~

(p− pt)2

)
, (5.14)

where the norm N is

N =

√
Re(at)

|at|2π~
. (5.15)

Thus, the momentum entropy is, again using eq. 3.51:

Sp(t) =
1

2
ln

[ |at|2eπ~
Re(at)

]
. (5.16)

The width in momentum space is [12]

∆p(t) =

√∫
dpψ∗(p, t)(p− pt)2ψ(p, t) =

~|at|
2
√

Re(at)
, (5.17)

thus, here as well, the oscillations of the width and the entropy are in phase. The mo-

mentum entropy becomes negative for Re(at) > |at|2eπ and is constant for coherent states

Sp = 1
2

ln(eπa).

The entropy sum is the sum of the position and momentum entropy:

Ssum(t) = Sx(t) + Sp(t)

=
1

2
ln

[
eπ

Re(at)

]
+

1

2
ln

[ |at|2eπ~
Re(at)

]

= ln

[ |at|eπ
Re(at)

]
+ ln ~. (5.18)

Since the real part of a number is always smaller or equal than its absolute value,

|at|/Re(at) > 1 for all times and therefore ln
(
|at|eπ
Re(at)

)
is always positive. The minimal

value is reached for |at|/Re(at) = 1 which is Smin = ln(eπ) + ln ~. In particular this

is fulfilled trivially by coherent states, where Sx + Sp = ln(eπ) + ln ~. To see that the

minimum agrees with the BBM inequality S ≥ ln eπ (sec. 3.5), we either have to rescale

the momentum by k = p/~ or, equivalently, consider eq. (5.18) in atomic units, so that

(~ = 1). Then, the minimum is given as Smin = ln(eπ), therefore coherent Gaussians

saturate the entropic uncertainty relation.

We also find that the entropy sum eq. (5.18) is related to the product of the width of
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5. Entropy in a Disordered Harmonic Oscillator

the functions

Ssum(t) = ln [2∆x(t)∆p(t)eπ] . (5.19)

To compare the oscillation period of the entropy sum, the term |at|/Re(at) is simplified

using eq. (5.5) and some algebra to obtain

|at|
Re(at)

=

√
1 +

(a2
0 − a2)2

a2
0a

2

1

8
(1− cos(4ωt)). (5.20)

Thus the entropy sum is

Ssum(t) = ln

[
eπ

√
1 +

(a2
0 − a2)2

a2
0a

2

1

8
(1− cos(4ωt))

]
(5.21)

and therefore oscillates with four times the frequency of ω.
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Figure 5.1: Position, momentum and entropy sum as well as widths and uncertainty
product of a Gaussian in an harmonic oscillator. The lines in red show the
limit given by the BBM inequality in the top right panel and the x − p un-
certainty (Heisenberg uncertainty principle, HUP) in the bottom right panel,
respectively. Time is given in terms of the period T and the width in terms
of l0 =

√
~/mω. Initial parameters are a0 = 5 a and x0 = 5 l0.

To illustrate the above discussed equation, an exemplary case is presented using the

initial parameters ω = m = 1, a0 = 5 a and x0 = 5 l0, where l0 =
√

1/a is the associated
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length scale of the harmonic oscillator (tab. 5.1). The results for the position space are

shown in the left hand panels of fig. 5.1. Here, the time is given in terms of the period

T = 2π/ω. At t = 0T , the wave function has a small width and is highly localized. The

information attainable about the wave function is therefore large in position space, which

is associated with a low entropy. When the wave function passes the equilibrium point

at t = T/4, the width and uncertainty of the wave function is maximal. Thus also the

entropy reaches its maximum. At t = T/2, the classical turning point is reached and,

due to symmetry, the mirrored situation as at t = 0T occurs. The wave packet therefore

localizes and repeats its dynamics periodically.

The momentum space entropy and width are shown in the middle panels of fig. 5.1. Since

position- and momentum-space width are related by the uncertainty principle, the mo-

mentum width is large at t = 0T and decreases as the position width increases. Thus ∆p

starts width a maximal value at t = 0T and reaches it minima at t = T/4, which means

it is phase-shifted with respect to ∆x by T/4. The momentum space entropy assumes

minima and maxima at the same times as ∆p, in analogy with what is found in position

space.

On the right hand side of fig. 5.1, the product of both uncertainties ∆x∆p (bottom

panel) and the entropy sum (top panel) is displayed. Again, both panels show quite

similar behavior. Each time ∆x or ∆p is minimal, the uncertainty product is minimal

as well. In total, this leads to a twice as fast oscillation if compared to the position or

momentum widths. This, in turn, determines the periodicity of the entropy sum, see eq.

5.19. Also, predicted by eq. 5.21, the entropy sum oscillates four times in one period

T . When minimal, the entropy sum saturates the BBM inequality and the uncertainty

product saturates the Heisenberg uncertainty relation ∆x∆p ≥ 1/2. Both boundaries are

marked in fig. 5.1 as red lines.

5.1.2 Entropy of harmonic eigenstates

We now want to consider stationary states of the harmonic oscillator. The eigenstates of

the harmonic oscillator are well known and, in position space, they read [79]

ϕn(x) = 4

√
π

l0

√
1

2nn!
exp

(
− x

2

2l0

)
Hn(x/l0), (5.22)

where n = 0, 1, 2, ... labels the quantum number and Hn is the n-th Hermite polyno-

mial. Due to symmetry between the momentum and position operators of the harmonic

oscillator, the associated eigenstates in momentum space are of the same form, using
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k0 = mωl0:

ϕ̃n(p) = 4

√
π

k0

√
1

2nn!
exp

(
− p2

2k0

)
Hn(p/k0). (5.23)

The probability space densities are the absolute squares of these functions,

ρEFn (x) = |ϕn(x)|2 =

√
π

l0

1

2nn!
exp

(
−x

2

l0

)(
Hn(x/l0)

)2
, (5.24)

ρEFn (p) = |ϕ̃n(p)|2 =

√
π

k0

1

2nn!
exp

(
−p

2

k0

)(
Hn(p/k0)

)2
. (5.25)

We want to study the entropies

SEFx,n = −
∫
dx ρEFn (x) ln

[
ρEFn (x)

]
and SEFp,n = −

∫
dp ρEFn (p) ln

[
ρEFn (p)

]
, (5.26)

as well as the sum of both, SEFsum,n = SEFx,n + SEFp,n . These entropies can be treated ana-

lytically, however, their calculation are quite technical due to integrations over Hermite

polynomials occurring in the logarithm. We present the result as given in [80]:

SEFx,n = ln
[√
π2nn!l0

]
+ n+

1

2
− 1√

π2nn!
In, (5.27)

SEFp,n = ln
[√
π2nn!k0

]
+ n+

1

2
− 1√

π2nn!
In. (5.28)

Since l0k0 = ~, the entropy sum of all eigenstates of the harmonic oscillator is independent

of the parameters of the harmonic potential for any n:

SEFsum,n = ln
[
2π2nn!~

]
+ 2n+ 1− 2√

π2nn!
In, (5.29)

where we defined

In =

∫
e−t

2

Hn(t)2 ln
[
Hn(t)2

]
dt, (5.30)

which can not be simplified further for arbitrary n. For the ground state one obtains:

SEFx,n=0 =
1

2
ln
[
eπl0

]
and SEFp,n=0 =

1

2
ln
[
eπk2

0

]
. (5.31)

Therefore, the entropy sum

SEFsum,n=0 = ln
[
eπ~

]
≈ 2.144 + ln ~ (5.32)
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saturates the BBM inequality.

The entropies of the first 1400 eigenstates were calculated numerically for the case of

~ = ω = m = 1 a.u.. Representative values are given in tab. 5.2. Note that only Sx and

Sp depend on the choice of parameters.

Table 5.2: Entropies derived from harmonic oscillator eigenfunctions. Numerically exact
values are compared to approximations given in eq. (5.35),(5.38) and (5.50).

E/ε0 SEFx,n SEFp,n SEFsum,n SMC
sum SEF,asympsum,n SEF,approxsum,n

0.5 1.07236 1.07236 2.14473 0.90317 0.28946 2.18311
1.5 1.34273 1.34273 2.68546 2.00178 1.38807 2.70229
2.5 1.49861 1.49861 2.99722 2.51260 1.89890 3.00783
3.5 1.60972 1.60971 3.21943 2.84908 2.23537 3.22693
4.5 1.69655 1.69655 3.39310 3.10039 2.48668 3.39876
5.5 1.76807 1.76806 3.53613 3.30106 2.68736 3.54057
6.5 1.82897 1.82897 3.65794 3.46811 2.85441 3.66152
7.5 1.88210 1.88208 3.76417 3.61122 2.99751 3.76712
8.5 1.92922 1.92922 3.85844 3.73638 3.12267 3.86092
9.5 1.97164 1.97163 3.94327 3.84760 3.23390 3.94534

10.5 2.01016 2.01018 4.02034 3.94769 3.33398 4.02214
20.5 2.27679 2.27674 4.55353 4.61674 4.00303 4.55394
30.5 2.44150 2.44149 4.88299 5.01404 4.40033 4.88307
40.5 2.56185 2.56169 5.12354 5.29761 4.68391 5.12321
50.5 2.65656 2.65654 5.31310 5.51829 4.90458 5.31281

100.5 2.95908 2.95891 5.91800 6.20647 5.59276 5.91750
200.5 3.27132 3.27078 6.54210 6.89713 6.28342 6.54153
300.5 3.45661 3.45707 6.91369 7.30176 6.68805 6.91368
400.5 3.58870 3.59015 7.17885 7.58903 6.97532 7.18039
500.5 3.69504 3.69409 7.38913 7.81192 7.19821 7.38864
600.5 3.78010 3.77963 7.55973 7.99408 7.38037 7.55960
700.5 3.85105 3.85228 7.70334 8.14811 7.53440 7.70468
800.5 3.91581 3.91582 7.83163 8.28155 7.66784 7.83074
900.5 3.96882 3.97081 7.93964 8.39926 7.78556 7.94220

1000.5 4.02117 4.02033 8.04150 8.50457 7.89086 8.04211

It was found in [81] and [82] that in the limit of large quantum numbers the entropies

behave as

SEF,asympx,n =
1

2
ln
[
π2l20(2n+ 1)

]
− 1, (5.33)

SEF,asympp,n =
1

2
ln
[
π2k2

0(2n+ 1)
]
− 1, (5.34)
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Figure 5.2: Difference of SEFsum,n (eq. (5.29)) and SEF,asympsum,n (eq. (5.35)) as well as the
logarithmic regression (eq. (5.37) and eq. (5.38)).

and therefore, the entropy sum is

SEF,asympsum,n = ln
[
π2~(2n+ 1)

]
− 2. (5.35)

We test this claim by numerically calculating values for the entropy sum eq. (5.29) and

comparing them to those obtained from eq. (5.35). Therefore the deviations of the

numerical values from the asymptotic form are computed, and they are shown in fig. 5.2.

We find that the difference behaves nearly linear in a log-log plot, which indicates a power

law:

SEFsum,n − SEF,asympsum,n ∼ a(E/ε0)b. (5.36)

Note that a and b are unitless and therefore scale invariant, since, including the units,

eq. (5.36) is formally SEFsum,n + ln ~− (SEF,asympsum,n + ln ~) and the ln ~ cancel. By applying

logarithmic regression to the entropy of the first 1400 harmonic eigenstates, we find a and

b appearing in eq. (5.36),

a = 1.5039 and b = −0.3325, (5.37)

where the coefficient of determinationR2 = 0.9992 and the standard deviation σ2 = 0.0091

indicate an excellent fit. Since the exponent b is negative, it validates the assumption that
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the asymptotic form is indeed correct and the entropy sum converges to SEF,asympsum,n for large

energies. This also means that the entropy sum can be approximated reasonably well by

SEF,approxsum,n ≈ SEF,asympsum,n + a(E/ε0)b, (5.38)

with a and b given in eq. (5.37). The approximation is compared to the numerically

exact data in tab. 5.2 for selected states. It can be seen that SEF,approxsum,n is closer to

the exact SEFsum,n than SEF,asympsum,n for all energies, thus the fit improves the approximation

significantly. In particular, SEF,approxsum,n represents SEFsum,n more accurately for low energies.

Nevertheless, the deviations of SEF,approxsum,n from the numerically exact values are larger for

lower energies than for higher ones: The ground state has the biggest deviation of ≈ 0.04,

while in higher states the error is in the third decimal place.

5.1.3 Entropy of the classical HO in a microcanonical ensemble

We now consider the harmonic oscillator in the classical microcanonical ensemble. The

latter considers an isolated system where the particle number, volume and total energy

E are conserved. Its distribution is obtained by equally assigning all microstates with

energy E the same probability [83] and it reads:

ρMC(x, p) =
ω

2π
δ(H − E), (5.39)

where H is the classical Hamiltonian H = p2/2m + x2mω2/2 and E is the total energy.

The position density is obtained by integration as

ρMC(x) =

∫
dp ρc(x, p) =

ω

2π

∫
dp δ(H−E) =

ω

2π

∫
dp δ(p2/2m+x2mω2/2−E). (5.40)

Since for the delta distribution δ(g(p)) =
∑

i δ(p− pi)/|g′(pi)| with g(pi) = 0, we have

ρMC(x) =
ω

2π

∫
dp
∑

i

δ(p− pi)
|pi/m|

, (5.41)

where pi are the roots of the original argument of the delta distribution. The roots are

determined to be p1/2 = ±
√

2m(E − x2mω2/2), thus the position density is

ρMC(x) =
ω

2π

∫
dp

2δ(p− pi)√
2m(E − x2mω2/2/m

=
ω

2π

2m√
2m(E − x2mω2/2)

. (5.42)
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Altogether this is, with the scales l0 =
√

~/mω and ε0 = ~ω,

ρMC(x) =
1

πl0
√

2E
ε0
− x2

l20

. (5.43)

By integration over space it can be confirmed that the normalization is correct.

The momentum density is determined analogously as

ρMC(p) =

∫
dx ρMC(x, p) =

ω

2π

∫
dx δ(H − E) =

ω

2π

∫
dx
∑

i

δ(x− xi)
|ximω|

, (5.44)

and the roots are x1/2 = ±
√

2/mω(E − p2/2m). This leads to

ρMC(p) =
ω

2π

2

mω
√

2/mω(E − p2/2m)
=

1

πk0

√
2E
ε0
− p2

k20

. (5.45)

All integral limits are determined by the total energy, xa,e = ±
√

2E
ε0
l0 and pa,e =

±
√

2E
ε0
k0. To calculate entropies from these densities, we use the integrals

∫ √a

0

ln(
√
a− x2)√
a− x2

dx =
1

4
πln
[a

4

]
and

∫ √a

0

1√
a− x2

dx = π/2. (5.46)

These integrals are modified by introducing the parameters b and N to transform it in

form of the entropies, i.e. SMC
x = −

∫
dx ρMC(x)ln

[
ρMC(x)

]
, we want to calculate:

√
a/b∫

−
√
a/b

ln(N
√
a− bx2)

N
√
a− bx2

dx =
lnN

N

√
a/b∫

−
√
a/b

1√
a− bx2

dx+

√
a/b∫

−
√
a/b

ln(
√
a− bx2)

N
√
a− bx2

dx

=
πlnN

N
√
b

+
π

2N
√
b
ln
[a

4

]
. (5.47)

Position and momentum entropy can be calculated easily from this and we have

SMC
x = ln

[
πl0

√
E

2ε0

]
(5.48)

and

SMC
p = ln

[
πk0

√
E

2ε0

]
. (5.49)

The classical entropy sum of the harmonic oscillator in the microcanonical ensemble is
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therefore

SMC
sum = ln

[
π2 E

2ε0

]
+ ln ~. (5.50)

The entropies eq. (5.50) are calculated for different energies in tab. 5.2. Note that in

atomic units ~ = 1. The Planck constant occurs in eq. (5.50) since we identified ε0 with

the quantum mechanical energy ω~ and we used the quantum relation k0l0 = ~.

5.1.4 Discussion and classical limit

We have found an approximate form for the entropies of the harmonic eigenfunctions

and calculated the densities and the entropies for the classical HO in the microcanonical

ensemble. Fig. 5.3 compares the exact values of the entropy sum of the harmonic eigen-

functions SEFsum,n with SEF,asympsum,n , SEF,approxsum,n and SMC
sum. The numerically exact calculated

entropies SEFsum align very well with the fit-function given in (5.38), SEF,approxsum . In partic-

ular, the fit-function is above the lower bound given by the BBM inequality (indicated

by the red line in fig. 5.3) and violates it only for quantum mechanically not accessible

energies lower than E = 1/2ε0. For very large values E > 1000 ε0, the convergence to the

asymptotic form (dark-blue line in fig. 5.3) is approached.

The line drawn in light blue in fig. 5.3 is the entropy of the HO in the microcanonical

ensemble with energy E. For low values, this entropy violates the BBM inequality, since

there is no Fourier relation between the classical position and momentum, and thus no

minimal uncertainty which prohibits the simultaneous localization of both. Therefore,

classical mechanics allows the entropy to be lower than what is derived from quantum

mechanics. For E ≈ 11.5 ε0, both entropies cross, which means that their information

content is similar. At larger energies, the entropy of the eigenfunctions is lower than the

classical entropy.

Let us now discuss the high energy limit E ≫ ε0, which is associated with the classical

limit. Naively, one expects that the quantum density converges to the density of the

classical HO in the limit of large n,

lim
E≫ε0

|ϕn|2 → ρcl. (5.51)

Nevertheless, when calculating entropies from both, we find that they are of a different

character from an informational theoretic point of view. In particular, we find that for
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5. Entropy in a Disordered Harmonic Oscillator

high energies there is a shift of ∼ 1− ln(2) between both entropies,

lim
E≫ε0

(
SMC
sum − SEF,approxsum,n

)
= SMC

sum − SEF,asympsum,n

= ln

(
π2~

E

2ε0

)
− ln

(
π2~(2n+ 1)

)
− 2 = 1− ln(2), (5.52)

where we set the classical energy to the quantum energy, E = (n + 1
2
)ε0. Hence the

quantum eigenfunction densities contain more information and are more localized than the

classical counterpart. This results from the nodes in the eigenfunctions, which increases

the localization of the quantum density.
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Figure 5.3: Entropy sum of the eigenstates of the harmonic oscillator plotted vs the
energy (crosses), together with various approximations described in the text
(lines). The red line marks the BBM inequality. Note that not all calculated
data points are shown to guarantee better visibility.

5.2 Harmonic oscillator with disorder

5.2.1 Model and methods

Now the harmonic oscillator Hamiltonian is extended by including a disorder potential

Vdis(x) [13]

Ĥ =

[
− ~2

2m

d2

dx2
+ V0(x) + Vdis(x)

]
, (5.53)
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where the harmonic potential V0(x) is given as before by

V0(x) =
1

2
mω2x2. (5.54)

The disorder potential is also known as the Gaussian impurity model [84] and consists of

ND Gaussians, that are spread evenly over the domain [−xD, xD],

Vdis(x) = VDf(x) = VD

ND∑

i=1

Ai exp

[−4(x− xi)2

σ2
D

]
, (5.55)

where Ai are random numbers that fulfill 〈Ai〉 = 0 and 〈A2
i 〉 = 1. The ensemble {Ai, i =

1, ..., ND} is generated by using the intrinsic Fortran subroutine random number and

transforming the obtained unitary distribution by the Box-Muller transformation to a

normal distribution. The width of the Gaussians is determined by σD and VD governs the

total strength of the disorder.

Three parametrizations of the potential (tab. 5.3) were chosen and are presented in fig.

5.4.

Table 5.3: Parameters of the disorder potentials (a), (b) and (c).

VD/ε0 σD/l0 ND xD/l0 〈Ai〉 〈A2
i 〉

(a) 1.00 1.00 300 100.53 0.01 0.93
(b) 1.00 1.00 400 100.53 0.01 1.10
(c) 1.00 1.00 500 100.53 -0.04 0.95
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Figure 5.4: Different realizations of the disorder potential. The harmonic potential V0(x)
is shown as well.
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Before we consider the wave packet motion, the energy spectra are analyzed, since the

spectral properties determine the dynamics. Imaginary time propagation is applied (sec.

4.3) on the domain [−50 l0, 50 l0] with 4096 grid points and time step dt = 0.023T . In

the upper panel of fig. 5.5 the first 120 eigenenergies En are shown for all three potentials

in terms of the difference

δEn = EHO
n − En, (5.56)

where EHO
n are the harmonic oscillator energies. In all cases, the eigenenergies of the

disorder potential are very close to the harmonic ones and the deviations are of order

10−1ε0. However, the deviations for low energy eigenstates are higher for parametrization

(c) than for (a) and (b). Nevertheless, neighboring energy levels of all parametrizations

have a similar deviation from the harmonic ones. For increasing n the deviations are smal-

ler but do not approach zero. However, the frequency of minima and maxima decreases as

n increases. This is since the disorder positions are placed evenly with spacing d, but the

width σn of the harmonic eigenfunctions increases only with ∼ √n. Thus for larger n the

number of disorder positions is σn/d ∼
√
n/d and increases only slowly with n. Hence,

for large n two consecutive eigenfunctions sample nearly the same disorder positions. As

a result of the decreasing frequency the energy spacing between two consecutive energy

levels approaches the harmonic spacing for high n, as can be seen in the lower panel of

fig. 5.5. There, the difference

∆En − ε0 = En+1 − En − ε0 (5.57)

is shown. Here, the parametrizations exhibit similar behavior. In what follows we will

only consider dynamics in potential (b), since the qualitative results of the dynamics in

all potentials are similar and are only distinct quantitatively.

For the quantum mechanical propagation, we choose a squeezed state as initial wave

function:

ψ(x, 0) = [2β/π]1/4exp(−β(x− x0)2), (5.58)

with x0 = 5 l0 = 5 a.u. and β = 5 a.u.. The position- and momentum-space probability

densities are

ρ(x, t) = |ψ(x, t)|2 and ρ(p, t) = |ψ(p, t)|2, (5.59)

where ψ(p, t) is obtained from ψ(x, t) by a Fourier transformation. The wave packet is

propagated on a grid using Ngrid grid points in the domain [−xmax, xmax] (tab. 5.4) using

the split-operator method (sec. 4.2) with time step dt. As in the harmonic case, ω and

49



5. Entropy in a Disordered Harmonic Oscillator

-0.4
-0.2

 0
 0.2
 0.4
 0.6
 0.8

(E
nH

O
-E

n)
/ε

0

-0.4
-0.2

 0
 0.2
 0.4
 0.6
 0.8

-0.4
-0.2

 0
 0.2
 0.4

 0  20  40  60  80  100  120

(Δ
E n

-ε
0)

/ε
0

n

Pot (a) Pot  (b) Pot (c)

-0.4
-0.2

 0
 0.2
 0.4

 0  20  40  60  80  100  120

Figure 5.5: Upper panel: Energy eigenvalues derived from potentials (a), (b) and (c),
respectively, plotted as deviations from the eigenvalues of the harmonic os-
cillator. Lower panel: Spacing between the energy eigenvalues as deviations
from to the harmonic spacing. In both panels the first value obtained for
potential (c) was suppressed for clarity.

m are set to 1 a.u.

Table 5.4: Parameters of the numerical simulation.

Pot ω m dt xmax Ngrid x0 β Ncl

(b) 1 a.u. 1 a.u. 2.5 a.u. 20 a.u. 4096 5 a.u.. 5 a.u. 8192

To simulate the propagation classically, we generate an ensemble of trajectories with

weighting sampled from the initial quantum Wigner function. Since we are considering a

Gaussian initial state, the distribution is a product of the initial position density ρ(xs, 0)

and momentum density ρ(ps, 0),

W (xs, ps) = ρ(xs, 0)ρ(ps, 0). (5.60)

The density is sampled by Ncl grid points in momentum and position, respectively. To

limit the computational effort, only trajectories are considered for which position and

momentum density take values larger than 1% of their respective maximum. This results
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5. Entropy in a Disordered Harmonic Oscillator

in 111 sample points in position and 433 in momentum space, which totals to 48063

propagated trajectories. The trajectories are obtained by solving the canonical equations

of motion [85]

∂H

∂pt
=
dxt
dt

,
∂H

∂xt
= −dpt

dt
, (5.61)

using the velocity-Verlet algorithm (sec. 4.4). The time-dependent classical phase-space

density is then the weighted sum over all orbits (xt, pt):

ρcl(x, p, t) =

∫
dxs

∫
dpsW (xs, ps) δ(x− xt(xs, ps)) δ(p− pt(xs, ps)). (5.62)

Numerically, ρcl(x, p, t) is approximated by calculating the density at a grid point by

summing the weights of all trajectories, for which this grid point is the closest. This is

done for all grid points. From the classical phase-space density, the classical position- and

momentum-densities are obtained as

ρcl(x, t) =

∫
dp ρcl(x, p, t) and ρcl(p, t) =

∫
dx ρcl(x, p, t). (5.63)

From the quantum and classical densities, time-dependent entropies are calculated in

position and momentum space:

Sqm/clx (t) = −
∫
dx ρqm/cl(x) ln

[
ρqm/cl(x)

]
, (5.64)

Sqm/clp (t) = −
∫
dp ρqm/cl(p) ln

[
ρqm/cl(p)

]
, (5.65)

as well as their sum:

Sqm/clsum (t) = Sqm/clx + Sqm/clp (t). (5.66)

In what follows, the superscript qm is dropped for simplicity, so that i.e. Sx(t),Sp(t)

and S(t) label the quantum entropies.

To analyze the wave packet, the initial wave function is decomposed into energy eigen-

states ϕn(x),

cn =

∫
dxϕ∗n(x)ψ(x, 0). (5.67)

The such obtained populations are shown in fig. 5.6. It is seen that the distribution is
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Figure 5.6: Decomposition of the initial wave function in energy eigenstates of potential
(b): Shown is the occupation of different states.

sharply localized around the quantum numbers n = 14, 15. Note that the cn are real since

ϕn(x) and ψ(x, 0) are real valued.

5.2.2 Short-time behavior

The dynamics are shown in fig. 5.7 for times up to 10 T . The upper panel contains the

quantum mechanical density. It is seen that, up to 4 T , the dynamics resemble that of

a squeezed state in an harmonic potential where the density refocuses at the classical

turning points at times that are multiples of T/2 and nearly no interference structures

are visible. For times between 4T − 8 T , nodal patterns arise due to the dispersion of

the wave packet.

For times t >8 T , the density dephases, which is manifested by additional density frag-

ments at the turning points. The lower panel contains the classical density. Here, the

dynamics are, in particular for early times, very similar to the quantum case. For times

t > 4T , differences arise since the classical dynamics cannot replicate the nodal struc-

ture. The width of the classical density increases more than in the quantum case as time

evolves. At the turning points, the densities start to differ as well. There, the trajectories

have low kinetic energy and are very sensitive to the exact form of the disorder potential,

while the quantum density is, due to tunneling, less influenced by the disorder.

In fig. 5.8, the entropies and the uncertainty product are shown up to 20 T . For times

t < 4T , the quantum entropies exhibit oscillations quantitatively very close to those of the
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5. Entropy in a Disordered Harmonic Oscillator

Figure 5.7: Quantum mechanical and classical position density for early times 0-10 T .

undisturbed harmonic oscillator, see fig. 5.1. Then, the entropies increase until 10T while

oscillating and approach a value of Sx(t) ≈ Sp(t) ≈ 2 and Ssum(t) ≈ 4. After that, they

show irregular oscillations around these values but do not increase further. The entropies

Sclx (t) and Sclp (t) agree very well with the quantum counterparts for times up to 10 T

with only small deviations in the minima, the latter being less present in the quantum

case. A possible reason for this behavior is the existence of additional density fragments

in the quantum case. The deviations in Sx(t) and Sp(t) add up in the entropy sum so

that between 7 T -10 T the quantum-classical differences are significant in Ssum(t). This

trend continues for times later than 10T . While the quantum entropies only increase until

10T , the classical entropies grow to values larger than than their quantum counterpart
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Figure 5.8: Quantum mechanical and classical entropies and uncertainty product for
times 0-20 T .

until 15T . Thus, the dispersion mechanics work slower within the classical framework.

Additionally, the oscillation amplitude of the classical entropies decrease more than in the

quantum curves.

In the lowest panel of fig. 5.8, the uncertainty product ∆x(t)∆p(t) is shown. Here, the

classical and the quantum propagation only yield the same results up to≈ 1T . Afterwards

they increase linearly to ≈ 14~ which is reached around 10 T in the quantum and at 15

T in the classical case. This is also seen in the entropy sum, which is plausible since for

the Gaussian case they are connected by eq. (5.19). That this equation does not hold

exactly can be taken from the fact that even though, at times between 15T − 20 T , the
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uncertainty behaves similarly in the quantum and classical case, the entropy sums are

different. Therefore, the entropy sum measures features of the dynamics that are not

accounted for by the uncertainty product and width of the density.

5.2.3 Long-time behavior

We now discuss the dynamics at long times. The entropies and the uncertainty product

are shown for the time interval 80 T -130 T in fig. 5.9. Up to 115T , the quantum entrop-

ies oscillate irregularly about the values Sx(t) ≈ Sp(t) ≈ 2 and Ssum(t) ≈ 4, while the

classical values are slightly larger and exhibit much smaller amplitudes in the oscillations.

The loss of information due to the disorder is therefore larger in the classical case. This

could be due to interferences patterns being present in the wave functions. These struc-

tures are visible in the top and middle panel of fig. 5.10, where densities are shown for a

selected time of t = 103.73T . There, the density gathers at the turning points so that the

overall shape appears similar, and both resemble the density of the classical HO in the

microcanonical ensemble. However, while the quantum dynamics yield distinct minima

and maxima due to the interference patterns, the classical density follows ρMC(x) much

closer. Comparing the entropy sum of both densities to that of the classical HO with the

same total energy (Ē = 15.82 ε0) yields SMC
sum = 4.35, which agrees well with Ssum in this

time interval, but it is significantly lower than Sclsum. It is likely that this stems from the

fact that since the classical density falls off smoothly for positions beyond the classical

turning point, which restricts the density and decreases localization. The quantum dens-

ity behaves similarly, but due to the interference structure the localization is increased,

so that these effects may cancel each other here.

For times between 115 T and 125 T , the oscillation amplitudes of the quantum entrop-

ies Sx(t) and Sp(t) increase and become more regular. This results in an overall minimum

in the entropy sum, having a value comparable what is found at t > 10T . The informa-

tion in the quantum wave packet is therefore partially recovered. On the other hand the

classical entropies show no change of behavior.

Similar dynamics are seen in the uncertainty product: The classical values remain con-

stant at ≈ 14 T , while the quantum values show slight deviations for times before 115T

and a distinct minimum between 115 T and 125 T . Thus the information recovery is

connected to a localization of the wave packet.

The quantum and classical density in the interval 100T to 130T are compared in fig.

5.11. There, it is obvious that the quantum density becomes more localized in the times
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Figure 5.9: Quantum mechanical (green) and classical entropies and uncertainties (red)
for t = 100T−130T . The minima at 118T , found in the quantum mechanical
quantities is interpreted as a vibrational revival.

115 T -120 T than the classical density, and its shape resembles the initial dynamics for a

short time, see fig. 5.7. We thus find an approximate revival of the initial wave function.

This is also documented in the bottom panel of fig. 5.10. There, the initial density (red)

is compared to the quantum density at the approximate revival time. It can be seen that

the density resembles a Gaussian with a maximum of 80% if compared to the height of

the maximum of the initial density. Also, these densities posses a similar width and are

centered at the same position. At smaller distances, small fluctuations occur due to the

not-perfect nature of the revival.
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Figure 5.10: Quantum and classical density for different times. In the top and middle
panel the microcanonical density eq. (5.43) is shown as well. In the bottom
panel the initial density is compared to the density at the approximate revival
time t = 118T .

A revival occurs since we are considering a pure state in an isolated quantum system.

There, the time evolution of the state written in the basis of energy eigenstates ϕn(x)

with energies En is:

ψ(x, t) =
∑

n

cne
−iEnt ϕn(x). (5.68)

The coefficients cn remain constant and the dynamics is determined by the phases of the
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Figure 5.11: Quantum (top) and classical density (bottom) for t = 100T − 130T . The
approximate revival is at ≈ 118T .

eigenfunctions which built the wave packet. The dynamics of the quantum mechanical

probability density is then

ρ(x, t) = |ψ(x, t)|2 =
∑

n,m

cn c
∗
m e
−i(En−Em)t ϕn(x)ϕ∗m(x), (5.69)

and the dynamics of the density is determined by differences of the eigenenergies ∆Enm =

En−Em. A perfect revival of the density to the initial configuration occurs at times when

e−i∆Enm(t+Trev) = e−i∆Enmt ∀n,m. (5.70)
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with the revival time Trev.

In the sum in eq. (5.69) n and m occur pairwise so that the condition for a revival to

take place can be written as

cos(ωmnt) = cos(ωmn(t+ Trev)) ∀n,m., (5.71)

where we have replaced the energy difference by the frequency ωmn = (Em − En). In the

harmonic oscillator the revival time equals one period due to the homogeneous eigenenergy

spacing. In the considered disordered potential the situation is more complicated because

of the random variation of each energy eigenvalue. Accordingly, not perfect revivals are

found, where this relation holds approximately.

To arrive at an understanding of the revival patterns in the considered system, we assume

that energy differences of neighboring eigenstates contribute. A revival is then determined

by terms of the form

∼ 1

2
Re(c∗ncm)cos(ωmnt), (5.72)

where n = m+1. If Re(c?ncm) of two of these terms are approximately equal, the following

theorem can be used:

cos(ωat) + cos(ωbt) = cos(ω+t)cos(ω−t), ω± =
ωa ± ωb

2
. (5.73)

This introduces two new time scales as

T± =
4π

|ωmn ± ωop|
=

2ε0
|∆Emn ±∆Eop|

T, (5.74)

where n = m+1 and p = o+1, and we used the identity 2π~ = ε0T to write the expression

in terms of T . In the considered system the energy differences are similar ∆Emn ≈ ∆Eop so

that T+ � T−. In order to understand the dynamics for long times the small fluctuations

with period T+ are neglected, which are typically of order T+ ∼ T . But before doing so, we

need to reconsider equation (5.73). There, we see that at t+T−/2+nT−, n = 1, 2, 3, ... the

cosine including ω− assumes the negative value of its starting value. Since T+ � T−, the

cosine cos(ω−(t+T−/2+nT−)) ≈ cos(ω−(t+T−/2+nT−±T+)). The cosine including ω+ is

equal to (−1) at least once in the time interval t+T−/2+nT−−T+ to t+T−/2+nT−+T+,

so that the negative sign of the first cosine gets canceled out. Thus, the initial conditions

are recovered approximately. This means that the effective time scale T4 = T−/2 needs
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to be considered:

T4 =
ε0

|∆Emn −∆Eop|
T. (5.75)

The index of T4 refers to the property that four eigenstates (m,n,o,p) contribute to the

time scale.

Table 5.5: Energy eigenvalues and expansion coefficients of the states with the largest
expansion coefficients cn in potential (b) using the initial wave packet (5.58).

n En/ε0 cn

13 13.41 0.37
14 14.50 0.43
15 15.55 0.44
16 16.57 0.38

In fig. 5.6, the decomposition of the initial wave function (5.58) is shown. We find

that the states with the quantum numbers 13-16 contribute most to the wave packet.

The energies of these states are shown in tab. 5.5, and the energy differences ∆Enm,

n = m+ 1 are

∆E13,14 = 1.08 ε0, (5.76)

∆E15,16 = 1.02 ε0. (5.77)

Since c13c14 ≈ c15c16 (see tab. 5.5), we can calculate T± according to eq. (5.74) to obtain

T− = 33.69T and T+ = 0.95T . The time scale T4 is, using eq. (5.75),

T4 = 16.85T. (5.78)

If only the four eigenstates from tab. 5.5 contribute to the wave packet, the revival is

exact, and it would occur a revival at integer multiples of T4. However, since further states

are contributing, the revivals are only approximate. Nevertheless, observed minima in the

entropy sum in fig. 5.9 agree very well with the result. The minimum is at ≈ 118T , which

is indeed an integer multiple of T4: 118T/T4 = 7.00.

To validate this for more than one approximate revival, we calculate the entropy sum of

the wave packet for very long times 0 T -10000 T . The result is shown in the top panel of

fig. 5.12. There, seemingly random minima occur, indicating the refocusing of the wave

packet. To connect the minima to the time scale T4, the data points of the entropy sum

for t=50 T -10000 T are plotted versus the modulo mod(t, T4) scaled by T4. The values

< 50T were suppressed to exclude the short time dynamics. Considering maximal values
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Figure 5.12: Top panel: Entropy sum in potential (b) with the initial conditions from
tab. 5.4 for t=0 T -10000 T . Bottom panel: Entropy sum plotted against the
modulo of time. The basis of the modulo is the time scale T4.

of the entropy sum, this representation does not show any dependencies. However, the

lowest values are bound from below by an inverting parabola, where the center of the

parabola is at the middle. Thus, the closer the time t is to a integer multiple of T4, the

lower is the entropy sum, which is associated with localization and thus an approximate

revival. It is important to note that time being a multiple of T4 is only a necessary but

not sufficient condition for a revival to occur.

5.3 Energy dependence of entropy for long times

As we have seen in sec. 5.2.3, for long times the entropy sum approaches a plateau

value, where it fluctuates around an average number. Since this behavior is associated

with reaching an equilibrium state, in [13] this process is referred to as ”thermalization”.

However, it is important to stress, that the system is isolated, evolves with a unitary time
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propagation and revivals occur inevitably. If such systems can thermalize, is to some

point subjective and depends on the requirements one proposes for an isolated system to

be ”thermalized”. There is an ongoing debate on this topic, see, e.g. [14, 86–89].

Nevertheless, depending on the structure of the energy eigenvalues, the time to reach a

revival may be arbitrarily long, and hence the entropy of the system may oscillate around

the plateau value for most times. It is therefore interesting to examine this plateau value

more closely. Since this feature occurs in the classical dynamics as well, we compare both

in the following section.

To simplify the model, we restrict our analysis to initial coherent states in the harmonic

oscillator, since their symmetry in Wigner space and phase-space allows us to treat them

analytically. The initial state in classical phase-space/Wigner space and ~ = 1 is

W (x, p, 0) = ρcl(x, p, 0) =
1

π
exp(−1

a
(p− p0)2 − a(x− x0)2). (5.79)

By choosing different values for the initial deflection x0, situations of different total ener-

gies are generated. Additionally, we assume that the disorder potential is small compared

to the harmonic potential, meaning that the quantum eigenfunction and energy eigenval-

ues, as well as the classical trajectories deviate only weakly from the harmonic ones.

5.3.1 Dephased densities

At first, let us consider what happens for long times in classical phase-space. As noted in

the above, we start with an initial classical phase-space density sampled from the Gaussian

wave function, which is explicitly

ρcl(x̃, p̃, 0) = Ñexp(−Re(at)

|at|2~2
(p̃− p̃0)2 − 2Re(at)(x̃− x̃0)2) . (5.80)

We simplify the problem by choosing a coherent state with at = a0 = mω
~ and switching

to coordinates in which the trajectories of the harmonic oscillator in the phase-space are

cyclic

x̃ = (
√

2/ωm)x , p̃ =
√

2mp , (5.81)

so that the root of the energy may be interpreted as the radius of a trajectory with

energy E = x2 + p2. Specifying initial conditions for E0 = x2
0 + p2

0 by choosing x0 and

p0 determines the center of the two-dimensional Gaussian density. Due to symmetry,

the density can always be transformed back to the case E0 = x2
0, p0 = 0 by rotation in
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phase-space without loss of generality. Using this initial condition the classical density is,

in atomic units,

ρcl(x, p, 0) = Nexp(− 2

ε0
p2 − 2

ε0
(x− x0)2), (5.82)

where ε0 is an energy scale that is associated with the quantum energy scale ε0 = ω~.

In the case of a purely harmonic potential VD = 0, this density rotates with constant

angular velocity and radius around the center of the phase-space. This is, since each

sampled point of the density behaves like a classical harmonic oscillator and follows a

trajectory, that itself has constant angular velocity and radius and, in particular, all

trajectories have the same period T to circle the origin. Integrating out momentum or

position, respectively, yields position and momentum densities that are equivalent to that

of propagating the density quantum mechanically.

Let us analyze what happens when a finite disorder potential is considered at the level of

a single trajectory: Now, the previously cyclic trajectory is deformed to an irregular path.

However, when the disorder is small, the deformed path is still close to the undisturbed

one. Also, since the energy of each trajectory is conserved, the trajectory is still a closed

path but with slightly different period as in the undisturbed case. Groups of trajectories

with the same energy E therefore follow the same path in phase-space. This means that

the energy distribution of the system does not change. The energy distribution can be

calculated by assuming that the disturbed paths are approximately cyclic, which means

that we need to calculate the path integral over the initial density using a circle with

radius
√
E, C(E). This reads

ρ(E) =

∫

C(E)

ρcl(x, p, 0)ds =

∫ 2π

0

dφ
√
Eρcl(x, p, 0). (5.83)

Using the parametrization x =
√
Ecos(φ) and p =

√
Esin(φ), the integral is calculated to

ρ(E) = N
√
E exp(− 2

ε0
(E + E0))

∫ 2π

0

dφ exp(4

√
EE0

ε0
cos(φ))

= 2πN
√
E exp(− 2

ε0
(E + E0))I0(4

√
EE0

ε0
), (5.84)

where I(0x) is the modified Bessel function. Now we consider groups of trajectories,

moving on paths next to each other. Since their period differ, they dephase with time.

But because neighboring paths are arbitrarily close, this dephasing is equal to spreading

the density on a path ρ(E) evenly along the path itself.

Thus, the density at a point (x,p) is the energy distribution divided by the length of

the trajectory with energy E:
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Figure 5.13: Classical dephasing in phase-space. Left: Initial density, sampled from
the quantum coherent state. The initial conditions are x0 = 5 l0. Right:
Dephased density. On the axes the respective position/momentum density
is shown. The dashed lines indicate lines of equal energy.

ρcl,deph(x, p) =

∫
C(E)

ρcl(x, p, 0)ds
∫
C(E)

ds
. (5.85)

Note that this equation fulfills a similar role than the constant distribution of |cn|2 in the

quantum dynamics, since it conserves the distribution of microstates, but in contrast to

the quantum case, ρcl,deph(E) is continuous. Plugging in the result of the integral in the

numerator and using
∫
C(E)

ds = 2π
√
E, the asymptotic classical density reads

ρcl,deph(E) = Nexp(− 2

ε0
(E + E0))I0(4

√
EE0

ε0
). (5.86)

Note that this result is independent of the parametrization of x and p. Finally, we obtain,

ρcl,deph(x, p) =
1

π
exp(−x2 − p2 − x2

0)I0(2
√
x2 + p2x0), (5.87)

where x and p are in terms of l0 and k0, respectively, so that E = 1
2
x2 + 1

2
p2.

Let us now come back to the quantum dynamics. We compare the result eq. (5.87)

with the quantum system under what is called ”pure dephasing”. This refers to the
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5. Entropy in a Disordered Harmonic Oscillator

thermalization behavior of a pure state in a non-isolated quantum system, without energy

loss [12, 90]. Therefore, for the sake of argument, we consider the system to be non-isolated

for the moment. Dephasing in this context means that off-diagonal elements in the energy

representation vanish as time evolves and the density approaches

ρdeph(t) =
∑

n

|cn|2|ϕn|2 +
∑

n>m

2 cos((En − Em)t/~)cnc
∗
mϕnϕ

∗
m

︸ ︷︷ ︸
→0

. (5.88)

Let us look at the same situation in the Wigner transformation of the coherent state. The

Wigner transform of φ(s, t) is

W (x, p, t) =
1

2π~

∫
ds eips/~ 〈x− 1

2
s|φ(t)〉 〈φ(t)|x− 1

2
s〉

=
∑

n,m

e−i(En−Em)/~tcnc
∗
m

1

2π~

∫
ds eips/~ 〈x− 1

2
s|ϕn〉 〈ϕm|x−

1

2
s〉 , (5.89)

and using the same approximation as before we have

W (x, p, t) =
∑

n

|cn|2
1

2π~

∫
dseips/~ 〈x− 1

2
s|ϕn〉 〈ϕn|x−

1

2
s〉

+
∑

n>m

2 cos((En − Em)/~t)cnc∗m
1

2π~

∫
dseips/~ 〈x− 1

2
s|ϕn〉 〈ϕm|x−

1

2
s〉

≈
∑

n

|cn|2
1

2π~

∫
dseips/~ 〈x− 1

2
s|ϕn〉 〈ϕn|x−

1

2
s〉 . (5.90)

This procedure was illustrated for a Gaussian state in the harmonic oscillator in [12] and

[90], but was not calculated analytically. The remaining term in the equation (5.90) is

the Wigner transform of an harmonic eigenstate, which is known to be [46, 91, 92], in

atomic units:

Wn(x, p) =
(−1)n

π
exp(−x2 − y2)Ln(2x2 + y2), (5.91)

where Ln is the Laguerre polynomial given by

Ln(y) =
n∑

k=0

(
n

k

)
(−1)k

k!
yk. (5.92)

Here, x and p are again given in terms of l0 and k0, respectively. Note that the eigenstates

in Wigner space are not positive semidefinite but have areas, where the function value

might be negative. Thus, an interpretation as phase-space density is, in general, not
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5. Entropy in a Disordered Harmonic Oscillator

possible. Coherent states are the linear combination of eigenfunctions and the coefficients

are well known. They are [91]:

cn = e−x
2
0/4

(x0/
√

2)n√
n!

. (5.93)

Together with eq. (5.90) this yields

W deph(x, p) =
∞∑

n

|cn|2
(−1)n

π
exp(−x2 − p2)Ln(2x2 + 2p2)

=
∑

∣∣∣∣∣e
−x20/4

(x0/
√

2)n√
n!

∣∣∣∣∣

2
(−1)n

π
exp(−x2 − p2)Ln(2x2 + 2p2). (5.94)

By inserting the series expression of the Laguerre polynomial eq. (5.92), we have

W deph(x, p) =
∞∑

n

n∑

k=0

∣∣∣∣∣e
−x20/4

(x0/
√

2
n

√
n!

∣∣∣∣∣

2
(−1)n

π
e−x

2−p2
(
n

k

)
(−1)k

k!
(2x2 + 2p2)k. (5.95)

The ordering of the sums can changed by using the identity

∞∑

n

n∑

k=0

f(n, k)→
∞∑

k=0

∞∑

n=k

f(n, k), (5.96)

which leads to

W deph(x, p) = e−x
2−p2−x20/2

∞∑

k=0

∞∑

n=k

(x2
0/2)n

n!

(−1)n

π

(
n

k

)
(−1)k

k!
(2x2 + 2p2)k

n→a+k
= e−x

2−p2−x20/2
∞∑

k=0

∞∑

a=0

(x2
0/2)(a+k)

(a+ k)!

(−1)a+k

π

(
n

k

)
(−1)k

k!
(2x2 + 2p2)k

=
1

π
e−x

2−p2−x20/2
∞∑

k=0

(x0/2)2k

k!k!
(2x2 + 2p2)k

∞∑

a=0

(x2
0/2)a

a!

=
1

π
e−x

2−p2−x20
∞∑

k=0

x2k
0 (x2 + p2)k

k!2

=
1

π
e−x

2−p2−x20I0(2
√
x2 + p2x0), (5.97)

where we used power series expansion of the e-function and the modified Bessel function.

66



5. Entropy in a Disordered Harmonic Oscillator

This is of the same form as the classical dephased phase-space density (eq. (5.87)),

ρcl,deph(x, p) = W deph(x, p). (5.98)

The difference is that, to obtain the quantum one, we had to assume the system is not isol-

ated, while the classical system was considered isolated. The question arises, if a similar

mechanism as the dephasing presented in eq. (5.88) could occur in the quantum isolated

system. It is thinkable, that for long times and a large number of contributing states

the second term in eq. (5.88) averages out due to multiple contributing cosine-terms of

different sign. We address this in the next section.

From eq. (5.98), position and momentum densities are obtained by integration:

ρdeph(x) =

∫
dp ρcl,deph(x, p) =

∫
dpW deph(x, p), (5.99)

ρdeph(p) =

∫
dx ρcl,deph(x, p) =

∫
dxW deph(x, p). (5.100)

The latter functions are shown for an exemplary case on the axes of the right panel of fig.

5.13. The position density resembles the density shown in the middle panel of fig. 5.10

very closely. From the densities the entropy sum is derived as:

Sdephsum = −
∫
dx ρdeph(x) ln ρdeph(x)−

∫
dp ρdeph(p) ln ρdeph(p). (5.101)

5.3.2 Numerical simulation and high energy limit

The quantum and classical dynamics were simulated using the disorder potential (b) (fig.

5.4) for different coherent states. From these, the entropy sums S
cl/qm
sum (t) was calculated.

Since we are not interested in the early dynamics and concentrate on the plateau values

occurring at longer times, the entropy sums were averaged for times tstart � Tth to tend,

where Tth is the time for the system to reach the plateau value:

S̄qm/clsum (E) =

∫ tstart
tend

S
cl/qm
sum (t)dt

tend − tstart
, (5.102)

where E is the quantum energy expectation value. Also, the variance of the entropy

σS(E) =

√

S̄qm/cl(E)2 −
∫ tstart
tend

(S
cl/qm
sum )2(t)dt

tend − tstart
(5.103)
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is computed.

As before, the parameters are ω = m = 1 a.u.. In the quantum case the propagation

was realized using a time step of dt = 2.5 a.u.. For energies < 10 ε0, a spatial grid in the

interval [−20l0, 20l0, ] with 4096 grid points was employed. For the averaging according

to eq. (5.102), tstart = 100T and tend = 300T were chosen. For energies larger than 10 ε0,

the domain was increased to [−100l0, 100l0] with 8192 grid points. Due to the higher

energy, Tth is longer and the entropy reaches a plateau at later times. Thus, the time

interval was taken to be tstart = 1800T and tend = 2000T .

For the classical dynamics, the domain [−100l0, 100l0] was sampled by 8192 points and tra-

jectories were generated as described in sec. 5.2.1. Since the classical entropy shows much

less oscillations and for computational efficiency, we use tstart = 90T and tend = 100T

for energies < 8 ε0 and tstart = 490T and tend = 500T for higher energies. In all classical

propagations there were no signs found for exact or approximate revivals. This is due to

the theoretically continuous distributions of trajectories in phase-space.

The initial states were prepared by shifting the coherent Gaussians in position space

by x0. Then, the energy expectation value E was calculated. Cases with lower energy

than ε0/2 are possible, since the disorder potential can locally lower the potential energy

to negative values. For the classical dynamics, fewer initial states were calculated, since

the computational effort is significantly higher compared to the quantum propagation.

Additionally, the entropy sum eq. (5.101) was computed, where numerically the modified

Bessel function was implemented following the prescriptions in [93].

The results are shown in fig 5.14. There, the red crosses are the classical entropy aver-

ages S̄clsum(E). They agree well with the numerically determined entropy of the dephased

density eq. (5.101) (gray line). The black crosses representing the quantum averages

S̄qmsum(E) are following the approximated entropy of the eigenfunctions (yellow line) from

eq. (5.38). There seems to be no trivial mathematical reason for this. The interpreta-

tion is that, in the mean, the information is similar to that deduced from an harmonic

eigenfunction of the same energy. This could be related to the number of occurring max-

ima (minima): It is plausible that at long times the number of maxima (minima) in

the simulated wave function fluctuates around that of the most contributing harmonic

eigenfunction.

For higher energies, the plateau entropies are slightly lower than the analytically de-

termined ones. This is because the time Tth increases as the degree of disorder is small

compared to the energy of the wave packet, and tstart becomes of order of Tth. Then,
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5. Entropy in a Disordered Harmonic Oscillator

the averaging includes times where the entropy is still growing. It is expected that the

plateau entropies agree to Sapproxsum (Sdephsum in the classical case) for higher energies than

shown. Finally we note that all classical and quantum data points are in agreement with

the BBM-inequality.
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Figure 5.14: Long time behavior: Averaged entropy sum for late times t� Tth obtained
by classical and quantum dynamics. In gray, the entropy eq. (5.101) is
shown. For orientation the lines from figure 5.3 were adopted.

Let us now consider very high energies. We start with the classical dynamics. For high

energies ε0 � E the exponential function in eq. (5.86) becomes

lim
ε0�E

exp(− 2

ε0
(E + E0))→∼ δ(E − E0), (5.104)

since the argument of the exponential is ∼ E/ε0 →∞ in this limit. Therefore, the limit of

the classical asymptotic densities at high energies approaches the classical microcanonical

density,

lim
ε0�E

ρdeph(x, p)→ ρMC(x, p), (5.105)

and thus we expect the entropies to converge as well. This is also reflected in the numeric-

ally calculated entropies: the gray line representing the entropy of the classical asymptotic

entropy in fig 5.14 approaches that of the microcanonical density, represented by the light
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blue line. This limit is not reached in the shown regime, nevertheless we can note a slow

convergence behavior.

Thus, in total, the entropy takes a maximal value defined by Sdephsum and, because revivals

are not possible due to to the continuous nature of classical phase-space, one may argue

that the system reaches a form of thermal equilibrium. The high energy limit is an in-

teresting limiting case. There, the system starts localized and reaches the density of the

microcanonical ensemble. This process takes infinite time, since the thermalization time

scales with energy. Thus formally, the density thermalizes in a strict sense in this limit.
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Figure 5.15: Distribution of coefficients |cn|2 from equation (5.106) for different excita-
tions x0. The distributions become broader for higher excited states.

Now let us consider the quantum case again. The distribution of eigenfunctions de-

termined by the absolute square of the cn from eq. (5.93)

|cn|2 = e−x
2
0/2

(x2
0/2)n

n!
(5.106)

has the width

σcn =

√√√√∑

n

n2|cn|2 −
(∑

n

n|cn|2
)2

=
x0√

2
. (5.107)

where Mathematica [94] was used to simplify the equation. Thus, the width of the dis-
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tribution of the coefficients cn increases as the excitation determined by the displacement

x0 increases. This is illustrated in fig. 5.15, where the distributions of the coefficients (eq.

(5.106)) is shown for different values of x0. While low excited states are localized around

a few eigenstates, the distribution for x0 = 40 l0 includes about one hundred significantly

contributing eigenstates. In total, this means that an increasing number of eigenstates

contribute to high-energy coherent states, which is associated with a decreased probabil-

ity of revivals and weaker fluctuations in the disordered HO. This can be seen in the in

fig. 5.14, since the entropy sum variance (eq. (5.103)) of high energy entropies is indeed

smaller than for low energies, and we expect that this trend holds for higher energies than

shown. However, the increasing number of eigenstates does not lead to a cancellation of

the off diagonal terms in eq. (5.88) and therefore no comparable effect to pure dephasing

occurs. As a results, SMC
sum and SEF,approxsum do not converge for high energies, which means

that classical and quantum dynamics lead to different localization behavior, and we find

a gap between both entropies which converges to 1− ln(2) for high energies. This is the

same gap as found between SMC
sum and SEF,asymptsum . If one would change the system to have

pure dephasing, the classical and quantum system would have the same plateau entropy

sum Sdephsum .

Note that the entropy sums Sdephsum and SEF,asymptsum , and therefore the plateau values, are

only dependent on the energy in terms of the energy scale, E/ε0 and no other system

parameters. Due to the symmetry of the problem, the initial conditions for x0 and p0 are

not relevant, as long as mx2
0/2 + p2

0/2m = E. Since we only considered coherent states

in the harmonic oscillators it would be interesting to generalize the analysis to initially

squeezed states and to study the impact of different initial widths. However, this is not

within the scope of this thesis, since this breaks the symmetry in phase-space/Wigner-

space and is therefore very difficult to handle analytically.

5.4 Conclusion

We investigated differential Shannon entropies from position and momentum densities

in an harmonic oscillator with and without disorder. First, the entropy for coherent

and squeezed states in an undisturbed harmonic oscillator were considered analytically.

Time-dependent expressions were derived for the entropies that depend on the width in

the respective space. This demonstrates the relation between entropy and localization of

the wave function.

The entropies of harmonic eigenstates in position- and momentum-space were examined.

The complicated structure of the expressions for the entropies prohibits an exact cal-
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culation. Therefore, a fit-equation for the entropy sum was presented to increase the

accuracy of the existing approximation.Entropies have also been calculated for the clas-

sical harmonic oscillator in the microcanonical ensemble. We compared the entropy of

the quantum eigenstates and the microcanonical ensemble in the classical limit and found

that both do not converge and differ by a shift of 1− ln(2).

The model was extended by adding a static disorder to the harmonic potential. In an

exemplary study, the short-time and long-time behavior of the entropy was investigated

by considering quantum and classical dynamics in this system. Initially, the quantum

dynamics are similar to that of the undisturbed oscillator but due to dispersion, the wave

packet breaks up and spreads over the entire classical accessible region. The classical

dynamics are similar, but the dispersion takes more time and higher values of the entropy

are reached. After the initial dynamics, the classical entropies remain fairly constant,

while the quantum ones show strong irregular oscillations around a plateau value. Min-

ima in the quantum entropy sum have been attributed to the revival behavior of the wave

function. The timescale of the revivals is related to the four most contributing energy

eigenstates of the wave packet. Finally, the energy dependence of the entropy plateau

values was studied.

For long times, the classical dynamics lead to a defined energy-dependent maximal en-

tropy sum, which can be predicted by computing a dephased density in phase-space. The

maximal entropy sum is subject to only very small fluctuations and there is no reason to

expect revivals in the dynamics. Thus, the information in the system is irreversibly lost

and can not be recovered, and the system reaches a form of thermal equilibrium. At very

high energies, the entropy plateau values converge to that of an harmonic oscillator in the

microcanonical ensemble.
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6 Information-Theoretical Approach to Coup-

led Electron-Nuclear Dynamics

Particle correlation is of great interest in quantum chemistry. To illustrate this, consider

a particle A with wave function ΨA(xA, t) and a particle B with wave function ΨB(xB, t),

where xA and xB are the respective positions. Assuming that the particles do not interact

until t > 0, the total wave function describing both particles ΨAB(xa, xB, t) can be written

in a product form:

ΨAB(xA, xB, t) = ΨA(xA, t)ΨB(xB, t) for t ≤ 0. (6.1)

In general, factorizing wave functions like this are easier to find analytically as well as

computationally, since no coupling terms are present. If now the interaction, e.g. a

Coulomb interaction, is switched on at t > 0, particle A is influenced by particle B and

vice versa. Consequently, factorizing the wave function is no longer possible.

As an example for correlated particles, consider particle A and B to be electrons of

equal spins. Then, ΨAB(xA, xB, t) = 0 for xA = xB due to the Pauli principle. Trying

to write this the in product form as eq. (6.1) implies, that for the total wave function

to vanish at those points, ΨA(xB, t) = 0 or ΨB(xA, t) = 0. This means that ΨA depends

on xB (or, ΨB depends on xA, respectively), which contradicts the product form. This

gets even more complicated, if we consider the Coulomb interactions between the elec-

trons as well. In electron structure theory, where multiple electrons interact with each

other, it is, in general, not possible to find the total wave function [10]. To tackle this

problem, approaches like DFT (density functional theory) are applied. DFT relies on the

Hohenberg Kohn Theorem, which states that there is a functional of the electron density,

E[ρel], which yields the accurate ground state electron density of the molecule at its global

minimum [10]. However, this functional is yet to be found and in particular contributions

due to electron-electron correlation are yet to be understood.

Particle correlation is not only relevant between electrons but also between electrons

and nuclei, since the nuclear geometry determines the electron densities, which, in turn,

give rise to chemical bonding. As an example, vibrational modes of molecules, observed in

techniques like infrared spectroscopy, are influenced by electron-nuclear coupling: Changes

in the electron distribution due to oscillating nuclei change the vibrational frequencies [95].

Also in non-equilibrium dynamics, the electron-nuclear correlation is important: In [96]

it was shown that nuclear movement leaves an imprint on the photoelectron spectrum
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after XUV-ionization. In [97] the significance of electron-nuclear correlation was shown

for hydrogen tunneling. The connection of localization of the nuclei and electron-nuclear

correlation is highlighted in [98]. Other notable studies on electron-nuclear correlation

can be found in, e.g., refs. [99, 100].

Here, we use an information-theoretical approach to coupled electron-nuclear dynam-

ics. Various groups applied information-theoretical measures to access correlated systems

before [34–40]. However, these studies consider systems in stationary states and are to

be seen in context with electron structure theory and electron-electron correlation. In

contrast to that, information-theoretical approaches have not been applied to electron-

nuclear correlation in the literature, to the best of our knowledge. Although formally,

there are similarities to electron-electron correlation, electron-nuclear correlation is dis-

tinct, e.g., because of the mass difference, the distinguishability and the opposite charge

of both sorts of particles. Also, comparable studies for explicitly time-dependent motions

have not been performed.

The following chapter presents four thematically consecutive publications on the applic-

ation of information-theoretical measures to a system of coupled electron-nuclear dynam-

ics [3–6]. These works are the result of the collaboration with my supervisor, Prof. Dr.

Volker Engel. In all papers, the implementation of the investigated model, the numerical

calculations and data curation were done by me. Analytic results were mainly elaborated

by myself. The ideas, conceptualization and findings are the result of discussions with

equal parts from both authors. The individual contributions are listed in more detail for

each paper in sec. 10.

The chapter is structured as follows. First, the considered model and setup is ex-

plained. Then, the papers are summarized and the key findings are presented. Finally,

the publications are reprinted.

6.1 Model and setup

The model that we investigate is based on the works of Shin and Metiu [101, 102]. It was

originally used to study the transfer of an electron and a sodium ion between two zeolite

cages. It allows to access different coupling regimes between electronic and nuclear degrees

of freedom and presents a case where the dynamics are solvable numerically exactly.

Several applications, including extensions of the original model have been presented in

the literature [96, 103–108]. The particle configuration is schematically shown in fig 6.1.
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Figure 6.1: The Shin-Metiu model: A mobile electron and a mobile nucleus interact with
two fixed nuclei.

The model consists of one mobile electron and one mobile nucleus that interact with

each other and with two fixed nuclei at position R1 = −5 Å and R2 = 5Å in one

dimension. Here, the charge of all nuclei is taken to be equal, Q = Q1 = Q2 = |e|.
The electron interacts with the nuclei by soft Coulomb interactions which are realized by

error-functions with parameters Rf and Rc, so that the potential is given by (in atomic

units) [101, 102]:

V (r, R) =
1

|R1 −R|
+

1

|R2 −R|
− erf [|R1 − r|/Rf ]

|R1 − r|

− erf [|R− r|/Rc]

|R− r| − erf [|R2 − r|/Rf ]

|R2 − r|
+ ∆, (6.2)

where r and R are the electronic and nuclear coordinates, respectively. The parameter Rc

governs the interaction strength between electron and mobile nucleus, while Rf governs

the interactions between the fixed nuclei and both mobile particles. By tuning Rf and Rc,

different non-adiabatic coupling strengths can be realized. This involves cases where the

Born-Oppenheimer approximation holds with high accuracy and also cases where large

population transfer occurs between different adiabatic electronic states. The energy shift

∆ is added to ensure that the potential assumes positive values in the considered spatial

domain.

The dynamics is described by the time-dependent Schrödinger equation

i
∂

∂t
Ψ(r, R, t) = ĤΨ(r, R, t). (6.3)

where the Hamiltonian is

Ĥ =
P̂ 2

2M
+
p̂2

2
+ V (r, R), (6.4)
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with nuclear momentum operator P̂ , electron momentum operator p̂ and nuclear mass

M . The time-dependent Schrödinger equation is solved numerically exactly by using the

split-operator method (sec. 4.2). As initial function we employ

Ψ(r, R, 0) = N0 e
−β0(R−R0)2 ϕn(r;R), (6.5)

where β0 determines the initial width, R0 is the center of the Gaussian nuclear wave

packet, and ϕn(r;R) is the n-th eigenfunction of the electronic Hamiltonian

[
p̂2

2
+ V (r, R)

]
ϕn(r;R) = Vn(R)ϕn(r;R). (6.6)

Here, Vn(R) is the n-th adiabatic potential curve at nuclear geometry R. Numerically

Vn(R) and ϕn(r;R) are obtained by using the relaxation method (sec. 4.3) involving the

electronic Hamiltonian eq. (6.6) for every considered nuclear geometry R. In the wave

packet eq. (6.5), the value of R0 is chosen to be close to one of the fixed nuclei.

The total position density is defined as

ρ(r, R, t) = |Ψ(r, R, t)|2. (6.7)

The marginal densities are obtained by integrating out one or the other degree of freedom.

This yields electron position density

ρel(r, t) =

∫
dR ρ(r, R, t), (6.8)

and the nuclear position density

ρnuc(R, t) =

∫
dr ρ(r, R, t). (6.9)

The momentum density is obtained from the momentum-space representation of the wave

function,

ρ(p, P, t) = |Ψ(p, P, t)|2, (6.10)

where Ψ(p, P, t) is the Fourier transform of Ψ(r, R, t). The electron momentum density
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and the nuclear momentum density are calculated in analog to the position-space as

ρel(p, t) =

∫
dP ρ(p, P, t), (6.11)

ρnuc(P, t) =

∫
dp ρ(p, P, t). (6.12)

6.2 Overview over the information-theoretical approach

to coupled electron-nuclear dynamics

Our first study on this system using an information-theoretical ansatz was published in

the letter [3]. This publication is reprinted in sec. 6.3.1. The objective of this study was

to benchmark information-theoretical quantities and investigate how they relate to the

general dynamics of a coupled non-trivial system. For this, the time-dependent electron

and nuclear average position

〈r〉t =

∫
dr ρel(r, t) r, (6.13)

〈R〉t =

∫
dR ρnuc(R, t)R, (6.14)

and electron and nuclear width

σ2
r(t) =

∫
dr ρel(r, t) (r − 〈r〉t)2, (6.15)

σ2
R(t) =

∫
dR ρnuc(R, t) (R− 〈R〉t)2 (6.16)

were calculated and compared with the position-space differential Shannon entropies from

the total density

Sx(t) = −
∫
dr

∫
dR ρ(r, R, t) ln

[
ρ(r, R, t)

]
, (6.17)

as well as those derived from the electron and nuclear densities, respectively:

Selr (t) = −
∫
dr ρel(r, t) ln

[
ρel(r, t)

]
, (6.18)

SnucR (t) = −
∫
dR ρnuc(R, t) ln

[
ρnuc(R, t)

]
. (6.19)

From the Shannon entropies, the mutual information was computed:

Ix(t) = Selr (t) + SnucR (t)− Sx(t). (6.20)
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The definitions of all information-theoretical quantities are summarized in tab. 6.1 at

the end of this chapter.

By choosing different values for the parameter Rc in the interaction potential, two dif-

ferent situations are created: In the first one (weak adiabatic coupling), the dynamics of

the wave packet take place nearly exclusively in the electronic ground state, in the other

one (strong adiabatic coupling) the ground state adiabatic potential and the first excited

adiabatic potential exhibit a sharp avoided crossing so that nearly a complete population

transfer occurs.

In the first case, where the BO approximation applies, the electron follows the mobile

nucleus very closely and reverses its direction together with the nucleus at the classical

turning points, which is caused by the repulsion of the mobile and the fixed nucleus. The

entropies show a similar oscillating structure as found in the entropy of a wave packet in

a harmonic oscillator. Here, we observe a key finding regarding the dynamics and entropy

in our system: Entropy values for both, nucleus and electron, correlate with the width of

their respective densities. This indicates the connection between the localization of the

density and entropy. In particular, this occurs at the turning points, since the density

refocuses, comparable to a squeezed state in a harmonic oscillator. This results in minima

at the widths as well as the entropies.

Nevertheless, we find that the time-dependence of the total entropy is primarily re-

lated to the nuclear density dynamics, while the electron influence on the total entropy

is less. The mutual information increases over time, exhibiting minima and maxima, up

to a maximal value. This can be traced back to the dispersion of the wave packet. The

minima coincide with the classical turning points of the density as well. We show in [3],

that this is related to the refocusing of ρ(r, R, t) at these points.

The same analysis was conducted for the case of a strong adiabatic coupling. There,

the electron width and entropy is nearly constant, since the electron is bound to one of

the fixed nuclei. The dynamics of the total entropy is thus completely determined by that

of the nuclear entropy. In contrast to the case of weak adiabatic couplings, the mutual

information vanishes in this setup, which means that the electron and the mobile nucleus

do not share information. This difference illustrates the relation of mutual information to

the degree of coupling in the system: It does not relate to the coupling of the adiabatic

potentials but the relative mobility of the electron and the nucleus. Therefore the mu-

tual information serves as a metric for the composition of the total density in the R − r
space. We argue that this reveals details about the adiabaticity of the dynamics and the
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correlation between electrons and nuclei within the system.

For strong adiabatic coupling, state dependent entropies were defined as well. For this

the total density was decomposed into adiabatic matrix elements:

ρ(r, R, t) =

∣∣∣∣∣
∞∑

n=0

ψn(R, t)ϕn(r, R, t)

∣∣∣∣∣

2

=
∞∑

n,m=0

ρnm(r, R, t), (6.21)

ρnm(r, R, t) = ψn(R, t)∗ψm(R, t)ϕn(r, R, t)ϕm(r, R, t), (6.22)

where the population of the n-th state is Pn(t) =
∫
dR dr ρnn(r, R, t). By integration, the

adiabatic matrix elements of the electron and nuclear density are obtained, respectively:

ρnm(r, t) =

∫
dR ρnm(r, R, t) and ρnm(R, t) =

∫
dr ρnm(r, R, t). (6.23)

We use that the diagonal elements are positive semidefinite and define the state dependent

entropies

Sn(t) = −
∫
dR

∫
dr ρnn(r, R, t)ln

[
ρnn(r, R, t)

]
, (6.24)

Seln (t) = −
∫
dr ρnn(r, t)ln

[
ρnn(r, t)

]
, (6.25)

Snucn (t) = −
∫
dR ρnn(R, t)ln

[
ρnn(R, t)

]
. (6.26)

We find that the state specific entropies carry information about the population as well as

the form of the density in the respective adiabatic state. Comparing the sums
∑

n Sn(t),∑
n S

el
n (t) and

∑
n S

nuc
n (t) to the respective not decomposed entropies, gives insight how

the respective density transfers to a different adiabatic state at the avoided crossing.

Motivated by the established strong relationship between the width and the entropy,

an analytical ansatz was applied to the model with weak adiabatic coupling in the paper

[5]. This paper is reprinted in sec. 6.3.2. Since for weak adiabatic coupling, the dynam-

ics are restricted predominantly to the electronic groundstate, the Born-Oppenheimer

approximation can be applied. Thus the ansatz

Ψ(r, R, t) =

[√
γβt
π

] 1
2

e−
βt
2

(R−Rt)2e−
γ
2

(r−R)2 (6.27)

was used. Here, Rt determines the time-dependent center of the wave function and βt and

γ are related to the width of the nuclear and electron density. The electronic eigenfunction
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was taken to be of form

ϕ0(r;R) =
[γ
π

] 1
4
e−

γ
2

(r−R)2 . (6.28)

This is a good approximation, since the error-function which governs the particle inter-

action can be expanded as a power series:

erf(x) =
2√
π

(
x− x3

3
+
x5

10
− x7

42
+

x9

216
+O(x11)

)
. (6.29)

This means that the soft-coulomb interaction for small x = (R− r) behaves harmonic:

−erf(x)

x
= − 2√

π

(
1− x2

3
+O(x4)

)
∼ x2. (6.30)

This is fulfilled as long as the interaction between the fixed nuclei is negligible. The elec-

tronic groundstate wave function is therefore Gaussian-like, as is illustrated in fig. 6.2.
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Figure 6.2: Schematic comparison: The soft Coulomb potential (soft C., green) is ap-
proximately harmonic (harm-, red) for small values of x. This results into
the groundstate of the soft Coulomb- (GS, black) and the harmonic potential
(harm. GS, red dashed line) being nearly identical.

By Gaussian integration, the width of the wave function eq. (6.28) is determined:

σ2
γ =

∫
dr |ϕ0(r;R)|2 (r −R)2 =

1

2γ
. (6.31)
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This equation is used to gauge the analytical ansatz to the system: After numerically

finding the eigenfunctions, their average width σ̄γ in the regime between the fixed nuclei

[−5 Å, 5Å] is calculated. The parameter γ is then taken as γ = 1
2σ̄2
γ
. The nuclear width

of eq. (6.27) is

σ2
R(t) =

∫
dr

∫
dR |Ψ(r, R, t)|2 (R−Rt)

2 =
1

2βt
. (6.32)

The parameter βt introduces the time-dependence into the analytical ansatz by relat-

ing the numerically determined, time-dependent nuclear width to the analytical nuclear

width, so that we have βt = 1
2σ2
R(t)

. Through the comparable easy form of eq. (6.27)

we can calculate approximate relations between the nuclear width and the investigated

quantities analytically. These are summarized in the left column of tab. 6.2.

In [5] we found that the described Born-Oppenheimer ansatz yields good results in pre-

dicting the considered entropies. We also compared the analytical ansatz with numerical

results for the mutual information (eq. (6.20)), as well as the covariance

covx(t) =

∫
dr

∫
dR ρ(r, R, t) (r − 〈r〉t)(R− 〈R〉t), (6.33)

and the linear correlation coefficient

corrx(t) =
covx(t)

σr(t)σR(t)
. (6.34)

The two latter functions are a measure of linear correlation effects, whereas the mutual

information also includes higher correlation effects. Here, very good agreement was found.

This implies that in position-space, the information dynamics, even for the electronic de-

grees of freedom, as well as the correlation is nearly completely determined by the nuclear

width, since this is the only time-dependent parameter.

We expanded the position-space analysis method to the momentum-space in the them-

atically following paper [4]. This publication is reprinted in sec. 6.3.3. The Fourier

transform of the wave function given in eq. (6.27) was calculated, which allows us to
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derive analytic expressions for the total, electron and nuclear entropy:

Sπ(t) = −
∫
dp

∫
dP ρ(p, P, t) ln

[
ρ(p, P, t)

]
, (6.35)

Selp (t) = −
∫
dp ρel(p, t) ln

[
ρel(p, t)

]
, (6.36)

SnucP (t) = −
∫
dP ρnuc(P, t) ln

[
ρnuc(P, t)

]
. (6.37)

Additionally, the correlation measures

covπ(t) =

∫
dp

∫
dP ρ(p, P, t) (p− 〈p〉t)(P − 〈P 〉t), (6.38)

corrπ(t) =
covπ(t)

σp(t)σP (t)
, (6.39)

Iπ(t) = Selp (t) + SnucP (t)− Sπ(t), (6.40)

are calculated. The analytic results are summarized in the right column of tab. 6.2. The

electron and nuclear momentum width are

σ2
p(t) =

∫
dp ρel(p, t)(p− 〈p〉t)2, (6.41)

σ2
P (t) =

∫
dP ρnuc(P, t)(P − 〈P 〉t)2, (6.42)

where 〈p〉t and 〈P 〉t are the electron and nuclear momentum expectation values, respect-

ively. Analogous to the analysis in position-space, we determined the parameter βt from

the nuclear momentum width. The main dynamical features of the numerical simula-

tion can be reproduced by the analytic ansatz, but the structure of the density is more

complex in momentum- than in position-space, so that good agreement is only found for

early times. This is even more apparent in the correlation measures: There, only the

linear correlation coefficient eq. (6.39) is predicted with good accuracy. Finally, we found

that the numerical mutual information in momentum space eq. (6.40) increases with the

number of nodes in the momentum density. This behavior cannot be modeled within the

analytic ansatz, which does not incorporate nodes in the wave functions.

Finally, in [4] a situation with strong adiabatic coupling was considered, where the

electron remains nearly completely at one of the fixed nuclei. We expanded the ansatz

eq. (6.27) to diabatic dynamics by modifying it to

Ψ(r, R, t) =

[√
γβt
π

] 1
2

e−
βt
2

(R−Rt)2e−
γ
2

(r−Rd)2 . (6.43)
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The electronic wave function is therefore a Gaussian that is fixed at nuclear geometry Rd.

The analytic results for this ansatz are summarized in tab. 6.3. To apply the analytic

expressions, γ was determined from the electron width at Rd. As in the weakly coupled

situation, βt was computed from the position-space nuclear width for quantities determ-

ined in position-space, and the momentum-space nuclear width for those in momentum

space, respectively. The analytic ansatz showed very good agreement due to the compar-

able simple dynamics.

The last part of the puzzle, namely the increase of mutual information in momentum-

space, let to an in-depth study on the influence of nodes on correlation measures. This was

published in the paper [6], which is reprinted in sec. 6.3.4. There, we firstly considered an

example density, where we observed that the linear correlation remained largely unaffected

by the presence of nodes, while the mutual information showed sensitivity to the alignment

and the number of nodes.

Building upon these findings, we applied the insights gained from the example density to

our model: By adjusting the numerical ansatz eq. (6.27) to include nodes, we managed

to reproduce the increase of mutual information, while the linear correlation remained

unchanged. Thus, it is not only necessary to know the nuclear width in position- and

momentum-space, but nodal patterns are also relevant to predict the particle correlation.
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Table 6.2: Overview of the analytic results derived within the Born-Oppenheimer adia-
batic ansatz for the wave function.

Position space Momentum space

Total entropy Sx(t) = ln
[

π√
γβt

]
+ 1 Sπ(t) = ln

[√
γβtπ

]
+ 1

Electron entropy Selr (t) = ln
[√

(βt+γ)π
βtγ

]
+ 1

2
Selp (t) = ln

[√
πγ
]

+ 1
2

Nuclear entropy SnucR (t) = ln

[√
π
βt

]
+ 1

2
SnucP (t) = ln

[√
π(βt + γ)

]
+ 1

2

MI Ix(t) = 1
2

ln
[
1 + γ

βt

]
Iπ(t) = 1

2
ln
[
1 + γ

βt

]

Electron width σ2
r(t) = 1

2
γ+βt
γβt

σ2
p(t) = γ

2

Nuclear width σ2
R(t) = 1

2βt
σ2
P (t) = 1

2
(βt + γ)

Covariance covx(t) = 1
2βt

covπ(t) = −1
2
γ

Correlation corrx(t) = 1√
1+βt/γ

corrπ(t) = − 1√
1+βt/γ

Table 6.3: Overview of the analytic results derived from the diabatic ansatz. This table
includes results that are not explicitly shown in [4] but were added for com-
pleteness.

Position space Momentum space

Total entropy Sx(t) = ln
[

π√
βtγ

]
+ 1 Sπ(t) = ln

[√
γβtπ

]
+ 1

Electron entropy Selr (t) = ln
[√

π
γ

]
+ 1

2
Selp (t) = ln

[√
πγ
]

+ 1
2

Nuclear entropy SnucR (t) = ln
[√

π
βt

]
+ 1

2
SnucP (t) = ln

[√
πβt

]
+ 1

2

MI Ix(t) = 0 Iπ(t) = 0

Electron width σ2
r(t) = 1

2γ
σ2
p(t) = γ

2

Nuclear width σ2
R(t) = 1

2βt
σ2
P (t) = βt

2

Covariance covx(t) = 0 covπ(t) = 0

Correlation corrx(t) = 0 corrπ(t) = 0
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6.3.1 Information Theoretical Approach to Coupled Electron-

Nuclear Wave Packet Dynamics: Time-Dependent Differ-

ential Shannon Entropies [3]

Reprinted with permission from ”P. Schürger, V. Engel, J. Phys. Chem. Lett. 2023, 14,

334–339”. Copyright 2023 American Chemical Society.

Information Theoretical Approach to Coupled Electron−Nuclear
Wave Packet Dynamics: Time-Dependent Differential Shannon
Entropies
Peter Schürger and Volker Engel*

Cite This: J. Phys. Chem. Lett. 2023, 14, 334−339 Read Online

ACCESS Metrics & More Article Recommendations

ABSTRACT: We study differential Shannon entropies determined from position-
space quantum probability densities in a coupled electron−nuclear system. In
calculating electronic and nuclear entropies, one gains information about the
localization of the respective particles and also about the correlation between them.
For Born−Oppenheimer dynamics, the correlation decreases at times when the wave
packet reaches the classical turning points of its motion. If a strong non-adiabtic
coupling is present, leading to a large population transfer between different electronic
states, the electronic entropy is approximately constant. Then the time dependence of
the entropy reflects the information on the nucleus alone, and the correlation is absent.
A decomposition of the entropy into contributions from the participating electronic states reveals insight into the state-specific
population and nuclear wave packet localization.

As a driving force, entropy is of major importance to
understand the course of chemical reactions. Besides its

role in thermodynamics, meaningful definitions of entropy for
systems in pure quantum states can be found. One such
definition is based on information theory and is due to
Shannon,1−4 for some chemical applications see, e.g., refs 5−9.
Starting from a time-dependent wave packet ψ(x, t) describing
a system as a function of coordinates x and time t, the
“differential Shannon entropy”10,11 is defined via the
probability density ρ(x, t) = |ψ(x, t)|2 as (in multiples of the
Boltzmann constant):

S t x x t x t( ) d ( , ) ln ( , )= [ ] (1)

Note that S(t) depends on the units of the density ρ(x). In the
present work we use atomic length units. That the entropy is
related to the width of the wave packet is seen, e.g., for a
Gaussian wave packet moving in a harmonic potential, where
one can show analytically that the entropy increases with
increasing width.12−14 Thus, the less we know about the
position of a particle, the larger is the entropy, and the relation
to the information available on the system (or the lack of it) is
obvious. There also exists a close relationship between the
entropy and the coordinate−momentum uncertainty.11,15−17
Regarding the combined motion of electrons and nuclei in

molecules, the total entropy is a measure of the information on
the entire system. One may, however, calculate electronic and
nuclear probability densities and derive entropies associated
with one or the other kind of particles. In the simplest case,
where there is no correlation between electrons and nuclei, the

overall entropy is the sum of the two particle entropies, and
deviations from this sum are a measure of correlation. In this
paper we address the question of the extent to which the
Shannon differential entropy yields information on the
combined electronic and nuclear motion and on the
correlation between these particles.
To determine entropies evolving from a coupled electron−

nuclear motion, we employ a model18,19 consisting of an
electron and a proton which move in a single dimension and
interact with two protons at fixed positions R1 = −5 Å and R2 =
+5 Å, respectively. The potential is parametrized as (in atomic
units)

V r R
R R R R

R r R
R r

R r R
R r

R r R
R r

E

( , )
1 1 erf( / )

erf( / ) erf( / )
1 2

1 f

1

c 2 f

2

= +

+

(2)

where r and R are the coordinates of the electron and proton,
respectively. The interactions between the protons are
described by bare Coulomb potentials, whereas the elec-
tron−nuclear interactions are screened using error functions.
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The potential is shifted by ΔE so that the minimum of V(r, R)
is at zero energy in the region of our numerical grid. The
parameter Rf is chosen as 1.5 Å. We regard two values of the
screening parameter Rc appearing in the electron−nuclear
interaction term (see below). The Hamiltonian of the system is

H
p P

M
V r R

2 2
( , )

2 2

= + +
(3)

in which p̂ and P̂ are the momentum operators for the
electronic and nuclear motion, respectively, and M is the
proton mass. We numerically solve the time-dependent
Schrödinger equation for the coupled electron−nuclear motion
with help of the split operator method.20 The spatial grid on
which the wave functions Ψ(r, R, t) are represented ranges
from −12 Å to +12 Å for the electronic coordinate r and
extends from −6 Å to + 6 Å for the nuclear coordinate R. The
number of grid points is 512 in each direction, and the time
step of the propagations is set to 0.0024 fs.
Different initial wave functions are incorporated. They are

defined as

r R N r R( , , 0) e ( ; )R R
n

( )0
2

= (4)

where N is a normalization constant and β is set to 3.57 Å−2 in
all of our numerical examples. In eq 4 appear the adiabatic
(real-valued) electronic wave functions, which are determined
by solution of the electronic Schrödinger equation. This also
yields the adiabatic potential curves Vn(R) in the electronic
states with quantum number n. We solve the electronic
problem using imaginary time propagation21 on the electronic
grid.
Figure 1 shows the potential curves of the first two

electronic states, obtained for different values of the screening
parameter Rc as indicated. In the case of Rc = 1.5 Å (upper left
panel), the electronic ground state potential V0(R) is
energetically well separated from the curves of the excited
states. This suggests that a ground-state wave packet motion
can accurately be described using the Born−Oppenheimer
(BO) approximation. The larger value Rc = 5.0 Å leads to the
potentials displayed in upper right panel of the figure. This is a
case of strong coupling, where the energy gap at the avoided
crossing of the potentials at R = 0 is only 0.0076 eV.
Inserting the probability density ρ(r, R, t) = |Ψ(r, R, t)|2 into

eq 1 yields the total entropy Stot(t). The nuclear (ρnuc(R, t))
and electronic (ρel(r, t)) particle densities are obtained by
integration over the coordinates r and R, respectively. We may
then, via eq 1, determine the single-particle entropies Snuc(t)
and Sel(t). An important quantity is the “mutual information”
I(t), which provides information on the correlation between
the single particles1 (for an illustrative example, see the work
on quantum oscillator systems22). In our case I(t) is defined as

I t S t S t S t( ) ( ) ( ) ( )el nuc tot= + (5)

The expansion of the total wave function in terms of the
adiabatic basis of electronic functions reads

R r t R t r R( , , ) ( , ) ( ; )
n

n n
0

=
= (6)

and the state-specific populations are calculated by projection
as Pn(t) = |⟨ϕn|Ψ(t)⟩|2. In what follows, we refer to the BO case
if we use the n = 0 term of the expansion to arrive at the
numerical results. We have checked that (for the case with Rc =

1.5 Å) this yields the same results as when the usual BO wave
function ΨBO(r, R, t) = ψ0

BO(R, t)ϕ0(r; R) is employed, where
ψ0
BO(R, t) is determined from the nuclear Schrödinger equation

which contains the ground-state potential V0(R).
In the first numerical example, the screening parameter is set

to Rc = 1.5 Å, and the initial wave function (eq 4) contains the
ground-state electronic wave function ϕ0(r; R). The center of
the Gaussian is at R0 = −3.5 Å. For this initial condition, the
dynamics takes place exclusively in the ground electronic state.
In other words, the ground-state population P0(t) remains
equal to 1 at all times regarded, where numerical deviations are
in the order of 0.1%. Thus, we deal with a situation where the
BO approximation is accurate.
The nuclear and electronic density dynamics are illustrated

in the middle and lower left panels of Figure 1. It is seen that
the densities perform an in-phase oscillation which is in accord
with the picture of an adiabatic motion, where electrons
instantaneously adapt to changes in the nuclear geometry. As
time goes along, dispersion occurs, so that at 200 fs the
densites are spread throughout the classically accessible region.
To characterize the motion of the electron−nuclear wave

packet, we also calculate the expectation values ⟨x⟩t and the
variances x x x( )t t

2= associated with the nuclear
(x = R) and electronic (x = r) degrees of freedom. As can be
seen in the middle left panel of Figure 2, the proton starts at
the center of the initial Gaussian wave function, and as can be
anticipated from the density dynamics shown in Figure 1, it

Figure 1. Upper panels: Adiabatic potential curves obtained for
screening parameters Rc = 1.5 Å (left) and Rc = 5.0 Å (right). The
nuclear and electronic probability densities for the two cases are
displayed in the middle and lower panels, respectively. In the first case
(Rc = 1.5 Å), the initial Gaussian wave functions is centered at R0 =−3.5 Å (middle left), whereas for Rc = 5.0 Å its center is at R0 = −1.5
Å (middle right).
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performs oscillations with a period of ∼80 fs. Due to
dispersion, the oscillation amplitude decreases as a function
of time. Simultaneously, the width of the density (ΔRt)
increases, in the average, thereby exhibiting local minima and
maxima. The minima occur at times when the wave packet
reverses its direction of motion at the classical turning points,
where the probability density is focused. An additional
minimum can be seen at around 5 fs, which is related to a
localization of the nuclear density behaving, for short times,
like a squeezed Gaussian state in a harmonic potential.23

The time behavior of the nuclear entropy (middle left panel
of Figure 2) is directly related to the nuclear density dynamics.
Comparing the width ΔRt with the nuclear entropy shows that
the two functions exhibit extrema at the same times. The
smaller the width, the more we know about the location of the
nucleus, independently of the position of the electron. This
goes in hand with a smaller entropy, i.e., a larger amount of
information. For longer times, the nuclear entropy approaches
a value of 2.3. We note that if one assumes a uniform nuclear
density between the classical turning points at R± ≈ ±3.5 Å, a
value of 2.58 is found for the entropy. It is important to realize
that the sign change of the entropy has no meaning because
the entropy may be shifted by a coordinate transformation to
positive values.11

The expectation value of the electronic coordinate oscillates
with the same period as the one for the nuclear coordinate
(Figure 2, lower left). Also, the electronic width follows the

respective curve for the nucleus. They are a little out of phase
at early times (because of the squeezing of the nuclear density)
but then are in phase after the first reflection of the wave
packet takes place. The temporal variation of the electronic
entropy is determined by the width of the electronic density. In
particular, the minima and maxima of the two curves show a
clear correlation. Thus, the entropies associated with the two
particles are similar, and what is different is their magnitude.
This is related to the fact that the electronic density is more
delocalized than the nuclear density.
The total entropy Stot(t) is displayed in the upper left panel

of Figure 2. Its time dependence is similar to those of the
particle entropies. The mutual information I(t) (see eq 5) is
also shown in the figure. Its extrema directly correlate with
those of the widths calculated for the electronic and nuclear
degrees of freedom. In particular, at the turning points, where a
focusing of the wave packet takes place, I(t) shows minima,
which implies that the electron−nuclear correlation decreases.
This is an interesting observation which can be explained in
regard to the wave function ψ0(R, t)ϕ0(r; R) describing the BO
dynamics. For the nuclear wave function ψ0(R, t) being
localized sharply around ⟨R⟩t at time t, the dependence of the
electronic wave function ϕ0(r; R) on R may be approximated
by setting R = ⟨R⟩t, so that the electronic wave function is
ϕ0(r, ⟨R⟩t) and the particle densities are ρnuc(R, t) = |ψ0(R, t)|2
and ρel(r, t) = |ϕ0(r; ⟨R⟩t)|2. The total entropy then is

S r R R t r t R t r t

S t S t

d d ( , ) ( , ) ln ( , ) ( , )

( ) ( )

c

c

tot nu el nuc el

nu el

= [ ]

= + (7)

where we have used the fact that the ground-state population
P0(t) is equal to 1 and the electronic wave function is
normalized. Then, according to eq 5, the mutual information
vanishes. In the numerical example, the involved approx-
imations are only partly fulfilled, so that I(t) is not zero at the
reflection points but exhibits minima. With increasing
spreading of the nuclear wave function, the R dependence of
the electronic wave function becomes more significant, which
goes in hand with an increasing amount of correlation, i.e., a
larger value of the mutual information.
After studying the BO case, we now turn to a motion with

strong non-adiabatic transitions. This can be realized in setting
the screening parameter Rc appearing in the potential V(r, R)
to a value of 5.0 Å. We start the wave packet motion with the
initial function of eq 4, where the electronic wave function is
that of the first excited electronic state (ϕ1(r; R)) and the
nuclear Gaussian function is centered at R0 = −1.5 Å. The
nuclear and electronic density dynamics are illustrated in the
middle and lower right panels of Figure 1. It is seen that the
nuclear density remains rather localized and oscillates almost
harmonically. This can be interpreted as a nuclear motion in
the diabatic potential which is obtained by connecting the
branch of the adiabatic potential V1(R) at negative distances R
with that of the adiabatic potential V0(R) at positive distances
(see the upper right panel of the figure). On the other hand,
the electronic density remains located around the position of
the fixed proton at 5 Å during the large-amplitude motion of
the nucleus, i.e., it is independent of the nuclear coordinate R.
Thus, we encounter the case of a diabatic motion.24

What can be taken from the densities is also apparent in the
coordinate expectation values for the two particles. They are
displayed, together with the associated variances and entropies,
in the middle and lower right panels of Figure 2. Whereas in

Figure 2. BO dynamics (left) versus non-adiabatic dynamics (right).
The upper panels contain the total entropy Stot(t), the populations
Pn(t), and the mutual information I(t). The middle and lower panels
show the nuclear and electronic entropies, respectively. Also shown
are the coordinate expectation values and the widths, as indicated.
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the nuclear case a quasi-harmonic curve is found, the mean
electronic position is nearly constant. During the motion, the
nuclear variance exhibits an overall small increase, thereby
showing local minima and maxima. As already discussed in
connection with the BO motion, at the turning points, where
the density is focused and thus its width is reduced, the
entropy Snuc(t) exhibits minima, which means that at these
times we acquire more information about the proton’s
position. In contrast to the nuclear case, the electronic
variance is almost time-independent, and as a consequence,
the electronic entropy is nearly constant. Because the
electronic wave function does not carry a significant depend-
ence on the nuclear coordinate, eq 7 applies, i.e., the total
entropy is just the sum of the electronic and nuclear entropies.
Accordingly, the mutual information is zero, and thus, for this
example of a diabatic motion, no correlation between the
electron and nucleus exists.
The fact that in the just discussed example we do not find a

correlation between the two particles does not come as a
surprise because the electronic eigenfunction does not depend
on the nuclear position. This somehow contradicts what is
suggested by the picture evolving from the adiabatic expansion
of the wave function (eq 6): The populations Pn(t) in the first
two electronic states show a clear reminiscence of a strong
non-adiabatic coupling (see Figure 2, upper right). Starting
with a population P1(t) = 1, a transition to the ground state
takes place at around 18.7 fs with an efficiency of 100%. The
population exchange between the two states then occurs
periodically. One would expect that at the times when the
transitions occur, a strong electron−nuclear correlation is
present, but this should not be confused with a strong non-
adiabatic coupling. To discuss this point in more detail, we
regard the decomposition of the entropy in terms of the
adiabatic expansion of the total wave function, which yields the
following expression for the probability density:

r R t r R t r R t( , , ) ( , , ) ( , , )
n m

nm
2

, 0

= =
= (8)

with the matrix elements

r R t R t R t r R r R( , , ) ( , ) ( , ) ( ; ) ( ; )nm n m n m= * (9)

From these matrix elements we calculate adiabatic nuclear
(ρnm

nuc(R, t)) and electronic matrix elements (ρnm
el (r, t)) by

integration. Whereas the off-diagonal elements of ρnm
nuc(R, t) are

equal due to the orthogonality of the electronic eigenfunctions,
the respective elements of ρnm

el (r, t) are not. However, in our
example they are negligible. The diagonal terms are positive-
semidefinite and can thus be interpreted as densities (which
are not normalized to unity). Using the diagonal elements of
the total, nuclear, and electronic densities in the definition for
the entropy (eq 1), one arrives at the respective state-specific
entropies Sn(t), Sn

nuc(t), and Sn
el(t). The total entropy and the

components Sn(t) are displayed in the upper panel of Figure 3.
Also shown is the sum over the components. It is seen that the
sum is a very good approximation to the total entropy, with
only minor deviations found at the times when the non-
adiabatic transitions take place. The reason is that in our case
where only two states participate, the two nuclear wave packets
ψ0(R, t) and ψ1(R, t) do not have a significant spatial overlap,
even at the times of the transitions. The single components
Sn(t) are directly related to the populations in the two states. If
only one state m is populated, than we have Stot(t) = Sm(t), and

during the transitions one component decreases in the same
way as the other increases. Thus, the first kind of information
encoded in the state-specific entropies is the occupation of the
states. Second, we learn about the focusing and broadening of
the probability density in the different states, which is reflected
in additional extrema.
The entropy of the proton density and its decomposition are

illustrated in the middle panel of Figure 3. For the same
reasons as mentioned in the case of the total entropy, the sum
over the components Sn

nuc(t) reproduces the nuclear entropy
excellently. The nuclear components carry information about
the populations in the adiabatic states and the degree of
localization of the nucleus.
A different situation is encountered in the electronic case, as

can be seen in the lower panel of Figure 3. There, the
components exclusively reflect the populations in the two
states. Also, their summation yields a curve which shows
considerable deviations from the constant electronic entropy at
the times of the non-adiabatic transitions. Because the off-
diagonal elements appearing in the electronic density
expansion can be neglected, we have

Figure 3. Decomposition of the total entropy Stot(t) (upper panel)
and the particle entropies Snuc(t) and Sel(t) (middle and lower panels,
respectively) in terms of the single-state entropies Sn(t), Sn

nuc(t), and
Sn
el(t). Also shown are the sums over the respective components.
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We have checked numerically that at the time of the first
transition (ttr = 18.7 fs), where one has P0(ttr) = P1(ttr), the
integrals ∫ dR |ψn(R, ttr)|2|ϕn(r; R)|2 (n = 0, 1) are
approximately equal. This has the consequence that the
electronic entropy can be written as

S t S t S t( ) ln 2 ( ) ( )el
tr 0

el
tr 1

el
tr[ ] + + (11)

so that the sum of the diagonal contributions differs by an
additive constant of ln[2] from Sel(ttr). This is confirmed by
the curve shown in the lower panel of Figure 3.
To summarize, we have determined coordinate-space

differential Shannon entropies for coupled electronic−nuclear
wave packet motion. Two limiting cases have been considered.
One is BO dynamics taking place exclusively in the electronic
ground state. Here, the nuclear and electronic entropies vary in
phase as a function of time. Entropic minima correlate with a
focusing of the electronic and nuclear probability densities,
which is accompanied by an increased knowledge of one or the
other particle’s position. At the times when the localizations
take place, the mutual information exhibits minima indicating a
loss of electron−nuclear correlation.
Another situation is the case of diabatic motion, where the

electron density changes only marginally during the nuclear
dynamics. As a consequence, the electronic entropy is
constant, and the total entropy is the sum of the single-
particle entropies. This means that the mutual information is
zero, and thus, nuclear−electron correlation is absent. This
also holds at the times when the avoided crossing is passed.
Although there is a strong non-adiabatic coupling, this does
not influence the lack of particle correlation. A decomposition
of the entropies into components relating to the different
electronic states shows that the total and nuclear entropies are
well-approximated by summing the diagonal contributions
from the participating states, which is not true for the
electronic entropy. In the latter case, the state-specific
entropies contain only information about the state populations,
whereas for the nuclear motion they reveal entangled
information about the occupation of the states and, separately,
the nuclear localization in these states.
We have demonstrated that the Shannon differential

entropies reveal information on the electronic and nuclear
localization and thus are closely related to the widths of the
respective densities. The mutual information (MI) contains
correlation effects of all orders, whereas other measures, like
the covariance, are restricted to describing linear effects (for a
comparison and extended discussion, see, e.g., ref 22). We have
calculated the covariance for the case of the coordinates r and
R and the BO dynamics. It is found that this function behaves
similar to the MI. Thus, in our study of coupled electron−
nuclear dynamics, linear correlations seem to dominate.
However, when the MI is determined in momentum space
(using the momentum-space densities) and compared to the
covariance for the electronic and nuclear momenta, larger
deviations are found, in particular when the BO approximation
is applied. This important point will be investigated in more
detail in the future.

■ AUTHOR INFORMATION
Corresponding Author

Volker Engel − Institut für Physikalische und Theoretische
Chemie, Universität Würzburg, 97074 Würzburg, Germany;
orcid.org/0000-0003-1429-1833;

Phone: +499313186376; Email: volker.engel@uni-
wuerzburg.de

Author
Peter Schürger − Institut für Physikalische und Theoretische

Chemie, Universität Würzburg, 97074 Würzburg, Germany
Complete contact information is available at:
https://pubs.acs.org/10.1021/acs.jpclett.2c03635

Notes
The authors declare no competing financial interest.

■ REFERENCES
(1) Shannon, C. E. A mathematical theory of communication. Bell

Syst. Tech. J. 1948, 27, 379−423.
(2) Jaynes, E. T. Information theory and statistical mechanics. Phys.

Rev. 1957, 106, 620−630.
(3) Jaynes, E. T. Information theory and statistical mechanics. II.

Phys. Rev. 1957, 108, 171−190.
(4) Ben-Naim, A. A Farewell to Entropy; World Scientific, 2008.
(5) Levine, R. D. The information theoretic approach to
intramolecular dynamics. Ad. Chem. Phys. 2007, 47, 239−292.
(6) Quack, M. In Femtosecond Chemistry: A Handbook in Two

Volumes; Manz, J., Wöste, L., Eds.; VCH: Weinheim, Germany, 1995;
Vol. II, pp 781−818.
(7) Quack, M. On the emergence of simple structures in complex
phenomena: Concepts and some numerical examples. Adv. Chem.
Phys. 2014, 157, 97.
(8) Jia, D.; Manz, J.; Yang, Y. From coherent quasi-irreversible
quantum dynamics towards the second law of thermodynamics: The
model boron rotor B13+. AIP Adv. 2018, 8, 045222.
(9) Ludeña, E. V.; Torres, F. J.; Becerra, M.; Rincón, L.; Liu, S.
Shannon entropy and Fisher information from a non-Born-
Oppenheimer perspective. J. Phys. Chem. A 2020, 124, 386−394.
(10) Cover, T. M.; Thomas, J. A. Elements of Information Theory, 2nd
ed.; Wiley Series in Telecommunications and Signal Processing;
Wiley-Interscience, 2006.
(11) Hertz, A.; Cerf, N. J. Continuous-variable entropic uncertainty
relations. J. Phys. A 2019, 52, 173001.
(12) Majerník, V.; Opatrny,́ T. Entropic uncertainty relations for a
quantum oscillator. J. Phys. A 1996, 29, 2187−2197.
(13) Garbaczewski, P. Differential entropy and time. Entropy 2005,

7, 253−299.
(14) Schürger, P.; Schaupp, T.; Kaiser, D.; Engels, B.; Engel, V.
Wave packet dynamics in an harmonic potential disturbed by
disorder: Entropy, uncertainty, and vibrational revivals. J. Chem.
Phys. 2022, 156, 054303.
(15) Hirschman, I. I. A Note on Entropy. Am. J. Math. 1957, 79,
152.
(16) Beckner, W. Inequalities in Fourier Analysis. Ann. Math. 1975,

102, 159.
(17) Białynicki-Birula, I.; Mycielski, J. Uncertainty relations for
information entropy in wave mechanics. Commun. Math. Phys. 1975,
44, 129−132.
(18) Shin, S.; Metiu, H. Multiple time scale quantum wavepacket
propagation: Electron-nuclear Dynamics. J. Phys. Chem. 1996, 100,
7867−7872.
(19) Shin, S.; Metiu, H. Nonadiabatic effects on the charge transfer
rate constant: A numerical study of a simple model system. J. Chem.
Phys. 1995, 102, 9285−9295.
(20) Feit, M. D.; Fleck, J. A.; Steiger, A. Solution of the Schrödinger
equation by a spectral method. J. Comput. Phys. 1982, 47, 412−433.

The Journal of Physical Chemistry Letters pubs.acs.org/JPCL Letter

https://doi.org/10.1021/acs.jpclett.2c03635
J. Phys. Chem. Lett. 2023, 14, 334−339

338

6. Information-Theoretical Approach to Coupled Electron-Nuclear
Dynamics

91



(21) Kosloff, R.; Tal-Ezer, H. A direct relaxation method for
calculating eigenfunctions and eigenvalues of the Schrödinger
equation on a grid. Chem. Phys. Lett. 1986, 127, 223−230.
(22) Salazar, S. J. C.; Laguna, H. G.; Sagar, R. P. Pairwise and higher-
order statistical correlations in excited states of quantum oscillator
systems. Eur. Phys. J. Plus 2022, 137, 19.
(23) Tannor, D. J. Introduction to Quantum Mechanics: A Time-

Dependent Perspective; University Science Books: Sausalito, CA, 2007.
(24) Baer, M. Beyond Born-Oppenheimer: Electronic Nonadiabatic

Coupling Terms and Conical Intersections; Wiley: Hoboken, NJ, 2006.

The Journal of Physical Chemistry Letters pubs.acs.org/JPCL Letter

https://doi.org/10.1021/acs.jpclett.2c03635
J. Phys. Chem. Lett. 2023, 14, 334−339

339

 Recommended by ACS

Density Matrix via Few Dominant Observables for the
Ultrafast Non-Radiative Decay in Pyrazine
Ksenia Komarova.
JANUARY 19, 2023

JOURNAL OF CHEMICAL THEORY AND COMPUTATION READ 

Factorized Electron–Nuclear Dynamics with an Effective
Complex Potential
Sophya Garashchuk, Vitaly Rassolov, et al.
FEBRUARY 16, 2023

JOURNAL OF CHEMICAL THEORY AND COMPUTATION READ 

Time-Dependent Expectation Values from Integral Equations
for Quantum Flux and Probability Densities
P. Schürger, V. Engel, et al.
NOVEMBER 22, 2022

THE JOURNAL OF PHYSICAL CHEMISTRY A READ 

Variational Approach for Linearly Dependent Moving Bases
in Quantum Dynamics: Application to Gaussian Functions
Loïc Joubert-Doriol.
SEPTEMBER 27, 2022

JOURNAL OF CHEMICAL THEORY AND COMPUTATION READ 

Get More Suggestions >

6. Information-Theoretical Approach to Coupled Electron-Nuclear
Dynamics

92



6. Information-Theoretical Approach to Coupled Electron-Nuclear
Dynamics

6.3.2 Differential Shannon entropies and correlation measures for

Born– Oppenheimer electron– nuclear dynamics: numer-

ical results and their analytical interpretation [5]

Reproduced from ”P. Schürger, V. Engel, Phys. Chem. Chem. Phys. 2023, 25, 28373-

28381” with permission from the PCCP Owner Societies.

This journal is © the Owner Societies 2023 Phys. Chem. Chem. Phys., 2023, 25, 28373–28381 |  28373

Cite this: Phys. Chem. Chem. Phys.,

2023, 25, 28373

Differential Shannon entropies and correlation
measures for Born–Oppenheimer electron–
nuclear dynamics: numerical results and their
analytical interpretation

Peter Schürger and Volker Engel *

We study the Born–Oppenheimer dynamics within a model for a coupled electron–nuclear motion. Dif-

ferential Shannon entropies are calculated from the time-dependent probability densities of the

combined system and, using single particle densities, entropies for the electronic and nuclear degrees of

freedom are derived. These functions provide information on details of the wave packet motion. From

the entropies, we determine the mutual information which characterizes particle correlations. This

quantity is compared to other measures of electron–nuclear entanglement. Numerical results are inter-

preted within an analytically solvable approach, and it is documented how these functions depend on

properties of the Born–Oppenheimer wave function and, in particular, how dynamical effects like wave

packet focusing and dispersion influence the correlation between the particles.

1. Introduction

An isolated quantum system at a time t, having coordinates x, is
completely characterized by its wave function c(x, t). However,
a wave function is a complicated object, and the stored infor-
mation is often not easily extracted, in particular for systems
composed of many particles moving in three-dimensional
space. In statistical mechanics, entropy may be interpreted
in terms of the amount of available information where, for
a thermodynamical ensemble, a large entropy correlates with
a low degree of information.1–4 For a quantum mechanical
ensemble in a pure state, one may follow an analogous
approach in introducing the differential Shannon entropy
S(t)5,6 derived from the probability density r(x, t) = |c(x, t)|2 as

SðtÞ ¼ �
ð
dx rðx; tÞ ln½rðx; tÞ�: (1)

A pedagogical example to illustrate the information theoretical
interpretation of differential entropy in a pure quantum system
is the motion of a Gaussian in a harmonic potential.7–10 There,
it can be shown analytically that the entropy is directly related
to the width of the Gaussian. Thus, for a broad spatial wave
function, where one knows less about the localization of a
particle, the entropy assumes a large value. Also, one finds that
the sum of entropies calculated from coordinate-space and

momentum-space densities is a measure for the coordinate-
momentum uncertainty, a property which also holds in
general.6,11–13 Several authors have used the entropy in the
context of chemical problems, see, e.g., ref. 14–18. Here we also
mention investigations on different entropic measures used to
characterize chemical reactions,19 neutral atoms and ions.20,21

The above discussed example refers to a single particle
harmonic oscillator motion. However, the entropy concept
can easily be extended to several interacting particles. A funda-
mental problem in molecular systems is the combined motion
of electrons and nuclei, which is characterized by the time-
dependent probability density. Using the latter, one may calcu-
late the differential Shannon entropy of the total system and
also, employing the electronic and nuclear coordinate densi-
ties, the entropies associated with the different particles. These
functions reveal information about the localization of one or
the other kind of particles.

Of large interest is the correlation between electrons and
nuclei. In a more fashionable formulation this is the ‘‘entangle-
ment’’ of these particles.22 Having the Shannon entropies at
hand, the ‘‘mutual information’’ (MI)) which is a measure of
correlation,1,23 can be determined. We use the differential
Shannon entropy to extract information on the system under
consideration. Even though the von Neumann entropy, which
is a quantum mechanical extension to the Gibbs entropy, is a
much more common entropy measure, the advantage is that,
while the von Neumann entropy is per definition equal to zero
in an isolated quantum system (as is treated here), we can use
the differential Shannon entropy to obtain a meaningful
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definition of entropy and study dynamical effects. We concen-
trate on the coordinate space dynamics. One also can derive the
entropies from the momentum space wave functions, and these
functions yield different information. Therefore, it has been
noted that one should combine these two entropy functions,6

which is, however, out of the scope of the present paper.
In the present work we calculate the mutual information

emerging from a coupled electron–nuclear dynamics and com-
pare it to other measures of correlation, thereby extending our
earlier work.24 This will be done under simplifying assump-
tions analytically, and also using a numerical example. The
focus of the present study is to give the numerical results a
mathematical foundation and thus gain a deeper insight into
the behavior of the quantum entropy dynamics. The motion
considered is one where the Born–Oppenheimer (BO)
approximation25,26 is valid. This means that the motion is
restricted to take place in a single electronic state and thus
couplings to other states are negligible.27 In order to realize this
situation, we pick a useful model for a one-dimensional
coupled electron–nuclear dynamics which was introduced in
ref. 28 and 29.

The paper is organized as follows. In Section 2, we describe
the model used in the numerical calculations, and we provide
the definitions of the time-dependent quantities considered.
The analytical and numerical results are collected in Section 3,
and concluding remarks are presented in Section 4.

2. Theory and model
2.1 Model for the coupled electronic–nuclear motion

We treat an electron and a proton which move along the
coordinates r and R, respectively. They interact with two pro-
tons where one is located at R1 = �5 Å and the other is at
R2 = +5 Å. The potential is parameterized as28,29 (in atomic units):

Vðr;RÞ ¼ 1

jR1 � Rj þ
1

jR2 � Rj �
erf ½jR1 � rj=Rf �
jR1 � rj

� erf ½jR� rj=Rc�
jR� rj � erf ½jR2 � rj=Rf �

jR2 � rj þ D:

(2)

Here, the electron–proton interactions are screened using error
functions, and an energy shift D is introduced so that the
minimum of V(r, R) occurs at zero energy in the spatial region
covered in our numerical calculations. The parameters Rf and Rc

are fixed at values of 1.5 Å and 1.0 Å, respectively.
Concerning the relevance of the model, we cite the original

paper by Shin and Metiu28 which states that ‘‘The model was
inspired by a real problem, the transfer of an electron and a
sodium ion from one zeolite cage to another. One can also
think of the moving ion as a particle of a ‘‘medium’’ which is
displaced i.e., polarized when the electron changes its loca-
tion’’. Besides that, the model allows to study the electronic–
nuclear motion in various coupling regimes. By tuning the
interaction potential, situations ranging from a Born–Oppen-
heimer dynamics to those of effective non-adiabatic transitions
can be realized. In this way it is possible to study many

fundamental aspects because it is feasible to solve the time-
dependent Schroedinger equation numerically exactly, see e.g.,
ref. 30–35. The potential curves evolving from the model reflect
characteristics of the electronic structure of diatomic mole-
cules. In the example studied here, we are interested in a BO
dynamics and we may compare an approximate BO treatment
with what evolves from the exact dynamics. Concerning a
generalization of the model, we note that extensions have been
presented which are able to characterize BO dynamics and also
the motion at conical intersections involving several degrees of
freedom.36,37 We believe that the results presented in Section 3
are of a more general importance than what could be antici-
pated by regarding the simplicity of the model.

We numerically solve the time-dependent Schroedinger
equation

i�h
@

@t
Cðr;R; tÞ ¼ bHCðr;R; tÞ (3)

for the coupled electron–nuclear motion with help of the split
operator method.38 The Hamiltonian reads

bH ¼ bp2
2
þ
bP2

2M
þ Vðr;RÞ; (4)

where p̂ and P̂ are the electronic and nuclear momentum opera-
tors, respectively, and M is the proton mass. The wave functions
C(r, R, t) are represented on a grid with �12 Å r r r + 12 Å and
�6 Å r R r +6 Å. For each coordinate a number of 512 grid
points is used, and the time step entering the propagators is
Dt = 0.0024 fs.

As initial conditions we employ a function of the form

C(r, R, 0) = N0e�b0(R�R0)2

j0(r; R), (5)

with N0 being a normalization constant. The Gaussian in the
latter equation is centered at R0 = �3.5 Å, and its width is
determined by the parameter b0 which is set to a value of
7.14 Å�2. The electronic wave function j0(r; R) is obtained,
employing imaginary time propagation,39 in solving the elec-
tronic Schroedinger equation

p̂2

2
þ Vðr;RÞ

� �
f0ðr;RÞ ¼ V0ðRÞf0ðr;RÞ: (6)

Here, V0(R) is the adiabatic potential curve associated with the
electronic ground state. This potential is displayed in the upper
panel of Fig. 1. The energy gap between V0(R) and the potential
V1(R) of the first excited state is about 4 eV (at R = 0) which hints
at the fact that, under the specified initial condition (eqn (5)),
the dynamics is restricted to take place in the ground state.
This is indeed the case in our numerical example which is
checked in calculating the time-dependent population P0(t) =
|hj0|C(t)i|2. The latter is, within a deviation of 0.1%, equal
to one.

The electronic ground state wave function j0(r; R) is also
displayed in Fig. 1, lower panel. It is seen that it shifts almost
linearly with increasing values of the nuclear coordinate R. This
is characteristic for an adiabatic motion, where the electronic
properties smoothly adapt to the nuclear geometry. We note
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that the function approximately is of Gaussian form with a
constant width.

2.2 Differential entropies and correlation measures for
electronic–nuclear motion

In order to calculate entropies according to eqn (1), we need
probability densities. Given the time-dependent wave function,
the coordinate probability density is

r(r, R, t) = |C(r, R, t)|2. (7)

Single particle densities are obtained by integration. This leads
to the electronic (el) density

relðr; tÞ ¼
ð
dR jCðr;R; tÞj2; (8)

and the nuclear (nuc) density

rnucðR; tÞ ¼
ð
dr jCðr;R; tÞj2: (9)

From the three probability densities we determine the total
differential Shannon entropy

SðtÞ ¼ �
ð
dr

ð
dR rðr;R; tÞ ln½rðr;R; tÞ�; (10)

and the single particle entropies are

SelðtÞ ¼ �
ð
dr relðr; tÞln½relðr; tÞ�; (11)

SnucðtÞ ¼ �
ð
dR rnucðR; tÞ ln½rnucðR; tÞ�: (12)

We next regard different measures for the electron–nuclear
correlation, and the first one is the ‘‘mutual information’’ I(t)
which is

I(t) = Sel(t) + Snuc(t) � S(t). (13)

Another measure for correlation is the ‘‘covariance’’40 which,
for our two coordinates R and r, is defined as

cov(t) = hRrit � hrithRit, (14)

where the brackets denote the time-dependent expectation
values. Furthermore, the ‘‘correlation’’40 is defined as

corrðtÞ ¼ covðtÞ
sRðtÞsrðtÞ

; (15)

with the variances

sR
2(t) = hR2it � hRit2, (16)

sr
2(t) = hr2it � hrit2. (17)

3. Results
3.1 Analytical considerations

In this section we calculate entropies and correlation measures
analytically. The resulting expressions mainly derive from the
evaluation of various forms of Gaussian-type integrals. Here we
summarize the central equations, for more details the reader is
referred to the appendix.

We treat a Born–Oppenheimer dynamics in the electronic
ground state, where (suppressing, for convenience, the electro-
nic quantum number n = 0) the wave function of the
system reads

C(r, R, t) = c(R, t) j(r; R). (18)

In what follows, we assume that the nuclear wave packet,
initially being a Gaussian (see eqn (5)) remains of Gaussian
form in the time interval considered. The electronic wave
function j(r; R) is set to a Gaussian of constant width (i.e. it
is independent of R) and is centered at the nuclear coordinate
R. Regarding Fig. 1 (lower panel), it is seen that the latter

Fig. 1 Upper panel: Adiabatic potential curve of the electronic ground
state. Middle panel: Time-dependent nuclear probability density for times
up to 200 fs. The lower panel shows the ground state electronic wave
function j0(r; R).
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assumptions are not unrealistic for the present parameteriza-
tion of the interaction potential. On the other hand, the nuclear
density which is displayed in the middle panel of Fig. 1 exhibits
a large dispersion which means that a frozen Gaussian approxi-
mation is poor, but a Gaussian with time-dependent width is
potentially a good approximation for the wave function. Under
the specified conditions, the BO wave function is

Cðr;R; tÞ ¼ Nt e
�bt
2
ðR�RtÞ2 e�

g
2
ðr�RÞ2 : (19)

Here, Rt is the center of the Gaussian wave packet which shifts
as a function of time. Note that the normalization factor Nt and
the parameter bt are as well time-dependent because dispersion
of the wave packet occurs. On the other hand, we choose g as a
constant.

Using the ansatz for the wave (eqn (19)), the entropy can be
evaluated as:

SðtÞ ¼ � ln

ffiffiffiffiffiffiffi
gbt

p
p

" #
þ 1: (20)

To determine the electronic entropy, the electronic density is
needed, and it takes the form

relðr; tÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

btg
ðbt þ gÞp

s
e
� gbt
btþg

ðr�RtÞ2
: (21)

Note that the time-dependence of the electronic density enters
through the nuclear wave packet motion, namely through the
width bt and the center of the Gaussian at Rt. For the expecta-
tion value of the electronic coordinate we then have hrti = Rt,
and the electronic entropy is

SelðtÞ ¼ � ln

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
btg

ðbt þ gÞp

s" #
þ 1

2
: (22)

The nuclear density is obtained upon integration over the
electronic coordinate r:

rnucðR; tÞ ¼
ffiffiffiffiffi
bt
p

r
e�btðR�RtÞ2 ; (23)

from which it follows that hRit = Rt, and the nuclear entropy is:

SnucðtÞ ¼ � ln

ffiffiffiffiffi
bt
p

r" #
þ 1

2
: (24)

Having equations for the total entropy and the two particle
entropies, we now are in the position to give an analytical
expression for the mutual information (eqn (13)). In calculating
it, the constant terms cancel, and one arrives at the expression

IðtÞ ¼ 1

2
ln 1þ g

bt

� �
: (25)

To calculate the covariance, we evaluate the expectation value
for the product of the two coordinates with the result:

Rrh it¼
1

2bt
þ Rt

2: (26)

Taking into account that the expectation values of the two

coordinates are equal to zero, the covariance then is

covðtÞ ¼ 1

2bt
: (27)

To determine the correlation, we need the variances for the two
degrees of freedom. Using the equation

hRrit = hR2it, (28)

it follows that

sR2ðtÞ ¼ covðtÞ ¼ 1

2bt
: (29)

Regarding the electronic coordinate, the expectation value of r2

is determined as:

r2
� �

t
¼ 1

2g
þ R2
� �

t
¼ 1

2g
þ 1

2bt
þ Rt

2: (30)

We then have the electronic variance

sr2ðtÞ ¼
1

2

gþ bt
gbt

; (31)

leading to

corrðtÞ ¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ bt=g

p ¼ sRðtÞ
srðtÞ

: (32)

Let us comment on the results obtained so far. Due to the
ansatz for the wave function (eqn (19)), the time dependence of
all entropies is determined by the width parameter bt. Whereas
the nuclear entropy depends only on the width (i.e. bt) of the
nuclear density, the width of the electronic density also enters
into the electronic and total entropy. Both, the mutual informa-
tion I(t) and the correlation corr(t), depend on the ratio f = g/bt,
whereas the covariance cov(t) depends only on bt.

We may discuss two different limits, where the first one is
that of a fixed value of bt and large values of g or, alternatively,
fixed g and small values of bt. Then, we have

btg
bt þ g

! bt; (33)

with the consequence that the electronic density becomes

relðr; tÞ !
ffiffiffiffiffi
bt
p

r
e�btðr�RtÞ2 ¼ rnucðR ¼ r; tÞ: (34)

It then follows that the electronic entropy and the nuclear
entropy are equal:

SelðtÞ ! � ln

ffiffiffiffiffi
bt
p

r" #
þ 1

2
¼ SnucðtÞ: (35)

This means that the information stored in the electronic and
nuclear degrees of freedom is equivalent which is associated
with a large particle correlation. In the discussed limit, the MI
and the covariance diverges, and the correlation takes its
maximum value:

lim
bt!0

covðtÞ ¼ lim
bt!0

1

2bt
¼ 1; (36)
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lim
f!1

IðtÞ ¼ lim
f!1

1

2
ln½1þ f � ¼ 1; (37)

lim
f!1

corrðtÞ ¼ lim
f!1

1

1þ f �1
¼ 1: (38)

Note that, because the covariance depends on bt only, the two
cases of fixed bt and large g and fixed g and small bt are not
equivalent for the function cov(t).

Because, in the discussed limit, the electronic density
assumes exactly the form of the nuclear density, the two
particles are located very close to each other and if the nucleus
moves, the electron which is tacked to it, follows this motion
immediately. As a consequence, the information about the
electronic and nuclear dynamics is the same which results in
an identical electronic and nuclear entropy. Also, the instanta-
neous following of the electron upon a nuclear displacement
yields to a large degree of correlation (however it is measured).

Regard now the second situation where the width para-
meter, g takes very small values with bt being constant or g
being constant and bt approaching large values. We then find

btg
bt þ g

! g; (39)

so that the electronic entropy takes the value

SelðtÞ ! � ln

ffiffiffi
g
p

r� �
þ 1

2
: (40)

This entropy does not depend on properties of the nucleus so
that no correlation between the particles is present. This is also
reflected in the MI and the correlation which, in the limit of
vanishing ratio f = g/bt, approaches zero:

lim
f!0

IðtÞ ¼ lim
f!0

corrðtÞ ¼ 0: (41)

The covariance also approaches zero with increasing values of
bt:

lim
bt!1

covðtÞ ¼ 0: (42)

In the first limiting case discussed above, the electronic density
responds instantaneously to changes in the width of the
nuclear density, whereas in the second limit, it does not.
Because the nuclear density is strongly peaked around R = Rt,
the electronic density effectively behaves as rel B e�g(r�Rt)2 so
that it takes the form of an electronic eigenfunction at the
average nuclear position Rt. The electronic density is spread
over a large region of space, and thus the electron is bound only
very loosely to the nucleus. This results in a low degree of
correlation. To summarize, the meaning of the two limits is
that in the ‘‘strongly’’ correlated case, the electron density is
forced to be identical to the nucleus density, while in the
uncorrelated case, the electron does not depend on the nuclear
density. Of course the above discussed limits are not realized in
a real system. Rather, we have to distinguish the cases where f
(or bt) takes on a larger or a smaller number. This will be
discussed in regarding the numerical example presented in
Section 3.2.

3.2 Numerical example

Having the analytical results given in Section 3.1 at hand, we now
turn to a numerical example. Therefore we integrate the Schroe-
dinger equation for the coupled two particle motion subject to the
initial condition of eqn (5). The time-dependent nuclear prob-
ability density is displayed in the middle panel of Fig. 1. Starting
with the localized Gaussian at time t = 0, the wave packet moves
inwards, and it reaches the region of the classical turning point at
about 43 fs. Then, the motion is reversed and the starting region
is revisited after one vibrational period. Afterwards, dispersion
becomes more effective, leading to a nuclear wave packet which,
at the end of the shown time interval, spreads over the entire
classically accessible region.

The upper panel of Fig. 2 compares the numerically deter-
mined nuclear entropy to the analytical result given in eqn (24).

Fig. 2 Shown are the nuclear (upper panel), electronic (middle panel) and
total entropies (lower panel). In each case the results from the analytical
considerations (approx, eqn (20), (22) and (24)) are compared to the
numerically (num) obtained result. For better comparison, the upper panel
also contains the analytically derived electronic entropy (Sel

approx(t)).
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In the latter equation enters the width parameter bt which is
determined from the propagated wave function in calculating
the variance sR

2(t) and using eqn (29). Initially, the two curves
agree perfectly. As can be taken from Fig. 1, the Gaussian
approximation to the nuclear density is no longer valid around
the time, the classical turning point at positive distances R is
reached and also does not hold afterwards. This explains the
deviations of the two entropies. In more detail, it can be proved
that a Gaussian distribution maximizes the entropy over all
distributions with the same variance5 so that our approximate
treatment yields a curve which is larger than the numerically
derived one. Nevertheless, the general time dependence of
Snuc(t) is well described by the analytical result. This, in
particular, applies to the existence of the extrema. A minimum
is found upon the reflection of the wave packet at E42.5 fs.
This is related to the focusing of the nuclear density so that the
value of bt increases, causing the entropy to decrease as it is
predicted by eqn (24). The result is in accordance with the
interpretation of the entropy: a more localized probability
distribution allows to locate the nucleus more precisely which
is associated with a larger amount of information. After leaving
the turning point region, a spreading of the nuclear density
occurs so that information is lost and, accordingly, the entropy
increases. We note that there appears an additional minimum
in the nuclear entropy at early times (around 5.4 fs). This is due
to a ‘‘squeezing’’ of the inward moving wave packet.9

The numerically and analytically determined electronic
entropies are displayed in the middle panel of Fig. 2, and
the agreement between the two curves is excellent. In evaluat-
ing the analytical expression, we used an average value of
g = 0.75 Å�2 which is determined from the electronic wave
function j0(r; R). Besides the minimum at early time which is
due to the squeezing of the nuclear density, the time depen-
dence of Sel(t) follows that of the nuclear entropy. This is
predicted by eqn (22) which contains the nuclear width para-
meter bt. At longer times, the curve becomes constant and for
the analytical curves we find that the limit is reached where the
nuclear and electronic entropies are approximately equal (see
eqn (35)). This, however, is not the case if the numerically
determined entropies are compared. The total entropy follows
the time dependence of the single particle entropies, and the
deviations from the analytically obtained result (eqn (20)) are in
the order of those seen in the nuclear entropy.

We next turn to the different functions which characterize
the correlation between the electron and the nucleus. Analytical
and numerical results for the covariance cov(t), the correlation
corr(t) and the mutual information I(t) are compared in Fig. 3.
Regarding the numerically determined curves, it is seen that
their overall appearance is similar. This applies to the location
of the minima and maxima and the trend that an overall
increase of the functions is found which, at longer times,
results in constant values.

The approximate curves track the numerically determined
ones rather well so that we may use the analytical results
for interpretation. Because the electronic width parameter g is
approximately constant (see Fig. 1), we may discuss the

existence of the minima and maxima in terms of variations of
the width parameter bt. For all three curves, maxima in the
time-dependent width parameter bt result in minima which
means that a localized nuclear density is associated with a
lower degree of electron–nuclear correlation. This finding can
be traced back to the BO wave function of eqn (18). If the
nuclear function c(R, t) is located in a small region around Rt,
the R-dependence of the electronic function j(r; R) may be
ignored, i.e. we may set j(r; R) = j(r; Rt). As a consequence, the
total wave function is separable which is equivalent with the
absence of correlation. This is the limiting case with corr(t) =
cov(t) = I(t) = 0, and in a realistic situation these functions do
not vanish but exhibit minima. Naturally, if the width of the
nuclear density increases, so does the correlation and all three
functions take on larger values. From Fig. 3 it emerges that the
analytical expressions for the mutual information and the

Fig. 3 Comparison of the covariance cov(t), correlation corr(t) and mutual
information I(t), as indicated. In each case the results from the analytical
considerations (approx, eqn (27), (32), (A12)) are compared to the numer-
ical (num) obtained results.
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correlation are in excellent agreement with the numerical
results, whereas for the covariance, the deviations are larger.
In the case of the entropies, we found that the largest devia-
tions between the analytical and numerical results occur in the
nuclear case. Because analytically, the covariance does only
depend on the nuclear width parameter bt, it then seems
consistent that the same degree of disagreement is found. On
the other hand, for the correlation as well as the MI, the
analytical predictions are astonishingly good. In the case of
the MI this can be understood in rewriting the total entropy as

SðtÞ ¼ SnucðtÞ þ
ð
dR rnucðR; tÞ sðRÞ; (43)

where

sðRÞ ¼ �
ð
dr jjðr;RÞj2 ln½jjðr;RÞj2� (44)

is the electronic entropy at fixed geometry R. The entropy is
thus the sum of the nuclear entropy and the electronic entropy
at fixed values of R, averaged over the nuclear density. Then, the
mutual information takes the form:

IðtÞ ¼ SelðtÞ þ
ð
dR rnucðR; tÞsðRÞ; (45)

which means that the contribution of the pure nuclear entropy
is no longer present and the electronic entropy determines the
mutual information. Because the Gaussian approximation for
the electronic density is accurate, the analytically determined
electronic entropy agrees rather well with the numerical result,
and so does the MI. Concerning the correlation corr(t) it can be
shown that the Gaussian ansatz for the nuclear and electronic
part of the BO wave function is not essential. Under the
assumption that the electronic wave functions fulfills j(r;R) =
j(r � R) and is symmetric in its argument, the correlation
depends only on the variances and not on the particular form of
the two wave functions.

4. Summary

To summarize, we investigate an electron–nuclear coupled
dynamics taking place in the BO regime, where the time
dependence of differential Shannon entropies is determined
by properties of the nuclear wave packet. The results of a
numerical calculation treating the coupled motion are
explained analytically using a Gaussian ansatz for the wave
function. In this way, we obtain a more detailed understanding
of the complex correlated particle motion, and in particular, its
information theoretical aspects evolving in time. The nuclear,
electronic and total entropies reflect the combined motion of
the particles. If the electronic–nuclear density is focused upon
reaching classical turning points, more information on the
positions of the particles is available, and the total and single
particle entropies exhibit minima. This supports the concept of
entropy as a measure of (or the lack of) information.

During the adiabatic motion, electron and nucleus move in
phase, i.e. they are strongly correlated. However, at the turning

points of the wave packet motion, the correlation decreases.
This is seen in different quantities used to measure electron–
nuclear correlation effects, i.e. the covariance cov(t), the corre-
lation corr(t) and also the mutual information I(t). Because the
time dependence of these functions is similar, the question
which function is more valuable to measure the entanglement
is, at least in the situation treated here, not uniquely to be
answered. From the analytical model it emerges that the
covariance does only depend on properties of the nuclear part
of the BO wave function. On the other hand, the correlation and
the MI contain characteristics of the electronic wave function as
well. This suggests that the latter two quantities provide a better
measure of the entanglement. Interestingly, the MI is mainly
determined by the electronic contribution to the entropies
entering in its definition. This, however, holds only in the limit
where the BO approximation is valid. Finally, we note that the
numerical results change only weakly if the parametrization of
the interaction potential is modified within limits such that the
population remains basically in the electronic ground state.

Conflicts of interest

There are no conflicts to declare.

A. Appendix

In what follows, we outline the derivations of the analytical
results given in Section 3.1. The starting point is the BO wave
function

Cðr;R; tÞ ¼ Nt e
�bt
2
ðR�RtÞ2 e�

g
2
ðr�RÞ2 : (A1)

In the analysis presented below, frequently appear integrals
over Gaussians which, for completeness, we list explicitly:ð

dy e�ay
2þby ¼

ffiffiffi
p
a

r
;

ð
dyy2 e�y

2 ¼
ffiffiffi
p
p

2
: (A2)

The normalization factor Nt can be determined by evaluating
the double Gaussian integral over the density, and one finds

Nt
2 ¼

ffiffiffiffiffiffiffi
gbt

p
p

: (A3)

Next we calculate the differential Shannon entropy using the
particular form of the spatial wave function given in eqn (19).
This leads to the expression

SðtÞ ¼ �Nt
2 ln Nt

2
� �ð

dr

ð
dR e�btðR�RtÞ2�gðr�RÞ2

þNt
2bt

ð
dr

ð
dR e�btðR�RtÞ2�gðr�RÞ2ðR� RtÞ2

þNt
2g
ð
dr

ð
dR e�btðR�RtÞ2�gðr�RÞ2ðr� RÞ2:

(A4)

Employing the analytical results for the Gaussian integrals
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(eqn (A2)), the entropy is determined as

SðtÞ ¼ � ln

ffiffiffiffiffiffiffi
gbt

p
p

" #
þ 1: (A5)

The electronic density is

relðr; tÞ ¼ Nt
2

ð
dR e�btðR�RtÞ2 e�gðr�RÞ

2
: (A6)

Introducing the new variables R0 = R � Rt and r0 = r � Rt, the
density takes the form

relðr0; tÞj ¼ Nt
2

ð
dR0 e�btR

02
e�gðr

0�R0Þ2

¼ Nt
2 e�gr

02
ð
dR0 e�ðbtþgÞR

02þð2gr0ÞR0 ;

(A7)

leading to

relðr; tÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

btg
ðbt þ gÞp

s
e
� gbt
btþg

ðr�RtÞ2
: (A8)

In evaluating the electronic entropy, similar integrals as
encountered in the determination of the total entropy appear,
and one arrives at the expression:

SelðtÞ ¼ � ln

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
btg

ðbt þ gÞp

s" #
þ 1

2
: (A9)

The nuclear density

rnucðR; tÞ ¼
ffiffiffiffiffi
bt
p

r
e�btðR�RtÞ2 ; (A10)

is of the same functional form as the electronic density so that,
by a proper replacement, one finds

SnucðtÞ ¼ � ln

ffiffiffiffiffi
bt
p

r" #
þ 1

2
: (A11)

Inserting the equations for the total entropy and the two
particle entropies, the mutual information (eqn (13)) is:

IðtÞ ¼ � ln

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
btg

ðbt þ gÞp

s" #
� ln

ffiffiffiffiffi
bt
p

r" #
þ ln

ffiffiffiffiffiffiffi
gbt

p
p

" #

¼ 1

2
ln 1þ g

bt

� �
:

(A12)

To calculate the covariance we evaluate the expectation value
for the product of the coordinates:

Rrh it ¼
ffiffiffiffiffiffiffi
gbt

p
p

ð
dRR e�btðR�RtÞ2

ð
dr r e�gðr�RÞ

2

¼
ffiffiffiffiffiffiffi
gbt

p
p

ð
dRR e�btðR�RtÞ2

ð
dr0ðr0 þ RÞ e�gr02

¼
ffiffiffiffiffiffiffi
gbt

p
p

ð
dRR2 e�btðR�RtÞ2

ffiffiffi
p
g

r

¼
ffiffiffiffiffi
bt
p

r ð
dRðRþ RtÞ2 e�btR

2 ¼ 1

2bt
þ Rt

2:

(A13)

Taking into account that hrit = hRit = 0, the covariance is

covðtÞ ¼ 1

2bt
: (A14)

To determine the correlation, we need the variances for the two
degrees of freedom. From the calculation given in eqn (A13) it
follows that

hRrit = hR2it (A15)

so that

sR2ðtÞ ¼ covðtÞ ¼ 1

2bt
: (A16)

The expectation value of r2 is determined as:

r2
� �

t
¼

ffiffiffiffiffiffiffi
gbt

p
p

ð
dR e�btðR�RtÞ2

ð
drr2 e�gðr�RÞ

2

¼
ffiffiffiffiffiffiffi
gbt

p
p

ð
dR e�btðR�RtÞ2

ð
dr0ðr0 þ RÞ2 e�gr02

¼
ffiffiffiffiffiffiffi
gbt

p
p

ð
dR e�btðR�RtÞ2

ffiffiffi
p
p

2g3=2
þ R2

ffiffiffi
p
g

r� �

¼ 1

2g
þ R2
� �

t
¼ 1

2g
þ 1

2bt
þ Rt

2:

(A17)

We then have the result

sr2ðtÞ ¼
1

2

gþ bt
gbt

: (A18)

Inserting the expressions for the variances in the definition for
the correlation leads to the result

corrðtÞ ¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ bt=g

p : (A19)
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31 M. Falge, V. Engel and S. Gräfe, J. Chem. Phys., 2011, 134, 184307.
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Abstract: We calculate differential Shannon entropies derived from time-dependent coordinate-
space and momentum-space probability densities. This is performed for a prototype system of a
coupled electron–nuclear motion. Two situations are considered, where one is a Born–Oppenheimer
adiabatic dynamics, and the other is a diabatic motion involving strong non-adiabatic transitions.
The information about coordinate- and momentum-space dynamics derived from the total and
single-particle entropies is discussed and interpreted with the help of analytical models. From the
entropies, we derive mutual information, which is a measure for the electron–nuclear correlation.
In the adiabatic case, it is found that such correlations are manifested differently in coordinate- and
momentum space. For the diabatic dynamics, we show that it is possible to decompose the entropies
into state-specific contributions.

Keywords: differential Shannon entropy; correlation; electron–nuclear dynamics

1. Introduction

Given the coordinate-space wave function ψ(x, t) of a quantum system, the differential
Shannon entropy is obtained from the probability density ρ(x, t) = |ψ(x, t)|2 as [1,2]

Sx(t) = −
∫

dx ρ(x, t) ln [ρ(x, t)], (1)

where x and t stand for the coordinates and time, respectively. This function is a measure
for the information available on the system, and the larger its value, the less information is
provided. Likewise, one may start with the momentum (π) space wave functions ψ(π, t)
being the Fourier transform of ψ(x, t), yielding the density ρ(π, t) = |ψ(π, t)|2, and define
the entropy

Sπ(t) = −
∫

dπ ρ(π, t) ln [ρ(π, t)]. (2)

Following the information-theoretical line of thought, Sx(t) and Sπ(t) provide us
with knowledge about what happens in coordinate- and momentum-space, respectively.
If one encounters a less localized coordinate-space probability density, the position of
a particle is less precisely known so that the entropy Sx(t) takes on a larger value. If
we consider, for example, a Gaussian-like density, due to the Fourier relation, a broad
coordinate-space distribution is associated with a more localized momentum-space density
and, accordingly, Sπ(t) is smaller. This general behavior is connected to the coordinate-
momentum uncertainty relation. In more detail, one finds that the sum Sx(t) + Sπ(t) is a
measure for the coordinate-momentum uncertainty [2–5].
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Concerning chemical dynamics, differential Shannon entropies have been discussed,
see Refs. [6–10]. They are also important in the connection with reactivity [11], aromatic-
ity [12] and stereochemistry [10]. Other applications include the thermalization of isolated
quantum systems caused by disorder [13,14], and in the static case, differential Shannon en-
tropies were applied to study wavefunction behavior in various potentials [15–17], avoided
crossings [18–20] and correlation effects [21,22].

Regard now, more specifically, a molecule composed of electrons and nuclei. We then
may calculate the differential Shannon entropies Sx(t) and Sπ(t) from the total probability
densities; additionally, using the electron (el) and nuclear (nuc) densities, the particle
entropies Sel

x (t), Sel
π(t) and Snuc

x (t), Snuc
π (t) are accessible. It is the purpose of this paper to

illustrate coordinate-space and momentum-space entropies for a coupled electron–nuclear
dynamics. There, one may distinguish two opposite situations. The first one is that
of a Born–Oppenheimer (BO) adiabatic motion [23,24], where the nuclear dynamics is
restricted to a single electronic state, and couplings to other states are negligible. This
is often realized if the motion takes place in the electronic ground state. The opposite
limit is reached if strong non-adiabatic couplings are present [25]. Then, nuclear densities
are transferred with large efficiency between different electronic states, as is usually the
case when an avoided crossing between potential curves [26,27] or a conical intersection
between potential surfaces [28–30] is passed. Differential entropies evolving from the weak
and strong coupling cases are considered in this paper. Additionally, the electron–nuclear
correlation, which can be characterized by the “mutual information” derived from the
entropy functions [21,31], is discussed. In doing so, the interpretations evolving from
coordinate-space and momentum-space are investigated, thereby extending our former
work [32]. This is performed using analytical approaches and also giving numerical
examples. The latter are restricted to a coupled one-dimensional motion of an electron and
a nucleus [33,34]. We use parameterizations of the electronic–nuclear interaction potential,
which cover the two coupling cases outlined above. The paper is organized as follows. In
Section 2, we describe the model used in the numerical calculations, and we also provide
the basic equations to arrive at the various entropies. The analytical and numerical results
are collected in Section 3, and a summary is given in Section 4.

2. Theory and Model
2.1. Model for the Coupled Electronic–Nuclear Motion

A useful model for the one-dimensional electron–nuclear motion was established in
the work of Shin and Metiu [33,34]. It has been used to describe basic properties of such
dynamics [35–37], and was extended to include more than one electron [36] and also a
planar motion to describe dynamics taking place at a conical intersection [38–40]. The
interaction potential is taken as (in atomic units)

V(r, R) =
1

|R1 − R| +
1

|R2 − R| −
er f [|R1 − r|/R f ]

|R1 − r|

− er f [|R− r|/Rc]

|R− r| −
er f [|R2 − r|/R f ]

|R2 − r| + ∆, (3)

where r and R denote the coordinate of the electron and nucleus, respectively. They interact
via screened Coulomb potentials involving error functions. Additionally, there are two
protons at fixed positions R1 = − 5 Å and R2 = + 5 Å so that further terms are present
in the potential energy surface. The strength of the screening is determined by the two
parameters R f and Rc, where in our examples, R f is fixed at a value of 1.5 Å, and Rc takes
the value of Rc = 1 Å and Rc = 5 Å for the cases of weak and strong non-adiabatic coupling,
respectively. Finally, ∆ is an energy shift which is chosen such that the potential V(r, R)
has its minimum at zero energy in the range of our spatial grid.
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The time-dependent Schrödinger equation reads

ih̄
∂

∂t
Ψ(r, R, t) = Ĥ Ψ(r, R, t), (4)

with the Hamiltonian

Ĥ =
p̂ 2

2me
+

P̂ 2

2M
+ V(r, R). (5)

Here, the momentum operators for the electron and the nucleus are p̂ and P̂, respec-
tively, M denotes the proton mass, and me is the mass of the electron.

The time propagation is performed with the split-operator method [41] on a grid in
the spatial ranges of − 12 Å ≤ R ≤ + 12 Å and − 6 Å ≤ r ≤ + 6 Å, using 512 grid points in
each direction and a time step of ∆t = 0.0024 fs.

Different initial conditions are employed in solving the time-dependent Schrödinger
equation. The initial functions are of the form

Ψ(r, R, 0) = N0 e−β0(R−R0)
2

ϕn(r; R). (6)

Here, N0 is a normalization constant, and the appearing Gaussian is characterized
by its center R0 and the width parameter β0, which is set to a value of 7.14 Å−2 through-
out, and the center of the Gaussian R0 takes on different values. Solving the electronic
Schrödinger equation

[ p̂ 2

2me
+ V(r, R)

]
φn(r; R) = Vn(R) φn(r; R), (7)

using imaginary time propagation [42] yields the electronic wave functions ϕn(r; R) and the
adiabatic potentials Vn(R) corresponding to the electronic state with quantum number (n).

A variation of the screening parameter entering into the interaction potential leads
to different adiabatic potentials. The ground state potential obtained for a value of Rc = 1
Å is shown in the left upper panel of Figure 1. The energy gap to the potential V1(R) is
about 4 eV (not shown) so that here, the electronic ground state is separated from the
excited electronic states, and we encounter a case where the BO approximation is valid
(Section 3.1). The electronic eigenfunctions ϕ0(r; R) and ϕ1(r; R) are also contained in the
figure (left middle and left lower panel). The ground state function shifts almost linearly
with increasing values of the nuclear coordinate, thereby approximately keeping a Gaussian-
like shape of constant width. This is not true for ϕ1(r; R), which varies considerably in
its width.

The situation of a strong coupling is illustrated in the right-hand column of Figure 1,
and it is obtained in setting Rc = 5 Å. The potentials of the two lowest states show a very
small energy gap of [V1(0) − V0(0)] <0.01 eV at the avoided crossing. The respective
electronic eigenfunctions, displayed in the lower right two panels of the figure, do not
change their form in varying R at negative distances. Reaching the avoided crossing at
R = 0, a sudden jump of the probability density occurs, and then, at positive values of R,
the shape again remains invariant upon a change in geometry. This is characteristic for the
diabatic dynamics, see Section 3.2.
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Figure 1. Upper panels: Adiabatic potential curves Vn(R) obtained for two choices of the screening
parameter Rc. The left- and right-hand columns are associated with the cases of a BO motion
(Rc = 1 Å) and a diabatic motion (Rc = 5 Å), respectively. The two lower rows show the electronic
eigenfunctions ϕ0(r; R) and ϕ1(r; R) as indicated.

2.2. Differential Entropies for Electronic–Nuclear Motion

In order to calculate entropies, according to Equations (1) and (2), probability densities
are needed. From the time-dependent wave function, the coordinate probability density is
calculated as

ρ(r, R, t) = |Ψ(r, R, t)|2. (8)

Single-particle densities are obtained by integration. This leads to the electronic
density

ρel(r, t) =
∫

dR ρ(r, R, t), (9)

and for the nucleus, one has

ρnuc(R, t) =
∫

dr ρ(r, R, t). (10)

A two-dimensional Fourier transform of Ψ(r, R, t) yields the momentum-space wave
function Ψ(p, P, t) and the density

ρ(p, P, t) = |Ψ(p, P, t)|2, (11)

with p and P being the electronic and nuclear momenta, respectively. We then have
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ρel(p, t) =
∫

dP ρ(p, P, t), (12)

ρnuc(P, t) =
∫

dp ρ(p, P, t). (13)

Using the coordinate- and momentum-space densities, the total differential Shannon
entropies can be calculated as follows:

Sx(t) = −
∫

dr
∫

dR ρ(r, R, t) ln
[
ρ(r, R, t)

]
, (14)

Sπ(t) = −
∫

dp
∫

dP ρ(p, P, t) ln
[
ρ(p, P, t)

]
. (15)

For the single particles, one obtains the following entropies:

Sel
r (t) = −

∫
dr ρel(r, t) ln

[
ρel(r, t)

]
, (16)

Sel
p (t) = −

∫
dp ρel(p, t) ln

[
ρel(p, t)

]
, (17)

Snuc
R (t) = −

∫
dR ρnuc(R, t) ln

[
ρnuc(R, t)

]
, (18)

Snuc
P (t) = −

∫
dP ρnuc(P, t) ln

[
ρnuc(P, t)

]
. (19)

Another quantity is the “mutual information” (MI). This function contains information
on the correlation between different particles [21,31]. In the present situation of a coupled
electron–nuclear motion, we derive from the densities the coordinate-space and momentum-
space MI:

Ix(t) = Sel
r (t) + Snuc

R (t)− Sx(t), (20)

Iπ(t) = Sel
p (t) + Snuc

P (t)− Sπ(t). (21)

We also regard two additional measures for correlation. The first one is the “covari-
ance” [43], which is defined in terms of expectation values of the coordinates r and R or the
momenta p and P as

covx(t) = 〈rR〉t − 〈r〉t 〈R〉t , (22)

covπ(t) = 〈pP〉t − 〈p〉t 〈P〉t . (23)

Using the variances for the variables y = r, R, p, P

σ2
y (t) = 〈y2〉t − 〈y〉2t , (24)

one defines the “correlations” as

corrx(t) =
covx(t)

σR(t)σr(t)
, (25)

corrπ(t) =
covπ(t)

σP(t)σp(t)
. (26)

3. Results
3.1. Weak Coupling: Born–Oppenheimer Dynamics

Setting the screening parameter to a value of Rc = 1 Å and imposing the initial
condition given in Equation (6) with R0 = −3.5 Å and with the electronic wave function
ϕ0(r; R) yields the dynamics which exclusively takes place in the electronic ground state.
This means that the population P̃0(t) = |〈ϕ0|Ψ(t)〉|2 remains equal to one at all times
regarded (where the numerical deviations are in the order of 0.2%).

In a former paper, we used a Gaussian ansatz for the BO wave function to analyze the
numerically determined entropies and correlation measures [32]. This function reads
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Ψ(r, R, t) = Nt e−
βt
2 (R−Rt)

2
e−

γ
2 (r−R)2

, (27)

where the normalization factor is

Nt =

[√
γβt

π

] 1
2

. (28)

The time dependence of the wave function is contained in the center of the nuclear
Gaussian at R = Rt and also its width, which is determined by the parameter βt. Phase
factors are thus not included in the ansatz. On the other hand, the electronic wave function
is assumed to have a constant width (i.e., γ = const.), and its center shifts linearly with the
nuclear coordinate R. These assumptions are approximately fulfilled for ϕ0(r; R), as it can
be taken from Figure 1, middle left panel. The ansatz of Equation (27) allows to calculate
the various quantities derived from the coordinate-space densities. The details of these
calculations can be found in Ref. [44]. Here, we additionally need the respective equations
evolving from a momentum-space analysis. The latter is presented in Appendix A. The
results for the entropies, variances and correlation measurements are as follows:

Sx(t) = ln

[
π√
γβt

]
+ 1, (29)

Sπ(t) = ln
[√

γβtπ
]
+ 1, (30)

Sel
r (t) = ln

[√
(βt + γ)π

βtγ

]
+

1
2

, (31)

Sel
p (t) = ln

[√
πγ
]
+

1
2

, (32)

Snuc
R (t) = ln

[√
π

βt

]
+

1
2

, (33)

Snuc
P (t) = ln

[√
π(βt + γ)

]
+

1
2

, (34)

Ix(t) =
1
2

ln
[

1 +
γ

βt

]
, (35)

Iπ(t) =
1
2

ln
[
1 +

γ

βt

]
, (36)

σ2
r (t) =

1
2

γ + βt

γβt
, (37)

σ2
p(t) =

γ

2
, (38)

σ2
R(t) =

1
2βt

, (39)

σ2
P(t) =

1
2
(βt + γ), (40)

covx(t) =
1

2βt
, (41)

covπ(t) = −1
2

γ, (42)

corrx(t) =
1√

1 + βt/γ
, (43)

corrπ(t) = − 1√
1 + βt/γ

. (44)
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In this section, the latter equations are used—as far as possible—for the interpretation
of the numerical results.

The nuclear dynamics is illustrated in Figure 2, left upper panel. It is seen that the
probability density performs a vibrational motion, but at the end of the displayed time
interval, dispersion causes the density to be distributed over the entire classically allowed
region. The corresponding momentum density is shown below the coordinate density. It
reveals a complex structure which includes, as is also seen in the coordinate-space density,
interference fringes. The latter arise when ρnuc(R, t) reverses its direction of motion so that
ρnuc(P, t) changes from a positive to a negative momentum distribution. It is obvious that
the ansatz for the nuclear momentum density given in Equation (A15) cannot accurately
describe the numerical result shown in the figure. This, in particular, applies to the seen
fringes and also to the rapid change from positive to negative momenta. Nevertheless, the
derived analytical entropies still prove to be valuable because they are quantities derived
from an integration over all momenta.
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Figure 2. Nuclear density dynamics in the presence of weak (BO dynamics, left-hand column) and
strong non-adiabatic coupling (diabatic dynamics, right-hand column). The upper panels show
the nuclear densities in coordinate space and the lower panels in momentum space. While in the
weakly coupled case the densities disperse quickly, the strongly coupled case shows quasi-harmonic-
dynamics.

The coordinate space nuclear entropy is displayed in the upper left panel of Figure 3. It
was checked upon numerically (not shown) that exactly the same curve is obtained if the BO
wave function is employed in the calculation. This function is the product of ϕ0(r; R) and a
component ψBO

0 (R, t), which is obtained in solving the nuclear time-dependent Schrödinger
equation involving the adiabatic potential V0(R). We found that the BO approximation
is excellent for all entropies presented in the figure. The approximate curve for Snuc

R (t)
(Equation (33)) is determined for a value of γ = 0.733 Å, which is calculated in taking an
average of the variance σ2

r (R) of the electronic eigenfunction in the interval |R| ≤ 5 Å. The
time-dependent parameter βt is obtained from the numerically calculated variance σR(t)
using Equation (39). The analytical expression initially tracks the numerical obtained entropy
excellently. Deviations occur when the classical turning point of the wave packet motion
is approached for the first time. At this time, the Gaussian approximation to the nuclear
density is no longer accurate, see Figure 2. Nevertheless, the analytical curve predicts the time
dependence of the nuclear entropy rather well. The minima in the entropy occur at times
when the wave packet is focused (large value of βt) as can be understood from Equation (33).
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This is the case at the classical turning points of the motion, and it is in accord with the
notion that a more localized coordinate space probability density is associated with a larger
information on a particle’s position and, in turn, with a smaller entropy. Note that a focusing
also takes place around 5 fs, which is due to a squeezing [45] of the wave packet.
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Figure 3. BO dynamics. The left-hand panels show the coordinate-space entropies for the nuclear
(upper panel) and electronic (middle panel) degrees of freedom. Also displayed is the entropy of the
coupled system (lower panel). The right-hand column contains the same functions derived from the
momentum-space densities. In each case, the numerically determined functions are compared to the
analytically ones. The dashed lines mark the times when the wave packet reaches the classical turning
points of its motion.

The momentum-space nuclear entropy is shown in the right upper panel of Figure 3. To
arrive at the approximate entropy, we again use the value of γ = 0.733 Å, and the parameter
βt is then calculated from the numerically determined variance using Equation (40). The
deviations between the numerical and analytical entropies are larger than those found in
coordinate space, for the reasons discussed above. Nevertheless, the positions of the extrema
are well predicted. From Equation (34), it can be inferred that a minimum is found at times
when βt assumes a minimum, which correlates with a more localized momentum-space
density. Thus, at times when a maximum is found in the coordinate-space entropy, the
momentum-space entropy assumes a minimum and vice versa. This illustrates the Fourier
relation between the two nuclear densities.

The comparison of Equations (31) and (33) shows that the nuclear and electronic coor-
dinate entropies exhibit minima and maxima at the same times. This indeed is seen if these
curves are compared (upper and middle left panel of Figure 3). The agreement between
the numerically and analytically determined electronic entropies is astonishingly good. Not
unsurprisingly, we find that at the turning points where the electron–nuclear wave packet
reverses its motion, we know more precisely where the electron is located as is the case for the
nucleus. This is also reflected in the total spatial entropy (lower left panel of the figure). The
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approximate function Sx(t) is, at all times, larger than the numerical one, which is a property
of the normal probability distribution [1].

The electronic momentum-space entropy is contained in the middle right panel of
Figure 3. Whereas the analytical solution predicts a time-independent entropy, the numerical
results show that there are smaller time variations, where, as for the coordinate-space entropies,
the minima and maxima correlate with those found for the nuclear degree of freedom. The
time dependence of the total momentum entropy is determined by that of the nuclear entropy
because the latter has a more pronounced time dependence as Sel

x (t). Note, however, that it is
not the sum of the two particle entropies; see the discussion below.

The results presented so far show that the time dependence of the entropies is determined
by the nuclear component of the wave function. This, of course, does not come as a surprise
because in the present case, the BO approximation is valid, and thus the electronic part of
the wave functions does not include time as a parameter. The predictions derived from our
Gaussian ansatz for the wave function, namely that the minima in the entropies correlate with
a more localized nuclear coordinate-space density, are confirmed by the numerical calculation.
Concerning the information available, it is seen that the coordinate-space and momentum-
space entropies reflect the Fourier relation between the two spaces. In particular, if we know
more about the localization of one or the other particle, less is known about its momentum
and vice versa.

Let us, in what follows, discuss the three measures of particle entanglement, namely
the covariance, correlation and mutual information as defined in Section 2.2. The covariance
functions covx(t) are shown in the upper left panel of Figure 4, and it is seen that the ana-
lytically derived curve again provides a very good approximation of the numerically exact
one. Thus, using Equation (41) for interpretation, a localized nuclear density, corresponding
to a large value of βt, goes in hand with a low degree of particle correlation. The reason is
that in this case, the R-dependence of the electronic wave function entering into the BO wave
function is of minor importance so that the wave function is approximately separable. This
shows that at times when the classical turning points (which are indicated as dashed vertical
lines in Figure 4) are reached, the covariance takes on minimal values. The same applies to
the correlation (middle left panel of Figure 4) and also to the MI (lower left panel). All three
functions exhibit a comparable time dependence so that we conclude that they measure the
correlation in a very similar way.

A different picture evolves from the momentum-space functions displayed in the right-
hand column of Figure 4. The nuclear momentum covariance and correlation behave rather
similarly as a function of time. They exhibit an overall decrease, which is modulated with the
vibrational period, and for longer times, they level to a value of about zero. Both numerically
determined functions are negative initially, and they switch sign for later times, whereas the
analytical predictions stay negative throughout. This deviation is a non-BO effect, which was
checked upon in performing a BO propagation.

It is seen that at times when the turning points are reached, the momentum correlation
approaches zero, which agrees with the behavior in configuration space. Whereas no time
dependence appears in the analytical covariance expression, the change of the nuclear variance
causes the correlation corrπ(t) to vary, similar to the numerical curve.

The momentum-space MI, displayed in the lower right panel of Figure 4, exhibits an
unusual behavior. The overall rise of the function is modulated by the vibrational period of
the quantum motion. The analytically determined MI does only give reasonable results at
very early times. It is interesting to observe that around the times when corrx(t) and covx(t)
predict a low degree of particle correlation, the MI does not, i.e., the MI is phase shifted
with respect to the other two functions. We also note that the fast oscillations seen in the MI
are neither of numerical origin nor are they due to non-BO effects as seen, for example, in
time-dependent electron momentum expectation values [46].
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Figure 4. BO-dynamics. The left-hand column shows the coordinate-space covariance, correlation and
mutual information, as indicated. The respective curves obtained from the momentum-space densities
are depicted in the right-hand column. In each case, numerically and analytically derived results are
compared. The times when the turning points are reached are marked by the vertical lines.

To gain more insight into the behavior of Iπ(t), we show in Figure 5a snapshots of the
momentum-space density at times when maxima and minima in the MI occur. It is seen that
initially, when Iπ(t) is small, the density is a nodeless Gaussian-like distribution. At a time
of t = 38 fs, there appears a clear nodal structure, and the MI takes on a maximum. Then, at
54 fs, the density in the region of its largest amplitude has lost the nodal pattern (although,
at larger nuclear momenta there is a region where the density shows nodes, but the overall
amplitude is small). Nodes appear another time at the location of the next maximum (82 fs).
A similar trend is seen at later times. The conclusion is that an increase in the MI goes in
hand with the appearance of nodal patterns in the momentum-space density found in the
direction of the nuclear momentum, and that with an increasing number of nodes, the MI
grows. To observe this behavior, it is important that the nodes are not oriented parallel to the
axes because otherwise they do not give a contribution to wave packet entanglement. This is
the case for the coordinate-space density. The latter is depicted, for selected times, in Figure 5b.
Starting with a Gaussian-like function at time zero, the density moves along the line r = R.
There also appears a nodal structure but here, all nodal lines are oriented perpendicular to
the nuclear coordinate axis. This does not change as a function of time as is illustrated for the
times t = 69 fs and 113 fs, where the coordinate-space MI assumes maxima. At later times
(250 fs and 300 fs), the densities are quite similar, which leads to a constant value of Ix(t). A
clearer nodal pattern is seen in the momentum-space density, which, for these times, fluctuates
as a function of time (Figure 5a), giving rise to fluctuations in Iπ(t).
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Figure 5. BO-dynamics. (a) Shown are momentum-space densities ρ(p, P, t) for different times as
indicated. Abscissa and ordinate correspond to the nuclear and electronic momentum, respectively. Also
shown is the MI Iπ(t). The vertical red lines mark times when the MI exhibits extrema, and the black
lines indicate the times when the classical turning points are reached. (b) Same as (a), but in coordinate
space. The densities ρ(r, R, t) (abscissa R, ordinate r) are depicted for selected times.

To support the connection between the nodal structure of the momentum-space density
and the resulting MI, we developed an analytical model using the simple ansatz for the
normalized density as

ρa,b(p, P) =
2 e−P2−p2

cos2( a√
1+b2 (P + bp))

π(1+ e−a2)
. (45)

Here, the parameter a determines the frequency of the cosine and thus the number of
nodes. In the limit a → 0, a standard non-correlated Gaussian is recovered. The second
parameter b ∈ [0, 1] determines the alignment of the nodes. The factor

√
1+ b2 ensures that b

does not distort the density and thus influences the effective frequency/number of nodes.
Using MATHEMATICA, we calculate the MI as a function of the frequency (i.e., number

of nodes) and for several values of b. The extensive analysis of these calculations is out of the
scope of this paper, and it will be given elsewhere [44]. Here, we summarize the main results.
Regarding the MI as a function of the number of nodes, we find that it grows monotonically
and approaches a constant with increasing number of nodes. Furthermore, the MI vanishes
for b = 0 and arbitrary a, and curves reach the same upper bound faster with increasing
b > 0. The rough model explains qualitatively what is seen in the numerical results. Using
the ansatz Equation (45), the covariance and correlation can be calculated analytically. These
functions vanish for b→ 0 and a→ 0 as expected, but they also vanish for a→ ∞, whereas
the MI approaches a finite non-zero limit. This finding is also in accord with what is seen in
Figure 4. Here we encounter a behavior of the MI which is different from the covariance and
correlation, which hints at the fact that non-linear correlations are present in the wave packet
moving in momentum space.

3.2. Strong Coupling: Diabatic Dynamics

In this section, we treat the case of a strong non-adiabatic coupling, which is achieved
in setting the screening parameter to Rc = 5 Å. The adiabatic potentials and the electronic
eigenfunctions are illustrated in Figure 1. The nuclear wave function starts at R0 = −1.5 Å.
For an analytical approach, we take advantage of the fact that the dynamics (see right-hand

6. Information-Theoretical Approach to Coupled Electron-Nuclear
Dynamics

112



Entropy 2023, 25, 970 12 of 23

column of Figure 2) can be well described as a diabatic motion [47], where the wave function
is of the form

Ψ(r, R, t) = ψd(R, t) ϕ0(r, Rd). (46)

Within this approximation, the nuclear component moves in the diabatic potential
obtained in connecting the negative branch of V0(R) with the positive branch of V1(R), and
the electronic wave function is the diabatic function calculated at a fixed value R = Rd.

The analytical treatment starts from the ansatz for the wave function as

Ψ(r, R, t) =

√√
γβt

π
e−

βt
2 (R−Rt)

2
e−

γ
2 (r−Rd)

2
. (47)

Thus, here, the total wave function is separable, which simplifies the calculations if
compared to the BO case treated in Section 3.1. As shown in Appendix B, the following
entropies evolve from the diabatic ansatz of the wave function:

Sx(t) = ln
[ π√

βtγ

]
+ 1, (48)

Sπ(t) = ln
[√

γβtπ
]
+ 1, (49)

Sel
r (t) = ln

[√π

γ

]
+

1
2

, (50)

Snuc
R (t) = ln

[√ π

βt

]
+

1
2

, (51)

Sel
p (t) = ln

[√
πγ
]
+

1
2

, (52)

Snuc
P (t) = ln

[√
πβt

]
+

1
2

. (53)

Here, we determine γ from the electronic width at t = 0 which yields a value of
γ = 0.436 Å−2. Note that because of the separability of the diabatic wave function, the
correlation, covariance and mutual information vanish in coordinate- and momentum space.

A comparison of the equations for the coordinate and momentum total entropies in the
diabatic and adiabatic case (Equations (29) and (48), Equations (30) and (49)) shows that they
are identical. In both situations, the nuclear dynamics takes place in a single potential. For a
diabatic motion, the electron remains stationary, whereas the nucleus vibrates, being more
or less localized as time goes along. In the BO case, both particles localize simultaneously.

The entropies evolving from the diabatic dynamics are presented in Figure 6. The
nuclear coordinate entropy oscillates with a single frequency associated with the vibrational
wave packet motion, and the analytically obtained curve tracks the numerical one per-
fectly. The oscillations show an increasing amplitude, which, according to Equation (51)),
correlates with a decrease in the width parameter βt. The obtained curve is much more
regular if compared to the BO case (Figure 3). This is due to the excellent accuracy of the
diabatic approximation. Here, the nuclear motion takes place in an almost harmonic poten-
tial (which is not the case in the adiabatic situation, where the potential shows a double
minimum structure). This harmonic-like motion is clearly seen in the density dynamics
displayed in the right-hand column of Figure 2. The momentum space nuclear entropy
Snuc

P (t) exhibits the same quasi-periodic time structure but is phase shifted with respect to
Snuc

R (t), as is expected from Equation (53). In both spaces, the electronic entropy is nearly
constant as is predicted within the analytical ansatz (Equations (50) and (52)). The minor
numerically found deviations from a constant behavior are due to the approximate nature
of the diabatic ansatz and also the variation of the electronic variance as a function of the
nuclear coordinate sR.
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Figure 6. Same as Figure 3 but for the strong coupling case.

Whereas for the purely diabatic dynamics, all functions which measure correlations are
identical to zero, the numerically calculated curves are non-zero but are small in magnitude,
and thus we do not show them here.

Until now, we adopted a diabatic picture to describe the strong coupling case. It is
interesting to relate the results to the adiabatic approach, where the expansion of the total
wave function reads

Ψ(r, R, t) =
∞

∑
n=0

ψn(R, t) ϕn(r; R). (54)

The total probability density then is

ρ(r, R, t) = |Ψ(r, R, t)|2 =
∞

∑
n,m=0

ρnm(r, R, t), (55)

with the matrix elements

ρnm(r, R, t) = ψ∗n(R, t)ψm(R) φn(r; R) φm(r; R). (56)

In our example, we start in the first excited electronic state, and the dynamics then
leads to an almost 100% population transfer to the ground state at a time of ttr ≈ 18.8 fs.
Later on, the population exchange between the two states occurs periodically. In order to
illustrate the contributions of the different states to the entropies, we decompose the latter
into components. Therefore, we first calculate adiabatic nuclear densities by integration as

ρnuc
nm (R, t) =

∫
dr ρnm(r, R, t) = |ψn(R, t)|2 δnm. (57)
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Thus, the off-diagonal elements vanish. This, in general, does not apply to the elec-
tronic case where we have

ρel
nm(r, t) =

∫
dR ρnm(r, R, t). (58)

In the present numerical example, we find that the off-diagonal elements are negligible.
The diagonal terms are positive semi-definite and may be interpreted as densities which
are not normalized, and they are related to the populations in the electronic states as

P̃n(t) = |〈ϕn|Ψ(t)〉|2 =
∫

dr
∫

dR ρnn(r, R, t). (59)

Using the diagonal elements of the densities, we define state-specific entropies as fol-
lows:

Sx,n(t) = −
∫

dR
∫

dr ρnn(r, R, t) ln[ρnn(r, R, t)], (60)

Sel
r,n(t) = −

∫
dr ρel

nn(r, t) ln[ρnn(r, t)], (61)

Snuc
R,n(t) = −

∫
dR ρnuc

nn (R, t) ln[ρnn(R, t)]. (62)

The decomposition of the entropies into different components may as well be per-
formed in momentum space. Taking the Fourier transform of the wave function yields

Ψ(p, P, t) = ∑
n

Ψn(p, P, t), (63)

with the definition

Ψn(r, P, t) =
1

2π

∫
dR e−iPRψn(R, t)

∫
dr e−ipr ϕn(r; R). (64)

The decomposition of the momentum-space densities is calculated as

ρ(p, P, t) = ∑
n,m

ρnm(p, P, t), (65)

with

ρnm(p, P, t) = Ψ∗n(p, P, t)ψm(p, P, t). (66)

From the latter matrix elements, we derive the electronic and nuclear matrix elements

ρel
nm(p, t) =

∫
dP ρnm(p, P, t), (67)

ρnuc
nm (P, t) =

∫
dp ρnm(p, P, t). (68)

The state-specific entropies are defined incorporating the diagonal elements of the
densities and read

Sπ,n(t) = −
∫

dP
∫

dp ρnn(p, P, t) ln[ρnn(p, P, t)], (69)

Sel
p,n(t) = −

∫
dp ρel

nn(p, t) ln[ρel
nn(p, t)], (70)

Snuc
P,n (t) = −

∫
dP ρnuc

nn (P, t) ln[ρnuc
nn (P, t)]. (71)

In the left-hand column of Figure 7, we show the results of the decomposition of the
coordinate-space entropies. The nuclear functions SR,n(t) for the quantum numbers n = 0, 1
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are displayed in the upper left-hand panel of the figure. Also included is the sum of these
two components and the numerically determined nuclear entropy SR(t). The components
follow the population dynamics and also reflect the focusing and broadening of the wave
packet components in the two states. The term SR,1(t) contributes to the entropy until
the non-adiabatic transition takes place. Then, this function decreases, which goes in
hand with an increase in SR,0(t) until the latter function becomes equal to the nuclear
entropy. This behavior takes place several times in the shown interval, and, besides minor
deviations, at all times, the sum of the two components equals the numerically determined
nuclear entropy. To understand this, we write the latter within the approximation of two
contributing states:

Snuc
R (t) = −

∫
dR |ψ0(R, t)|2 ln

[
|ψ0(R, t)|2 + |ψ1(R, t)|2

]

−
∫

dR |ψ1(R, t)|2 ln
[
|ψ0(R, t)|2 + |ψ1(R, t)|2

]
. (72)

 0
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Figure 7. Decomposition of the entropies in the strong coupling case: Nuclear (upper pan-
els), electronic (middle panels) and total entropies (lower panels). The coordinate-space
entropies (Snuc

R (t), Sel
r (t), Sx(t)) and the contributions of the two adiabatic electronic states

(Snuc
R,n (t), Sel

r,n(t), Sx,n(t), n = 0, 1) are shown, and also the sum (Σ) of the state-specific entropies
and the numerically exact curve. The right-hand column contains the respective quantities derived
from the momentum-space density. The vertical dashed lines indicate the times when the classical
turning points are reached.

From our numerical calculation, we find that the two nuclear wave functions ψ0(R, t)
and ψ1(R, t) at no time have a significant spatial overlap, even around the transition times.
Thus, we may set ψ1(R, t) equal to zero in the first integral appearing in Equation (72) and
neglect ψ0(R, t) in the second integral. This yields

Snuc
R (t) ≈ − ∑

n=0,1

∫
dR |ψn(R, t)|2 ln

[
|ψn(R, t)|2

]
= ∑

n=0,1
Snuc

R,n(t). (73)
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The electronic state-specific entropies (middle left panel of Figure 7) behave like the
populations in the two electronic states (the curves for P̃n(t) are not included because their
time variation is almost identical to the functions SR,n(t)). This does not apply in the time
intervals where the transitions take place. There, the sum of the electronic components
Sel

r,n(t) does not add up to the electronic coordinate entropy. Because the off-diagonal
elements of the matrix ρnm(r, t) are negligible, we have

Sel
r (t) = −

∫
dr

[
1

∑
n=0

ρel
nn(r, t)

]
ln

[
1

∑
n=0

ρel
nn(r, t)

]
. (74)

Numerically, we find that at a transition time ttr, the elements ρel
00(r, t) and ρel

11(r, t) are
approximately equal. It then follows that

Sel
r (ttr) ≈ −

∫
dr
[
2ρel

00(r, ttr)
]

ln
[
2ρel

00(r, ttr)
]

= −ln[2]
∫

dr
[
2ρel

00(r, ttr)
]
− 2

∫
drρel

00(r, ttr) ln
[
ρel

00(r, ttr)
]

= − ln[2] + S0,r(ttr) + S1,r(ttr), (75)

where we used that at the transition time, the population takes a value of P̃0(ttr) = 0.5.
Thus, at this time, the numerical electronic entropy and the sum of the components differ
by a value of − ln[2]. This is in accord with what is seen in Figure 7. In contrast, the total
entropy is excellently represented by the sum of the state functions, which can be traced
back to the fact that the nuclear components of the two involved states do not overlap and
thus, as a result of integrating out the nuclear degree of freedom, the same applies to the
diagonal elements ρnn.

In the right-hand column of Figure 7, we document the decomposition of the momentum-
space entropies. Again, the nuclear state-selective entropies follow the population dynamics,
but here the sum of the single components exhibits larger deviations from the total entropy
around the transition times. This is because the mathematical structure of the momentum-
space matrix elements (Equation (66)) is more complex than in coordinate space. Pronounced
deviations are also found in the electronic momentum entropies, where large maxima are seen
in the state-specific entropies, whereas the total electronic entropy remains nearly constant.
The disagreement of the curves, related to the non-adiabatic transitions, is also apparent
in the total momentum entropy, see lower right panel of the figure. This is because the
diagonal elements ρnn overlap already in (p− P)-space, and thus, the off-diagonal elements
cannot be ignored.

4. Summary

We study differential entropies evolving from a coupled electron–nuclear quantum
dynamics. Using the total density and single-particle densities, we calculate the respective
time-dependent entropies in coordinate- and momentum space. In doing so, two situations
are regarded. In the first one, the dynamics takes place in a single adiabatic electronic state
so that the Born–Oppenheimer approximation applies. The second case is characterized by
a strong non-adiabatic coupling, which leads to a complete population transfer between
two adiabatic states. Under these conditions, one encounters a diabatic motion.

The two described dynamical situations are realized within a model for a one-dimensional
motion of a single electron and nucleus, which allows to integrate the time-dependent
Schrödinger equation numerically. In both cases, it is also possible to find an analytical
description which explains most of the features found in the numerical calculation.

For the BO dynamics, where the electron adiabatically follows the nucleus, the time-
dependence of the coordinate-space entropies is determined by the position and width
of the nuclear density. In our example, the latter performs a vibrational motion, and at
the classical turning points of this dynamics, the density is focused. Then, we have more
information about the positions of the two particles, which is reflected in the particle
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and total entropies, which all pass through minima. At the same instants of time, the
momentum-space entropies exhibit maxima which are related to the Fourier properties of
the coordinate- and momentum-space wave functions.

We compare three different measures for the particle entanglement, i.e., the covariance,
the correlation and the mutual information. If these functions are determined from the
coordinate space densities, they show a similar time dependence. In particular, when
the wave packet reaches the classical turning point, they exhibit minima. This means
that at these times, when the coordinate space wave function becomes more localized,
the electron–nuclear correlation is small. The reason is that then the dependence of the
electronic wave function on the nuclear geometry is less pronounced. A different picture
evolves from the momentum-space densities. There, the MI behaves differently than the
covariance and correlation. Because the latter monitor a linear particle entanglement, this
hints at nonlinear effects. It is found that the behavior of the MI is related to the nodal
structure of the momentum-space density. Maxima occur at times when the latter density
exhibits a clear node behavior with lines oriented non-parallel to the nuclear momentum
axis. An analytical model shows that with an increasing number of nodes, the MI grows
until a threshold is approached.

In the situation where strong non-adiabatic couplings are present, the dynamics is
most efficiently described within a diabatic picture, which means that there is no correlation
between the particles present. This is clear from the form of the wave function and is seen in
our numerical example. The numerical results can be well reproduced using the analytical
model starting from a diabatic wave function. The nuclear wave packet motion proceeds in
an almost harmonic potential, which results in a regular variation of the nuclear entropy.
On the other hand, the electronic entropy is nearly constant. This holds in both coordinate-
and momentum space. A decomposition of the coordinate space in terms of the adiabatic
expansion of the total wave function leads to state-specific entropies. For the nuclear case,
these functions add up to the total entropy. This, however, is not the case in momentum
space. There, the decomposition yields non-negligible off-diagonal contributions, which
cannot be ignored.
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Appendix A. Entropies in Momentum Space

To evaluate the momentum-space densities, we first take the Fourier transform of the
spatial wave function Equation (27):

Ψ(p, P) =
Nt

2π

∫
dR

∫
dr e−iPR−ipre−

βt
2 (R−Rt)

2− γ
2 (r−R)2

. (A1)
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The Fourier integral over the electronic coordinate is a Gaussian integration. Using
the coordinate r′ = r− R, one finds

e−ipR
∫

dr′ e−ipr′ e−
γ
2 r′2 = =

√
2π
γ e−ipR− p2

2γ . (A2)

With this result, and performing another Gaussian integral, the wave function is
evaluated as

Ψ(p, P) =
Nt

2π

√
2π

γ
e−

βt
2 R2

t−
p2
2γ

∫
dR e−

βt
2 R2+[βtRt−i(p+P)]R

=
Nt

2π

√
2π

γ

√
2π

βt
e−

βt
2 R2

t−
p2
2γ e

[βt Rt−i(p+P)]2
2β

=
1√

π(βtγ)1/4 e−
βt
2 R2

t−
p2
2γ +

[βt Rt−i(p+P)]2
2βt . (A3)

In calculating the momentum-space density, the exponential containing the mean
position Rt drops out and one finds

ρ(p, P, t) = Mt e−
1
βt
(p+P)2− p2

γ , (A4)

with the normalization constant

Mt =
1

π
√

βtγ
. (A5)

To evaluate the entropy, we take advantage of the fact that the polynomial appearing
in the exponent is quadratic. Thus, the function

f (p, P) = − 1
βt
(p + P)2 − p2

γ
, (A6)

using the real valued parameter λ may be written as

f (p′, P′) = λ f (p, P), p′ =
√

λ p, P′ =
√

λ P, (A7)

with the scaled coordinates p′ and P′. We then have the property

Mt

∫
dp
∫

dP eλ f (p,P) =
1
λ

Mt

∫
dp′

∫
dP′ e f (p′ ,P′) =

1
λ

, (A8)

and it follows that

Mt

∫
dp
∫

dP e f (p,P) f (p, P) = lim
λ→1

d
dλ

[
Mt

∫
dp
∫

dP eλ f (p,P)
]

= lim
λ→1

d
dλ

[ 1
λ

]
= −1. (A9)

We note that this result can be generalized to quadratic functions f (y1, y2, . . . , yd)
depending on d variables yj. Below, we need the derived property for the case of a single
variable y so that

Mt

∫
dy e f (y) f (y) = lim

λ→1

d
dλ

[
Mt

∫
dy eλ f (y)

]
= lim

λ→1

d
dλ

[ 1√
λ

]
= −1

2
. (A10)
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The entropy now can be calculated as

Sπ(t) = − ln[Mt]−Mt

∫
dp
∫

dP e f (p,P) f (p, P) = ln
[√

γβtπ
]
+ 1. (A11)

For the sum of the momentum and position entropy, one finds

Sπ(t) + Sx(t) = ln
[√

γβtπ
]
+ 1 + ln

[ π√
γβt

]
+ 1

= 2
(

ln[π] + 1
)

. (A12)

This result is well known, and it reflects the relation of the differential Shannon en-
tropies to the coordinate–momentum uncertainty relation. Next, we calculate the electronic
entropy from the electronic density. The latter is obtained from a Gaussian integral as

ρel(p, t) =
1

π
√

βtγ

∫
dP e−

1
βt
(p+P)2− p2

γ =
1√
πγ

e−
p2
γ (A13)

As was discussed above for the total entropy, the quadratic expression for the exponent
appearing in the electronic momentum density allows to evaluate the entropy introducing
the scaled coordinate p′ =

√
λ p so that the volume element transforms as dp′ = dp/

√
λ.

Using Equation (A10), this then leads to

Sel
p (t) = ln

[√
πγ
]
+

1
2

. (A14)

In the nuclear case, the density is

ρnuc(P, t) =
1

π
√

βtγ

∫
dp e−

1
βt
(p+P)2− p2

γ

=
1

π
√

βtγ
e−

P2
βt

∫
dp e−

γ+βt
βγ p2− 2P

βt
p

=
1

π
√

βtγ

√
πγβt

γ + βt
e−

P2
βt e

βtγ
γ+βt

P2

β2
t

=
1√

π(βt + γ)
e−

P2
γ+βt . (A15)

With the help of Equation (A10), the nuclear entropy is of the form

Snuc
P (t) = ln

[√
π(βt + γ)

]
+

1
2

. (A16)

Having calculated the total and single-particle entropies, the mutual information can
be determined as

Iπ(t) = ln
[√

πγ
]
+ ln

[√
π(βt + γ)

]
− ln

[√
γβtπ

]
, (A17)

which can be re-written as

Iπ(t) =
1
2

ln
[
1 +

γ

βt

]
. (A18)

To determine the covariance in momentum space, we need the expectation values of
p, P and the product pP. Regarding the momentum-space density given in Equation (A4),
it follows due to symmetry that

〈P〉t = 〈p〉t = 0. (A19)
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This can be traced back to the ansatz of the wave function (Equation (27)), which
does not incorporate a mean momentum different from zero. The expectation value of the
momentum product is

〈pP〉t =
1

π
√

βtγ

∫
dP
∫

dp P p e−
1
βt
(P+p)2− p2

γ . (A20)

Introducing the new variable P′ = P + p, the latter integral transforms as

〈pP〉t =
1

π
√

βtγ

∫
dP′

∫
dp (P′p− p2) e−

1
βt

P′2− p2
γ

= − 1√
πγ

∫
dp p2 e−

p2
γ = −1

2
γ, (A21)

where we employed symmetry in the integration over P′, and we used the analytical result
for an Gaussian integral as

∫
dy y2 e−y2

=
√

π/2. We then arrive at the result

covπ(t) = −
1
2

γ. (A22)

Finally, to calculate the correlation, we need the variances in the two momentum
variables. From Equation (A21) we realize that

〈p2〉t =
γ

2
. (A23)

In calculating the variance for the variable P, again the transformation P′ = P + p is
used and properties of integrals over Gaussians are employed. One finds

〈P2〉 =
1

π
√

βtγ

∫
dP

∫
dp P2 e−

1
βt
(P+p)2− p2

γ

=
1

π
√

βtγ

∫
dP′

∫
dp (P′ − p)2 e−

1
βt

P′2− p2
γ

=
1

π
√

βtγ

∫
dP

∫
dp (P2 + p2) e−

1
βt

P2− p2
γ

=
1√
πβt

∫
dP P2 e−

1
βt

P2
+

1√
πγ

∫
dp p2 e−

p2
γ

=
1
2
(βt + γ), (A24)

so that

σ2
P =

1
2
(βt + γ). (A25)

Having calculated the variances, one arrives at an expression for the correlation,
which reads

corrπ(t) = −
1√

1 + βt/γ
. (A26)
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Appendix B. Entropies for Strong Coupling

Here, the entropies for the strong coupling case are determined analytically using the
ansatz of Equation (47) for the wave function. Using the nuclear density

ρnuc(R, t) =
√

π

βt
e−βt(R−Rt)

2
, (A27)

the associated entropy is, using the result of Equation (A10),

Snuc
x (t) = ln

[√ π

βt

]
+

1
2

. (A28)

With the electronic density

ρel(r, t) =
√

γ

π
e−γ(r−R0)

2
(A29)

an equivalent calculation as performed in the nuclear case yields the electronic entropy

Sel
x (t) = ln

[√π

γ

]
+

1
2

. (A30)

The same result is obtained in the BO case for β→ ∞, which means that the nuclear
wave function is strongly localized so that the R-dependence of the electronic wave function
can be neglected and one recovers the diabatic case.

For the present situation of a separable wave function, the total entropy is just the sum
of the single-particle entropies, and it reads

Sx(t) = ln
[ π√

βtγ

]
+ 1. (A31)

Because of the Fourier properties of Gaussians, the nuclear momentum density has
the same functional form as the coordinate density upon the replacements R → P and
βt → 1/βt. This leads to the entropy

Snuc
P (t) = ln

[√
πβt

]
+

1
2

. (A32)

Using the replacement r → p, γ→ 1/γ yields

Sel
p (t) = ln

[√
πγ
]
+

1
2

, (A33)

and the total entropy is additive:

Sπ(t) = ln
[√

γβtπ
]
+ 1. (A34)
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ABSTRACT
We study the influence of nodal structures in two-dimensional quantum mechanical densities on wave packet entanglement. This is motivated
by our recent study [Entropy, 25, 970 (2023)], which showed that the mutual information derived from the momentum-space probability
density of a coupled two-particle system exhibits an unusual time dependence, which is not encountered if the position-space density is
employed in the calculation. In studying a model density, here, we identify cases where the mutual information increases with the number of
nodes in the wave function and approaches a finite value, whereas in this limit, the linear correlation vanishes. The results of the analytical
model are then applied to interpret the correlation measures for coupled electron-nuclear dynamics, which are treated by numerically solving
the time-dependent Schrödinger equation.

© 2023 Author(s). All article content, except where otherwise noted, is licensed under a Creative Commons Attribution (CC BY) license
(http://creativecommons.org/licenses/by/4.0/). https://doi.org/10.1063/5.0180004

I. INTRODUCTION

Nodes appearing in quantum mechanical wave functions are
closely related to the excitation state of the system under consider-
ation. For example, the number of nodes in the radial functions of
the hydrogen atom equals the principal quantum number plus one.1
In addition, regarding normal modes of vibrations, the nodes, being
directly related to the quantum numbers, determine the symmetry
selection rules for infrared transitions.2 Another aspect of zeros that
are present in probability densities is that they cause problems in
applying classical approximations to the density, e.g., in quantum
diffusion calculations.3,4

Nodal structures in wave functions influence the appearance of
different observables if detected as a function of a single parameter.
For example, using the “reflection principle,”5 structures appearing
in absorption spectra can be traced back to the nodes of the ini-
tial vibrational wave functions,6 and the same applies to resonance
Raman spectra.7 As another example, we mention the power of time-
resolved photoelectron spectroscopy to detect quantum topologies
in vibrational wave packets.8 In this paper, we are concerned with

densities from which the correlation between two variables can be
inferred. The focus is to investigate how nodes, being present in
such densities, are related to the correlation. Although our numeri-
cal example treats the wave-packet entanglement between electronic
and nuclear degrees of freedom, the derived results are more general,
and they apply also to other types of correlation effects. This, in par-
ticular, is the case for many-body electronic systems where, due to
their fermionic character, nodes arise naturally. Electron–electron
correlation plays a prominent role in quantum chemistry, and it
is thus important to characterize such collective effects. Electronic
structure calculations are static and do not yield information on
the time evolution of the correlation. Here, we treat dynamical
effects that arise from the correlated motion of electrons and nuclei.
Because the solution of the time-dependent Schrödinger equation
for molecules is, in general, not possible without imposing restric-
tive approximations, a simple numerical model is employed. The
results may serve as a starting point for further work on more com-
plex systems. Within the employed model, it is possible to determine
electron-nuclear wave packets in position- and momentum-space.
The respective densities exhibit distinct quantum structures and,
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at certain times, are characterized by different node patterns. We
address the following question: how do these time-dependent pat-
terns influence particle correlations? This is of importance regarding
molecules because chemical bonding and reactivity are determined
by such correlations. It is then necessary to find reasonable ways to
characterize the latter.

There are different measures that are used to estimate entangle-
ment; for applications in the context of chemical reactions and elec-
tronic structure theory, see, e.g., Refs. 9–20. We consider two of such
functions, namely, the mutual information (MI)21,22 and the lin-
ear correlation coefficient,23 and investigate their time dependence
arising from nuclear-electron dynamics.

The mutual information has been calculated to characterize
correlation effects in atoms and molecules.11,14,15,19 It is important,
however, to emphasize that the MI and the correlation coefficient are
no observables but measures to visualize and quantify correlation.

The paper is organized as follows: In Sec. II, we summarize the
main definitions. The results are given in Sec. III, where analytical
expressions for the correlation measures are derived for a parame-
terized model density (Sec. III A). A numerical example is presented
in Sec. III B. The latter treats the adiabatic motion of an electron
and a nucleus, which are coupled through screened Coulomb inter-
actions. Using the analytical results, the behavior of the MI and
the correlation coefficients derived from the coordinate-space and
momentum-space densities, respectively, is interpreted. The article
is closed with a summary given in Sec. IV.

II. THEORY
Our considerations are limited to two variables x and y and

a probability density ρ(x, y), which may also depend on time.
Although this describes a more general situation, we will, in what
follows, refer to a nucleus and an electron having nuclear (nuc) and
electronic (el) degrees of freedom of x and y, respectively.

The non-linear correlation between the two particles is mea-
sured using the mutual information (MI).21,22 It is a functional that
is related to the difference between the probability density ρ(x, y)
and the density built from the single particles, which are defined as

ρnuc(x) = ∫ dy ρ(x, y), (1)

ρel(y) = ∫ dx ρ(x, y). (2)

Then the MI is

I = ∫ dx dy ρ(x, y) ln [ ρ(x, y)
ρnuc(x)ρel(y)]. (3)

Equivalently, this function can be written as

I = Snuc + Sel − S. (4)

Here appear the (differential) Shannon entropies24,25 determined
from the total density,

S = −∫ dx dy ρ(x, y) ln [ρ(x, y)], (5)

and the single-particle entropies,

Snuc = −∫ dx ρnuc(x) ln [ρnuc(x)],
Sel = −∫ dy ρel(y) ln [ρel(y)]. (6)

If the Shannon entropy is regarded as a measure of information, the
MI can be interpreted as the amount of information lost when com-
paring what is inferred from the densities ρnuc(x) and ρel(y)with the
information extracted from the total density ρ(x, y).

As another measure for entanglement, we define the linear
correlation coefficient as23

corr = cov
σxσy

, (7)

where the nominator is the covariance function,

cov = ⟨xy⟩ − ⟨x⟩⟨y⟩, (8)

and the denominator contains the variances,

σ2
x = ⟨x2⟩ − ⟨x⟩2, σ2

y = ⟨y2⟩ − ⟨y⟩2. (9)

In the latter equations, the brackets denote the expectation
values taken with respect to the density ρ(x, y). The correlation
coefficient takes a value between −1 and 1, and its absolute value
determines how well the density ρ(x, y) is approximated by a straight
line.23 This means that, approximately, we find a linear relationship⟨y⟩ ≈ λ0 + λ1⟨x⟩, with λ0 and λ1 being numbers. The sign determines
if this line has a negative or positive gradient. For a vanishing func-
tion, i.e., corr = 0, no linear correlation between the variables exists,
but higher order correlations may be present in the MI.26

III. RESULTS
A. Analytical considerations

In this section, we start from a density of a particular form, and
the reason for its choice will become apparent when the numerical
example presented in Sec. III B is discussed. The density is

ρa,b(x, y) = 2 e−(x2+y2) cos2[ a√
1+b2
(x + by)]

π(1 + e−a2) , (10)

where a and b are real valued parameters. From the total density, the
single-particle densities are determined using MATHEMATICA,27

and the results are

ρnuc
a,b (x) = e

a2

b2+1
−x2(e

a2b2

b2+1 + cos [ 2ax√
b2+1
])√

π(ea2 + 1) , (11)

ρel
a,b(y) = e

a2b2

b2+1
−y2(e

a2

b2+1 + cos [ 2aby√
b2+1
])√

π(ea2 + 1) . (12)

The total density is a Gaussian multiplied by a cos2 function,
and it is normalized to a value of one. The number of nodes that
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fall into the region where the Gaussian is located can be controlled
by the variation in the parameter a, where in the limit of a→ 0, a
standard non-correlated Gaussian is obtained. For non-zero values
of the second parameter b, the Gaussian is rotated in the (x, y) plane,
and the rotation angle is given by α = tan−1[b]. The factor

√
1 + b2,

which is included in the argument of the cos2 function, ensures that
b does not distort the overall shape of the density.

Examples for densities ρa,b(x, y) obtained for different choices
of the parameters a and b are displayed in Fig. 1. Also included are
the respective nuclear densities ρnuc

a,b (x) (blue lines) and electronic
densities ρel

a,b(y) (red lines). The upper panels contain functions for
a fixed value of a = 7 and different values of b taken from the interval
b ∈ [0, 1]. As it is seen in the figure, with the variation in b, the nodal
lines change their orientation with respect to the x-axis, but the fre-
quency with which they appear is not influenced. In the case of b = 1,
the nodes are parallel to the x = −y diagonal. Here, electronic and
nuclear densities are nodeless and of equal shape.

The influence of the parameter a on the density is illustrated
in the lower panels of Fig. 1, where we set b = 0.2. With increasing
values of a, more nodes appear in the density. It is also seen that
the nuclear particle density exhibits structures that can be traced
back to the nodes, whereas for the present choice of parameters,
the electronic particle densities do not, and they appear to be nearly
identical.

The mutual information Ia,b is calculated numerically from the
densities given in Eqs. (10)–(12) as a function of the two parameters
a and b. Representative curves are shown in the upper panel of Fig. 2.
The curves are displayed as a function of the frequency factor a and
for selected values of b. Note that for b = 0, the total density factor-
izes and the MI vanishes so that Ia,0 = 0, which is independent of the
value of a. All curves start at zero and grow monotonically. They
approach an upper bound at Ia,b ≈ 0.31, and this limit is reached
faster with the increasing value of b. The functions illustrate that
the MI is directly related to the number of nodes in the density.
Note that this number is not a well-defined concept for the model
density ρa,b(x, y) because, technically, there exist an infinite num-
ber of zeros. As mentioned before, here, we mean the zeros that fall

FIG. 2. Mutual information (upper panel) and correlation (lower panel) as a function
of the parameter a for selected values of b, as indicated. The black line in the upper
panel corresponds to the analytical limit of a→∞ (b = 1).

into the region where the Gaussian envelope is of non-negligible
intensity. Approximately, it holds that Ia,b is proportional to this
number, where the proportionality factor itself is proportional to
b. The asymptotic value for a→∞ and b = 1 can be calculated
analytically, see the Appendix, and one finds that

lim
a→∞Ia,1 = 1 − ln [2] ≈ 0.3069, (13)

FIG. 1. Densities ρa,b(x, y), as defined in Eq. (10). The upper panels show functions for a = 7 and selected values of the parameter b. In the lower panel, b = 0.2 is used,

and a is varied, as indicated. Also shown are nuclear particle densities ρnuc
a,b (x) (blue lines) and electronic particle densities ρel

a,b(y) (red lines).
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which excellently agrees with the numerical results. The latter
suggests that this limit does not depend on the particular value
of b.

We next calculate the covariance (again using MATHEMAT-
ICA) with the result

cova,b = − a2 b

(ea2 + 1)(b2 + 1) . (14)

The variances in the two variables are determined as

σ2
x = 1

2
− a2

(ea2 + 1)(b2 + 1) , (15)

σ2
y = 1

2
− a2b2

(ea2 + 1)(b2 + 1) . (16)

Both functions are bounded by a value of 0.5, and they are identical
for b = 1. By inserting the obtained results into the definition of the
linear correlation coefficient, one finds that

corra,b = − a2b

(ea2 + 1)(b2 + 1)
× ⎛⎜⎝−

a2

2(ea2 + 1) +
a4b2

(ea2 + 1)2(b2 + 1)2
+ 1

4

⎞⎟⎠
− 1

2

. (17)

In the considered parameter regime (bϵ[0, 1]), the covariance
and correlation are negative semidefinite. By considering them as
a function of the parameter a, i.e., as a function of the number
of nodes, they exhibit a single minimum (obtained by symbolic
differentiation employing MATHEMATICA) at

amin =
√

W(1
e
) + 1 ≈ 1.13, (18)

where W is the Lambert W-function.28 Both the covariance and
correlation are zero in the limit of vanishing parameters a and b,
respectively. This is expected because in both cases, the density
equals an uncorrelated Gaussian. In addition, we find that they also
approach zero for a→∞.

The functions corra,b are shown in the lower panel of Fig. 2 for
different values of b. As predicted, extrema are found at amin ≈ 1.13
for all values of b. They occur when the wavelength of the oscillations
is comparable to the variance of the density. This approximately is
the case for a value of a = 2, as can be seen in Fig. 1. There, the
Gaussian shape-function suppresses all maxima of the cos2 function
except the central one. This has the consequence that the density
is located in a restricted region around the line with orientation
angle tan−1 (b = 0.2). Furthermore, the smaller the value of b, the
smaller the value of corra,b because the orientation angle diminishes.
In addition, if compared to the MI, the correlation approaches its
asymptotic limit already for lower values of a.

What we have shown so far is that, for a model Gaussian density
ρa,b(x, y), which is modulated with a periodic function, the MI and
correlation coefficient behave rather differently as a function of the

number of occurring nodes. The correlation coefficient shows a sin-
gle extremum and quickly reaches a value of zero. This feature does
not depend on the orientation of the nodal lines in the (x, y)-plane.
On the other hand, the MI is a monotonous function of the number
of nodes, and it converges, for all values of b ≠ 0, to a finite limit of
ln[e/2]. This limit is reached for much larger values of a than the
asymptotic value of zero reached by corra,b.

B. A numerical example: Electron-nuclear dynamics
in the Born–Oppenheimer case

We now treat coupled electron-nuclear wave packet dynamics
as a non-trivial example, where the analytical results of Sec. III A can
be used for interpretation. The model consists of an electron (coor-
dinate r) and a proton (coordinate R) moving in one dimension.29,30

They interact with each other and two fixed nuclei at positions of
R1,2 = ±5 Å through screened Coulomb interactions. The interaction
potential is (in atomic units)

V(r, R) = 1∣R1 − R∣ + 1∣R2 − R∣ − er f [∣R1 − r∣/R f ]∣R1 − r∣
− er f [∣R − r∣/Rc]∣R − r∣ − er f [∣R2 − r∣/R f ]∣R2 − r∣ + Δ, (19)

where erf denotes the error function. For the screening parameters,
we use R f = 1.5 Å and Rc = 1.0 Å, and Δ is the energy shift adjusted
such that the potential minimum occurs at zero energy in the region
of our spatial grid.

The time-dependent Schrödinger equation for the coupled
motion reads

ih̵
∂

∂t
Ψ(r, R, t) = Ĥ Ψ(r, R, t), (20)

with the Hamiltonian

Ĥ = p̂ 2
R

2M
+ p̂ 2

r

2me
+ V(r, R). (21)

The momentum operators for the electron and the nucleus are
denoted as p̂r and p̂R, respectively, the mass of the proton is M, and
me is the electron mass.

We solve Eq. (20) numerically with the split-operator
method.31 The grid ranges from −12 to +12 Å and from −6 to +6 Å
for the coordinates r and R, respectively. The number of grid points
is taken as 512 for both coordinates, and a time step of Δt = 0.0024 fs
is employed. The initial condition is chosen as

Ψ(r, R, 0) = N0 e− β0
2 (R−R0)2

φ0(r; R), (22)

with the normalization factor N0, and the Gaussian is parameterized
with R0 =−3.5 Å and β0 = 7.14 Å−2. The function φ0(r; R) is the elec-
tronic ground state wave function, which parametrically depends
on the nuclear coordinate, and it is the solution of the electronic
Schrödinger equation

[ p̂r
2

2me
+ V(r, R)]φ0(r, R) = V0(R)φ0(r; R), (23)

where V0(R) is the ground state potential curve. Equation (23) is
solved numerically using imaginary time propagation.32
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In Sec. II, the mutual information and the correlation are
defined with respect to the variables y and x. We first identify these
variables with the coordinates r and R, respectively, and the density
ρ(r, R, t) = ∣Ψ(r, R, t)∣2 in the coordinate space is obtained from the
time-dependent wave function. Taking the Fourier transform of the
latter, one arrives at the momentum-space wave function Ψ(k, K, t),
where y and x now correspond to the electronic (k) and nuclear (K)
momenta, respectively, and the density is ρ(k, K, t) = ∣Ψ(k, K, t)∣2.
From the two densities, the MI in coordinate space (Iξ(t)) and
in momentum space (Iπ(t)) is readily calculated. Likewise, the
correlations corrξ(t) and corrπ(t) are determined.

Instead of using either position-space or momentum-space
densities, one can think of using the Wigner function to obtain
the MI from a phase-space distribution. This is not straightforward
because it may assume negative values33 so that the logarithm cannot
be calculated. There have been attempts to circumvent the associated
difficulties. We will not follow this route and refer the reader to the
literature.34,35

For the given parameterization of the interaction potential and
the chosen initial wave function, the electronic ground state poten-
tial V0(R) is separated by a large energy gap from the excited state
potentials.36 Accordingly, the Born–Oppenheimer (BO) approxima-
tion applies, and the wave function can be written as a product of
φ0(r; R) and the nuclear wave function ψ(R, t) depending on time.
In a previous work on the present model,37,38 we found that infor-
mation theoretical properties derived from coordinate dependent
densities can be predicted analytically if the numerically propagated
wave function is approximated as

Ψ(r, R, t) = Nt e− βt
2 (R−Rt)2

e− γ
2 (r−R)2

, (24)

which is of the BO form. Here appear the normalization factor Nt ,
the Gaussian width parameter βt , and the center of the Gaussian
Rt , where the subscripts indicate that these parameters depend on
time. However, significant deviations were found in the momentum
space MI38 so that its time dependence cannot be explained within
the ansatz of Eq. (24). One reason is that the BO Gaussian function
does not incorporate nodal structures of the nuclear-electron wave
packet. In what follows, we will take up this point and address their
importance.

The time-dependent mutual information obtained for times up
to 300 fs is displayed in the upper two panels of Fig. 3. It is seen that
the spatial MI exhibits an overall increase, superposed by oscillations
that are related to the vibrational wave packet dynamics. Adopting
the BO ansatz of Eq. (24), it can be shown37 that the coordinate space
MI takes the form

Iappr
ξ (t) = 1

2
ln [1 + 2γσ2

R(t)], (25)

where the time-dependent variance σ2
R(t) enters the nuclear coordi-

nate. This curve is also included in Fig. 3. The values for σ2
R(t) are

extracted from the numerical propagation, and an average value of
γ = 0.733 Å−2 is used, which is determined from the electronic wave
function φ0(r; R). It is seen that Iappr

ξ (t) reproduces the numerically
obtained MI accurately, emphasizing the quality of the Gaussian
approximation.

The function corrξ(t) is shown in Fig. 3, second panel from
below. It increases as a function of time and converges to a value

FIG. 3. Mutual information (upper two panels) and correlation coefficients (lower
two panels) calculated from the coordinate-space (subscript ξ) and momentum-
space densities (subscript π). The numerically derived curves (num) are compared
to the ones obtained from the simplified ansatz for the BO wave function [Eqs. (25),
(26), (28) and (29)]. In addition, the MI determined from Eq. (27) is shown in the
two upper panels (Gauss). The red crosses correspond to functions derived within
the harmonic ansatz (HO) for the nuclear density, as described in the text.

of ≈0.9 after about 100 fs. The curve is compared to the analytical
function derived from the BO ansatz, which reads37

corrappr
ξ (t) =

¿ÁÁÁÀ σ2
R(t)

σ2
R(t) + 1

2γ
. (26)

From the figure, it emerges that this formula presents an excellent
approximation to the numerical result.

There is a relationship between the linear correlation coefficient
and the mutual information for two-dimensional Gaussians,24,39

which is

IGauss = −1
2

ln [1 − corr2]. (27)

The curve for IGauss
ξ (t), determined from the numerically derived

function corrξ(t) and using Eq. (27), is also included in Fig. 3. Insert-
ing Eq. (26) in Eq. (27) yields the result of Eq. (25). However, the
numerical curves show minor deviations, which are due to the Gaus-
sian approximation. These findings mean that the coordinate-space
MI is mainly determined by linear correlations between the two
moving particles. In particular, because the wave function in Eq. (24)
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does not include nodal patterns but is just the product of two corre-
lated Gaussians, such nodes do not influence the spatial MI and the
spatial correlation coefficient.

The numerically calculated momentum space MI is displayed
in Fig. 3 (second panel from the top). In addition, we show the
function that is derived from the analytical ansatz, which reads38

Iappr
π (t) = −1

2
ln [1 − γ

2σ2
K(t)], (28)

with the nuclear variance in momentum space being σ2
K(t). The lat-

ter is determined numerically from the propagated wave function
Ψ(k, K, t), and γ is chosen as specified above. The curves agree only
for short times (this is not seen in the figure because of their low
magnitude), and afterward, no agreement is found. The MI seems to
saturate for later times at values slightly above a value of Iπ ≈ 0.30,
where the appearing fluctuations are not due to numerical errors.
We note that this value is close to what is found for the MI derived
from the model density (Sec. III A) in the limit of a large number of
nodes.

The momentum-space correlation is shown in the lower panel
of Fig. 3. It exhibits some oscillations related to the nuclear dynamics
and, for longer times, remains at a value of zero. The approximate
expression for the correlation coefficient, which is38

corrappr
π (t) = −√ γ

2σ2
K(t) , (29)

is able to reproduce the main features of the numerical results.
Thus, here, the assumption of an unstructured Gaussian wave packet
is appropriate. We emphasize that the values of the various func-
tions obtained for longer times do not necessarily remain constant
over time. In particular, if the level structure of the quantum sys-
tem allows for a wave-packet revival,40–44 the initial values will be
recovered.

From the discussion of the results presented in Fig. 3, it emerges
that the time-evolution of the position-space MI and correlation as
well as the momentum-space correlation is not sensitive to an even-
tually existing node pattern in the probability densities. Only the
momentum-space MI cannot be explained within an ansatz of node-
less Gaussians. In analyzing the density ρ(k, K, t), one finds that
the deviations between the numerically and approximately calcu-
lated MI are accompanied by the appearance of nodal patterns. In
particular, the maxima seen in Iπ(t) occur when clear nodal lines
are detectable. To illustrate these patterns, we show in Fig. 4 the
coordinate- and momentum-space densities for two selected times.
It is seen that in position space, the nodes are oriented vertically
(visualized by a green line) and the density is oriented along the
diagonal (r = R), as is indicated by the red line. Due to wave-packet
dispersion, the density becomes more de-localized over time, and
more structures are seen. In momentum space, the nodes appear
parallel to the line, defined by k = −K, and the density is located
along the horizontal axis with k = 0. As is the case in position space,
a richer node pattern is encountered at a later time, and the density
becomes more extended along the horizontal axis. This explains why
the correlation coefficient is small (see Fig. 3).

The densities shown in Fig. 4 exhibit characteristics that we
encountered in those of the model system studied in Sec. III A.

FIG. 4. Coordinate-space (upper panels) and momentum-space densities (lower
panels) of the electron-nuclear wave packets shown for times of t = 41 fs and
t = 201 fs. As a guide to the eye, the red and green lines indicate the overall
orientation of the densities and the nodal lines, respectively.

Regarding the density ρa,b(x, y)) with the parameter b = 0, the nodal
lines are oriented vertically (see Fig. 1), as is also seen in the spa-
tial densities of Fig. 4, and for b ≠ 0, they are rotated in the plane,
as is found for the momentum densities. In the model, the b = 0
case leads to an uncorrelated wave function so that both, the MI and
the correlation coefficient, are zero. In our numerical example, the
orientation of the position space density is along the diagonal and
not along one of the axis, which can be traced back to the particular
form of the BO wave function. This leads to a non-zero MI and cor-
relation, with the latter approaching the value of one, which are not
(or only weakly) influenced by the vertical nodes.

To find an appropriate approximation to what is found numer-
ically and explicitly address the role of the nodes, we proceed as
follows: The ground state electronic eigenfunction, which enters the
Born–Oppenheimer ansatz [Eq. (24)], is, to a good approximation
a Gaussian for all values of R,37 and the dynamics are described
by temporal changes in the nuclear wave packet ψ(R, t). Let us
assume that the motion of this wave packet is harmonic where the
harmonic eigenfunctions are denoted as χm(R). Expansion of the
nuclear density then yields

ρnuc(R, t) = ∣∑
m

cme− i
h̵ Emtχm(R)∣2, (30)

with coefficients cm and harmonic eigenenergies Em. In order to get
a hand on the number of nodes in the nuclear density, we assume
that at a time ts, the density is dominated by a single term in Eq. (30)
(with quantum number m = n) so that it can be written as

ρnuc(R, ts) ≈ ∣χn(R)∣2. (31)

The normalized density then is

ρHO
n (r, R, ts) = 2−n√βtsγ

πn!
e−βts R2−γ(R−r)2(Hn(√βts R))2

, (32)

with the Hermite polynomials Hn. Examples for these spatial densi-
ties are shown in the upper panels of Fig. 5 for different values of the
quantum number n. Here, the values of β = γ = 1 Å−2 are employed.
It is seen that the displayed functions have the same properties as the
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FIG. 5. Representative Born–Oppenheimer densities involving the harmonic approximation for the nuclear motion. The upper and lower panels depict the coordinate-space
and momentum-space densities as defined in Eqs. (32) and (33), respectively. Shown are functions for different quantum numbers n. The nuclear (blue lines) and electronic
(red lines) particle densities are also included.

numerically determined ones shown in Fig. 4. That is to say, they are
oriented along the diagonal and show vertical nodes. From the find-
ings presented in Sec. III A, it is expected that both Iξ(t) and corrξ(t)
are not influenced by such oriented nodes. In addition, the densities
become more extended along the diagonal, which implies a linear
relationship between r and R, and thus, the MI and the correlation
here contain the same information (see below).

To arrive at the momentum space densities, the Fourier trans-
formation of the coordinate space wave function is calculated, which
then leads to the density as follows:

ρHO(k, K, ts) = 2−n

πn!
√
βtsγ

e
− 1

γ k2− 1
2βts
(K+k)2

× (Hn( 1√
βts

(K + k)))2

. (33)

The relation between the electronic and nuclear degrees of free-
dom is different from what is encountered in coordinate space.
In particular, the Hermite polynomials, which are responsible for
the nodes, are dependent on the sum of the electron and nuclear
momenta.

Momentum space densities are shown in the bottom panels of
Fig. 5. They very much reproduce the characteristics of the numeri-
cal densities depicted in Fig. 4. The orientation of the overall density
and of the nodal lines are the same. With the increasing value of the
quantum number n, the density spreads along the k = 0 axis, whereas
the width in the direction of the electron momentum is constant.
This has a consequence that the correlation becomes smaller with
increasing values of n. On the other hand, because the nodal lines
follow the direction of the line k = −K, they are not visible in the
single particle densities so that this information encoded in the total
density is lost and the MI (which measures the loss of information)
is non-zero. This is in line with the discussion about the properties
of the model density in Sec. III A.

Although the harmonic-like densities reproduce features of the
numerically obtained electron-nuclear densities, it is unclear if they
are useful in describing the correlation measures we are interested in.

To answer this question, we choose a set of times t = ts and estimate
the number of nodes n appearing in the spatial density ρ(r, R, ts).
This is possible only approximately because the densities do not
always show clearly defined nodes (in particular, in momentum-
space). Rather, more or less pronounced minima are seen. However,
the MI and correlations are not too sensitive with respect to the exact
number of nodes. The variances of the position- and momentum-
space densities, as defined in Eqs. (32) and (33), can be calculated
analytically, and they are

σ2
R(n) = 2n + 1

2βs
, (34)

σ2
K(n) = 2n + 1

2
βts + γ2. (35)

Inserting the numerically derived variances into the latter equa-
tions, i.e., σ2

R(n) = σ2
R(ts) and σ2

K(n) = σK(ts), leads to two different
values of the parameter β (namely, βR and βK ), which are then used
in the equations for the approximate densities. As before, a value of
γ = 0.733 Å−2 is chosen. In this way, we obtain approximate den-
sities in position- and in momentum-space, which have the widths
and the number of nodes similar to the numerical ones. The thus
constructed functions are used to calculate the MI and correlation
coefficients, and the results are included in Fig. 3 as red crosses. In
what follows, they are referred to as IHO

ξ , IHO
π , corrHO

ξ and corrHO
π ,

respectively. It is seen that in position-space, the approximate MI(IHO
ξ ) and correlation (corrHO

ξ ) agree well with the numerical curves.
The same applies to the momentum-space correlation (corrHO

π ). In
all three cases, the nodes of the wave functions do not play a role
because the Gaussian ansatz, which neglects the node structure,
yields about the same results. The only exception is the function
Iπ(t). There, the assumption of a Gaussian form of the wave func-
tion fails completely. Including the nodes as described above yields
a curve that deviates at shorter times but gives a reasonable predic-
tion of the overall time dependence. The deviations occur at times
when the wave packet is fairly localized, so the representation of
its R-dependence by a single harmonic wave function is not very
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accurate. The curve increases and, for longer times, converges to a
constant. This trend is in accordance with the results derived for the
model density shown in Sec. III A. Thus, we have found that the
momentum-space MI reflects non-linear electron-nuclear correla-
tions, which are strongly influenced by the nodal structure of the
underlying momentum density.

Let us now discuss the limit of longer times in the regarded
interval. The numerically calculated spatial- and momentum-
densities for a time of tn = 281 fs are displayed in the left hand panels
of Fig. 6. Counting the number of nodes in the coordinate space
density yields an approximate value of n = 65. The respective den-
sities obtained within the harmonic approximation [i.e., Eqs. (32)
and (33)] are also shown in the figure (right hand panels). They
are obtained for the parameters βR = 13.63 Å−2,βK = 3.01 au−2, and
γ = 0.733 Å−2. As can be seen in the figure, they reproduce the main
characteristics of the numerical densities. This opens up the possibil-
ity to directly study the influence of the number of nodes on the MI
and the correlation coefficients at the considered fixed time. These
functions are calculated by keeping the chosen parameters fixed
(i.e., βR,βK , and γ) and varying the quantum number n of the har-
monic functions. In the upper two panels of Fig. 7, the MI in
position- and momentum-space is shown. Both curves grow mono-
tonically in the displayed range of quantum numbers, while the
gradient decreases slowly. They start at the same value because for
zero nodes, the correlation of the model is linear. The momentum-
space MI increases with a large gradient at lower quantum numbers
and then levels slowly. This is exactly what is found in the b= 1 case, which corresponds to the orientation encountered here
along the line k = −K of the model density ρa,b(x, y) shown in
Sec. III A. However, it does not converge in the presented regime.
Taking the estimated value of n = 65, marked in Fig. 7 as a verti-
cal line, we find the following numbers, Iξ(281) = 1.07, IHO

ξ = 0.95,
Iπ(281) = 0.31, and IHO

π = 0.28, so that good agreement is found.
Figure 7 also contains the MI as obtained from Eq. (27) and using
the correlations depicted in the lower panels of the figure. In posi-
tion space, this is a good approximation, but it completely fails in

FIG. 6. Comparison of the propagated coordinate-space and momentum-space
densities (left hand panels) and their harmonic approximations (right hand panels)
at a time of t = ts = 281 fs.

FIG. 7. Mutual information (upper two panels) and linear correlation coefficients in
position- and momentum space (lower two panels). The curves (HOn, interpolated
by straight lines) are calculated using the densities ρHO

ξ and ρHO
π constructed for a

time of ts = 281 fs, as described in the text. They are shown for fixed parameters
as a function of the quantum number n. For comparison, the MI determined from
Eq. (27) using the correlations depicted in the two lower panels is also included
(red curves). The horizontal line indicates the quantum number n = 65, which is
determined from the numerical derived density at t = 281 fs.

momentum space. There, the curve approaches zero because the lin-
ear correlation vanishes. This again emphasizes that in calculating
the function Iπ , the nodes of the quantum wave functions are of great
importance.

Note that the correlations corrξ(t) and corrπ(t) do not exhibit
extrema, as is found for the model density ρa,b(x, y) (see Fig. 2). This
is because the variance of the densities is larger than the wavelength
of the oscillations for all quantum numbers. Thus, here, we are in a
regime of values above the critical number of amin [Eq. (13)].

IV. SUMMARY
The focus of this work is on the analysis of how nodal structures

in quantum wave functions influence particle correlations. There-
fore, we consider two measures of such an entanglement. One is
the mutual information, and the other is the linear correlation coef-
ficient. These functions are derived from probability densities for
systems with two degrees of freedom.

We first analyze model densities with a Gaussian shape func-
tion, where nodes are introduced by a cosine function. Here, two
parameters (a and b) enter. The first one (a) determines the fre-
quency with which the nodes appear, and the other (b) defines the
orientation of the nodal lines in the plane. It is shown that the MI
behaves as a monotonously increasing function converging to the
same limit for all values of b. The latter determines the rate with
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which the asymptotic value is reached. On the other hand, the lin-
ear correlation coefficient shows an extremum for all values of b and
approaches zero for larger numbers of the frequency. This means
that, opposite to the behavior of the MI, the latter is only sensitive
to the number of nodes within a region where the wavelength of the
oscillations in the density is larger or comparable to the variance of
the density.

Having the analytical results at hand, we apply them to the
motion in a system consisting of an electron and a nucleus, which
show the typical dynamics encountered in the Born–Oppenheimer
regime. In integrating the time-dependent Schrödinger equation for
the coupled motion, the MI and the correlation coefficients are
determined as a function of time. The numerical results are com-
pared to those derived using a Gaussian ansatz for the BO wave
function, which does not account for the node patterns in the prob-
ability density. It is found that the correlation measures derived
from the coordinate-space density show excellent agreement with
the numerically exact results. This hints at the fact that, here, the
nodal structure of the density does not play an important role. As is
inferred from the analytical considerations, the reason is that nodal
lines present in the spatial densities are oriented perpendicular to
the electronic coordinate axis. This is related to the BO wave func-
tion where the dynamics and thus the node structure are contained
in the nuclear wave function whereas the electronic wave function
remains of approximately constant shape.

Another picture evolves from the momentum-space dynamics.
There, the quantum density exhibits nodal lines, which are oriented
and non-parallel to the nuclear momentum axis. Here, the partic-
ular form of the BO wave function puts these lines at an angle of−π/4 to the axis. This has the consequence that the MI strongly
depends on the number of nodes. Because the linear correlation
coefficient does not show this dependence, we identify non-linear
contributions to the particle correlation which, however, are only
seen if the momentum-space density is used in the calculation. To
explicitly address the influence of the number of nodes, we calcu-
late the correlation measures, assuming harmonic wave functions
for the nuclear degree of freedom at different times. The then
obtained densities in position- and momentum-space are a good
approximation to the numerically derived ones at selected times.
By increasing the number of zeros in the nuclear harmonic den-
sity, it is documented that, for the regarded BO dynamics where
the electron adiabatically adapts to the nuclear geometry, it is only
the momentum-space mutual information that is sensitive to struc-
tures in the quantum mechanical wave function. We thus conclude
that these nodal structures increase the wave packet entanglement
in a non-linear fashion, which can be visualized by calculating the
mutual information between the particles.

Finally, we point out that even though the nodal structures in
our example influence only the momentum-space MI, one can find
examples where the nodes strongly influence both the momentum-
and the position-space MI. However, the results presented here illus-
trate the general effect, which, to the best of our knowledge, has not
been discussed in detail before.
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APPENDIX: LIMIT OF A LARGE NUMBER OF NODES

In what follows, we provide a proof of Eq. (13), which gives the
value of the MI in the limit of large values of the parameter a. This is
equivalent to a large number of nodes in the model density appear-
ing in Eq. (10). Here, we treat the special case where the parameter b
assumes the value of b = 1. The density then reads

ρa(x, y) = 2e−x2−y2
cos2(ax + ay)

π(e−2a2 + 1) , (A1)

where we have, for simplicity of notation, the replacement a→ a
√

2.
In the case of b = 1, because the nodes are aligned along the line

x = −y, the electronic and nuclear densities have the same functional
dependence on their respective coordinates. Regarding (exemplar-
ily) the nuclear density and using symbolic integration, its analytic
expression is determined as

ρnuc
a (x) = ea2−x2(ea2 + cos (2ax))√

π(e2a2 + 1) . (A2)

We next apply a coordinate transformation as (x, y)→ (x − y, y) so
that the density takes the form

ρa(x, y)→ 2e−(x−y)2−y2
cos2(ax)

π(e−2a2 + 1) . (A3)

This simplifies the integration over the variable y, which is
performed with MATHEMATICA and yields

∫ dx f (x, a) = −∫ dx dy ρa(x, y) ln [ρa(x, y)]
= −∫ dx

e2a2− x2
2 cos2(ax)√

2π(e2a2 + 1)
× [4a2 − 2 ln (π(e2a2 + 1))
− ln (sec4(ax)) − x2 − 1 + ln (4)]. (A4)

In order to obtain the MI, the remaining integrals over the variable
x are to be solved, i.e.,

Ia = ∫ dx [−2ρnuc
a (x) ln [ρnuc

a (x)] − f (x, a)]. (A5)
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The integrand appearing in the latter equation can be decomposed
into eight different terms Tn(x, a) as

[−2ρnuc
a (x) ln [ρnuc

a (x)] − f (x, a)] = 8∑
n=1

Tn(x, a), (A6)

with

T1(x, a) = 2
√

2
π a2e2a2− x2

2 cos2(ax)
e2a2 + 1

, (A7)

T2(x, a) = − e2a2− x2
2 cos2(ax)√

2π(e2a2 + 1) , (A8)

T3(x, a) = −x2e2a2− x2

2 cos2(ax)√
2π(e2a2 + 1) , (A9)

T4(x, a) = ln (4)e2a2− x2

2 cos2(ax)√
2π(e2a2 + 1) , (A10)

T5(x, a) = −
√

2
π e2a2− x2

2 cos2(ax)
e2a2 + 1

ln (π(e2a2 + 1)), (A11)

T6(x, a) = − 2e2a2−x2

√
π(e2a2 + 1) ln

⎛⎜⎝
ea2−x2(ea2 + cos (2ax))√

π(e2a2 + 1)
⎞⎟⎠, (A12)

T7(x, a) = −2ea2−x2
cos (2ax)√

π(e2a2 + 1) ln
⎛⎜⎝

ea2−x2(ea2 + cos (2ax))√
π(e2a2 + 1)

⎞⎟⎠,

(A13)

T8(x, a) = − e2a2− x2
2 cos2(ax) ln (sec4(ax))√

2π(e2a2 + 1) . (A14)

Direct symbolic integration can be performed for the terms
T1(x, a), T2(x, a), T3(x, a), T4(x, a), and T5(x, a), and one finds

∫ dx T1(x, a) = 2a2, (A15)

∫ dx T2(x, a) = −1
2

, (A16)

∫ dx T3(x, a) = a2 − a2 tanh (a2) − 1
2

, (A17)

∫ dx T4(x, a) = ln (2), (A18)

∫ dx T5(x, a) = − ln (π(e2a2 + 1)). (A19)

The terms T6(x, a) and T7(x, a) are obtained by first using

lim
a→∞∫ dx Tn(x, a) = ∫ dx lim

a→∞Tn(x, a). (A20)

We therefore calculate these limits, which are

lim
a→∞T6(x, a) = − e−x2(2x2 + ln (π))√

π
, (A21)

lim
a→∞T7(x, a) = 0. (A22)

Thus, T7(x, a) vanishes and does not contribute to the MI in the
considered limit. The term of Eq. (A21) can be integrated, which
yields

∫ dx lim
a→∞T6(x, a) = 1 + ln π. (A23)

For the last term T8(x, a), MATHEMATICA does not provide
a solution, so we need to analyze it in more detail. It can be
written as

T8(x, a) = e2a2

(e2a2 + 1)
e− x2

2√
2π
[cos2(ax) ln (cos4(ax))]. (A24)

First we note that

lim
a→∞

e2a2

(e2a2 + 1) = 1. (A25)

The remaining part being present in T8(x, y) consists of a prod-
uct of a Gaussian and an oscillating function having a period of
P = π/a. Thus, for large values of a, the oscillations become arbi-
trarily fast if compared to the scale on which the Gaussian changes,
and, effectively, the Gaussian only sees an average value, which is
determined as

1
P∫

P=π/a
0

dx cos2(ax) ln (cos4(ax)) = ln (4) − 1. (A26)

Inserting this average value and the limit Eq. (A25) into the integral
containing T8(x, a) yields

∫ dx lim
a→∞T8(x, a) = ∫ dx

e− x2
2√

2π
[1 − ln (4)] = 1 − ln (4). (A27)

We now sum over all contributions to obtain

8∑
n=1
∫ dx Tn(x, a) = 2a2 − 1

2
+ a2 − a2 tanh (a2) − 1

2
+ ln (2)

− ln (π(e2a2 + 1)) + 1 + ln (π) + 1 − ln (4),
(A28)

which simplifies to

8∑
n=1
∫ dx Tn(x, a) = 3a2 − ln (2e2a2 + 2) − a2 tanh (a2) + 1. (A29)
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This equation indeed converges in the limit of a→∞, and the
asymptotic value of the MI is calculated as

lim
a→∞Ia = lim

a→∞∑8
n=1 ∫ dx Tn(x, a) = 1 − ln (2)

= ln( e
2
) ≈ 0.306 852. (A30)
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7 Summary

In the course of this work, information-theoretical measures have been applied to different

systems.

First, differential Shannon entropies were calculated from position and momentum den-

sities of an harmonic oscillator with and without disorder. Analytical expressions for the

entropy of coherent and squeezed states in an undisturbed harmonic oscillator have been

computed. They reveal the dependence of the entropy on the width of the probability

density in the respective space, highlighting the relationship between the entropy and

the localization of the wave function. The entropy of the harmonic eigenstates has been

approximated by a fit function which gives excellent agreement with the numerical re-

sults. Entropies for the classical harmonic oscillator in the microcanonical ensemble were

also calculated and compared with the quantum entropy of harmonic eigenstates. Static

disorder was added to the harmonic potential and the short- and long-time behavior of

the entropy was investigated for quantum and classical dynamics. The such obtained

entropies behave harmonically for short times and,due to dispersion, increase to larger

values for later times until they reach a plateau value. Quantum entropies exhibit ir-

regular oscillations, with minima associated with wave function revivals related to the

most contributing energy eigenstates. Classical entropies behave similarly to quantum

entropies, but show much smaller oscillations and increase to higher values. The energy

dependence of the entropy plateau values was studied. It was found that the classical

plateau values can be predicted by the entropy of a dephased density, while the quantum

ones follows that of the harmonic eigenstates.

Information-theoretical measures were also applied to a model of coupled electron-nuclear

dynamics, which consists of two fixed and one mobile nucleus and one mobile electron in

one dimension. In this model, two distinct scenarios were considered: weak and strong

non-adiabatic coupling. In the weakly coupled case, the electron closely follows the mo-

bile nucleus, while for strong coupling the electron remains at a fixed nucleus. The

information-theoretical properties of the wave function were benchmarked. For this the

total, electron and nuclear entropies were analyzed, and the the mutual information was

computed as a measure for particle correlation. Notably, entropy values for both elec-

tron and nucleus correlate with the width of their densities, particularly at turning points

where the density refocuses.

The total entropy was found primarily related to the nuclear density, while the electrons

influence on total entropy was comparatively less. Mutual information increases over

time, reaching maxima and minima due to dispersion and the classical turning points.

In the strongly coupled case, the electron’s width and entropy remains nearly constant.

136



7. Summary

Here, the mutual information vanishes, indicating no significant correlation between the

electron and the nucleus. State-dependent entropies were introduced for strong adiabatic

coupling, revealing insights into the population transfer and the form of the density mat-

rix elements in the respective adiabatic states. Comparing the sums of these decomposed

entropies to the total entropies provides information about transitions between electronic

states at the avoided crossings.

An analytical ansatz was applied to describe the two coupling regimes. In the weakly

coupled case, the Born-Oppenheimer ansatz yielded excellent results in position space.

The analytical model successfully predicted various entropies and correlation measures,

indicating that the nuclear width determines the information dynamics. In momentum

space, the analytical ansatz shows good agreement for early times, particularly in predict-

ing the linear correlation coefficient. However, it does not reproduce densities with nodal

patterns, so it fails to describe the increasing mutual information in momentum space.

We traced this effect back to the number of nodes occurring in the momentum density.

The analytical ansatz was modified to describe the diabatic dynamics. The analytic results

demonstrated excellent agreement with the numerical derived ones due to the simplicity

of the dynamics in this coupling case.

Finally, the relation of nodal patterns and particle correlation was investigated. For this,

an example density was employed, where we showed that the mutual information is de-

pendent on the number and the alignment of nodes. The observations were applied to

improve the analytical ansatz and in this way it became possible reproduce the previously

found increasing momentum-space mutual information.
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8 Zusammenfassung

Im Rahmen dieser Arbeit wurden informationstheoretische Maße auf verschiedene Syste-

me angewendet.

Zunächst wurden differentielle Shannon-Entropien aus Orts- und Impulsdichten in ei-

nem harmonischen Oszillator mit und ohne Störung berechnet. Dafür wurden analyti-

sche Ausdrücke für die Entropie von kohärenten und gestauchten Zuständen in einem

ungestörten harmonischen Oszillator berechnet. Sie zeigen, dass die Entropien von der

Breite im jeweiligen Raum abhängen und verdeutlichen die Beziehung zwischen Entro-

pie und Lokalisierung der Wellenfunktion. Die Entropie der harmonischen Eigenzustände

wurde durch eine Fit-Funktion angenähert, die eine exzellente Übereinstimmung mit den

numerischen Ergebnissen zeigt. Die Entropien für den klassischen harmonischen Oszillator

im mikrokanonischen Ensemble wurden ebenfalls berechnet und mit denen der harmoni-

schen Eigenzustände verglichen. Dem harmonischen System wurde statische Unordnung

hinzugefügt und das Kurz- und Langzeitverhalten der Entropie wurde für Quanten- und

klassische Dynamik untersucht. Die Entropien verhalten sich für kurze Zeit harmonisch

und steigen für spätere Zeiten aufgrund der Dispersion auf größere Werte an, bis sie

einen Plateauwert erreichen. Quantenentropien weisen unregelmäßige Oszillationen auf,

wobei die Minima mit dem Wiederaufleben der Anfangswellenfunktion verbunden sind,

die aufgrund der signifikant beitragenden Energieeigenzuständen entstehen. Die klassische

Entropie verhält sich ähnlich wie die Quantenentropie, weist jedoch wesentlich geringe-

re Oszillationen auf und steigt auf einen höheren Plateauwert. Die Energieabhängigkeit

der Entropie-Plateauwerte wurde untersucht. Es wurde festgestellt, dass die klassischen

Plateauwerte durch die Entropie einer dephasierten Dichte vorhergesagt werden können,

während die Quantenwerte denen der harmonischen Eigenzustände folgen.

Informationstheoretische Maße wurden auch auf gekoppelte Elektron-Kern-Dynamik an-

gewandt. Das betrachtete eindimensionale System besteht aus zwei festen und einem

beweglichen Kern und einem beweglichen Elektron. Das System wurde unter schwacher

und starker nicht-adiabatische Kopplung betrachtet. Im Fall der schwachen Kopplung

folgt das Elektron dem beweglichen Kern, während bei starker Kopplung das Elektron

am festen Kern lokalisiert bleibt. Es wurden die Gesamt-, Elektronen- und Kernentropie

sowie die Transinformation als Maß für die Teilchenkorrelation berechnet. Die Entropie-

werte sowohl für Elektronen als auch für Kerne korrelieren mit der jeweiligen Breiten

ihrer Dichten. Dies geschieht insbesondere an Wendepunkten, da die Dichten hier fokus-

siert werden.

Die Gesamtentropie hängt insbesondere von der Kerndichte ab, während der Einfluss der

Elektronen auf diese vergleichsweise gering ist. Die Transinformation nimmt aufgrund der
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Dispersion mit der Zeit zu und erreicht Maxima und aufgrund Reflexionen an den klassi-

schen Wendepunkten. Im stark gekoppelten Fall bleiben die Breite und die Entropie des

Elektrons nahezu konstant. In diesem Fall ist die Transinformation in guter Näherung

gleich null, weil keine Korrelation zwischen dem Elektron und dem Kern besteht.

Im Falle der starken nicht-adiabatischen Kopplung wurden zustandsabhängige Entropien

eingeführt, die Aufschluss über den Populationtransfer und die Form der Dichtematrix-

elemente in den jeweiligen adiabatischen Zuständen geben. Der Vergleich der Summen

dieser zerlegten Entropien mit den Gesamtentropien liefert Einblick in Übergänge zwi-

schen adiabatischen Zuständen an den vermiedenen Kreuzungen. Für beide Fälle wurde

ein analytischer Ansatz formuliert. Im Fall der schwachen Kopplung wurde ein Born-

Oppenheimer-Ansatz gewählt, der sehr gute Ergebnisse im Ortsraum liefert. Das analyti-

sche Modell sagt Entropien und Korrelationsmaße erfolgreich vorher, was bestätigt, dass

die Informationsdynamik von der Breite der Kerndichte bestimmt wird. Im Impulsraum

liefert der analytische Ansatz zu Beginn der Propagation gute Ergebnisse, insbesondere

für den linearen Korrelationskoeffizienten. Allerdings kann er den Anstieg der Transinfor-

mation im Impulsraum nicht reproduzieren. Dieser Effekt wurde auf die Anzahl der in

der Impulsdichte vorkommenden Knoten zurückgeführt.

Der analytische Ansatz wurde auf den diabatischen Fall angepasst. Die Ergebnisse zeigen

aufgrund der Einfachheit der Dynamik in diesem Szenario eine exzellente Übereinstimmung

mit den numerisch exakten Daten.

Schließlich wurde die Beziehung zwischen Knotenstrukturen und Teilchenkorrelation un-

tersucht. Dazu wurde zuerst eine Beispieldichte benutzt, bei der deutlich wurde, dass die

Transinformation von Ausrichtung und Anzahl der Knoten abhängt. Diese Beobachtun-

gen wurden angewendet, um die zuvor beobachtete Zunahme der Transinformation im

Impulsraum zu reproduzieren.
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[98] S. A. González, A. Reyes, International Journal of Quantum Chemistry 2009, 110,

689–696.

[99] F. Agostini, E. Gross, B. F. Curchod, Computational and Theoretical Chemistry

2019, 1151, 99–106.

[100] J. Stetzler, V. A. Rassolov, Molecular Physics 2022, 121, e2106321.

[101] S. Shin, H. Metiu, The Journal of Chemical Physics 1995, 102, 9285–9295.

[102] S. Shin, H. Metiu, The Journal of Physical Chemistry 1996, 100, 7867–7872.

[103] M. Erdmann, P. Marquetand, V. Engel, The Journal of Chemical Physics 2003,

119, 672–679.

[104] M. Falge, V. Engel, S. Gräfe, The Journal of Chemical Physics 2011, 134, 184307.
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