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Experiments in micro-patterned model membranes
support the narrow escape theory
Elisabeth Meiser 1✉, Reza Mohammadi2, Nicolas Vogel2, David Holcman3,4 & Susanne F. Fenz 1

The narrow escape theory (NET) predicts the escape time distribution of Brownian particles

confined to a domain with reflecting borders except for one small window. Applications

include molecular activation events in cell biology and biophysics. Specifically, the mean first

passage time �τ can be analytically calculated from the size of the domain, the escape window,

and the diffusion coefficient of the particles. In this study, we systematically tested the NET in

a disc by variation of the escape opening. Our model system consisted of micro-patterned

lipid bilayers. For the measurement of �τ, we imaged diffusing fluorescently-labeled lipids

using single-molecule fluorescence microscopy. We overcame the lifetime limitation of

fluorescent probes by re-scaling the measured time with the fraction of escaped particles.

Experiments were complemented by matching stochastic numerical simulations. To con-

clude, we confirmed the NET prediction in vitro and in silico for the disc geometry in the limit

of small escape openings, and we provide a straightforward solution to determine �τ from

incomplete experimental traces.
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The most economical way for a living cell to reduce energy
consumption is to exploit the omnipresent thermal energy,
which drives Brownian motion at the molecular level1.

However, the random walk of a Brownian particle is not effective
in finding a target quickly. Such a target can be a receptor, a
channel, or any structure that can trigger a cellular response. In
particular, fast activation is critical for stimulus transmission in
the nervous system. This leads to the generic question: how can an
inefficient stochastic motion mediate a fast response? To over-
come this difficulty many cellular processes rely on a large number
of copies of identical particles, a situation known as the redun-
dancy principle2. Another possibility to increase the targeting of a
Brownian particle onto a specific location is via adjustment of the
cell’s size and shape. As a result, diffusion is often an effective and
fast enough mechanism to facilitate physiological processes.

The narrow escape theory (NET) is a theoretical framework
that provides a quantitative understanding of diffusion in confined
environments with small targets3. In cell biology, there is a mul-
titude of scenarios that can be described by the NET. For example,
in the early stages of viral infection, one fundamental step consists
in reaching the host cell’s nucleus. To this end, the genetic
information of the virus needs to enter through a small nuclear
pore4–6. Another prominent example concerns the activation of
postsynaptic receptors by neurotransmitters. Analytical calcula-
tions of the meantime of encounter between diffusing transmitters
and receptors have revealed the role of receptor distribution in the
NET7. One more interesting example of the NET is the dynamics
of the proteinaceous surface coat of Trypanosoma brucei8. Try-
panosomes are single-celled flagellated parasites responsible for
neglected tropical diseases prevalent in sub-Saharan Africa,
including sleeping sickness in humans and Nagana in livestock9.
Trypanosomes exhibit a dense, but dynamic surface coat of
glycosylphosphatidylinositol-anchored variant surface glycopro-
teins (VSG)10,11. This surface coat plays a crucial role in protecting
the parasite against the host’s immune system12. The maintenance
of the VSG coat is accomplished by shuffling the VSG through the
tiny flagellar pocket, which is the sole site for endo- and exocytosis
and makes up only 5% of the cell surface13,14.

The central question of the NET, referred to as the narrow
escape problem (NEP), consists in computing the mean first
passage time �τ of a Brownian particle until escape through a small
exit site on the boundary of a closed domain. The rim of the
domain is reflective everywhere except for the exit site, where
the particle is absorbed. The mean first passage time characterizes
the time scale of rare events.

Holcman and Schuss first set the concept of the NEP in a
cellular context in 200415. Since then, the concept was constantly
extended to include various geometries for the diffusion domain:
two and three-dimensional shapes like discs3,16, cusps,
spheres17,18, and sheets19 covering a multitude of applications
ranging from calcium dynamics in dendritic spines20 to vesicle
trafficking in biological cells21. Today, the problem has been well
explored by theoreticians19,22,23 in multiple geometries: regular
two-dimensional surfaces, cusp geometry or three-dimensional
domains connected by narrow cylinders24.

Here, we will focus on the analytical solution of the NEP for a
2D− circular domain, where the mean time �τ depends pre-
dominantly on the diffusion coefficient D of the Brownian par-
ticle, the area of the disc of radius r, and the size of the escape
opening a25:

�τ ¼ r2

D
ln
1
ε
þ ln 2þ 1

4
þ OðεÞ

� �
;where ð1Þ

ε ¼ a
C
� 1; ð2Þ

where the parameter ε is the relative escape opening defined as
the arc length a divided by the disk’s circumference C= 2πr. In
the following, the relative escape opening ε is referred to as escape
opening. Equation (1) is an approximation valid only for a disc
geometry and Brownian particles starting from outside a
boundary layer surrounding the exit site, more precisely the
center of the disc.

Experimentally the mean time �τ can be estimated by fitting the
exponential tail of the empirical probability density histogram of
measured escape times (ETs)24. Besides the investigation of the
mean first passage time, there are solutions that consider the
distribution of escape times as such. The computation of the full
distribution has been provided by Rupprecht et al.26. While it is
already highly challenging to experimentally determine �τ in a
biological specimen, e.g. a living cell, it is impossible to perform a
systematic study of the parameters D, r, and ε. In order to achieve
full control of the parameters, simplified in vitro model systems
are used. To our knowledge, two previous studies attempted to
measure the mean first passage time in vitro: either directly27 or
via Kramer’s rate28. In the first case, a fluorescent nanoparticle
(hydrodynamic diameter of 74 nm) was tracked while diffusing in
a small three-dimensional cavity and escaping through a nano-
pore. In the second case, the author studied the dynamics of lipid-
anchored quantum dots on the membrane of giant unilamellar
vesicles escaping onto a lipid nanotube pulled from the vesicle.
However, despite the established theory, a systematic experi-
mental verification is still missing.

The critical requirement to measure the mean time �τ either
in vitro or invivo, is the reliable traceability of the particles. For
fluorescent labels, this traceability can easily be hampered by
blinking or bleaching29. Gold beads30 and nanodiamonds31,32

exhibit extremely high photostability and are also non-toxic
labels. However, the favorable optical properties are offset by their
large size and the disposition to interfere with proteins and thus
affect dynamics33. Their restraints caused by the labeling can be
avoided by using label-free techniques, one example being
interferometric scattering microscopy (iSCAT)34, which, on the
downside, is only applicable in in vitro experiments.

In vivo measurements often rely on fluorescent proteins35,36 or
smaller organic dyes. The use of fluorescent proteins is especially
interesting in live-cell imaging because of the direct assessment of
intracellular dynamics, rendering cell permeabilization obsolete.
With the increasing size of the fluorescent tag, interference with
the folding, localization, and thereby the dynamics of the sample
can become a considerable hindrance37. Organic dyes are in
general smaller, ensure minimal interference with the experiment,
and are more photo-stable than fluorescent proteins. But even
very popular dyes like ATTO647N, which feature fluorescence
properties in spectral regions far away from the auto-fluorescence
of biological samples38 and provide high photo-stability39, miss to
fully sample escape events in narrow escape scenarios. Especially
the extremely long escape times, which lead to the characteristic
long tail of the exponential distribution, are currently out
of reach.

In single-molecule fluorescence microscopy, the finite signal-
to-noise ratio results in non-continuous tracking40. Thus, the
achievable trace length is limited further.

The general topic of mortality of Brownian particles was
already studied theoretically24,41–43. Further, Grebenkov and
Rupprecht introduced a comprehensive extension of the narrow
escape theory for two and three dimensions, including mortal
walkers44. However, a straightforward solution to overcome
lifetime limitations remained elusive for experimentalists. Lim-
itations hampered experimental testing of the NEP. With our
work presented here, we aim to fill this gap for the narrow escape
problem.
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In this study, we test the narrow escape problem experimen-
tally in a disc by varying the size of the escape opening. To this
end, we developed a model system consisting of 2D membrane
patches with defined sizes and reflective boundaries. Single par-
ticles were tracked to determine their mean time until they
reached the escape opening. We overcame the lifetime limitation
of our fluorescent probe by re-scaling the experimentally deter-
mined mean first passage time by the fraction of escaped particles
p. Our approach was confirmed by matching random walk
simulations, featuring mortal and immortal walkers. The
experimental results of the mean first passage time as a function
of the opening coincide with the NEP theory and complementary
simulations in both absolute values and systematically concerning
the escape opening size ε.

Results and Discussion
An in vitro model system for the systematic testing of the
narrow escape problem. For our model system, we use a micro-
structured substrate to prepare uniform circular phospholipid
membrane patches with a defined diameter. This substrate con-
sisted of circular openings in a continuous gold film deposited on
a glass cover slip. These openings were prepared by a colloidal
templating approach. In brief, polystyrene microspheres were
deposited on a glass substrate, Fig. 1a, and a gold film (100nm)
was thermally evaporated, Fig. 1b. The microspheres acted as a
shadow mask to prevent gold deposition in areas covered by the
particles45. Upon removal of the microspheres, uniform circular
wells surrounded by a continuous gold film remained on the
substrate, Fig. 1c–e. We subsequently functionalized the gold with
1-dodecanethiol to passify the surface and prevent the formation
of a membrane. Subsequently, small unilamellar vesicles con-
sisting of SOPC (1-stearoyl-2-oleoyl-sn- glycero-3- phosphocho-
line) were allowed to fuse on the glass substrate within the
circular wells, forming well-defined circular supported lipid
bilayer (SLB) patches, Fig. 1f. These membrane patches were
doped with fluorescently labeled lipids, DOPE-Atto647N (1,2-
dioleoyl-sn-glycero- 3- phosphoethanolamine with Atto647N
label), that diffused laterally in the plane of the SLB.

For the bilayer preparation, imaging and measurements, the
substrate was placed in a custom-made observation chamber,
which allowed imaging through the transparent glass discs using
an inverted microscope. The small diameter of the discs enabled
us to probe the full area of the formed membrane patch. Single-
molecule localizations were deduced from Gaussian fits, Fig. 2b,
on the captured single-emitter intensity profiles, Fig. 2a, c, The
radius of the formed membranes was determined by single-

molecule fluorescence microscopy (SMFM) via the localization
pattern of the fluorescent lipids over time, Fig. 2d. Analyzing 63
domains, we determined the average radius to be 2.44 μm with a
standard deviation of 0.13 μm in agreement with the nominal
radius of the beads used to generate the scaffold, rbead= 2.5μm.

To ensure that our model system was suitable to test the NEP
in a disk, we validated the following properties: (i) membrane
integrity, (ii) lipid diffusive behavior, and (iii) reflective properties
at the domain boundaries.

Membrane integrity. We evaluated the integrity of the membrane
patches by calculating the defect area fraction of the membranes,
see Supplementary Note 3 for details. The mean defect area
fraction of 63 membrane patches was only 3.6% with a corre-
sponding median of 2.6%, Figure SI 3. The linear dependency of
the mean squared displacement (msd) over time

msd ¼ 4Dt; ð3Þ
1) is a widely accepted measure for normal diffusion. Here, only
traces with a minimum trace length of 10 steps were analyzed.
The R2 of a linear fit to the msd data yielded 0.98, indicating
normal diffusion within the membrane patches. The average
diffusion coefficient of the tracer lipid was determined to be
D= 2.29 ± 0.05μm−2s−1 from the slope of the msd over time
plot, Fig. 3, a. This result matched diffusion coefficients measured
in comparable SLB membrane models at room temperature46,47.

Normally distributed step lengths are an indication for normal
diffusion, as shown from the solution of the diffusion equation,
Equation (5).

Lipid diffusive behavior. To verify that the lipids in the membrane
patches fulfill this criterion for diffusivity, we extracted the dis-
tribution of 1D displacements from the measured traces. To
exclude steps involved in the reflection at the rim, and thereby
eliminate the effects of the confinement, traces were grouped
concerning their location at the rim or in the center of the patch.
The width of the rim region was chosen to include a large per-
centage of one-step events while the percentage of two-step events
was still reasonably low, see Supplementary Note 1 and Figure
SI 1 for a detailed description. The 1D distribution of 13,353 steps
(8349 steps) from the center (rim) region of the domains were
found to be normally distributed, R2

center ¼ 1:00, R2
rim ¼ 0:99,

Fig. 3b.) The Gaussian fit of the step length yielded a mean and
std of 0.01 ± 0.21μm and 0.02 ± 0.15μm, for the center and rim,
respectively. From these distributions and using Equation (6) we
calculated site-specific diffusion coefficients in the center and rim

Fig. 1 Sketch of the preparation procedural of the mixed colloid- metallization technique. a Deposition of the colloids. b Metal evaporation of titanium
and gold followed by c removal of the colloids by rigid washing. d Finished scaffolds were cleaned and stored in NTC buffer. e Top view and f side view of a
scaffold/ membrane patch after introduction of a SLB from vesicle fusion.
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region to complement the average diffusion coefficient deter-
mined from the msd analysis. The diffusion coefficient in the
center was almost twice as large as at the rim:
Dcenter= 2.21 ± 0.01μm/s and Drim= 1.13 ± 0.02μm/s. The
reduced diffusion coefficient at the rim points towards an energy
loss during reflection. This energy loss at the boundary might be
caused by a weak interaction of the lipid probe with the bound-
aries to the gold film.

Reflective properties at the domain boundaries. To evaluate whe-
ther the reflection at the boundaries of the membrane patches was
biased to a direction, we used the angles between consecutive
steps of the lipid trajectories as a measure. The angles were col-
lected from trajectories located at the rim and in the center of the
membrane patches separately (details in SI). In both cases the
angles were distributed evenly as expected for normal diffusion:
α∈ [0∘, 360∘], Fig. 3c, d). 282,576 and 141,564 angles from the
center and rim regions were analyzed from the trajectory
ensemble, respectively.

These reference measurements confirm that our model system
fulfilled the requirements for testing the NEP (i - iii).

Determination of the mean first passage time from lifetime-
limited traces. After the positive evaluation of the model system,
we experimentally determined the mean first passage times, τ, of
diffusing lipids for a variety of virtual escape sites at the rim of the
diffusion domain and compared it to the theoretical prediction
given in Equation (1) neglecting O(ε), as well as matching ran-
dom walk simulations. Single-molecule imaging was performed at
100 Hz, and illumination intensity of 1 kW−1cm−2. The lipid
probes exhibited an ATTO label in the far-red wavelengths
spectrum (647N, λabs = 646 nm, λem = 664 nm, extinction
coefficient: ϵmax= 150, 000M−1cm−1).The fluorescence signal
from individual ATTO647N molecules was localized by 2D
Gaussian fitting, 2b, with a precision of σexp = 20 nm. This result
agreed with the prediction by Thompson et al., Equation (4)48,

σ th ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ω2

N
þ

a2
12

N
þ 8πω4b2

a2N2

 !vuut : ð4Þ

Here, N denotes the number of photons detected per single
emitter (N = 379), ω the signal width (ωexp = 336 nm), a the pixel
size (aexp = 160 nm), and b the variations in the background (bexp

Fig. 2 Single-molecule localizations of fluorescent lipids in a circular model membrane. a Snapshot of single-molecule intensity profiles. b Gaussian fit on
the intensity profile of a single emitter. c Top view on the single-molecule intensity profiles depicted in a. The dashed circle indicates the rim of the
membrane patch. d All single-molecule localizations found in an exemplary movie, depicted by dots.
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= 331 nm). Using our experimental values given in parenthesis
resulted in σth = 19 nm.

Trajectories were obtained by single-molecule tracking, relying
on the principle of maximum probability49. The total time of each
recorded movie was chosen to be long enough to allow the labeled
lipid to probe the full area of the membrane patch. As a result,
high coverage with single emitter localizations was achieved. This
information allowed us to deduce the boundary of each
membrane patch automatically.

To find the escape times of the single emitters, artificial escape
openings on the boundary were defined in the analysis. The
virtual opening was continuously rotated around the disc, so that
the entire boundary was probed over time. With this method, we
eliminated bias in choosing the opening, whilst fully exploiting
the available microscopy data. Figure 4a shows an exemplary set
of color-coded single-particle traces escaping at a escape opening.
The time it took individual lipids to travel to the pre-defined
virtual escape opening, ET, was collected. For this purpose, the
opening was enlarged by the localization precision of the single
emitters in both dimensions. A fit, Equation (7), to the
exponential tail of the probability density histogram of the ETs,
Fig. 4b, left us with the mean time �τexp until escape. The mean
time �τexp was determined for a systematic variation in escape
opening size ε, from (1/88-1/8) of the circumference of the
membrane patch. The smallest opening was chosen to be of
comparable size to one pixel. The results in Table SI 1 show, that
�τexp obtained from the collected traces was much shorter than the
theoretically predicted mean first passage time. According to
Equation (1), we calculated the theoretical mean first passage

time, �τth, to be ≈ 14 - 8 s (for ε 2 1=88; 1=8
� �

). However, the
lengths of the trajectories collected in the experiments were
exponentially distributed with a mean length of only 0.60 s and
thus much shorter than �τth. As a consequence, even though
ATTO 647N is known for its photostability39, direct assessment
of τ was still hampered by the fluorophore lifetime.

To resolve this discrepancy, caused by lifetime limitation we
considered the actual absorbing probability p which can be
approximated by the fraction of absorbed particles, here escaped
emitters, with respect to all particles present in the domain (see
Methods and Equation (8)). The absorbing probability p depends
on the size of ε. We found that it varied from 3 to 8% for all
escape openings included. For example, in the case of ε = (1/88)

Fig. 3 Characterization of the model system. a Mean squared
displacement over time plot of the tracer lipids in the membrane patch. The
error bars display the standard deviation and are of the size of the markers.
The line represents a linear fit to the first 5 data points. b Distributions of 1D
diffusion steps of the tracer lipids in the center (black) and at the rim
(yellow) of the domain. The full lines represent Gaussian fits.
c Distributions of the angles between consecutive steps of the trajectories
in the center and d the rim region. The data shown represents all
membrane patches measured.

Fig. 4 The effect of the escape opening on the mean first passage time
determined from experimental traces and simulations. a Exemplary
single-molecule traces of particles hitting an escape opening (arrow) of
ε= 1/88. Individual trajectories are color-coded. b Exemplary experimental
distribution of escape times for ε= 1/88. The solid line is the exponential fit
to the probability density histogram of the collected escape times.
c Comparison of the lifetime-corrected experimental mean first passage
time with theory and optimized random walk simulations as a function of
the escape opening ε. The theoretical values, τth, are indicated as a black
line; black dots highlight τth at the escape openings where experiments and
simulations were carried out. Lifetime-corrected results of the in vitro
experiments, τcorr, exp are shown in magenta. Corresponding random walk
simulations with immortal particles are depicted in green. Simulations, at
the most narrow escape openings, were carried out without a localization
error and are marked with an asterisk. Vertical error bars of τcorr, exp indicate
the combined absolute standard error of the fit to all collected ETs and ps.
Vertical error bars of τth mark the combined error in r and D. Vertical error
bars of τsim represent the error from the fit to all collected escape times.
Horizontal error bars are valid for all three data sets and indicate the
absolute standard error of ε. Additional information on the errors and
details on the simulations can be found in the SI and methods sections.
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re-scaling of τexp = 0.43 s with p = 3% according to Equation (11)
resulted in τcorr, exp = 14.18 s which was in good agreement with
τth = 14.17 s. All lifetime corrected τexp,corr are displayed
alongside with τth in Table SI 1 and Fig. 4.

Experimentally determined mean first passage times support
the theoretical prediction of τ / lnð1=εÞ. After we successfully
re-scaled the experimentally determined mean first passage times,
we systematically studied the influence of the size of the escape
opening site on the mean time until escape. In Fig. 4c our
experimental results, τexp,corr, are depicted in magenta. They show
the expected logarithmic dependence on the window size ε∈ [1/
88, 1/20]. However, for escape openings larger than 1/20 of the
domain circumference, experiment and theory, τth depicted in
black, gradually diverged: this divergence was expected since τth is
an approximation valid for ε≪ 1 only. We found that our re-
scaled in vitro experiments agree well with the theoretical pre-
diction in the limit of small escape openings both in absolute
numbers and concerning the logarithmic dependence of the mean
first passage time on the escape opening. In the light of this
agreement, we conclude that the observed reduced diffusion
coefficient at the rim had a negligible effect on the time τexp,corr in
the case of a sufficiently large diffusion domain. However, if
smaller membrane patches are to be used in future experiments,
one should consider introducing additional passivation of the
gold to prevent edge effects. For a comparison of experiment and
theory over the full range of ε see Table SI 1.

Experiment-inspired simulations of the NEP in 2D confirm the
effectivity of the correction factor. To challenge the applicability
of the re-scaling factor p, we ran random walk simulations with
lifetime-limited particles, mimicking the characteristics of the
in vitro experiments with its uncertainties. To this end, we create
a disc with reflective boundaries as the simulation environment.
The disc featured the mean radius measured in the experiment
and an escape site of various sizes. As in the experiment, the
escape site was enlarged by the localization precision of the single
emitters in both dimensions. In the simulation, each Brownian
particle diffused with a diffusion coefficient drawn randomly
from a normal distribution based on the mean and standard
deviation of the measured diffusion coefficient.

The lifetime limitation was introduced by randomly drawing
the maximum allowed trace length of a particle from a pool of
exponentially distributed values. The pool was chosen to match
the average fraction of escaped particles, p, in the experiment.
Analogs to the analysis of the mean first passage time of
experimental traces, the result of the simulation, τsim, was re-
scaled by p to achieve τsim, corr.

As a reference, simulations were run with immortal particles.
These particles were allocated a trace length that allowed them to
always reach the escape site ε (See Methods for a detailed
description of the simulations). The lifetime-corrected mean first
passage time τsim, corr matched the results from traces not
restricted in lifetime τsim,∞ see Figure SI 4 cyan and green data
points, respectively. Thus, the concept of re-scaling, motivated by
theoretical considerations was successfully applied to experi-
mental data and was additionally demonstrated in silico (see
Figure SI 4 for a full comparison of the different simulation
scenarios.)

Experiment-inspired simulations of the NEP in 2D show
agreement with the in vitro experiment. For a comprehensive
analysis of the narrow escape problem in a disc, we compared our
experimental result for the mean first passage time with the
random walk simulations featuring immortal particles introduced

above. Figure 4c summarizes the results of the in silico and
in vitro experiments, in green and magenta, respectively. The
experimentally-inspired random walk simulations presented here
agree with the NEP theory for small escape openings (ε < 1/24) as
well as with experimental results in the full range of escape
openings studied.

Conclusion
We introduced a high-quality scalable model system for sys-
tematic testing of the narrow escape theory in a disc. As stated
above, the mean first passage time can be unambiguously deter-
mined by three parameters: the domain area, A, the diffusion
coefficient, D, and the relative escape opening ε. We used a
comprehensive approach integrating theory, simulation, and
experiment to prove the logarithmic dependence of �τ on the
relative escape opening.

Our model system offers the opportunity to additionally
address the functional dependency of �τ on the remaining two
parameters A and D. The domain area can be easily varied with
the size of the templating colloidal particles used in the pre-
paration of the membrane patches while alternate temperature
settings will directly modulate the diffusion coefficient of the
tracer lipids. However, the range for A is limited by the energy
loss during the reflection event (lower bound) and the traceability
of the chosen label (upper bound). The lower bound may be
further enhanced by an additional passivization step to the pro-
tocol. Possible temperature settings to control the diffusion
coefficient are constrained by the phase behavior of the lipid
matrix and the achievable acquisition frequency. The use of
optimized labels like SeTau-647-NHS50 (quantum yield Φ = 0.61,
extinction coefficient ϵmax= 200, 000M−1cm−1)51 or Janelia
Fluor-JF646 (quantum yield Φ = 0.54, extinction coefficient
ϵmax= 152, 000M−1cm−1)52, which provide enhanced brightness
and photo-stability will extend the testable range of both para-
meters (A and D).

If we now consider a specific biophysical application in
immunology or parasitology, the diffusion domains will take
unique, complex geometries. Further, the environment is pre-
sumably heterogeneous which is likely to modulate the diffusion
coefficient locally. Ergo, it becomes difficult to find a suitable
theoretical model to calculate �τ analytically. In these cases, �τ must
be determined experimentally. However, the sample properties
and technical limitations generally do not allow the full obser-
vation of rare escape events. Here, our approach to dealing with
lifetime-limited traces provides a straightforward solution to
directly measure �τ in those scenarios that were experimentally
inaccessible so far.

Methods
Preparation of glass cover slips. Hydrophilic properties and
cleanliness of the microscopy coverslips were ensured using the
following protocol. Glass coverslips 22x22 of a controlled thick-
ness of 0.17 ± 0.01mm (Karl Hecht, Sondheim (GER)) were
plasma cleaned with ambient air (Expanded Plasma Cleaner 230
V, Harrick Plasma (NY)) at a high power setting (30 W) for
20 minutes. The glass was rinsed with double deionized water
(ddH2O) and consecutively sonicated (10 min at 37 kHz), in
acetone, ethanol, and methanol, respectively. Every time the
solvent for the sonification was changed, the glass coverslips were
washed extensively with ddH2O. Subsequently coverslips were
immersed in RCA (Radio Corporation of America) solution
(1:1:5, ammonia: hydrogen peroxide: ddH2O) for 45 min at 80∘C.
The cleaning protocol was completed by the last washing step
with at least 1 L ddH2O. Clean and hydrophilic glasses were
stored in ddH2O and used within three days.
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Microstructuring of glass cover slips. A colloid lithography
approach was used to create the defined microstructuration of
the glass substrate. To this end, polystyrene microspheres
(rbead = 2.5 μm; Thermofisher) were used to template the glass
discs in a continuous gold film. A droplet of dispersion of the
microspheres (0.1 wt-percent) was added to the precleaned glass
coverslip and rapidly dried using a nitrogen stream to randomly
distribute the microspheres on the substrate. Subsequently, a thin
layer of titanium (2nm, used as an adhesion promoter) was ther-
mally evaporated (Torr International Inc, THE3-KW) at normal
incidence onto the microsphere-covered coverslip, directly fol-
lowed by the thermal evaporation of a gold layer of 100 nm. The
polystyrene microspheres were removed by rinsing with ddH2O to
produce circular glass discs within a continuous gold film.

Lipid work. Model membranes (micro-structured SLBs) were
formed by vesicle fusion. Small unilamellar vesicles (SUVs) were
prepared from SOPC (1-stearoyl-2-oleoyl-sn-glycero-3-phos-
phocholine) or a mixture of SOPC and DOPE ATTO 647N (1,2-
dioleoyl-sn-glycero-3-phosphoethanolamine). Both lipids: Avanti
Polar Lipids, Alabaster (AL). Lipids dissolved in chloroform were
dried under a nitrogen stream, rehydrated in NTC buffer at a final
lipid concentration of 1 mg/ml, and vortexed briefly. The fol-
lowing sonication (37 kHz) of the NTC-lipid-mix was conducted
for 10 min in pulsed mode followed by 10- 30 min in sweep
mode. Whilst sonication, the temperature was kept below 20 ∘C
using ice in water bath. Membrane patches were formed by
incubation of SOPC SUVs on micro-structured glass for at least
1h at 37 ∘C. Trace amounts of fluorescently labeled lipids were
introduced into the SLB via incubation with SUVs prepared from
SOPC and 0.005 mol % DOPE ATTO 647N labeled lipids.
Usually, only a few μl of a 1 mg/ml SUV solution were sufficient.
The molecular models of the used lipids are displayed in Figure
SI 5. Excess vesicles were removed by washing with 20 ml of
NTC. Imaging was done at 25 ∘C. For the preparation of the SLB
and imaging, the scaffold was placed in a custom-made obser-
vation chamber. The latter allowed imaging through the glass
bottom of the scaffold with an inverted microscope. The average
size of a lipid headgroup is 0.7 nm2 and the discs have a mean
area of 18.7 μm2 53. Therefore, we estimate a total of 27x106

SOPC molecules per disc, including around 10 labeled DOPE
molecules. Thus approximately 0.3 ppm of lipids are labeled.

Lipid stocks were stored dry at -80 ∘C for long terms. For short-
term storage, lipids were solved in chloroform (HPLC grade, Carl
Roth, Karlsruhe (GER)) and stored at -20 ∘C.

Single-molecule imaging. Single-molecule imaging data was
obtained with a home-build microscopy setup. Here, an inverted
wide-field microscope (Leica DMI 6000B, Leica) was equipped
with a 515 nm laser line (Cobolt, Fandango, 50 mW) and a 640
nm line (Cobolt, MLD, 100 mW), an AOTF (AOTF nc-400.650-
TN, AA opto-electronic, Orsay), and a high numerical aperture
objective (HCX PL APO 100x/ 1.47 OIL CORR TIRF, Zeiss).
Signals were detected by the back-illuminated EMCCD-camera
(iXon3 DU-897, Andor Technology, Belfast) using appropriate
filter combinations (zt405/ 514/ 633rpc (dichroic, Chroma,
Rockingham) and 550/49 BrightLine HC (emission filter, Sem-
rock, Rochester)). Movies of up to 10000 frames were taken in
crop mode at 100 Hz with a frame size of 95 x 95 px (image pixel
size: 160 nm) and laser intensity of 1kW/c−1m−2). Synchronized
sample illumination and camera readout were ensured by using
the camera-ready signal as a trigger for AOTF opening at a sui-
table frequency. Image acquisition was controlled by the open-
source software μManager 1.454.

Single-molecule localization and tracking. Localization and
tracking of single fluorescently labeled lipids were conducted with
MATLAB routines as previously described in49,55. Image data
from preparations that did not yield an integer and thus fluent
membrane, enabling normal diffusion, were excluded from the
analysis. In brief, single-molecule intensity distributions were
fitted with a 2D Gaussian function to determine their localization
in x and y as well as their width and integrated intensity. The
resulting list of positions was further filtered with predefined
characteristics of Atto647N under the given illumination condi-
tions. The remaining positions served as the input for the tracking
algorithm. A probabilistic algorithm was used to connect the
single-molecule positions in adjacent frames of a movie.
Assuming normal diffusion, a translational matrix was built up to
calculate the probabilities of all possible connections. Subse-
quently, trajectories were connected by maximizing the total
probability of all connections. In solid-supported lipid bilayers on
micro-patterned glass, a precision of ~ 20 nm was achieved for
ATTO 647N labeled lipids. For details see55.

Determination of the diffusion coefficient from the distribu-
tion of 1D step lengths. The solution of the diffusion equation
for one dimension yields the probability ρ for finding a particle at
distance l after time t55:

ρd¼1ðl; tÞ ¼ 1ffiffiffiffiffiffiffiffi
4Dt

p exp � l2

4Dt

� �
: ð5Þ

We determined the 1D step length distributions in the center
and at the rim of the domain and fitted them with normal
distributions.1D steps are obtained from decomposition of the 2D
displacement of the particles in the x- and y-components. For the
definition of the rim and center region see Supplementary Note 1.
From the fitted standard deviation, std, the diffusion coefficient in
the center and at the rim was calculated according to:

Dcenter;rim ¼ std2

2δt
; ð6Þ

where δt was the time lag in between two consecutive frames of
a movie.

Reflectivity test. The reflectivity of the domain boundaries was
assessed from the distribution of angles between consecutive
diffusion steps in the center of the domain versus the rim. To this
end, we segregated all particle traces into stretches covering the
center of the domain versus the rim region. We identified pairs of
consecutive steps and calculated the angles between them using
basic trigonometry. Our hypothesis was, that angles in the rim
region corresponded to reflection events. By using this metho-
dology, we were able to gather a large number of angles, from the
full particle ensemble. The width of the rim region to be included
in the analysis was chosen to comprise all possible step lengths up
to 80% of the cumulative step length distribution calculated
according to Equation (5) using the previously determined
average diffusion coefficient of 2.29 μm−2s−1. The angles were
computed by basic trigonometry.

Analysis of single-molecule trajectories to determine the indi-
vidual escape times and the mean first passage time. To test the
narrow escape theory, Equation(1), only traces that started at least
from a distance of r were used in the mean first passage time
analysis. To meet this condition, first, the actual size of the
membrane domains was determined from trajectories. Further,
the outline and center of mass of all individual membrane patches
were found. Second, the outline was partitioned into sections of
desired size. Each section was designated to be the escape site
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once. Last, we sorted for trajectories that did start at least r from
the escape site. The time until the escape of every single lipid (ET)
was calculated from the number of steps performed by the par-
ticle until colocalization with the escape site. Both the parts of the
traces before and after hitting the escape site were used for the
analysis if the endpoint was also at least r away from the escape
site. The distribution of trace lengths of the resulting trace parts
was in a range of 10- 261 steps, with a mean trace length TL of
22 steps. The individual escape times from all particles, escape
sites, and movies were collected and plotted in a probability
density histogram. The mean first passage time in the limit of
small escape openings was determined from the fit in the expo-
nential tail of the histogram:

PðtÞ � exp � t
τ

	 

; ð7Þ

where t are the escape times and τ is the mean first passage time.
The tail region was found automatically by maximizing the cor-
responding R2 value. An example is shown in Fig. 4b.

Estimating the escape time from incomplete trajectories. The
experimental approach to measure the mean first passage time τ
was limited by the lifetime and traceability of the used fluorescent
emitter, here ATTO 647N. During the time of observation T, the
trajectories disappeared randomly. Consequently, the total
number of trajectories nT recorded per domain was much larger
than the number of absorbed trajectories na. The absorbing
probability p which represents the probability that a trajectory is
absorbed before it disappears can be computed from the fraction
of absorbed trajectories. The absorbing probability is defined and
approximated by the formula:

p ¼ Pfτa<τk; τa<Tg �
na
nT

: ð8Þ

We used this absorbing probability to derive the relation between
the theoretical narrow escape time �τth and the �τexp estimated from
experimental trajectories. The absorbing probability p provides a
correction factor for the time �τexp, which is relevant especially if
the mean duration of the trajectories is much shorter than the
absorbing time �τth, as observed here.

To derive the relations between these parameters, we recall that
the mean first passage time 〈τd〉 for a particle that disappears has
two components: one due to absorption at the narrow window
and the second is due to killing or bleaching. Thus, since the two
events are independent, using Bayes’law, we obtain:

hτdi ¼ ðτajτa<τkÞpþ ðτkjτk<τaÞð1� pÞ; ð9Þ
where τa and τk is the first absorbing and killing time,
respectively. We assume that the end time T is sufficiently long
and neglect the remaining particles that could not be absorbed or
killed after time T. This result is independent of the killing law for
trajectories24.

When the killing time is much smaller than the absorbing time,
hτkjτk<τaÞi � hτajτa<τki, we neglect the second term, in
Equation (9) and thus we are left with the relation
〈τth〉= 〈τa∣τa < τk〉 where the total disappearance time 〈τd〉 can
be measured experimentally:

hτthi ¼
τexp
p

: ð10Þ

We determined the correction factor p empirically: both for
experimental pexp, and simulated psim cases using relation
Equation (11). In each case, the absorbing probability p depends
on the size of the escape window ε24. Thus, we calculated p(ε) for
all analyzed escape window sizes. In the experimental case, we
collected the fraction of escaped particles with respect to the

number of all particles for each ε from all 63 movies and 1/ε
escape windows, separately. From the resulting Weibull distribu-
tion, we determined the mean pexp (ε) by least-square fitting, see
Supplementary Note 2 and Figure SI 2 for details. This pexp(ε) was
then used to re-scale τexp according to the identity:

τexp;corr ¼
τexp
pexp

; ð11Þ

where τexp, corr being the corrected and τexp the measured mean
first passage time, respectively. In case of simulations with
lifetime-limited traces, we found psim simply from the ratio of the
number of escaped particles and the total number of simulated
traces.

In silico experiments. In silico experiments were carried out with
parameters (Dexp= 2.29 ± 0.05 μm−2s−1, rexp= 2.44 ± 0.13 μm)
matching the in vitro experiments. For the simulation of tracei, Di

and ri were drawn independently from normal distributions.
Dimensionless particles were simulated to perform a random
walk in a confined domain until escape through a predefined
window of size a ± σ on top of the domain. The spatial uncer-
tainty σ was derived from the in vitro experiments. When
interacting with the boundaries of the domain, the particles were
relocated to their last position before encountering the boundary.
For each step, a random angle was chosen α∈ [0, 2π] while the
step lengths l fulfilled the criterion for the probability ρ, Equation
(12)55:

ρd¼2ðl; tÞ ¼ 2π
4Dt

l exp � l2

4Dt

� �
: ð12Þ

where D was the diffusion coefficient and t the time lag. Particles
were counted as escaped when hitting a predefined window a.
The time until escape, ET, was collected. The mean first passage
time of simulated traces, τsim, was determined from a fit, Equation
(7), to the exponential tail of the distribution of the collected ETs
as described above for the experimental data.

At large relative escape windows ε the time step of the
simulation was chosen to be δt= 10ms, as in the experiment.
With decreasing ε, the average diffusion step �l became of the
order of the escape opening a, resulting in a systematic
overestimation of τ. As a consequence δt was adjusted to fulfill
the criterion of �l=a≤ 0:7, Table SI 1. In simulations at very small
escape openings, where the value of the spatial uncertainty σ
amounted to at least 10% of the opening a we did see that τsim
seemed to level off. Similar findings were made for simulations
with lifetime limitations, which were executed to test p. As a
consequence, we conducted simulations with ideal localization
precision (σ= 0) for escape openings, where ε

σ ≤ 10% applied.
This was the case for ε 2 1=72; 1=88

� �
. At this optimized spatial

resolution, flattening of the τ (ε) curve was prevented and the
experimental observation, as well as the theoretical result, was
recovered.

Simulations with and without lifetime limitations were carried
out to test the performance of the correction factor. The latter was
realized in simulations with extremely long trace lengths to ensure
the escape of all particles (τsim,∞). To mimic the experimental
situation, simulations with lifetime limitations were carried out
(τsim, p). This was achieved by simulation of traces with exponen-
tially distributed lengths and a mean equal to the mean step length
found in vitro. The resulting τsim, p was corrected as described for
the microscopy data: τsim, corr = τsim, p/psim.

Statistics and Error calculation. τth was calculated according to
Equation (10). In order to ensure comparability with the
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experimental result, Dexp and rexp were used as found in the
experiment - including the associated uncertainties SED and SEr.
SED and SEr were then classically propagated to achieve SEτth

.
For the in vitro experiment, the total error of τcorr was

calculated from the sum of relative errors of the two contributing
parameters (τexp and p see Equation (11)):

SEτcorr

τ
¼

SEpexp

pexp
þ

SEτexp

τ
: ð13Þ

Since the experimental data (τexp) is a result of a fit to the
distribution of individual ETs, SEτ,exp represents the standard
error of the fit parameter. pexp and its corresponding standard
error, SEp;exp ¼ STDp;exp=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Np;exp � 2

p
were obtained from the

mean (pexp) and standard deviation (STDp,exp) of a Weibull
distribution of all (Np,exp) collected pexp.

Np;exp ¼ NMNε � N0 ð14Þ
depending on the number of movies NM, the number of escape
windows in each movie Nε (Nε= 1/ε), and the number of escape
sites with no registered escapes N0.

For the in silico experiments, the uncertainties in Dexp and rexp
were already included in the simulations. Thus, the standard error
in the fit on the exponential tail of the ET distribution is
represented in the vertical error bar.

The error in ε= a/(2rexpπ) is displayed as a horizontal error bar
in the τ vs ε plots. This error has two contributions, the error in
the radius of the domain and the localization precision of the
single emitter:

SEε

ε
¼ SEa

a
þ SEr

r
; ð15Þ

with SEa being the localization precision σ of the single particles.

Data availability
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