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1 Introduction

Nowadays, robots are common in many civil areas in order to relieds@pport

the work of humans, or to improve the security of human workers in elang
ous environments. Thereby, semi-autonomous, as well as teleapeobtes are
used. In the last years, challenging application scenarios have tunhemreach

the performance limits of the robot or the human operator. Relief cantbewved

by coordinating multiple robots in order to share the workload and to solve the
task jointly. Other approaches aim on reducing the workload of humaaimpse

by new and innovative user interfaces. Nevertheless, all solutiongrees reli-
able communication which supports different application and task spteifiic
characteristics. The underlying communication establishes the badekimda

of cooperation, coordination, or teleoperation between human entitiesbois.
Robots without the ability to communicate are not able to develop full seraice ¢
pabilities, and communication is also required independent from the leaelo
tonomy. In addition, communication should be transparent for the usgesel-
opers, as well as operators — and should minimize installation, maintersamte
configuration efforts. The objective for all scenarios is the developoia suit-
able and reliable communication between human operators and robotdein or
to allow for exchange of stored sensor data and commands. Nowdd&raet
protocol (IP) based communication is supported by many technolotfies, it
enables the integration of teams with humans and robots on this level. Neverth
less, the performance of these IP communication links differ a lot doapto the
transported traffic and the underlying technologies like wireless LANyé&taal
Mobile Telecommunication System (UMTS), or Internet. Link analysesémh

of these technologies with respect to the needs of networked robot@rgreare
essential in order to implement effective and reliable communication leettue-
mans and robots. Considering the original motivation and requiremeisteto

the development of technologies like wireless LAN, mobile communication via
UMTS, or the Internet clearly shows the importance to investigate existimg co
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munication technologies while simultaneously taking into account the differen
requirements and constraints from the area of networked robotics.

This work investigates mobile robot teleoperation using three major technolo
gies (wireless LAN, UMTS, and Internet). For this application, the link bira
is analyzed and results are used to provide tailored solutions for integtBting
based communication on top of wireless LAN, UMTS, and Internet into net-
worked robotic applications. Demonstrators with real hardware asepted for
each of the investigated areas.

1.1 Contribution

The contribution of this thesis is focused on teleoperation of mobile robots via
IP networks. This monograph addresses the issue in three arebkngmaobile
robot teleoperation by the example of the remote laboratory with realhaaed
experiments at the University of Wiirzburg, tuning of ad-hoc routirgjqmols
to enable mobile robot teleoperation via mobile ad-hoc networks, andirgpab
mobile robot teleoperation via 3G telecommunication networks.

First, a requirement analysis and an evaluation of existing technologies ar
given, and together with a link analysis with respect to mobile robot telatipar
via the Internet, a design for a remote laboratory with learning units forilsnob
robots is developed. The proposed architecture is capable of hostergideard-
ware experiments and provides mechanisms for student accessntatéaces,
user management, system maintenance, security issues, and reliatdetoan
to robotics hardware over low bandwidth links. The proposed archieue-
alized in the context of the tele-laboratory of tBepartment of Robotics and
Telematicof the University of Wirzburg. In addition, an extension of this tele-
laboratory architecture is developed in order to provide an integratedvarid
wide accessible tele-laboratory in robotics, whereas hardware unibeqgaaced
at distant locations all over the world. The developed system suppstsieg
of sessions and an adaptive use of the bandwidth which is a significaaitade
compared to the existing state of the art developments in this area. Witlcrespe
to networked control, the given link analysis allows for the example setap of
Quanser hardware experiment to control the rotation, and resggdtieeposi-
tion of a wheel via network.

Second, four different ad-hoc routing protocols are evaluated withect to
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typical scenarios from networked robotics. The analysis of theseadeduting
protocols with default parameter settings in real hardware tests shoevpdtém-

tial to improve the protocol performance in the test scenarios. Relgvatucol
parameters are identified and their effects on the routing protocol lnelae
evaluated. The results are used to enable mobile robot teleoperation ile mob
ad-hoc networks with multi-hop communication between remote operatbr an
networked mobile robot hardware. Also additional mechanisms foradwipg

the performance of the complete telerobotic system are developed, ietie
and evaluated. The findings are demonstrated with several selectéchapp
examples. By the example of an unmanned small size helicopter, |dcalsmy
features are developed and allow for an integration of the unmannid wer
hicle into a wireless IP based ad-hoc network. These local autononatidoa
keep the robotic system always in a safe operation mode and thus, tiobttier
system can cope also with suddenly occurring communication failuragtier
application example presents a navigation and exploration task, wher®kbile m
robot transmits an onboard video stream while being teleoperated vialassgire
ad-hoc network. To enable a smooth video transmission, a traffic ghapgnh-
anism is developed which adaptively adjusts the video quality based onrketwo
feedback. This mechanism is of particular importance when differgmstyf
traffic are present in the network and when video transmission is realiaed
multiple communication relays.

The third area focuses on communication of robotic systems for teletqer
via 3G telecommunication networks (UMTS). A detailed analysis of the com-
munication link considers packet inter-arrival times, round trip times;\way
delays, and packet loss. Two mobile robot systems which differ in toeinau-
nication architecture are used in demonstration setups to show the panftem
of these different implementations while using a 3G telecommunication link for
the command and data link. Based on the measured characteristicdingsifte
implementing and parameterizing teleoperation architectures for moboésrivh
such environments are given.

These three different subject areas are selected as they coverrthlgumost
important technologies which will be used for mobile robot teleoperationen th
near future.
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1.2 Outline

This monograph is structured as follows. The three principal topicsesme+
sented by one chapter each, and the structures of these chapténslareStart-

ing with the enabling technologies and an overview of the state-of-the-art, th
scientific contributions follow, and the chapters conclude with the presemtztio
representative application examples of the specific research area.

Chapter 2 gives a design for an international remote laboratory with mobile
robot hardware experiments. The content of this tele-laboratory iklwdde
accessible via the Internet. Enabling technologies like Internet, EthentetPa
based communication are presented, followed by an investigation efntiyrex-
isting remote experiments and the used technologies like frameworkgfandc
web content generation, virtual reality methods, and rich Internet aiglics. A
link analysis is presented which allows for a tele-laboratory architectargdsr
ing experiments also for low bandwidth access. This is followed by a detailed
description of the modularized architecture of the tele-laboratory whicénveld
oped in the frame of this thesis. Finally, it is shown, how a networked contro
experiment can be realized based on knowledge of the underlying anivan
tion link and Section 2.4 gives a discussion of the results.

Chapter 3 investigates the application of ad-hoc routing protocols in the area
of networked robotics. After highlighting important aspects of the undegly
technology wireless LAN IEEE 802.11 and the ad-hoc routing protochbistw
are analyzed, the description of the test scenario is given. The ptaoaly-
sis first uses default parameter settings in a typical robotics scenatigieas
detailed insights on the round trip times, the packet loss, and the rerouting time
for this type of setup. Also relevant parameters for performanceonepnents
are identified and the gained knowledge is applied to more complex sceimario
cluding multi-hop communication. Chapter 3 presents two application soenar
the integration of an unmanned helicopter into an IP based ad-hoc netmatk
a navigation and exploration task with mobile robots which are connected via a
wireless ad-hoc network. Using these application examples, the podftatse
of the developed mechanisms on the teleoperation capabilities are destexhstr
Finally, a discussion of the results for setting up mobile wireless ad-hoonetw
with mobile robots is given in Section 3.4.

Chapter 4 elaborates teleoperation of mobile robots via UMTS connections.
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Starting with a brief presentation of important mechanisms of this technology
a possibility for measuring one-way delays in the following test setups il-dev
oped. Section 4.2 explains the test scenario setup and gives a linkiareaiyis-
ating packet inter-arrival times, round trip times, one-way delayspacHet loss
for different traffic streams and in different setups which are tygicahe area
of networked robotics. Finally, an application of mobile robot teleoperatian
UMTS is presented by the example of two different mobile robots with differ
communication architectures. Chapter 4 concludes with a discussion oé-the
sults, guidelines, and a delay estimation for setting up mobile robot teldmpera
systems via UMTS.

The results of this monograph are summarized and future directiorgisare
cussed in Chapter 5.






2 Teleoperation of Robotic Systems

via Internet

Remote laboratories are a key aspect in engineering education in optactice
theoretical knowledge acquired in lectures also with hardware equipMehile
robots provide a motivating basis for hardware experiments in kinemalyes
namics and control topics. To set up an internationally available tele-taipgra
which provides experiments with real hardware, a broad spectrumatieages
related to user management, data security aspects, safe teleoperatiam-of
ware, 24 hours continuous availability, hardware interfaces, constragtated
to the available link quality, fault detection, and damage prevention have to be
mastered. On one hand, interfaces for the locally available hardwstensyave
to be designed to allow for seamless teleoperation via Internet from aaydoc
worldwide. On the other hand a control protocol between users adevhes is
developed to provide asynchronous command and data flow. Theréfiten-
sive studies of the present communication link are necessary to getlévant
parameters for designing the communication protocols and the hardw&tsm
architecture appropriately.

2.1 Enabling Technologies

The following paragraphs give a short introduction into the enabling tdogies

for the implementation of modern remote learning units of mobile robots. This
includes a summary of currently used networking technologies for |LAvea
Networks and the Internet, as well as some details on telerobotics andta sho
summary of the state-of the art in tele-laboratories. More details on thre sl
topics are given in the referenced literature of each paragraph.
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2.1.1 Local Area Networks

The development of Local Area Networks (LANS) started in the severtje
Xerox PARC. The first approach of Metcalf and Boggs [26] was only slightly
modified and in 1983, the IEEE 802.3 standard for Carrier Sense Mukiple
cess/Collision Detection (CSMA/CD) was developed. But IEEE 802.3 isheot
one and only standard for LANs. Also Token Bus IEEE 802.4 and idkieg
IEEE 802.5 were well established standards for Local Area Networks

Ethernet

The early development stages of Ethernet started Witbk Ethernetvhich was

also known ad40Base5The data rate af0BaseS5s specified for 10 Mbit/s, and a
segment size of 500 m with a maximum of 100 nodes is suppodrted.Ethernet
(10Base2followed with a segment size of 185 m and a maximum of 30 network
nodes. Compared ttOBase5thel0BaseZEthernet was cheaper and much easier
to install due to more flexible cables. Laté@Base-Twas developed which uses
twisted pair cables and allows for a segment size of 100 m with a maximum of
1024 nodes. Here, all the nodes are connected via A0B=ase-Fuses fiber op-

tics as physical media and has a segment size of 2000 m with a maxim@asf 1
nodes.10Base-Tand 10Base-Fsupported data rates of 10 Mbit/s. Within these
standards, als8witched Ethernds located as it is an improvement Bthernet

with respect to the efficiency of the communication channel. Initially, theeaod

of an Ethernetnetwork were connected via hubs. Thus, all nodes were located
inside the same collision domain, which reduced the possible data thraughpu
drastically when the nuber of nodes is increased, as a hub alwayarttsaata
packets to all output ports. As a consequence, switches were intaguosder

to reduce the size of the collision domain, as they send packets only to the rele
vant output port. Nowadays, hubs, as well as switches are well knptions for
connecting network nodes.

Fast-Ethernet

1992 started the development of st Ethernetechnology to allow for higher
data rates. In 199F;ast EthernetEEE 802.3u was published as an extension

1Xerox Palo Alto Research Center
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for the IEEE 802.3 standard with the definitions fobdOBase-T 100Base-T2
100Base-T4and 100Base-TXThese definitions differ in the type of the used
cables and provide data rates of 100 Mbit/s in half duplex, and in full duplex
mode. Nowadaysl00Base-TXs the standard implementation for 100 MBit/s
Ethernet, and network nodes can be connected via hubs or switelseEthernet

is also defined for fiber optics ly00Base-FXvhich supports a segment size of
2000 m with 100 MBit/s full duplex.

Gigabit-Ethernet

In 1995, the development of a faster Ethernet Standard was initiated2&1
Gigabit-Ethernetwas published within the IEEE 802.3z standat800Base-T
supports a segment size of 100 m, and the nodes are connected siahub
switches. Data transmission via fiber optics is supported00Base-SXvith

a segment size of 550 m, and BP00Base-LXvith a segment size of 5000 m.
Currently, new standards for data rates of 10 GBit/s are in the develdpinase.
IEEE 802.3ae definel0 Gigabit-Ethernefor data transmission via fiber optics
and IEEE 802.3an and IEEE 802.3ak are standardsdd@sigabit-Ethernetop-
per cables.

Type max. segment size|

10GBase-LX4 240m-300 m wavelength division multiplexing

10GBase-LW4 240m-300 m wavelength division multiplexing, multi-mode

10 km cabling (300 m), single-mode fiber (10 km)
10GBase-SR | 26 m, 82 m, 300 m| short range multi-mode fiber cabling
10GBase-LR 10 km single-mode fiber, wave length 1310 nm
10GBase-ER 40 km single-mode fiber, wave length 1550 nm
10GBase-SW| 26 m, 82 m, 300 m| compatible to SONET and STM-64 equipment
10GBase-LW 10 km compatible to SONET and STM-64 equipment
10GBase-EW 40 km compatible to SONET and STM-64 equipment
10GBase-CX4 15m

10GBase-T 50m-100m CAT6e cable (50 m) and CAT7 (100 m)

Table 2.1: Different types df0 Gigabit-Ethernet
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Also for 10 Gigabit-Ehternetdefinitions exist for supporting a different seg-
ment size and a different type of wiring (cf. Table 2.1). For fiber op-
tics 10GBase-LX4 10GBase-LW410GBase-SR10GBase-LR 10GBase-ER
10GBase-SW10GBase-L\Wand 10GBase-EWare defined, whereakdGBase-
CX4and10GBase-Tnclude descriptions for wiring via copper cables.

2.1.2 Internet

The Internet is in many ways exceptional. Itis a system which was natgthioy
anyone and which has no centralized control instance. Also the ensisunooess
and the fast growth is unique. In the meantime, several books and atirtis
addressed the history of the Internet. [27] gives detailed historicainration
on the Internet. This section will give a brief summary of the history and the
origin of the Internet and will further elaborate some technical aspebishw
are relevant for the implementation of remote laboratories. The contehto
following paragraph is based on the information in [27] and [28].

The hour of birth of an idea which describes a network based of pawaliteh-
ing was on the 1967 ACM SIGOPS Symposium on Operating System Principles
where Roberts [29] proposed the idea of this system. The implementédtiba o
system developed on the basis of the idea of Roberts was later known as the
ARPANET. In December 1968, ARPA (Advanced Research Projegengy?
commissioned BBR for the development of a network which should allow for
sending electronic messages to network nodes in distant locations. arfitss,
network of four nodes was established in December 1969 - the ARPANET
which connected the University of Utah, the Stanford Research InstBRé),(
the University of California, Los Angeles (UCLA), and the UniversityGalifor-
nia, Santa Barbara (UCSB). ARPANET grew very fast, and after theees, in
1972, ARPANET consists of about 34 nodes. The increasing size 8AAET
also showed the necessity of a protocol for flow control in order toigeoa suit-
able data flow in such a large (at this time, ARPANET was the largest existing
computer network) network. This can also be considered as the birth dfaims-
mission Control Protocol / Internet Protocol (TCP/IP). In the eightiesre and
more LANs were connected to the ARPANET and the Domain Naming System

2ARPA was founded in 1958; currently known as DARPA - Defense Advanced Research ®roject
Agency after renaming in 1996
SBBN - a consulting company from Cambridge, Massachusetts

10
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(DNS) was introduced in order to provide a unique addressing of alldbes hAl-
ready at the end of the seventies the positive effect of the ARPANE&s®march
was noticed by the U.S. National Science Foundation (NSF) and the NBFNE
Backbone network was realized. Regional networks and LANs weraamted
via Network Access Points (NAP) to this NSFNET-Backbone network with the
Transmission Control Protocol / Internet Protocol suite being the bigwanal-

ity of all these connected networks. Thus, the successful designlElE$ was
often taken as archetype for research networks established in the siihetiee
early days of the Internet, the majority of the users were researchgrs/ern-
ment organizations. The development of the World Wide Web was the ir#idl s
of all the nowadays known services which can be currently used byawe as
soon as an Internet connection is available, and which made the Inkexanen

to everybody. Although the naniaternetsuggests one homogeneous network,

(- O
Backbone Networks R
\ J
( Regional ISPs h
\_ J
(" Access Networks h

i
Clients
&\ LAN ) )

Figure 2.1: The Internet.

the architecture of the Internet is much more complex (cf. Figure 21é)tal its
origin described above. It consists of different interconnected mksyand also

11
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many different technologies for physical data transmission, as wédirdegi-

cal data transmission (different protocols) are in use. The core afdhmplete
architecture are backbone networks. These backbone networkéigivcapaci-
ties and they are connected via Network Access Points (NAP). Regiateahét
service providers (ISP) are connected to backbone networksnéttexchange
points (IXP) connect different ISP networks in order to reduce thesiraraffic

to their upstream network providers. Regional ISPs are connectedessanet-
works via a point of presence (POP). Usually, access networks cisediegies
like DSL or dial-in lines to establish connections to client computers of loeal ar
networks (e.g. company networks).

As already mentioned above, also different technologies are prieséfe all
these networks. Since the early days of the Internet, technologies lisefkathe
relay, andAsynchronous Transfer ModaTM) are used. X.25 was one of the first
protocols suites developed for data transmission between computers wigeth
phone network. X.25 data packets consisted of a three Byte headepand 28
Byte payload data while supporting a maximum data rate of 19200 Bit/s. In the
eighties, the frame relay technology replaced X.25. Frame Relay tisndata
via virtual circuits and supports higher data rates than X.25. Data pachets
sist of a one Byte flag, two to four Byte address data, variable lengthybdau
data, two Byte frame check sequence, and again a one Byte flag. Alvetten
known data transmission techniqueAisynchronous Transfer Modehich was
developed in the beginning of the nineties. ATM also uses virtual circuits and
it transmits data in frames with a fixed length of 53 Byte (5 Byte header and 48
Byte payload). Usually, data rates of 155 Mbit/s or 622 Mbit/s are suppdrted
installation of ATM was quite expensive. But nevertheless, it was a widgdyg u
technology whose relevance stared to decrease just a few yearmdgture,

ATM will most probably be replaced by Ethernet based networks.

The availability of a world wide accessible Internet opened up new perspe
tives for distributed services, and the remote laboratories presentas ahépter
are also one of these new services. For the implementation of Interaigteseof
any kind, it is always necessary to know the capabilities and the limitationg of th
underlying network. Recently, many researchers worked on thectesization
of Internet traffic with respect to different applications and serviogsrevw and
http traffic, voice over IP, file sharing, or video on-demand. The chgée in im-
plementing remote laboratories which are accessible and usable via tirvetnte

12



2.1 Enabling Technologies

are described in Section 2.1.4.

2.1.3 Telerobotics

The development of telerobotics and telerobotic control schemes wassidibg
the need for performing operations at remote sites, where humarsheéarg not
able to work (e.g. due to safety reasons). Also the reduction of codtsirae
saving due to the automation of processes promoted the efforts of gaglo
capable telerobotic systems. In the beginning of the nineties, first tetéraipo
proaches were developed [30] [31], and in these scenarios, thésrale often
limited in their autonomy. Usually, this drawback is compensated by a human
operator, whereas the robot performs low level instructions to fulfill B& &t
the remote site, and the human operator is responsible for higher cisistiebs
like planning and perception. A lot of detailed information on all aspectslef te
robotics is given in [32]. Basically, [33] introduced a classification ofrtebetic
control schemes which are still valid today:

e Direct continuous control: Also known as master/slave control, whereas
the remote robot follows the inputs of the controller.

e Shared continuous control:Here, control is placed at a higher level, and
thus, the remote device may vary from its planned course if it encounters
a problem or an obstacle.

e Discrete command control:The controller of the remote device can carry
out discrete commands autonomously, which requires a higher level of
capabilities at the controller to perform these actions without the help of a
human operator.

e Supervisory control: The remote robot can operate autonomously and
interacts only in case of unexpected situations with the human operator.

e Learning control: The remote device is able to learn from human in-
puts and sensor data in order to generate a behavior for similar situations.
In case such a similar situation occurs in future, the robot can react au-
tonomously without requesting the help of the human operator.

13



2 Teleoperation of Robotic Systems via Internet

Now, the characteristics of the underlying communication channel ayeive
portant aspects, which directly influence the decision which of the abe p
sented telerobotic control schemes can be applied. In case of rafiredigtable,
variable, and sometimes large delays as they are often present iretrdenmec-
tions, the use of continuous control might not be a good choice. Ustiaity,
approach causes severe problems in such a scenario, due to thedafaiehe
delays (cf. [34]) might lead to instabilities.

In 1998 and 1999, [35], [36] and [37] realized systems applyingezhaon-
tinuous control via short high bandwidth connections. As soon as thedtlosp
control is done locally - as it is done usually for discrete command corstwel,
pervisory control, and learning control - the approach is even mangstmn the
delay effects. The team of Goldberg (cf. [30] [38] [39]) develogederal robot
systems which were teleoperated via Internet. The first system whicheallow
the remote users to view and alter a real world environment using tetezebo
via the Internet was the thdercury Project It was online from September 1994
until March 1995 and users had to excavate artifacts buried in a sarditéittar-
ium. The Raiders Robot was one of the first robots being remote oferatéhe
web browser. Later, in 1995, the University of Southern Californiabtigped the
Telegardenwhich was active until August 2004. This system allowed the user
for interaction with a remote garden with real living plants. In 1999, Ggime
Mellon University (CMU) developed th¥avierrobot (cf. [40]). It was a mobile
robot and the research emphasis of this project was on the local intekiggn
the robot and on autonomy and supervisory control aspects. AlsoitneSland,
several researchers were active at the end of the nineties andpev@loumber
of robots teleoperated via the Internet (cf. [41] [42]). An example é&skhep
robot of the projecRobOnWebln 1997, also the continuous control scheme was
applied for controlling a robot with force feedback via the Internet[4S]). The
research focus of this project was on the delay induced by the Intéteet,
also the packet loss was identified as a serious problem. A combinatian of s
pervisory control and shared continuous control was analyzed\addaged in
[36] and [37]. A robot was teleoperated via UDP and the researchisopthject
was focused on a network model for variable delay. A model-bassdsywas
developed by [44], whereas the research goal was to allow an intuittveasy
way of programming a robot and using a 3D model of the robot’s enwient.
The teleoperation of this system was demonstrated in 1996 between Montrea
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and Vancouver.

The remote operation of robots was also a very promising approactateSp
Science, and thus, also NAS&mphasized this topic. [45], [46], [47] developed
aweb interface (WITS - web interface for telescience) for the remateatipn of
rovers in distant locations - e.g. on other planets like Mars. This projeeiged
also a knowledge base for the Mars Pathfinder mission in 1997 and aldwefo
2003 and 2005 missions to Mars. Also the DLiR active in these research areas
(cf. [48] [49] [50] [51]) and contributes to current missions e.§EJSAS, where
the grasping of a tumbling target satellite is addressed.

Based on the experiences of the above telerobots, the developmentuitte
tele-laboratories was the subsequent step ahead for the reseanmineuwity.

2.1.4 Tele-Laboratories

In the initial stage of tele-education via TV in the sixties, there was no way to im-
plement experiments remotely as bidirectional communication betweemeteac
and student was not possible. Therefore, presence phases ificsipdorato-

ries had to be organized for the students. The situation only changed diaein
nineties, when increased capabilities of the Internet enabled accesspimeqt

via the Internet and interactions between students and hardware ws=iblpo
Nevertheless, challenging implementation problems in the tele-educatien con
text had to be solved before complete educational units consisting ofdsctur
and experimental components could be realized [52]. While mainly tegbsiq

to teleoperate hardware via Internet were investigated in the beginnihg98B

[55], [56], as late as after 2000 whole educational units have beeslaped
(571, [58], [59], [60], [61], [62], [63], [64], [65], [66], B7], [68], [69], [70], [71].
Currently, several systems are operated successfully. [72] gedpsframework
using Matlab/Simulink and Labview to implement experiments in the area of
automation and control. In [73] a system for programming robots rdynéte
presented. Hardware can be programmed to participate in gamesetot-
complish an objective in a remote environment. Since the mid-ninetiegcessa
focused on tele-experiments with real hardware, addressing in partioobile
robots [19], [74], [75], [20], [76], [4]. Mobile robots offer a niwating, interdis-

“National Aeronautics and Space Administration
SDeutsches Zentrum fiir Luft- und Raumfahrt
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2 Teleoperation of Robotic Systems via Internet

ciplinary field, where theoretical background can be directly traredeto exper-
iments with interesting industrial applications [74]. During the last yeavgraé
e-learning systems were developed. Usually, these systems use theiootent
management system which decreases the level of interoperability rethese
systems. The recent research focus in this area is set on usingeseriénted
architectures in tele-education systems. Several approaches arssdisclike

the implementation of architectures based on web services [77] [78Jutii-m
agent approaches in service oriented architectures [79]. Usingesamiented
architectures allows a modularized large-scale interoperability for difteinds

of e-learning systems. Also incorporating the spirit of the Semantic Web into
tele-education systems is investigated, which aims on a seamless semantic un
derstanding of the learning content.

Design and Architectures of Remote Laboratories for Mobile Robots

During recent developments in the area of tele-laboratories with redihae
experiments, several architecture design approaches were ns@f] laccess

to a Linux based PC is granted to the user and remote access is provided via
the remote control software VNC. This Internet enabled PC is connswti
hardware and the user can directly use the hardware via the VNC reesike d
top. For this approach a lot of security relevant aspects must be eoedith
order to prevent the hardware from damages or to disable a misapplieitio
the PC. In [81], a classical client-server approach is applied. Hétaalreal-

ity methods are used to enable simple remote operation of a mobile robpt. [82
describes a hardware experiment which is provided to students oviert¢neet.

[83] also implemented a client-server approach in combination with .NET an
Macromedia Flash technologies. In [84], the client-server design idiceEd

with a Matlab/Simulink server, and hardware from Quanser is conne@dties
WinCon real time system. In 2003/2004, the BMBRunded the nationwide
tele-laboratory in Germany LearNet which hosts several experimeititsreal
hardware. This project also used a client-server architecture fhreegueriment

[85] and has an independent user management for each experimen

About ten years ago the possibilities for the generation of dynamic web con
tent was only possible with a few technologies (e.f. common gatewayaoterf

6German Federal Ministry of Research and Technology - Bundesministerium fiir Bildad
Forschung
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(CGl), or using Perl), and the capabilities of these systems were limitegaNo
days, state of the art techniques for the generation of dynamic webn¢dikes
PHP, complete frameworks with template engines (e.g. sfjastyrich Internet
applications like Adobe Flash, JaM4WebStart, JavaFX, or Microsoft Silverlight
allow for high level of interactivity and flexibility. These technologies preval
good basis to implement highly interactive remote learning units.

2.2 Remote Learning Units of Mobile Robots

This section presents a tele-laboratory which provides several exgrésmwith

real hardware being accessible via Internet, whereas the experiarentis-
tributed all over the world. The design of the tele-laboraoty in Wirzburgved

by the above mentioned aspects. A twenty-four hour availability seves aay
week combined with a minimum of administration effort with respect to user
management, hardware management, tutorials, and learning matedialsara
minimum of maintenance effort, which means design of a robust haedwrat,
autonomous prevention of hardware damage, are the prerequisitesdocess-

ful tele-laboratory. In addition, the worldwide availability and connectivitg v
Internet plays also a key role, as a reliable communication betweenndsbagd-
ware provides a stable base for real hardware teleoperation expésioféered

to a world wide user community of students accessing mobile robots via Inter
net. Thus, the communication link must fulfill minimum requirements whieh ar
described in the following sections in order to allow control of the hardviire
successful application of a client-server model in the above mentiomgects
also made it to be a suitable choice for the tele-laboratory of Wiirzbuid22p
which is presented in this work.

To handle the variable delays mentioned in the previous paragraph, asyn
chronous teleoperation is supported by the back-end architecturiébeesio the
next sections. Also the developed front end which was developed vadprthe
required interactivity between user and remote hardware is presditedom-
ponents of the tele-laboratory which were developed for this work arermly
integrated into the project "International Virtual Laboratory on Mechatss' [3]
which was funded by the European UrfloliVithin this European Union project,

“http:/iwww.smarty.net/ (02.09.2010)
8European Union Cross Cultural Program ECCP
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2 Teleoperation of Robotic Systems via Internet

international partners form Spain (Universidad Carlos Il de Madaiat) India
(Anna University, Chennai and Thiagarajar College of EngineeriragjiMai) de-
veloped world wide distributed hardware experiments which were intepjiratie
the architecture developed in the frame of this thesis. All the developedgar
units are accessible via Internet, and the interaction between usersrdndiea
is realized over specially designed web based front. The objective dEthis
pean Union funded project was the integration of different hardweperaments
in the area of mechatronics contributed by the project partners. Tietgbuted
learning units are accessible via a common web-portal following stasdifed
JavdMWebstart and finally access to this interactive services are provided to stu
dents via the Internet [2].

2.2.1 Architecture of the Hardware Segment

The analysis of several other tele-laboratory implementations [83]83Q]81]
[85] (cf. Section 2.1.4), and the experiences made with these imptatim@rs
approved the decision to use a classical server-client approacbrfoecting the
hardware to the Internet. Figure 2.2 shows the components of the teietaty
which is currently running at the University of Wiirzburg. To keep thobiecture
modular and scalable, the technical experiment components like robtot
server, control client, and hardware are strictly separated from thanadration
part like student web portal, database, web-server, and administiatioface.
Basically, each hardware experiment component has its own dedicangel
server to support the different hardware interfaces, and to allow fisstribution
of the hardware experiments to different locations so that also a wade-as-
tribution — which is an objective of the presented tele-laboratory — is stgghor

Robot Control client

The client itself must guarantee platform independence, give an ioéaidecon-
trol mobile robots, and provide feedback about hardware and corcation
link — also in case of communication restrictions like unreliable links or low
bandwidth environments. The initial access to the robot control clientimged
by a web-portal which provides access to tutorials for the correspgrdiperi-
ments, time reservation for hardware experiments, online multiple chexéras
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Administration
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Figure 2.2: Components of the tele-laboratory architecture at the tditivef
Wiurzburg.

a possibility to upload experiment reports, and personalized views ofstrésu
progress for each experiment [3]. Access to hardware requi@gdaverification

and time reservation for a user. After successful verification of tee ascess to
the robot control client (cf. Figure 2.3) is granted. The robot cémtient pro-
gram itself is a standalone application using the 3¥viveb Start Technology.
Thus, all Javd" supporting platforms can be used as client computer. Starting
the client invokes an authentication procedure which checks the dattvase
valid user registration, and a valid time slot for the user and the corrdsmpn
experiment. This authentication mechanism is based on the http-protate an
not connecting directly to the database (cf. Figure 2.4). Furthernaordttp-
request with information about the current session is sent to the weers€he
web server replies to this request by sending data in XML-format (sfirlg 2.1).

This reply is mainly structured in two parts: the user section and the réigerva
section. The user section contains detailed user information like namearast

and course information. The reservation section contains valid regervdor

the requesting user with start and end time stamps in the unix time stamp format.
The client itself processes this reservation data and decides whetHet tiwa
slotis available. If the time slot reservation is valid, the server acceptsithera
tication request of the client which is identified by 8essionIDAfter successful
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Figure 2.3: Robot Control Client

authentication, the client connects via TCP/IP connection to the robot tontro
server using a dedicated port. The experiment area is equipped withesiacand

a live video stream of the experiment is available. With respect to link quality
and available bandwidth, the frame rate and quality of the video must be sca
able. Also, for the universal and world wide usage of the experimamigianum

of administration effort for the network (e.g. firewalls ...) must beieeed. Thus,

the video stream is encapsulated by the http-protocol (cf. Figure 2.4)éer
avoid special firewall configurations.

<?xml version="1.0"?>
<I!DOCTYPE reservation-info SYSTEM "reserv—xchng.dtd">
<reservation-info>
<server-status>
<time>122211212</time>
</server-status>
<user>
<firstname>John</firstname>
<lastname>Doe</lastname>
<group>1</group>
<organisation>UniWuerzburg</organisation>
<matrikel>1234567</ matrikel>
</user>
<reservation>
<resource>1</resource>
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Figure 2.4: Communication scheme of the control client program.

<start—date>1131670123</startdate>
<end-date>1131672233</endlate>
</reservation>
</reservation-info>

Listing 2.1: Reply of the web server in XML format.

The designed experiment uses http on standard port 80 for all its thaffic
cluding authentication data and camera picture. To keep the client platferm in
dependent, it is based on the JH}aWeb Start technology. Once the client is
started, the current version is downloaded and stored in the cacheryneftioe
client PC. Any further start checks for updates and — if available — instedha.

Robot Control Server

Within the presented architecture, the central unit of each tele-expdrisntre
robot control server. This server has several tasks and the aee@s well as in
the software structure will be described in this chapter.
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Specific tasks of the server

The robot control server is the key component in the scope of thisfepiete-
experiment and has to perform important tasks in the experimentgureerhe
first group of tasks is related to administration, like authentication and exter
to time schedules. The authentication is a very crucial point, as the usexdtiylir
connected via the robot control client to the experiment without any eijplic
termediate authentication entity. This means, the server has to check again th
only valid users have access to the experiment. Furthermore, onlyaéncme
slot is reserved for any user, which means that the adherence to thectiedule
has to be guaranteed by the server.

The second group of tasks concerns the operation and execution exghks-
ment itself. This involves several subtasks, like steering the robot coem of
the experiment, data acquisition from the different sensors and canmmnlata
exchange with the user, logging of the experiment procedure, afidi&taction.
This broad variety of tasks requires a stable and reliable server campon

Software Layer

The whole software is implemented in the JBYgprogramming language and is
therefore operating system independent and in the presented setiapixaop-
erating system (SuSe) provides the necessary basic functionality.afargee

the modularity and extensibility of the system, configuration files are stored in
the XML format. This is very important to be independent from the usédtro
and hardware architecture and for providing extensibility and moduldritg.
server acts as an interface between the user, who is connected vieetnterd

the robot, which has to be controlled from the user to perform the expetiftie
Figure 2.5). To grant the access to the experiment only to valid usersethier

i?:era

Hardware

Robot Control Server

-Ethernet
Ethernet
Processing

Figure 2.5: Robot control server.

has to check for each user for valid reservation of the robot resotihis valida-
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tion is performed through the same interface as described in sectidn®&tfich

is provided by the administrative entity. It enables the server to croskdhe
reserved time slots with the main database. This procedure compards dffie |
the user with his reserved time slots represented in the authentication XtdL-da
(cf. Listing 2.1). The interface to the Internet is implemented with stansiacklet
communication over TCP, and the contents of the robot control cliemiragped

in standard HTML to enable easy access to the experiment over a noteralet
browser. The communication to the robot is realized with an especiallyrdasig
communication protocol for the MERLIN robot. This communication protoc
is used to exchange sensor and command data between the robot aadvére
via serial connection. Therefore, the J8YaCommunications package was inte-
grated in the server. Another essential task of the server is the datsping of
different data streams, as it is not possible (and desirable) to transsenaor
data obtained during the experiment to the user (i.e. camera streasur saia,
positioning data, acknowledgments). Therefore, the server colledtg¥@ina-
tion and decides, according to a predefined profile, which data has &ddyed
to the user. In that way it is possible to regulate the amount of data which is ex
changed between server and user — for example if only a low data ratslabde
for the user. The profiles for this selection are also XML formatted andbeaex-
tended easily. To enable a 24 hour operation of the experiment it is ssental
to run the server without continuous monitoring of a human operatoreidre,
an error detection was implemented to inform the operator via email if aoy er
occurs during operation. This significantly reduces the maintenarae feff the
experiments.

Hardware Layer

The server hardware contains two processors (Intel Pentium 4 with@G-Hk)
and has 1 GB of main memory. This provides a sufficient amount ofpcom
ing power to perform the different tasks mentioned in the previous sedtton
server is the physical interface between the Internet and the teleimemervith
its robot hardware. It has two ethernet connections, one for thesction to the
Internet, the other for an internal network, which provides the seriteroamera
and positioning data. The robot is connected with a standard serial ct@me
(see Figure 2.5). This topology is very useful, as the server has tbinerall the
information from the different components to relay experiment spdoficma-
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tion to the user. The server acts as a central entity of the experimerdone;
but is independent of the administration which schedules the studentBi¢see
ure 2.7, [3]). The main requirement to this hardware architecture lifligtaand
reliability, as it has to run 24 hours a day for experiments.

Figure 2.6: The MERLIN robot for the tele-laboratory in Wirzburg.

2.2.2 Robot Hardware

The robot connected to the control server is a car like mobile robotiiaséhe
indoor version of the MERLIN (Mobile Experimental Robot for Locometend
Intelligent Navigation) robot platform [55] (see Fig. 2.6). It can baotely con-
trolled from the user via the Internet. The core of the robot consists 6€4 87
microprocessor, which is used for data acquisition from the sensdrtharcom-
munication with the server. Connected sensors are ultrasonic segg@ssope
and a wheel encoder. Thus, the MERLIN robot can be used foratspectrum
of experiments, ranging from kinematic calculations to obstacle avoidamde
path planning [74]. The MERLIN vehicle is based on Ackermann steg&nd
therefore has non-holonomic constraints. A more detailed technicatiptésn
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can be found in [86]. The purpose of the experiments is the demoristodtihe
kinematic correlations of the robot and the comparison with the real mewesm
depending on characteristic parameters. Thus, the students gainhasiedge
in kinematics on real hardware via the Internet.

2.2.3 Mobile Robot Tele-Education Experiments in Wirzburg

The experiments implemented in Wirzburg combine the application of telemat-
cis methods in parallel to the knowledge learned for performing the Ewpats,

and thus, extend the education of engineers, as well as students dl rsaiur
ences with a qualified practical education. Basically, two different mobbet
designs are used for these experiments, the differential drive fidbbt robot
(Tele-Operated Machine, see [87]) and the car-like MERLIN robatoimtrast to
many other remote controlled robots in the Internet, the University of Wiigz
provides seven interactive learning units related to mobile robots. Thesei€
ments are accessible via the web portal of the Virtual University of Baiafhe
experiments related to the kinematics of mobile robots introduce the students
to the basics of the holonomic and non-holonomic mobile robots. The fafcus
these experiments is set on the problems experienced during the workeafith
hardware. In contrast to ideal simulation models, real hardwareealdensor
measurement data is always influenced by external sources of Bkeofriction,
inertia, and sensor or actuator deviations.

Furthermore, the students are introduced to the differential drive modiilet
TOM and the car-like mobile robot MERLIN to analyze the different kinema
ics constraints caused by the different mechanical constructiongh&dOM
robot, the kinematics and inverse kinematics (calculate the control codsman
move the robot from pose A to pose B.) is covered with an experimeniR INTE
explains the functionality of the commonly used steering mechanism in automo
biles - the Ackerman steering. Furthermore, the students learn how ditettae
behavior of the robot in a mathematical way and how to deal with the inverse
kinematics problem for this non-holonomic robot. Finally, these expetisrena

plain some basic procedures to deal with real sensor data and systemartic
Therefore, a simulation of an idealized model is given to the students. iAfte
portant hardware parameters are determined, the ideal simulation@fenmant

Shttp://www.vhb.org/ - Virtuelle Hochschule Bayern (09.02.2010)
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is compared to the real path traveled by the MERLIN robot in order to asaly
sources for the deviations (e.g. friction, inertia, or systematic errors)

:

Web Server Database

Gateway University
of Wiirzburg

VScope Server Robot Control AR Tracking

AN
Web Cam  axis Video
Server

Vscope
Microcontroller

((?)

VScope Tower B

_—

Mobile Robot

Figure 2.7: Example setup of the MERLIN experiment at the Universfty o
Wirzburg.

The setup which is described in the preceding sections of this work is used

for these integrated remote-experiments (cf. Figure 2.7). The adnatiis parts
like user management, hardware booking, and user validation are irpied
on the web server and database component. The web server alsthieastisot
control client. The hardware segment at least consists of a robtbtserver
and the mobile robot. Figure 2.7 shows the tele-laboratory for the MERbibt

which is enhanced by a VScope server and the ARTracking servehpiowides
real time position information and camera/video control for the mobiletrdboe
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ing the experiment.

The second main topic of the remote experiments is the motor-controlléresyn
sis for mobile robots. Usually, mobile robots are driven by direct cur(®C)
electrical motors. Thus, the control of DC motors is a key issue while aimgly
the dynamics and kinematics of mobile robots. The experiments for this topic
are dealing with the basics of DC motors, the PWM (pulse-width modulation),
and the mechanical and driving system of MERLIN and TOM. Furtheeman
introduction to control theory is given, including the theory and methodedn-

trol system analysis and synthesis. The focus of the TOM experimergs @ s
the control of both electrical motors, and the objective is the determinattiine o
transfer function of an open-loop controller, a closed loop controlfetthe step
response of the system. Finally, the designed PID controllers for bbtisare
tuned using the Ziegler-Nichols rules.

In the following, a short description of experiments from the users viayivien.
Before the students are allowed to access the hardware, a registratiba éx-
periment web portal is required. This experiment portal provides elatess to

a tutorial and background information for each experiment. Each tugivies

the information required for a compulsory multiple-choice test which hdmto
passed by the students in order to sign in for real hardware acceaflyRime
tutorial provides some questions which should be answered in an exqenie3
port. After the student hast booked a time slot for experiments with thet rob
assigned, he can start the client software through the web-interfateclient

is based on modern JdAweb-technologies, and is transferred directly from the
web-browser to the local machine of the student. One of the first teleriexgnts

is related to path planning for a mobile robot and contains several ssbtiak-

ing with the determination of the position error after several simple movenen
The student experiences in this experiment important aspects ofaehlidre
operation. In the next subtask, the obtained knowledge is used to soleeea m
complex path planning problem, e.g. combining simple movements to aleemp
path and minimizing the accumulated position error. The tasks of this exgrim
can only be fulfilled by a strong interactivity between user and robot, agd th
complete system is specially designed in order to prevent from data ldgsen
failure of the complete experiment in case of a communication link break do

If the connection to the robot is interrupted due to problems with the Internet
connection, the experiment can be captured again by simply recormeieéin
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2 Teleoperation of Robotic Systems via Internet

client. The robot will resend its current sensor and position values toligr ¢
and the user can continue the experiment. The Java applet also pringdess-
sibility for downloading the measured sensor data for further data gsoweand
analysis. This is necessary for answering the questions for the exgreniaport.
The experiment report can be uploaded to the portal where it candes s

by a tutor for correction and evaluation. The portal also provides irdition for

the students about their status and their results of each experiment. Qiker e
iments of the tele-laboratory are related to control engineering, for pbealRiD
controller tuning. As mentioned above, a control loop directly betweengbe u
and the robot is not allowed by the system and in the present case, itlis-not
quired anyway. Therefore, the student has to parametrize the Plitbllenin

the robot control server and observe the behavior of the robot. 8fiersreports
the sensor reply from the robot and enables in that way an evaluatidffiesédt
control parameters. The stability of the communication is also in that case no
critical, as the robot control server ensures the correct operatithe sbbot and
retrieving the necessary data. The application of the tele-laboratory indhe le
tures and exercises at the University of Wirzburg involves studegisarty in

the experiments and guarantees a steady improvement of the expsrifiea
presented tele-laboratory concept proved to be very successfd guthiculum

of the students and is an excellent alternative to classical experimenésiretdy

to simulations. Additionally, the flexibility of the presented architecture also al-
lows for an extension in terms of the number and type of experimentsinand
terms of accessibility and availability of experiments.

2.2.4 Integration of World Wide Distributed Remote
Experiments

This section describes improvements of the above presented archatectdr
shows how this system can be used for providing world wide accessdwai
experiments which can also be located at different places. Within thepBano
Union funded project "International Virtual Laboratory on Mechaitsh the ar-
chitecture proposed in the previous section is extended in order to realizdda
wide distributed tele-laboratory which provides experiments with reaienel
To get a first idea of the present communication channel charactertsticmea-
surement of delay times and their distributions were performed for tlese
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2.2 Remote Learning Units of Mobile Robots

distance communication via Internet [2]. The following sections giveildeta
the results of these measurements and describe the experiment guotéed
by the "International Virtual Laboratory on Mechatronics".

Using European Tele-Experiments from Asia

To get an idea of the communication link properties which are present imate
tional tele-laboratories, measurements of delay times and their distribugimn w
performed. This section presents the results of these measuremsvesdsia
and the remote-laboratory in Germany. Figure 2.8 shows the probaligitibd-
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Figure 2.8: Probability distribution of delays between Wiirzburg (Geymnand
Tianjin University (China).

tion of measured delays between University of Wirzburg (GermangTanjin
University (China) which were taken at one day. The majority of the oreas
delay times results in a round trip time of about 160 ms. Thus, this would be an
acceptable delay and is not affecting the usability significantly. In Figge, 2.
where the delay of the communication link to India is measured, the respons
time is about 390 ms which is much more than twice the roundtrip time en-
countered for a tele-experiment setup inside Europe. Such a high foelte
teleoperation of hardware might be noticeable for the experiment usas@of
designing control loops or in case of direct teleoperation, and thussoosthow
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Figure 2.9: Traceroute Measurements.

be considered during the design process of an experiment.

A further measurement which provides details of the used route from
Wirzburg to Tianjin is presented in Figure 2.9a, measurements relateé to th
route from Wirzburg to Chennai (India) are presented in Figure. Z.Bb val-
ues are the result of sevettghceroutemeasurements carried out within a time
span of two weeks, whereas a single measurement was taken 5 timewishoa
duration of 15 minutes. The graph shows the average value of thensstime
of each hop of the used route through the Internet. In addition, the Jditiea
show the minimum and maximum values which were measured for the-corre
sponding node. For the interpretation of the displayed data, some ntaikede
information must be known. The usé@cerouteimplementation sends several
packets to the destination IP address and increments the time-to-live PyTL)
one for each packet starting from TTL=1. Each receiving hosteteents the
TTL by one. A router receiving a packet which should be forwardedl lzas a
TTL=1 discards this packet and replies with Internet Control Messag®¢dl
(ICMP) reply number 11t{me-to-live exceeded in trankitn case the destination
host receives the packet with TTL=1, the reply would be ICMP reply pem3
(Destination Unreachab)e Thus, the sending host collects the IP addresses of
all hosts for the specific route. Now, the result could be influenced bgrake
things. Firewalls, ip-tunneling, load balancing of network segments, metab
dress translation, or even erroneous IP stack implementations mightolesad
discovered route which does not correspond to the real one. Alsoghsured
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2.2 Remote Learning Units of Mobile Robots

Route to China Route to India
hop no. | location hop no. location
1,2,3 | Wirzburg, GER 12,3 Wiirzburg, GER
4,5 Frankfurt, GER 4,5 Frankfurt, GER
6 Athens, GRE 6,7 Hamburg, GER
7,8 Beijing, CHN 8,9,10,11 | Frankfurt, GER
9,10 Guangzhou, CHN 12,13 Amsterdam, NED
11,12 | Beijing, CHN 14,15,16,17| London, GBR
13,14 | Tianjin, CHN 18,19,20 | Bombay, IND
21,22 Chennai, IND

Table 2.2: Locations of nodes for the routes to China and India.

response time can behave strange. In case ICMP traffic is prioritizeat than
other traffic, replies can be delayed in an unpredictable way. Thus ffémse
displayed in Figures 2.9a and 2.9b can be explained easily. The aveggpnse
time of hop 8 in Figure 2.9a is higher than the measured average redporf
hop 9. This is a result of different priorities of ICMP traffic in the routenfigu-
ration. A similar behavior can also be observed between node 20 andrR&juie
2.9b, where the minimum response time of hop 21 is smaller than the minimum
response time of hop 20. Nevertheless, both figures give a good fitvw com-
position of the resulting overall delay, and allow also a more detailed analiysis
the properties of the link with respect to the realization of world wide acdessib
tele-experiments.

As shown in Table 2.2, hops 1 - 6 of Figure 2.9a are located inside Europ
Here, the response times are very low. The long distance connectioninia Ch
induces the first larger delay of about 140 ms. For the remaining tiopayerage
response time stays almost constant at about 160 ms. Neverthslé@ssama be
seen from the plotted maximum values of the measurements, hops 7 -ubg¢ind
a larger variability of the delays.

For the measurement to India, a different behavior is observea:, Heps
1 - 17 are located in Europe (cf. Table 2.2 and Figure 2.9b). In cemntoathe
connection to China, already hops 10 - 17 are responsible for a variadsiility
the delays. As expected, the connection between Europe and Indiaththe
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2 Teleoperation of Robotic Systems via Internet

largest part (about 250 ms) of the overall delay, which is about 320 m

Thus, at least a delay of 160 ms is present for an Internet connéat@inina,
and to India, a delay of at least 390 ms has to be expected. In generptegent
delays will be visible for the user in case of direct teleoperation, and itdas
be considered in case of implementing even very simple control mechswia
this communication link. Investigating the behavior of the last few hops which
are all located inside China or India (cf. Figures 2.9a and 2.9b), anatipect is
visible which has to be considered. These Figures show the measurieaumin
and maximum values of these response times, and here, a large gadais
served. These variabilities of the response times are very difficult widawith
respect to direct teleoperation, where the user reacts directly on tiieafdehe
received from the robot by means of a video stream or sensor dhigh aari-
ability of the responses will cause an uncomfortable feeling for the usame
ways. First, the received video has a variable frame rate which is aed/for a
human operator to understand in order to gain knowledge about the sitoétio
the vehicle to be teleoperated. Second, the control commands givea hyrttan
operator are based on delayed information about the vehicle. Botbtaspad to
overreaction on the human side by the means of generating control otsm
and the teleoperated vehicle will behave unintentionally. Realizing a complete
control loop under these conditions is also very difficult.

Implemented Experiments

Within the project European Universities and Indian Universities prokiatel-
ware experiments which are hosted via the portal developed in Wirgbdfg
Each project partner in Europe and India hosts two different harlesperi-
ments in the area of mobile robotics, control engineering, path planrsngek
as robotic manipulators. In addition to the previously presented tele-taippea-
chitecture, also two experiments were developed for the University ofkiig
in the frame of this thesis work. Each experiment is designed for a Agweviod
and address the following specific topics:

e Modeling of a vehicle with Ackermann-steering and identification of cru-
cial kinematic parameters: A robot with Ackermann-steering has to follow
certain non-holonomic kinematic constraints. A key objective of this ex-
periment is the mathematical modeling of the robot behavior during move-
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2.2 Remote Learning Units of Mobile Robots

ments.

Motor control for a mobile robot: Often it is necessary to move a mobile
robot with a defined constant velocity. Different types of surfacedzon
tions or uphill and downhill slopes make this a rather difficult task and
require the implementation of control mechanisms.

Path planning for a non-holonomic vehicle: With respect to the non-
holonomic constraints mentioned above, path planning for this type of
robots is not a simple task. For this experiment several path planning meth
ods are implemented and compared in different environments.

Modeling the kinematics of a differential drive rover: A differentialdri
mobile robot has one axis with two powered wheels. These wheels can ro-
tate with different angular velocities and also in different directions. This
ability allows a high mobility and causes different kinematic constraints
compared to a mobile robot with an Ackermann-steering. The experimen
deals with the mathematical description of the differential drive.

Design of a speed control for a differential drive rover: For a défeial
drive mobile robot it is very important to have a reliable velocity control
for these two powered wheels, as already a small difference in the rotatio
speeds will result in a change of the moving direction.

Mathematical modeling of the robot control and application of tuning rules
for a PID controller: Control engineering provides a lot of methodéufor

ing control mechanisms. This remote experiment is used for an applica-
tion of these tuning mechanisms. The results are visualized with the real
mobile robot hardware and the effects of different parameter settihgs
the control mechanisms are simple to understand. These hardwame exp
iments provide a good portal for applying theoretical approaches to rea
hardware.

Implementation of algorithms for obstacle avoidance, navigation, and path
planning: Path planning in a static environment is already addressed in a
separate experiment. As soon as dynamic environments with moving ob-
stacles (e.g. people or other robots) are considered, a dynarmnameing

is required.
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2 Teleoperation of Robotic Systems via Internet

The first experiment of the University of Wirzburg is on the kinematfcthe
indoor MERLIN robot. This experiment should help to understand indisplele
basics of the mobile robots’ kinematics. It provides the backgroundhtore-
mote kinematics experiment of the virtual laboratory at Wirzburg. &ses are
constructed in order to show to the student most of the non-idealities oé#he r
hardware. Obtained data can be easily used for accuracy improvéméigh
precision mathematical model building. The second experiment of Miiyz
covers pathplanning of a car-like mobile robot. The experiment useadhe
holonomic indoor MERLIN robot with an Ackerman-steering and dertratss
the problems of the inverse kinematics of this kind of mobile robot. Basic metio
are combined to primitive maneuvers, like three-point-turn and sidewiting.
The next step is the combination of primitive maneuvers to complex manguv
for achieving a certain configuration. This experiment shows how tobamen
primitive maneuvers in order to solve the inverse kinematics problemgianad

a detailed description of these maneuvers. These experiments arpetdeait

Database

Gateway University ‘
of Wiirzburg

‘ Experiment Server 1 ‘

‘ Experiment Server 2

Clientn

4{ Experiment n ‘

Figure 2.10: The integration of distributed remote experiments

cording to the previously mentioned guidelines and requirements (sef3]so
[19], [3]) in order to provide robust teleoperation features via IrgerRach of
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2.2 Remote Learning Units of Mobile Robots

the experiments uses @xperiment servewhich can be either a dedicated PC
or a logical instance of a program hosted by an application server.éftp of
such a scenario is depicted in Figure 2.10, and provides the high flexibHighw
is required for such a kind of distributed tele-laboratoy. Thus, the intiems
tele-laboratory partners in Europe (Universidad Carlos Ill de Madjuhair®)
and India (Department of Mechanical Engineering of Anna Univeisi@hen-
nai, and Department of Computer Science and Engineering of the Tajaga
College of Engineering in Madurai) can integrate own experiments by sefping
an experiment server which supports the protocol developed within tris (af.
Section 2.2.1) in order to communicate with the administrative componénts o
the tele-laboratory system.

Universidad Carlos 1l de Madrid developed an experiment on ewviaiestion
and an experiment on topological navigation. The goal of the eventstietex-
periment is an analysis how a door is observed by a laser sensor anittitar
algorithm that detects the door from the data information. Here, the studlént
be able to move the robot in order to observe the image produced in the mea
surements of a laser telemeter in different places close to the door. Wiih-this
formation, the student should develop and test an algorithm that reliatdgtde
the door. Students will be able to have contact with real sensors and te notic
the difficulty of the information extraction from the sensor readings. Eoesd
experiment addresses topological navigation and the door detectaitlaiyde-
veloped in the previous experiment is used to perform a simple navigaskn ta
such as moving to a door and cross it. Different positions and diffexlgyu:-
rithms will be available during the experiment and allow for a validation of the
developed concepts. Students will be able to have contact with real tiamiga
problems related to the sensor system.

The first experiment of the Department of Mechanical Engineeringrofa
University deals with motor control. Stepper motors are used as feeelsdri
the selected CNC machines, and by controlling the number of pulses, the slid
position and pulse frequency for the velocity of the slide are achievaur@of
spindle speed is achieved by varying the voltage supplied to the DC motities of
spindle drive. The students have access on a tutorial which explainsghieead
theoretical approaches. They write a program using G-Codes andddsCex-
ecute them through the web and analyze the results. The second expesfime

nttp://roboticslab.uc3m.es/ (02.09.2010)
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2 Teleoperation of Robotic Systems via Internet

Anna University is on a remote controlled robot arm. By controlling the enov
ments of various joints and end effectors, the robot arm can movediecgdo

a program written by the student in the programming language C. Thesuser
trained to operate the robot in order to perform various tasks such lasipit
place, sorting of parts, or palletizing. The robot arm can be teleopesétent by
own created programs or via a specially designed graphical usekicgerf

The Department of Computer Science and Engineering of the Thiag@alja
lege of Engineering developed an experiment for tracing the bourcdaryvall
and another one for a repeatability analysis of a mobile robot using demyu
sion. For the first experiment, the objective is to trace the boundary ofidiie
with a mobile robot using different navigation algorithms. During the erpent,
the students are taught to write a program for enabling the robot to fulfillsks ta
The objective of the second experiment is an evaluation of the repeatainitity
accuracy of a mobile robot using computer vision technique. This erpat
setup consists of one mobile robot and one high-resolution pre-catitrateera
which allows for interesting experiments on error propagation.

The successful realization of these different experiments above tinat the
tele-laboratory approach developed in this thesis work is a powerfhitacture
which can be used for providing world wide access to distance learnitsgfan
interdisciplinary topics whereas the experiments itself can also be locataeall
the world.

2.3 Control of Quanser SRV02 Experiment over the

Internet

The Quanser SRV02 position control experiment consists of a motothvigic
connected to a wheel via a gear. The wheel is also connected to areemduch
records the turn ratio of the wheel with a certain resolution. The objecfive o
this experiment is the position control of the wheel. Usually, the used iexpet
hardware is connected directly to the PC with the control algorithm via a spe-
cial hardware interface card which generates the voltage for the mudocan-
nects the sensors to the PC. The control algorithm can be implemented itoMatla
or C-code, and access to the hardware is provided by special prdiparies
from Quanser. In this work, the experiment is used in a modified haslsetup
which is displayed in Figure 2.11. Here, the hardware component isected
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2.3 Control of Quanser SRV02 Experiment over the Internet

to the controller component via an IP/Ethernet based network. The ooinas
tion through the network induces delays between hardware and co@trehiRh
needs to be considered in order to design a stable and robust conirbéesx-
periment hardware (motor) is connected to the hardware PC via thevduarih-
terface and an interface card which allows for reading sensor datsestinty the
actuator inputs. The hardware PC can determine the position (angle tidmpta
of the wheel. This data is now transmitted to the control PC via the interposed
network with a defined sampling rate. The control PC is running an applicatio
with a control algorithm which is used to control the position of the wheel. 8ase
on the received sensor data, the controller generates a control aighaénds it
back to the hardware PC via the network. Now, the hardware PC applidage

to the motor which corresponds to the received control signal.

Hardware
Control PC
PC Quanser

SRV02
Hardware
Interface

Figure 2.11: Modified hardware setup for the Quanser SRV02 Expetim

2.3.1 Theory and Mathematical Background

As first step, the mathematical model of the above described hardwaip-
ment is derived according to the technical data provided by the tutorigieof
Quanser SRV02 Experiment. In Figure 2.12, the electric componetite ofho-
tor are displayed. With armature circuit input voltagg(t), armature resistance
Rm, armature inductanday, armature circuit currerify(t), motor back-emf volt-
ageEemi(t), motor shaft positionPm(t), and the torque generated by the motor
Tm(t) the following calculations can be done.

Applying Kirchhoff’s voltage law leads to

dl
vm—lem—LMd—;“—Eemf:O
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Figure 2.12: Electric components of the motor according to QuansesHat
and technical specification.

The motor inductance can be neglegted.@s< < Rm. This results in

| — Vin— Bemt

" Rm
It is known, that the back-emf of the motor is proportional to the motoftsha
velocity wm with (wm = ©), leading to

Vin— Km®m
Im =
Rm
Newton’s 2nd law of motion helps to characterize the mechanical aspetis o
setup and results in the following equation with the motor moment of ingtia
the torque applied at the lodg, the gear ratio between motor and ld&gl and
the gearbox efficiencyyg.

2.1)

.. T
=T — 2.2
Jmem m ngKg ( )

Applying the 2nd law of motion at the load of the motor (wiaq being the
viscous damping coefficient seen at the output) gives

361 =T —Beg® (2.3)
The combination of Equations 2.2 and 2.3 leads to:
J| é| = r]gKng - r]gKngOm - beq®| (24)

Itis known, thatOm = K40, andTm = NmK|Im (Nm is the motor efficiency), and
thus Equation 2.4 can be rewritten.

36 +ngKZInO) +Be®; = NgNmKgKtIm (2.5)

38



2.3 Control of Quanser SRV02 Experiment over the Internet

The the electrical properties of Equation 2.1 can be combined with theamiech
cal aspects of Equation 2.5 which results in the transfer function of gtersy

O(s) _ NgNmKtKg (2.6)
Vim(s) -]equS2 + (BeqRm + NgNmKmKt Ké)s '

In Equation 2.6Jeq=J; + nngng can be considered as the equivalent moment
of inertia of the motor system as it is seen at the output. With

b1 = ngNmKiKg
a = JegRm
ag = BeqRm + NgNmKmKiKg
Equation 2.6 can be rewritten in the following transfer function:
©__ b
Vs a2+ ass
The system of Equation 2.7 can be represented by the following diffetequa-
tion:

2.7)

8.1(:) + azé =byvs (2.8)

The transformation into the state space can be done as follows:

X1 =0
XZZO
X1 =%
. . —ay- b —a; b
Xo=O= 20+ Sv= —2xp+ —vs
a1 al ap a

>

Il
/N
o O

[y

a ) 2.9)

B:( bi ) (2.10)

( X1 >—A< Xl >+BvS (2.11)
X2 X2
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2.3.2 Implementation of the Controller
Direct Connection between Controller and Hardware

The standard setup of the Quanser SRV02 experiment uses a sptsitzicie
card in the PC to send commands to the hardware module and for caygering
sor data. Program libraries allow to include access to the hardware in rixd p
software and real time ability is provided. In a first step, a controller is imple
mented locally on the same PC which is connected to the hardware modale. Th
functioning of the control software is shown in Figure 2.13. Thet procedure
reads the program parametérequency andgai n and initializes the variables

gai n, count, andvol t age. After the hardware module is initialized, it starts
sending encoder values with the giviarequency and accepts commands. These
commands are applied immediately at the actuator. The main programdogs a
which consists of three steps: waiting for encoder data from the hagedwam-

pute a new voltage according to a control law, and send the new voltage to the
hardware. In this case, where the controller is implemented locally, apiopal
controller is applied to generate a new output, in order to reach the gaabpos
conmand. The value ofvol t age is calculated based on the input variabteint
which corresponds to the counter values of the encoder:

360
I — —gain- — ) 2.12
voltage= —gain (command— (count 4096)) ; ( )
This simple control law can now be tuned in order to achieve definesnespo
of the system (for more details please refer to the tutorial of the QuafR&S
Experiment), whereas the controller and the system are connected loithtiyt
using a communication link which induces delays.

IP Connection between Controller and Hardware

In order to allow for controlling the above described hardware equiprfinem
a distant location, the software functioning is changed as shown in Figurés
and 2.15. The software is divided into two main parts — the server, ardli¢mé.
Both components communicate via sockets over an IP based Ethennettion
or Internet.

Figure 2.14 shows the algorithm of the server. Thet procedure reads the
program parameteffs equency andsanpl i ng_ti me, and initializes the global
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( star )
l

init:
read parameter frequency

l

initialize Quanser hardware

]

wait for position data from
hardware

l

get position data from hardware:
count = input;

]

compute new voltage

l

< set new voltage at hardware | f------------oooooooecd

L ]

— T

Figure 2.13: Algorithm for local control of Quanser equipment.
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1 e ]

init:
read parameters frequency
and sampling time

[

v
start thread for receiving
packets

( ’ start thread for ‘ ‘ \\

hardware control

Start thread for Start thread for Start thread for
scheduling feedback hardware control receiving packets

I init sockets | < initialize Quanser H ] init sockets |

hardware
wait -
wait wait for packet
- 1/frequency
create packet with H process data packet

payload: Get encoder value: é from client:

‘ N

start thread for \
scheduling feedback

count count = enc_value; voltage = input;

l

set voltage at a
hardware

Send feedback
packet to client

N — AN

Figure 2.14: Algorithm for control server of Quanser equipment.
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variablesvol t age andcount . In the next step, three threads are started: for re-
ceiving packets, for interfacing the hardware, and for scheduliedtfack pack-
ets. The thread for receiving packets initializes a socket and waits fominc
ing packets. As soon as a packet from the client arrives, it is predessd

the payload data is written to the global program variafolet age. The thread

for scheduling the feedback also starts with initializing a socket. Then, it en-
ters a loop for sending a packet with the current valueafnt as payload
eachsanpl i ng_ti me milliseconds. Thus, packets are sent with a frequency of
mﬁ@m. The hardware control thread initializes the hardware module, sends
the current values ofol t age and reads the current encoder valuesouint with

a frequency of 1000Hz.

(——
I

init:
Read parameter sampling int,
k1, k2, k3 are setaccording to
the desired performance

}

wait for data packet from
hardware server

Process message: <

count = input;

}

compute new voltage

}

send new data packet to hardware
J

Figure 2.15: Algorithm for control client of Quanser equipment.

The functioning of the client is shown in Figure 2.15. The program statts w
reading parameteyanpl i ng_i nt and parameters for the controller (eggi n,
k1, k2, or k3) depending on the setup. After finishing thei t procedure, the
program waits for packets arriving from the server. These paclkefs the en-
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coder value of the hardware as payload, and as soon as the paclet amew
voltage is computed according to the control law which is applied. This néw vo
age is sent back to the server immediately. Now, the control law as dedddb
the local controller (Equation 2.12) cannot bes used in this networkep ss
the communication link over the IP based network induces disturbandes wh
cannot be compensated by the controller.

2.3.3 A Discrete-Time System with Time Delay

The above mentioned calculations are dealing with an ideal mathematical mod
without considering time delays of the system. The experiment which is de-
scribed in this chapter uses a packet switching based communicationethan
which induces a time delay, as command packets are transmitted fromrthe co
trol algorithm to the hardware and sensor data is sent back from thevéuardo

the control algorithm. Now, this system will be investigated further. The data
processed with sampling peritddand the delay which is induced by the commu-
nication channel is. For this discrete time system the approach from [88] (p.48)
can be used:

Case l1<h
The time delay is less than the sampling period and the continuous time system
is described by

X = Ax(t) +Bu(t —T1) (2.13)
The behavior of the signal(t) and the delayed signal is shown in Figure
2.16. For the duration of the sampling periad), the delayed signal is constant,
whereas it will change between the sampling instants (cf. Figure 2. t8prA-

ing to the approach in [88], the sampling of the continuous time system from
Equation 2.13 will result in

X(kh+h) = dx(kh) + ou(kh) 4+ I 1u(kh—h) (2.14)
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Figure 2.16: Behavior of signalt) and the delayed signal (c.f.[88]).

with
=€\ (2.15)
h—t
o= / a*SdsB (2.16)
0
T
ry—eAh-o / adsB 2.17)
0

The state space model can be written as

x(kh+h) \ [ ® Ty X(kh)
ukh)y 1o o |\ ukh—n [T 1

~—— u(k)
Z(k+1) ® Z(k) i

fo luh  (2.18)
——

Stateu(kh) is used to keep track of the input, antkh— h) holds the past
values of the input. The above equation can be rewritten as

Z(k+1) = ®Z(k) + T u(k)
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2 Teleoperation of Robotic Systems via Internet

Now, K can be designed for
xa(k)
u(k) =KZ(k) = (ki ko k3) | x2(k) (2.19)
u(k—1)

so that(® +FK) is stable.

Case21>h
For time delayg longer than the sampling peridd the previous analysis must
be changed and the modified approach of [88] can be used. With
1=(d—1)h+7;0<7 <h

andd as integer value, the following equation is obtained (c.f. [88]).

x(kh-+ h) = dx(kh) + M ou(kh— dh+ h) + M yu(kh— dh)

where
o= (2.20)
-h—1'
Mo = / adsB (2.21)
0
/ v
ry—eth-1) / aSdsB (2.22)
0

The state-space representation is given by

X(kh+h) ® L g -+ O x(kh) 0
u(kh—dh+h) o o I .- 0 u(kh—dh) 0
; = s I RS R
u(kh—h) 0O 0 O | u(kh—2h) 0
u(kh) 0O 0 O 0 u(kh—h) |
N——
@ i
(2.23)
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2.3 Control of Quanser SRV02 Experiment over the Internet

2.3.4 Experiment Setup and Evaluation

As shown in the previous section, the system can be described by EgRdtign
whereas the matricesandB can be determined according to Equations 2.9 and
2.10. The manual of the Quanser SRV02 hardware provides thesviu¢he
constants which are used in these equations (c.f. Table 2.3). Thuglties for

ai, ap, andby can be calculated.

Symbol | Description Nominal Sl Value

Ng gearbox efficiency 0.9

Nm motor efficiency 0.69

Kt motor-torque constant 0.00767

Ky gear ration between motor and wheel 70

Jegq equivalent moment of inertia at the logd ~ 2.0-103

Rm armature resistance 2.6

Beg equivalent viscous damping coefficient 4.0-10°3

Km back-emf constant 0.00767

Table 2.3: Coefficients of the used hardware (from the Qanser SR\ DRial).

b1 = ngNmK:Kg = 0.3334149
a; = JegRm = 0.0052
2 = BeqRm + NgNmKmKKZ = 0.0104+ 0.1790104598 0.1894

The values for, ap, andb; are now used for matrices andB according to
Equations 2.9 and 2.10:

0 1 0 1
A= a =
0 2= 0 -364251
1
0
B=
64.1182

As a next step, the communication delays between hardware and de6tiarke
analyzed. Therefore, the measurements of round trip times are ®dloarder
to get the average and the maximum delay of the present communication link
This communication delay analysis now allows for an estimation of the delays
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2 Teleoperation of Robotic Systems via Internet

which occur and which have to be compensated by the system. Depesding
the present time delays Equations 2.15, 2.16, 2.17, or Equations22240 2.22

are used for the discrete-time matrices. This leads to the discrete-timeatggm
system according to Equation 2.18 in case the time delay is smaller than the
sampling interval { < h), or Equation 2.23 for the time delay being larger than
the sampling timet(> h). The poles are placed, so that the systems follows the
constraints of the hardware in terms of avoiding the generation of voltzjeg

out of range. The design results in the following closed loop system:

In order to achieve the system behavior displayed in Figure 2.17, statbdek
matrix K for the present system is chosen:

K=(ki ko ks)=(—0.3660 00698 02927

The real world implementation of the above designed controller followsrthe a

Step Response

To: Out(1)

Amplitude
To: Out(2)

T . .
0 05 1 15 2 25 3 35 4 45 5
Time (sec)

Figure 2.17: Step response of the designed controller.
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2.4 Discussion of the Results

chitecture displayed in Figures 2.14 and 2.15. The system is running witma
pling rate of 20 Hz, an® and® are measured with the same frequency. For the
experiment, the system starts in thero position The desired goal position of
the wheel is increased by 4%t 6.3 seconds, 9 seconds, and at 11.8 seconds of
experiment time. At 14.2 seconds the goal position is reseted to the iretial
position The behavior of this real system controlled via Internet is shown in Fig-
ure 2.18. Figure 2.18 shows that the controller for the real hardsyesstem can
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Figure 2.18: Real system behavior when controlled via Internet.

be parametrized so that the system can be controlled via Internet.

2.4 Discussion of the Results

This chapter mainly focuses on the design and implementation of a tele-
laboratory with real hardware experiments. Starting with a requirenmaaly-a

sis and an analysis of the state of the art several approaches for thi®ftyp
tele-education units are presented. Early developments in this area wed M
lab/Simulink and Labview experiments or connected remote controllabtgs,ob
while the approach developed in this work aimed on self-contained leaunitsy

with interactively interfaced hardware. In principle, different architees would

be possible to achieve this goal, but of course each approach has itadswn
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2 Teleoperation of Robotic Systems via Internet

vantages and disadvantages. Classical client-server approa@iesewice ar-
chitectures, and multi-agent approaches in service oriented architeete dis-
cussed. The objective of the tele-laboratory which was developed inatime fof
this work is a modularized large-scale interoperability for different kivfdsard-
ware experiments. Different visualization and data handling and Bimcetech-
nologies can be used. Methods from the area of virtual reality, dynaeficoan-
tent generation (e.g. PHP, Smarty), .NET, Macromedia Flash, Mattablik,
Quanser WinCon, and also rich Internet applications like Adobe Flagh \Wab-
Start, JavaFX, and Microsoft Silverlight provide a large set of funétiities to
achieve the goal of interactive tele-learning units with mobile robots. Tiexob
tive of the first part of this thesis is the development of a remote labgratioich
provides tele-experiments with real mobile robot hardware. Theseriexgents
should be accessible via the Internet from all over the world, and in additio
also the experiment hardware itself should be places at differentréegiand on
different continents. Therefore, an architecture was developechvatiiows for

an integration of distributed servers connected to hardware which Higsedt
learning units while simultaneously providing a comprehensive usergeamant
with all the necessary features and modules. Communication betweeile mob
robot and client application is implemented asynchronously, as consraned
transmitted to the hardware server and execution takes place on theahardw
Here, also security mechanisms are implemented to prevent the harthoer
damage. This design supports Internet communication via low bandwids lin
as well as communication via partially disconnected links. Additionally, the im-
plemented system allows users to resume an interrupted experimeonsAtson
interactivity is provided together with the feature of being able to resume an
experiment without loosing experiment data after communication bréaks
completely. This feature turns out to be one of the most important furadiii@s
during our tests where mobile robot hardware was teleoperated fiootedo-
cations in India. A summary of the service capability of the implementedteemo
laboratoryTele-Experiments with Mobile Robassgiven in Table 2.4. This table
shows a comparison of well known and successfully realized teledsdraes
developed in the scientific community in the past 10 years. All of theseteemo
laboratories are designed to be available 24 hours each day. Nevesthble
Integrated Remote Laboratomyf the University of lllinois and the laboratory
of the Blekinge Institute of Technologre online only during the period of the
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2.4 Discussion of the Results

corresponding lectures. Common categories Gkent, Type Interaction Loca-
tion, Status Interface and Networkingare used for the comparison according
to the classification in [89]Client describes the type of the client software (e.g.
web-intereface or Java client) and shows required third party sofieayeMat-
lab or Lab View). Of course, all remote laboratories are accessible gidgnth
ternet, but nevertheless, different client implementations exist. Therityaid
the remote laboratories in Table 2.4 use web-interfaces with dynamicalyect
content. In addition, some laboratories like tieroelectronics WebLabf the
MIT and the Control Laboratoryof the Oregon State University provide Java
applets. For some of the remote laboratories of the comparison (e.ftée
grated Remote Laboratorgf the University of Illinois, theAutomatic Control
Telelabof the University of Siena, and tiiRemote Robotics and Control Lalb
the University of Maribor) also expensive third party software (e.gtldb or
Lab View) is required. Th&ele-Experiments with Mobile Robaisthe Univer-
sity of Wirzburg provide a Java WebStart based application for the atimna
between hardware and user. Categbypedescribes the supported experiment
type and distinguishes between remote hardware and remote simulatioateRe
hardware means, that real hardware entities can be accessed aperaied,
whereas remote simulations just provide access to simulated entities which ar
usually represented by a piece of software. All remote laboratories irsTeable
2.4 support remote hardware experiments. In addifigtlabof the University

of South Australia, theAutomatic Control Telelalof the University of Siena,
the Remote Robotics and Control Lalh the University of Maribor, the remote
laboratory of theBlekinge Institute of Technologind theTele-Experiments with
Mobile Robotof the University of Wiirzburg also host remote simulations. The
type ofInteractioncan be implemented as batch processing or as interactive. For
batch processing, a command set is transferred to the remote haramehafter

a successful data transmission, the commands are processeactimemeans

a real interaction between user and hardware is present which issaecéar
the desired hands-on experience of the user.Miceoelectronics WebLabf the
MIT, the Web Shakeof UC San Diego, thédutomatic Control Telelalof the
University of Siena, and thRemote Robotics and Control Lalbthe University

of Maribor use batch processing. All other remotes experiments ¢ Path pro-
vide a more interactive interface. Colurhncationdistinguishes between local
experiments and distributed experiments. A remote laboratory with loparex
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2 Teleoperation of Robotic Systems via Internet

iments hosts one or more experiments which are placed only at one location
Remote experiments which host experiments of different Universtigss, or
countries support distributed experiments. Only two remote laboratortesl lis

in Table 2.4 LearNetand Tele-Experiments with Mobile Robat$ the Univer-

sity of Wiirzburg) support distributed experiments, whereas the rdaimieatory
Tele-Experiments with Mobile Robassadditionally designed to host world wide
distributed experimentS§tatusndicates whether a remote laboratory is currently
not running (offline) or active. Five of the remote laboratories aftinef (the
Telegarderof MIT, the Control Laboratoryof Oregon State University, tha-
tegrated Remote Laboratoof the University of lllinois, theAutomatic Control
Telelabof the University of Siena, and the remote laboratory ofBfekinge In-
stitute of TechnologyLearNetis partially offline, which means that some of the
originally hosted experiments are not available anymore. All other listexdte
laboratories are currently online and accessible, whereas often &raggisis
mandatory. Categorynterfacedescribes elements of the user interface which are
available in addition to the sensor data which is common for all the laborato-
ries listed in Table 2.4. Usually, a video stream is provided for all experisne
The Integrated Remote Laboratonf the University of lllinois and thd&Remote
Robotics and Control Labf the University of Maribor uses Lab View to display
sensor data. In addition to video and sensor dataTeles Experiments with Mo-
bile Robotsof the University of Wiirzburg also provides a mixed reality interface
which allows the use of low bandwidth connections. The last coldtatwork-

ing shows features of the remote laboratories with respect to the implemented
networking. Here, only théntegrated Remote Laboratogf the University of
lllinois and Tele-Experiments with Mobile Robatkthe University of Wiirzburg
support resuming of sessions and ffede-Experiments with Mobile Robas-
ditionally supports low bandwidth and partially disconnected links. Of course
Table 2.4 shows only a selection of all remote labs which were developatyd

the last 10 years. The tele-laboratories of Table 2.4 are selectediagrty their
implemented features and their high publicity they reached within the scientific
community.

In addition to the remote laboratory, it is also shown in Section 2.3 how de-
tailed knowledge about the communication channel allows for the setupysfa
tem which is controlled via the network using approaches for the contidikef
crete time systems. The designed and implemented tele-laboratory aralitec
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2.4 Discussion of the Results

(see Section 2.2) was used and developed during several projegtsTee-
Experimente mit Mobilen Robotern - Virtuelle Hochschule Bayern" or tmae
tional Virtual Laboratory on Mechatronics - EU-ECCP") and is currenggd
in teaching at the Department of Robotics and Telematics at the Univefsity o

Wirzburg.
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2 Teleoperation of Robotic Systems via Internet

Table 2.4: Comparison of Remote Laboratories.
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3 Ad-Hoc Networks of Mobile Robots

Ad-hoc capabilities are key features of modern mobile robot netwagka,max-
imum of flexibility in terms of the supported network topology is achieved. This
chapter starts with an overview of enabling technologies like wireless cemmu
nications, wireless LAN and ad-hoc routing protocols. The theoreticalsas

set on a detailed evaluation of four well known ad-hoc routing proto@@V,
DSR, OLSR, and BATMAN) with respect to the use in networks of mobil@tsb
The obtained results are used to improve the performance of mobile tedbo
operation and coordination in both application scenarios given at thefehi o
chapter.

3.1 Enabling Technologies

3.1.1 Wireless Communication

Nowadays, wireless communications became an important part of deiljvd-

bile phones are widely spread and provide connectivity for voice camuation
and data communication via the world wide web. Also wireless networks sf PC
or Notebooks are quite common, and wireless networks based on IBEEI3
wireless LAN (WLAN) can be set up everywhere by nearly everydinés chap-

ter starts with a short introduction of several application scenarios wheghoes-
sible with nowadays available WLAN hardware and in the second part, tangtor
aspects of the IEEE 802.11 standard for wireless communicationgseetied.

For many businessmen WLAN became a indispensable technologyilfpliga
Often WLAN access is available at airports, hotels, and train stations came-s
times even in trains and airplanes. Now, it is easily possible to combinesattces
the Internet, to e-mails, or to business data together with a mobility aspeet. Ear
lier this ideas were summarized by the concept of a "mobile office”. Ofsen
WLAN is only one aspect of mobile wireless broadband communication. Fu
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3 Ad-Hoc Networks of Mobile Robots

ther aspects with respect to 3G communication networks and Univesailév
Telecommunications System (UMTS) are given in Chapter 4.

WLAN is also a technology which allows for building a fast and inexpensive
frastructure in case networks based on wired infrastructure areimabke or not
available. Thus, often PCs inside office buildings are connected via WaAN
even buildings itself can be connected over a distance of up to some kilsmete
via a dedicated WLAN using directional antennas.

As setting up WLAN networks is fast, inexpensive, and easy, it mighidea
choice for establishing voice and data communication networks in caseesf e
gency situations. Natural disasters like earth quakes or tsunamis usestip\d
the present communication infrastructure like the base stations for mabloiieep

or even the telephone cables, and rescue teams must set up theirramuci
cation network. Currently, rescue teams can easily setup voice cometionic
via their standard radio devices, but broadband data communicatiootcae
handled with current radio equipment of rescue teams. Here, WLANanks
might jump in and fill the gap.

A new direction of the application of WLAN networks is the area of car-to-ca
(Car 2 Car) communication. Here, the focus is set on three objectaésty ap-
plications, traffic engineering, and entertainment, whereas each asets flown
requirements and priorities for the communication channel. Safety apipfisa
need low latencies, low bandwidth, and data loss has to be avoided. ®radfic
neering aims on distant distribution of information and delay tolerant apiolita
while supporting broadcast communication with a limited data loss. In the area
of entertainment, a large amount of data should be transferred by audiideo
streams which causes the highest need for bandwidth and requititg gfiser-
vice for the data transfer.

The European Union and national science funding institutions have alse ide
tified the high potential of this research area, and currently severalriamto
related research projects are running:

e "FleetNet? (2000-2003) funded by the BMBF;
e "CarTALK" (2001-2004) funded by the EU (based on FleetNET);

e "NoW - Network on Wheels? (2004-2008) funded by BMBF;

Lhttp://www.et2.tu-harburg.de/fleetnet/ (15.10.2008)
2http://www.network-on-wheels.de/ (09.02.2010)
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3.1 Enabling Technologies

e "AKTIV - Adaptive und kooperative Technologien fiir den intelligenten
Verkehr® (2006-2010) funded by BMBF;

e "WILLWARN" (2005-2007)* funded by the EU (a sub-project of PRe-
VENT®);

In 2007, the Rhine-Main area was selected as test area for the pilottdidjM-

TD - Sichere intelligente Mobilitat - Testfeld DeutschlafdAn EU-wide ini-
tiative, the "Car 2 Car Communication Consortiufiias its main focus on es-
tablishing an European industry standard for Car 2 Car communicateedba
on WLAN. All the presented projects are using IP communication basadion
standards of IEEE 802.11 (802.11 a/b/g/p) or UMTS (for details on SidlEase

refer to Chapter 4).

A key issue of efficient wireless communication is an effective accasthe
transmission media. Media Access Control (MAC) is a collection of mdshen
which are necessary to coordinate access of users on a communioatigum.
With respect to the ISO/OSI model, these mechanisms are located at the data
link layer (layer 2) and can be sub-divided into data link control (DLCY) an
logical link control (LLC). For wireless networks, the "Carrier Senseltijle
Access with Collision Detection" (CSMA/CD) mechanism which is well known
from IEEE 802.3 based networks (Ethernet) cannot be used. Thal sjgality
of wireless networks depends on many different influences (e.gliskence be-
tween sender and receiver, obstacles, disturbances). Thus, ithmaighen that a
sender detects a free medium and starts sending, but the receptiorsigfithles
disturbed. Also the collision detection for the sending node is not so easigas
in wired networks. With respect to radio networks, the MAC mechanisms mu
also be able to handle the typical problems like hidden nodes, exposes, raodl
the near-far problem.

The hidden node situation is shown in Figure 3.1a. In this situation, node&lA an
node B, as well as node B and node C are in communication range. Dineet

munication between node A and C is not possible. In case node A hasldata w

Shitp://www.aktiv-online.org/ (09.02.2010)

“http://www.prevent-ip.org/en/prevent_subprojects/safe_speed_andotiateing/willwarn/
(09.02.2010)

Shitp://www.prevent-ip.org/en/home.htm (09.02.2010)

Shttp://www.cvisproject.org/en/links/sim-td.htm (09.02.2010)

http://www.car-to-car.org/ (09.02.2010)
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3 Ad-Hoc Networks of Mobile Robots

should be transmitted to node B, A will listen on the medium and as soon it is
free, node A starts sending data. At the same time, node C cannohizetige
data exchange from node A to node B and can also send data to nodetBwilhic
disturb and interrupt both transmissions (from A to B and from C to B) withou
any possibility for node A and for node C of sensing this failure.

(a) Hidden node and exposed node situation.

(b) Near far problem.

Figure 3.1: Typical situation which might cause problems for wirelegssoni-
cation.

An exposed node situation can also be explained by Figure 3.1a. It @xists
case node B sends data to node A and node C also wants to send data to an
additional node which is neither in communication range to node B, nor in com
munication range to node A. In this case node C will delay sending datagason
the medium is busy due to an active node B. As node A is not within the rdnge o
node C, this delay is not necessary as simultaneous sending of nodkr®da
C cannot disturb the data transmission to the corresponding receiviteg.no

The near-far problem is shown in Figure 3.1b. It happens in casévezcC is
closer to transmitter B than to transmitter A. If node A and node B start trans-
mitting data to node C simultaneously at an equal sending power, theeeceiv
gets a much better signal from the closer transmitter (node B) due to trad sfgn
one transmitter being the noise of the other transmitter’s signal. As thefarear-
problem is more relevant for systems based orctige division multiple access
(CDMA) mechanism, more details on this issue are given in Chapter 4.
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3.1.2 Wireless Local Area Networks (WLAN)
IEEE 802.11 Standard

The IEEE 802.11 standard [90] describes a currently world wide fasaiy of
radio networks for which a large variety of products exist also in the woes
market. IEEE 802.11 standardizes a physical layer (ISO/OSI layand a me-
dia access control layer (ISO/OSI layer 2) which are necessary ®wip the
special requirements of wireless communication which are already mentio

the previous section. For higher layers the the common interface of thE IE
802 family is used in order to allow for a seamless interoperability. Objexctive
of this standard are a robust wireless data communication and a worldugéde
with respect to the used radio frequencies. In general, the propgsietsarchi-
tecture supports two different modes: infrastructure based and@dshthe in-
frastructure mode an access point is used to coordinate the media ateash
associated station. The ad-hoc mode has no central unit which comslie
media access, and additionally multi-hop communication should be sugporte
For detailed explanation of all IEEE 802.11 functionalities please ref@8p [

Media Access Control for IEEE 802.11

As already mentioned in Section 3.1.1, media access control is oneskeyisth
respect to efficient wireless data transfer and IEEE 802.11 spettifiesss mech-
anisms to cope this challenge. The following paragraphs give a shorhary

of the most important functionalities of the IEEE 802.11 MAC-layer in otde
get a clear view of the later presented problems which are solved in the fs&
this work in order to provide seamless operating networks of mobile tudmed
on wireless LAN. An extensive summary of the IEEE 802.11 standayiés in
[28] and all details are specified in [90].

A Distributed Coordination FunctiofDCF) provides a compulsory mechanism
based orCarrier Sense Multiple Access with Collision AvoidafGSMA/CA)
which has to be supported. An optional mechanism to solve the problerd-of h
den nodes can also be implemented. Huint Coordination FunctionPCF)
provides an optional mechanism for a contention-free centralized datsfer.
For all mechanisms the following parameters are relevant:

e DCF Inter-Frame Spacing (DIFS): This parameter represents thestowe
priority for media access. The duratitiirs is defined a$p|rs =ts|ps+
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3 Ad-Hoc Networks of Mobile Robots

2 -tst with tg)ps being the duration of SIFS angl being the duration of
the slot time. DIFS is used for the asynchronous data transfer.

e PCF Inter-Frame Spacing (PIFS): The PIFS interval is used by scces
points and specifies the duration for which an access point has to wait
until it can poll stations. As the duration of PIFS is smaller than the du-
ration of DIFS, the priority of PIFS is higher than the priority of DIFS,
and thus, an access point can start its activity earlier than a station. The
duration oftp|pgis defined a$p|rs = ts|ps+tst.

e Short Inter-Frame Spacing (SIFS): SIFS is the shortest waiting time and
thus gives the highest priority for media access. Usually control pack-
ets are sent with this priority in order to ensure the network maintenance
while blocking traffic of lower priority. For available WLAN hardware,
the duration of SIFS is 1(s.

e slot time: The duration of the slot time is defined according to the signal
propagation delay between sender and receiver, the processind tinee o
radio electronics, and other physical parameters. Usually, the a sl@t ha
duration of 20us for WLAN.

|
<

iting tin » random

time slot (20 ps)
interval

Figure 3.2: Timing of IEEE 802.11 CSMA/CA (according to [28]).

The interactions of all of the above mentioned parameters are shown-n Fig
ure 3.2. As the implementation of each IEEE 802.11 media access id base
the "carrier sense multiple access with collision avoidance” mechanism (CS
MAJ/CA), it will be shortly described in the following paragraphs. CSMA/CA
is a decentralized media access mechanism, and the key featureitbngwml-
lisions is a backoff algorithm. In case a device has data available to bét $es,

to wait until the media is not busy for the durationtgfrs before the data trans-
mission is started. If the media is active in case a device wants to send Hats, it
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to wait fortp ks, and afterwards, the contention phase (contention window) is en-
tered. For the contention phase, the device selects a random backoffutiich
corresponds to a random time slot in the contention phase and the ovaitaibw

time is calculated. Now, the device is waiting and for each elapsed time slot, the
corresponding time is subtracted from the calculated waiting time. As soon as
the waiting time is equal to zero, the device can start the sending procédure
case the media becomes busy while the device is waiting, it stops decregnentin
the waiting time until the media is free for the durationtgf-s. Then, the old
waiting time is again decremented by the duration of elapsing time slots. As de-
scribed above, the device starts sending as soon as a waiting time ecgral i® z
reached. As this mechanism respects the already elapsed waiting timevi¢e, d

a kind of fairness is introduced. Nevertheless, the described basiamsem has
some drawbacks in case of a very low or a very high load. In ordediaceethe
probability of different devices selecting the same backoff intervalk{ability
depends on the length of the contention window) a mechanism daipdnen-

tial Backoffis introduced. First, a media access procedure starts with a small size
of the contention windoWCWhin = 7. As soon as a collision is detected, the con-
tention window size is doubled until the maximum®@\nax = 255 is reached.

To solve the problem of hidden nodes, the RTS/CTS extension is implemented

DIFS
"7 RTS data
sender [ >
leSIFS> SIFS»! leSIFS
CcTS ACK

receiver t

v

NAV (RTS)

[ NAV (CTS) [«—DIFS> T IEEE]

other stations t

Figure 3.3: RTS/CTS to solve hidden node problem (according to [28]).

(cf. Figure 3.3). After a device is allowed to send data according to tbeeab
described CSMA/CA mechanism, it does not start sending data immediately
stead, Request-To-Sen(@RTS) packet is sent. This packet contains the receiver
and the duration including the acknowledgment of the upcoming data eransf
Each station which receives this packet stores the planned data trdasdigon

in its Net Allocation Vecto{NAV) which represents the earliest time the media
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will be free for this station. The receiver of the planned data transfis fea the
duration oftgjrsand afterwards, it sendsGlear-To-SendCTS) packet back to
the sender. The CTS packet also contains the duration of the plannechdafar,
and each station which receives this packet adjusts its NAV. The CT ®ipeenk
also be received by stations which are hidden for the sender but ie arthe
receiver. After the sender received the CTS packet it waitksfpgand starts the
data transfer. Finally, after the receiver has all data it sends anatdagment
to the sender the data transfer is completed. The RTS/CTS extensioesaHac
probability of collisions as collisions can only occur in the beginning of aisend
period in case other stations also send RTS packets.

For more details on additional extensions and functionalities of the IEEEL802
standard please refer to [90].

The following subsections give a short overview of the most commdn su
standards of the IEEE 802.11 family which are currently usable, andtiach
commercial off-the-shelf hardware is available.

IEEE 802.11a Standard

The IEEE 802.11a standard provides data rates up to 54 Mbit/s and asBs th
GHz band. It support®ynamic Frequency SelectigPFS) andTransmit Power
Control (TPC) [90] which is required for the used sending power and the sgndin
schemes. Depending on the regulation of different countries, différequency
ranges of the 5 GHz band are coupled to a maximum allowed sending.power

IEEE 802.11b Standard

The IEEE 802.11 standard is extended by IEEE 802.11b to providégheh
speed physical extension" in the 2.4 GHz frequency band. Basicafiyexten-
sion is the definition of a new physical layer, while the already above prede
MAC mechanisms of IEEE 802.11 are retained. IEEE 802.11b stgpgata rates
of 11, 5.5, 2, or 1 MBit/s with a maximum usable payload bandwidth of aBout
MBit/s. More details are given in [91] and [90].

IEEE 802.11g Standard

IEEE 802.11g supports data rates higher than 20 MBit/s and uses alsdithe 2
GHz frequency band. These higher data rates compared to IEEE1RO0®Zhile
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using the same frequency band are achieved by new modulation sshieme
proved error correction mechanisms, and orthogonal frequertsiath multi-
plex (OFDM) (for more details on OFDM please refer to [92]). IEEE 807 is
also backwards compatible to IEEE 802.11b. Nowadays, available 882H 19
products support data rates of 54 MBit/s.

Within the IEEE 802.11 standard much more extensions exist, and some of
them are still in the development phase. For a summary of some sudasian
please refer to [28], and detailed information on all currently availalestan-
dards is given in [90].

3.1.3 Wireless Mobile Ad-Hoc Networks and Ad-Hoc Routing

During the last years the topic of wireless mobile ad-hoc networks (MANET
became very popular and many routing algorithms for this type of netwerk
developed. MANETS consist of several devices/nodes which cahlisstaadio
communication between each other at any time, and a device can achasieo
nication relay to forward data if necessary to establish a communication link to
distant nodes. In this case, ad-hoc routing mechanisms are used/idepcon-
nectivity on a logical layer and data is forwarded from one device to thké ne
network node until the destination is reached. Ad-hoc networks areciear
ized by a decentralized organization and their ability for autonomous ennfig
ration and autonomous setup. In addition, also changes in the netwotkdgpo
due to node mobility, node failure, temporarily non-operational nodesgw
nodes joining the network are supported. The first network of this tygetha
ALOHA-Net [93] which was set up in the seventies (funded by DARPA}re>

ate a computer network using low-cost amateur radio equipment. Ngg/dtie
new generations of MANETS are used to interconnect user devicesika,P
mobile phones, or notebooks, and for establishing Internet connsafanobile
devices. The decentralized architecture of MANETS allow for their apjidica

in case the loss of a network node should not be a danger for the ertire ne
work. Also scenarios which require a variable number of participatingaor&
nodes and an autonomous configuration are supported. Due to tharehfast
setup of MANETS a reliable communication infrastructure can be estadlishe
very quickly. With respect to their application wireless ad-hoc networkhsaa
ther be classified in wireless mesh networks, wireless sensor netvaoxksno-
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bile ad-hoc networks.

A wireless mesh network usually consists of several radio nodes velflere
nodes are static without any mobility. In addition, redundant communicktikg
are available within the network which keeps the network operating in cagle sin
nodes are temporarily not working.

Wireless sensor networks are set up by distributed autonomous setss
which monitor its environment. Usually, each sensor node is equipped wath a
dio transceiver supporting energy efficient communication (e.g. &giased on
IEEE 802.15.4 or Bluetooth/IEEE 802.15.1). Common applicationsidfless
sensor networks are area monitoring, environmental monitoring, laotoena-
tion, healthcare applications, and traffic monitoring and control.

A very common and wide spread technology for the realization of mobile ad
hoc networks is IEEE 802.11. Latest developments in the application bifleno
ad-hoc networks aimed towards Vehicular Ad-Hoc Networks (VANEIH) and
Intelligent Vehicular Ad-Hoc Networks [95]. Here, an effective coomitation
between vehicles with dynamic mobility and also roadside equipment is estab-
lished in order to provide data exchange like traffic information, dangenivgs
or even media communication or tracking services [96]. This decergdatiz-
sign of these wireless ad-hoc networks makes them suitable for mapyediff
applications. The minimal configuration effort combined with adaptivhed
routing protocols, which enable mobility and a flexible deployment of nodes
allow these wireless ad-hoc networks for providing connectivity andnconi-
cation even in situations when no pre-installed communication infrastruisture
available anymore (e.g. disaster and emergency situations).

The flexibility and the support of highly dynamic network structures which

are mentioned in the previous paragraphs are enabled by complecadit-

ing mechanisms. As there is no centralized route maintenance entity inside the
entire network, each single node has to discover the relevant paths tguibee
destinations in a relatively short time. The nodes also have to detect thgezha

in the network topology and they have to react autonomously on thesgeshan

Of course, these functionalities should be implemented with a minimum usage
of data traffic for route maintenance. Here, the traditional routing nesins
which are known from the Internet are not useful as they are basedmtral

route maintenance entities inside the network and the above mentioned mobility
of nodes is not supported. Ad-hoc routing protocols can further tsiiked by
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means of their functionality:

Position basedor geographical routing: This protocol type determines the
most suitable path between source and destination based on positionanform
tion. Thereby, position data can be obtained from localization systems like GP
Examples for this protocol type are the Location-Aided Routing protdodR()

[97] or the Blind Geographic Routing (BGR) [98].

Topology based routing Here, the information about the network topology is
determined by sending and receiving special data packets. Sulsctagspro-
active and reactive ad-hoc routing protocols.

Proactive routing: Topology discovery is done periodically which allows for
a fast detection of topology changes. The information gathered by aoretw
node is stored in a local routing table. But as network maintenance data is al-
ways transmitted - even if no payload data should be transmitted - a certdin loa
of the network is always present. Besides the advantages of a fatibnean
topology changes due to already discovered routes when data is rdaelgeat,
also some disadvantages exist. The continuously transmitted traffictioonke
maintenance might have negative effects on the usable bandwidth ardtgye
consumption of the nodes. An example of a well known pro-active rgutin-
tocol is Optimized Link State Routing (OLSR) [99].

Reactive routing: In contrast to the above described pro-active mechanisms, the
reactive routing protocols discover required routes only on-deniimds, the
data traffic for route maintenance is reduced to a minimum. Of coursdirgp
payload data can only be started after the route discovery to the destinatien n
is completed which will introduce some small delays. Well known reactile a
hoc routing protocols are Ad-hoc On-demand Distance Vector (AODY)Jand
Dynamic Source Routing (DSR) [101].

Hybrid approaches: Hybrid ad-hoc routing protocols try to combine the ad-
vantages of reactive and pro-active protocols. Examples for thisaygelybrid
Routing Protocol for Large Scale Mobile Ad Hoc Networks with Mobile Back-
bones (HRPLS) [102] or Temporally-Ordered Routing Algorithm routingto-

col (TORA) [103].

There are some more subgroups like power aware routing protocoltcast
routing protocols, geographical multicast protocols, and some mateqms
which are not classified. All in all, more than 80 ad-hoc routing protoc@rew
developed during the last years with a lot of different objectives apticgtion
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areas, and thus, also different strengths and weaknesses. Thérglkections
will briefly summarizes four popular ad-hoc routing protocols - AOD\GR)
OLSR, and BATMAN - which are further used in this work for routing in fadk
networks of mobile robots. For all of these protocols, implementationsefar
world use are existing as a stable running version.

Ad-hoc On-demand Distance Vector (AODV)

The AODV routing protocol [104] [100] [105] is a reactive routing farcol and
searches for a route on-demand. In case a certain node is partofianroute,
Hello messages are used to obtain the route status. THielde messages are
broadcasted periodically to all neighbors. If a neighbor does not aéihello
message within a specified time a link loss is detected and the node is deleted
from the routing table. In addition, Route Errormessage (RRER) is generated.
To discover a route to an unknown destinatioRaite Reque$RREQ) message

is broadcasted. Each intermediate node which is not the destination andtetho
route to the destination receiving a RREQ broadcasts this RREQ furttesén
the RREQ is received more than once, only the first reception will resut in
broadcast. To avoid uncontrolled dissemination of RREQ messag&sREHQ
has a certain time to live (TTL) after which it is discarded. When the destimatio
receives a RREQ messageRaute ReplyRREP) message is generated and sent
back to the source in unicast hop by hop fashion along the route whicklevas
termined by the RREQ message. After generating a RREP message, Hi@ RR
message is discarded at this node. As the RREP propagates, eacledistem
node creates a route to the destination. After the source receives thie, RRE
records the route to the destination and begins sending data. In caseitbe so
receives multiple RREPS, the route with the shortest hop count is chdken.
status of each route is maintained in the local routing table and timers aréoused
determine link failures which will result in the creationRbute Errormessages
(RERR). More detailed information on AODV is given in [100].

In the referred test scenarios of this work, AODV-UU version 0.80&fUppsala
University (Sweden) is uséd Table 3.1 shows the most important parameters of
AODV. For some of them, the names are self-explanatory, and sonsetiome
fixed relations between some parameter values should be met. Usually AO

Shttp://core.it.uu.se/corefindex.php/AODV-UU (09.02.2010)
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Table 3.1: Parameters for AODV (according to [100]).

Parameter Name:

Default Value

ACTIVE_ROUTE_TIMEOUT
ALLOWED_HELLO_LOSS
BLACKLIST_TIMEOUT
DELETE_PERIOD
HELLO_INTERVAL
LOCAL_ADD_TTL
MAX_REPAIR_TTL
MIN_REPAIR_TTL
MY_ROUTE_TIMEOUT
NET_DIAMETER
NET_TRAVERSAL_TIME

NEXT_HOP_WAIT
NODE_TRAVERSAL_TIME
PATH_DISCOVERY_TIME
RERR_RATELIMIT
RING_TRAVERSAL_TIME

RREQ_RETRIES
RREQ_RATELIMIT
TIMEOUT BUFFER
TTL_START
TTL_INCREMENT
TTL_THRESHOLD
TTL_VALUE

3000 ms
2

RREQ_RETRIES NET_TRAVERSAL_TIME

see description
1000 ms (hard coded)
2
0.3*NET_DIAMETER
see description

2* ACTIVE_ROUTE_TIMEOUT
35

2 * NODE_TRAVERSAL_TIME

-NET_DIAMETER
NODE_TRAVERSAL_TIME+ 10
40 ms
2-NET_TRAVERSAL_TIME
10
2- NODE_TRAVERSAL_TIME
- (TTL_VALUE + TIMEOUT_BUFFER)

2
10
2
1
2
7

see description
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is based on sendingello messages with a given rate determined by parame-
ter HELLO_INTERVAL. This parameter is important for the performaia the
protocol, but unfortunately, it is hard coded in the protocol code. bedae
code is changed in order to allow different values for HELLO_INTERV#e
current value of HELLO_INTERVAL should be advertised throughting net-
work by appending a HELLO_INTERVAL extension to the RREP messahe.
value of MIN_REPAIR_TTL should be equal to the last known hop cdont
the destination. In case of usittello messages, it is mandatory that the value
for ACTIVE_ROUTE_TIMEOQOUT is greater than ALLOWED_HELLO_LOSS

- HELLO_INTERVAL. ACTIVE_ROUTE_TIMEOUT should be greater than
10000 ms when link layer feedback is used for detecting link failures. The
TTL_VALUE corresponds to the value of the TTL field of the IP header du
ing the expanded ring search. The value for TIMEOUT_BUFFER is genfi
urable in order to adjust the timeout probability for delayed RREP packets.
With TIMEOUT_BUFFER=0, the functionality of this buffer is deactivated.
DELETE_PERIOD provides an upper bound for the time for which node A
can have neighbor node B as active next hop for a destination nodéilz, w
node B has already invalidated its route to node D. After DELETE_PERIOD
is over, node B can delete the already invalidated route to D. This param-
eter is closely correlated to the underlying link layer, and in case HELLO
messages are used, the value of DELETE_PERIOD has to be greaterrtha
equal to ALLOWED_HELLO_LOSS HELLO_INTERVAL. In case of using
link layer feedback, DELETE_PERIOD has to be greater than or equaCto
TIVE_ROUTE_TIMEOUT. Parameter NET_DIAMETER gives the maximu
number of hops between two nodes of the network. NODE_TRAVERIMIE
gives an estimation of the average one-hop traversal time of packets, in
cluding queuing and processing delays. The AODV documentation atso pr
pose TTL_START= 2 in case of usingHello messages and the value for
BLACKLIST_TIMEOUT should be increased if an expanded ring skeas
used. According to the specification, a value of BLACKLIST_TIMEOUT
= ((TTL_LTHRESHOLD - _TTL_START) / TTL_INCREMENT) + 1 +
RREQ_RETRIES NET_TRAVERSAL_TIME is recommended, in order to al-
low for additional route discovery attempts.
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Dynamic Source Routing (DSR)

DSR is also a reactive ad-hoc routing protocol which works similar to AODV
without usingHello messages for route maintenance. However, it uses source
routing [106]. DSR allows the network to be completely self-organizingsatid
configuring, without the need of any existing network infrastructuredoniais-
tration. DSR does not use any periodic routing advertisement, link statssge

or neighbor detection packets, and does not rely on these functionsafig un-
derlying protocols in the network. DSR is composed of two main mechanisms
that work together to allow the discovery and maintenance of sourcesroute
the ad-hoc network. In case source node (S) wants to send data t&m@mwm
destination host (D), S initiates the Route Discovery mechanism. S bistadca
Route Request message which identifies the source and destination afutee R
Discovery to all neighbors. A Route Request also contains a record ligting
address of each intermediate node which was forwarding this particoggr ¢

of the Route Request. A node which receives this Route Request witkeut b
ing the destination looks up for a source route to the requested destination in its
route cache. Without any source route present in its own route caehaptte
appends its own address to the route record and broadcasts the RquesRe
message. In case this request message was received more thait isnrgimply
discarded. As soon as the Route Request message arrives atitbd destina-

tion D, a Route Reply message to S is created which contains an accumulated
route record of the Route Request. After S receives this Route Repichies

the corresponding route in its route cache and S is ready to transmit data. O
course, there exist mechanisms to omit flooding of the network with Rogtte R
quests. A hop limit was introduced and every time a Route Request isrftedia

the hop limit is decremented by one. As soon as it reaches zero, thestagu
discarded. Also mechanisms for avoiding infinite recursion of RoutedDéese

ies are implemented. A more detailed description of this protocol is given in
[107] [101]. For the presented work DSR-UU version 0.2 from UbgdJni-
veristy (Sweden§ is used. Table 3.2 shows the parameters of the DSR proto-
col. DISCOVERY_HOP_LIMIT is a counter which is sent in a route discpve
packet and it is decremented each time a node is passed. As soonahédse

0, the packet will be discarded. When a node receives a route tetjuesn-

Shttp://core.it.uu.se/corefindex.php/DSR-UU (09.02.2010)
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Table 3.2: Parameters for DSR (according to [101]).

Parameter Name:

Default Value

DISCOVERY_HOP_LIMIT
BROADCAST_JITTER
ROUTE_CACHE_TIMEOUT
SEND_BUFFER_TIMEOUT
REQUEST_TABLE_SIZE
REQUEST_TABLE_IDS
MAX_REQUEST_REXMT
MAX_REQUEST_PERIOD
REQUEST_PERIOD
NONPROP_REQUEST_TIMEOUT]
REXMT_BUFFER_SIZE
MAINT_HOLDOFF_TIME
MAX_MAINT_REXMT
TRY_PASSIVE_ACKS
PASSIVE_ACK_TIMEOUT
GRAT_REPLY_HOLDOFF
MAX_SALVAGE_COUNT

255 hops
10 ms
300s
30s
64 nodes
16 identifiers
16 retransmissiong
10s
500 ms
30 ms
50 packets
250 ms
2 retransmissions
1
100 ms
1s
15

70



3.1 Enabling Technologies

swer, a route reply message (RREP), is delayed for a random timgotucd

a length between 0 and BROADCAST_JITTER. ROUTE_CACHE_TIMEOUT
limits the time of storing information of unused routes in the route cache and
if a route is not used for this period, the corresponding route entry isedkie
the route cache. SEND_BUFFER limits the buffer queue size for packethw
could not be sent as the route is not known yet. As soon as a paclestdsxits
SEND_BUFFER_TIMEOUT it is deleted in the buffer. Each node stores ow
route requests (RREQ) and forwarded RREQs of other nodes in iteseigble.
The size of the request table is given by parameter REQUEST_TABIZE.S
Additionally, a node also stores an identifier and a target address of thiereao
cent RREQs in a cache of size REQUEST_TABLE_IDS. In case ofagessful
RREQs, a node will send a new RREQ after REQUEST_PERIOD. Acaprdin
to [101] it is recommended that the time between route discovery attempts fo
the same destination is doubled until MAX_REQUEST_REXMT is reached. A
request is discarded after reaching MAX_REQUEST_REXMT. In casghbor
nodes do not propagate a request and thus, no replies will be reécaivequest

is marked as unsuccessful after timeout NONPROP_REQUEST_TIME®
exceeded. While packets are forwarded, each node has to confineetttebil-

ity of the next hop node at least once during interval MAINT_HOLDOFRME.

In case of not receiving confirmation, a number of MAX_MAINT_RHEX ac-
knowledgment requests is sent an if these are all unsuccessful, the firknext
hop is considered broken. These confirmations can be sent for packets at
once, and therefore not so frequently. Parameter REXMT_BUFBEFE deter-
mines the maximum number of unconfirmed packets which are allowezsia
no confirmation is received within MAINT_HOLDOFF_TIME, all uncomfied
packets have to be considered as being not sent. Each time a packetisife,
the node sends this packet without requesting a network layer ackrowésd
and expects a passive acknowledgment within PASSIVE_ACK_TIMEQU

no passive acknowledgment is received within this timeout, the pacledtés-
mitted TRY_PASSIVE_ACKS times without requesting network layer ackhow
edgments. If all of these transmissions do not result in a reply, a netaper
feedback is requested for all remaining transmission attempts of thigtpdtk
can happen that an intermediate node which is forwarding a packetfbasa
tion about a shorter route to the destination node. Then, a gratuitous emlye r
is transmitted to the sending source node of the packet. A source node nehic
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ceives this gratuitous route reply stores it to its gratuitous route reply takile un
timeout GRAT_REPLY_HOLDOFF is reached. It can also happen thatde n
notices that a source route is not valid any more but another route togstieade
tion is known. Thus, the node can salvage the packet but this is quitesxpen
for the network. These costs are limited by MAX_SALVAGE_COUNT anéwh
this threshold is exceeded, the source has to discover a new route tstimade
tion.

Optimized Link State routing (OLSR)

OLSR is a table-driven, pro-active routing protocol for mobile ad-heivorks.

It uses hop-by-hop routing — each node uses its local information te packets.
OLSR minimizes the overhead from flooding of control traffic by usinly ae-
lected nodes — called Multipoint Relays (MPR) — to retransmit control ngessa
Each node in the network selects a set of nodes in its neighborhood which m
retransmit its messages. This set of selected neighbor nodes is calMBhset

of that node. The neighbors of node N which are not in its MPR set,veegid
process broadcast messages but will not retransmit broadcasages received
from node N. The MPR set is selected such that it covers all 2-hopsnddhat
means every node in the 2-hop neighborhood of N must have a link to BiesM
of N. OLSR continuously maintains routes to all destinations in the network and
it is suitable for a large set of nodes communicating with each other.

To distribute link and neighborhood informatioRlELLO messages are ex-
changed periodically. These messages are also used for link semsinfpra
checking the connectivity. Thus, the network topology is discovereddisd
seminated through the network, which allows the route calculation. Morégleta
on OLSR are given in [99]. The referred scenario tests of the presenk are
performed with OLSR version 0.5%. The OLSR protocol uses many config-
uration parameters and Table 3.3 lists only the most important and relesan
rameters for the analysis. The following paragraph will give a shqutaeration

of these parameters. Parameter HELLO_INTERVAL specifies the oateehd-
ing HELLO messages which are used for gathering neighbor information, link
states, and link quality. The update frequency of node and link informatioe-
fined by REFRESH_INTERVAL. In case of losing the connection to a ri@gh

1Ohttp://www.olsr.org/ (09.02.2010)
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Table 3.3: Parameters for OLSR (sccording to [99]).

Parameter Name:

Default Value

HELLO_INTERVAL
HELLO_VALIDITY
REFRESH_INTERVAL
TC_INTERVAL
TC_VALIDITY
MID_INTERVAL
HNA_INTERVAL
NEIGHBOR_HOLD_TIME
TOP_HOLD_TIME
DUP_HOLD_TIME
MID_HOLD_TIME
HNA_HOLD_TIME
HYST_THRESHOLD_HIGH
HYST_THRESHOLD_LOW
HYST_SCALING
TC_REDUNDANCY
MPR_COVERAGE
MAXJITTER
WILLINGNESS
LINK_QUALITY_LEVEL
LINK_QUALITY_WIN_SIZE
POLLRATE

2s
6s
2s
5s
15s
TC_INTERVAL
TC_INTERVAL
3. REFRESH_INTERVAL
3. TC_INTERVAL
30s
3 - MID_INTERVAL
3- HNA_INTERVAL
0.8
0.3
0.5
0
1
HELLO_INTERVAL / 4
dyn. calc.
2
10
0.05s

73



3 Ad-Hoc Networks of Mobile Robots

node, this link will still be known as active for the time period of length NEIGH-
BOR_HOLD_TIME. In order to build up topology information, the MPR send
outtopology contromessages and the information gathering has to be completed
within a time interval of length TC_INTERVAL. TOP_HOLD_TIME is used in
case alink set of a node becomes empty. Then, empty topology corgsshges
are sent for a duration of TOP_HOLD_TIME. TC_REDUNDANCY spexdfihe
level of information details. In case of TC_REDUNDANCY 0, only informa-
tion about the MPR is sent. For TC_REDUNDANCY 3 also information of
each connected neighbor is communicated. MID_INTERVAL is the timéwut
completing the multiple interface definition procedure, whereas this machan
is not required for nodes with only one interface. MID_HOLD_TIME dfies
the time for which a multiple interface description is valid. In case a node is con
nected to hosts and networks, this node should advertidesh And Network
(HNA) message periodically every HNA_HOLD_TIME. DUP_HOLD_TEM
gives the time period for which messages which are received multiple times
are considered as duplicates. The parameters HYST_THRESHOIGHHI
HYST_THRESHOLD_LOW, and HYST_SCALING are used for sensing th
link quality. The values of these parameters have to be in intel@dl
and the condition HYST_THRESHOLD_LOW HYST_THRESHOLD_HIGH
must be true. OLSR uses an internal paramet#iingnessto determine the
data forwarding behavior of a node. Default settings are stored inmedea
WILL_DEFAULT and the values must be in the interjal 7], whereas 7 cor-
responds to always forwarding data, and O corresponds to newarfiing data.

In case of high node mobility, the neighbors will change frequently andales
can increase the value for MPR COVERAGE Q) to ensure that two-hop neigh-
bors are in range. Increasing this value will dramatically increase theqmio
overhead traffic, as more control messages will be emitted and paalkstons
will occur with a higher probability. Using parameter MESSAGE_INTERVAL
whereas MESSAGE_INTERVAL is a value between 0 and MAXJITTERy ca
regulate the message sending behavior of each node. For more detallpa-
rameters please refer to [99].

BATMAN

BATMAN (Better approach to mobile ad-hoc networking) is an innovatipe a
proach to ad-hoc routing. Unlike other algorithms that exist right now,\8AN
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does not calculate routes. It continuously detects and maintains the byutes
ceiving and broadcasting packets from other nodes. Instead ofvdisicg the
complete route to a destination node, BATMAN only identifies the best single-
hop neighbor and sends a message to this neighbor. These messats ¢
the source address, a sequence number, and a time-to-live (TTe) et is
decremented by 1 every time before the packet is broadcasted. Ageesith

a TTL value of zero is dropped. The sequence number of these gesssaof
particular importance for the BATMAN algorithm. As a source humbers &s-m
sages, each node knows whether a message is received the first tiepeat-
edly. The algorithm of the BATMAN message handling for nodes with a single
interface is shown in Listing 3.1. This algorithm works only correct if nofie
the participating nodes in the mesh has more than one interface. OthdDlvise,
RECT_NEIGHBOR and IDF has to be supported. Listing 3.2 shows theages
handling for nodes with multiple interfaces.

A packet arrives:
1.) If BATMAN VERSION is different:
drop it;
2.) If packet is a re-broadcast of own OGM:
Mark OG as BDNB and drop it;
3.) If OGM has UDF:
drop it;
4.) If received via BDNB and is not DUPLICATE:
Update RANKING of PNTOG;
5.) Re-broadcast packet if:
1.) is from DIRECT\_NEIGHBOR\_IF and
1.) is BDNB and BNTOG:
Re-broadcast;
2.) (is BDNB and not BNTOG) or UDNB:
Re-broadcast with UDF;
2.) is not from DIRECT\_NEIGHBOR\_IF and BDNB and BNTOG and
1.) is not DUPLICATE:
Re-broadcast;
2.) is BUPLICATE and TTL==BEST\_OG\_TTL:
Re-broadcast;

Listing 3.1: BATMAN message handling for nodes with single interface.
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A packet arrives:
1.) If BATMAN VERSION is different:

drop it;
2.) If packet is a rebroadcast of own OGM and:
1.) if IDF is set and OGM IP == rx interface IP:

Mark OG as BDNB for this interface and drop it;
3.) If OGM has UDF:
drop it;
4.) If received via BDNB and is not DUPLICATE:
Update RANKING of PNTOG;
5.) Re-broadcast packet if:
1.) is from DIRECT\_NEIGHBOR\_IF (pft src IP == OGM IP) and:
1.) is BDNB and BNTOG:
Re-broadcast on all interfaces and with IDF
on receive interface;
2.) (is BDNB and not BNTOG) or UDNB:
Re-broadcast with IDF and UDF on received
interface only;
2.) is not from DIRECT\_NEIGHBOR\_IF and BDNB and BNTOG and
1.) is not DUPLICATE:
Re-broadcast on all interfaces without IDF;
2.) is BUPLICATE and TTL==BEST\_OG\_TTL:
Re-broadcast on all interfaces without IDF;

Listing 3.2: BATMAN message handling for nodes with multiple interfaces.

More details on BATMAN are given iRl In the presented test scenarios, BAT-
MAN version 0.2 is used. Most of the parameters of BATMAN given i€

3.4 are hard coded in the protoc@riginator message§OGMs) are used by
nodes to broadcast their existence to other nodes and to measure theslik g

to neighbor nodes. BNTOG is a tuple which hold the best neighbor to a given
originator. Each OGM which is received via a dedicated interface direxin f

the interface which initiating the sending leads to a tagging of this interface as
DIRECT_NEIGHBOR_IF. This can easily be detected by comparing thgg-or
nator message IP address and the source IP of the packet. EachaD@kbr-
respondingly the OGM-SQN tuple OSQT (where SQN is the sequence mumbe
of an OGM) which is received via a bidirectional neighbor (BDNB) withaat
unidirectional link flag (UDF), is tagged with a time stamp indicating the time
of reception. An OGM is considered as DUPLICATE in case a corredipgn

Lhttps:/iwww.open-mesh.net/batman/ (09.02.2010)
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OSQT already exists for this OGM. The indirect link flag (IDF) has to berset
those OGMs which have to be re-broadcasted and which were redeined DI-
RECT_NEIGHBOR_IF, or which will be re-broadcasted via the interfabere
they have been received from. A potential neighbor to an originatoil (RB)

is generated by non-DUPLICATE OSQTs from a particular neighbaarRe-
ter OSQT_TIME_FRAME gives the time interval in which OGM-OSQT mes-
sages are maintained and considered for ranking the PNTOG. OS@QMER
suggested as alternative for OSQT_TIME_FRAME and consists of theesee
number range within OGMs which are used for ranking the PNTOG. Theva
for the BEST_KNOWN_TTL is deduced from OSQTs which are not DUPLI
CATE and received via the best neighbor originator BNTOG within theetuirr
OSQT_TIME_FRAME or the last OSQT_FRAME.

Table 3.4: Parameters for BATMAN.

Parameter Name: Default Value

BNTOG best neighbor to originator

BDNB bidirectional neighbor
BEST_KNOWN_TTL best known TTL to a given BNTOG
DEV-IF network device
DIRECT_NEIGHBOR_IF OGM received via dedicated interface
DUPLICATE OGM already has a record in corresponding OSQT
IDF direct link flag

PNTOG potential neighbor to originator

OGM originator message

SQN sequence number of an OGM

0OSQT OGM SOQON tuple
OSQT_TIME_FRAME time frame for ranking OGMs
OSQT_FRAME suggested alternative for OSQT_TIME_FRAMH
VERSION lowest version compatible

UDF unidirectional link flag

UDNB unidirectional neighbor
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3 Ad-Hoc Networks of Mobile Robots

3.1.4 Evaluation of Ad-Hoc Routing Protocols

Ad-hoc routing protocols are designed for scenarios where netwarkd to
support a high flexibility in terms of mobility and network topology. To cover
this broad range of possible setups and situations, many different oyt

hoc routing protocols were developed according to different desitdosoiphies.
However, this diversity also complicates meaningful comparisons aaldia
tions. Currently, three main approaches for ad-hoc routing protoadysis and
evaluation are established in the scientific community. First, protocol di@iua
can be based on analysis using parameters like time complexity or comanunic
tion complexity. The second method uses protocol simulations [108].[¥¢=I
known tools for these protocol simulations are OPNE Network Simulatol?,

or GloMoSim [109]. Of course, all these simulations results are stroreggiid-

ing on the conditions and parameter settings of the simulation and also on the
used simulation tool itself. A third method for evaluation is the implementation
of the protocols and the setup of a real world test scenario. This medmoebsily
show the real world performance of a protocol but for the evaluatiomflarge
number of protocols, the implementation effort might be too high. Negtats,
each of the above described methods need a useful metric in ordemdalla
meaningful performance evaluation [110] [12].

3.1.5 Networked Robotics and Ad-Hoc Networks of Mobile
Robots

This section gives a brief overview of different communication apghnea used

in the area of mobile robots during the last years. The typical teleopesten
nario in the past aimed on simplicity, and had the objective to guaranteeleeliab
teleoperation of one mobile robot by a dedicated control station. The,rabo
well as the control station use special equipment which provides a cainaiu
tion link only between these two entities, and a further integration of additional
network nodes is not foreseen. Examples for the successful applica this
approach are given in [111], where a rover is remotely controlled \dedi-
cated wireless link while navigating in an outdoor environment. In [112]wan a
tonomous unmanned helicopter is connected to the ground station via atéedic

Lhttp://www.opnet.com (09.02.2010)
L3http://www.isi.edu/nsnam/ns/ (09.02.2010)
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link based on the DECT technololfy Nowadays, mobile robots are often inte-
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Figure 3.4: Future scenarios for mobile robot ad-hoc networks.

grated into existing IP based networks to enhance interoperability ancgecre
their data distribution capabilities. In current research projects, davesork
topologies — starting form wireless LANs using infrastructure mode awmd se
eral access points up to wireless ad-hoc networks using differemb@douting
protocols — were used [113], [114], [115], [116], [117]. Oft¢nese networks
use standard IP based communication together with WLAN. An advanfage o
WLAN is the availability of a relatively high bandwidth and the high flexibility
in integrating new protocols or extending features of available protocdeimp
mentations. As currently the cooperation of several vehicles is veryriano
challenging problems like nodes acting autonomously as communicatignaela
highly dynamic and variable network topology (some network nodes naag le
or join the network at any time), routing problems, and several datanstraad
sources with different bandwidth requirements have to be solved. Gitkhoc

METSI-Standard EN300175
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3 Ad-Hoc Networks of Mobile Robots

capabilities must be present in current scenarios.

As described above, the wireless communication equipment is verifigens
to external influences and disturbances with respect to reliable tramsméfs
data. Often, a direct line-of-sight is required to maintain the communichtikbn
In case of extending the communication range also into areas which are in th
communication shadow behind an obstacle, the use of communicatios ielay
currently a common approach. In [118], some communication relayplaced
in case the link quality decreases, and thus, the range and reliability issedrea
Nevertheless, in this case the topology of the multi-hop network is decidet in a
vance and configuration is done static before the relay nodes are ddpldys,

a later change of the logical network topology is not foreseen, and in itiis k
of setup on demand rerouting is not possible. In case the stationary woimm
cation relays should be replaced by mobile nodes which can act eithetivas a
part of a mobile robot team or just as communication relay if neceshamgmic
topologies are coming into play. The capability of maintaining connectivity in
a network with dynamic topology can be achieved by applying ad-hoc gutin
mechanisms. As already mentioned in the previous sections, there ayeema
isting mechanisms acting according to different topology update principles

These mechanisms allow for a scenario which is displayed in Figure Bigl. T
scenario is based on a network which supports dynamic topologies airdehe
gration of different network nodes (human, robots, sensors, stéaji@ommuni-
cation relays,...) by a common standard in combination with a transpeoen
munication between all network nodes. This scenario is currently vemesiteg
with respect to the application in the area of networked robotics as it sisppor
one-to-one, one-to-many, many-to-one, and any-to-any comiatigrioon a log-
ical layer. This type of flexible communication is transparent for the asdrit
is a must for nowadays networked robot scenarios, where a seandasgork-
ing of all nodes is a prerequisite to accomplish a task successfully. r@iyrrié
can be easily realized with existing hardware devices and technologieEHEe |
802.11 Wireless LAN which is well known. Nevertheless, some chalkengest
be coped for a successful application of this technology in the field oforked
robotics. In these scenarios often video streams, sensor data, mnthools to
the robots are transmitted. Thus, a mixture of different types of traféitay sen-
sitive, packet loss sensitive, real time,...) is present in the netwattkeasame
time. This might also require additional mechanisms on application layer like in
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[9], where a traffic shaping algorithm is presented. Also an approjpétEme-

ter setting of the used protocols will increase the performance of the rieand

will enable the interconnection of robots and humans via a common network
The following chapters will describe how these complex networks cameteps
easily with standard WLAN equipment which is currently available.

The application of WLAN for networked robots is a common approachesinc
the last years. In 2000, a small mobile robot was controlled via WLANJ11
In 2003, Ollero integrated an access point into an unmanned helicopternsy
[114] to interconnect flying network nodes and a ground segmenthwivas
later extended to a network connecting three unmanned aerial vehids)U
[120]. In this case, the scenario did not require fast changing nktiwpplogies
and ad-hoc capabilities of the network which allows for an access poir-as
ordinating entity for media access. This architecture is shown in Figuee 8.5
different, much more flexible scenario is depicted in Figure 3.5b. Hheenet-
work consists of stationary nodes, mobile robots (unmanned grounicles and
unmanned aerial vehicles), and human team members. In addition toetrie p
ously mentioned scenario, several network nodes are mobile whidesethe
support of dynamic topologies. It is also possible that new nodes will @in,
existing nodes will leave the network at any time during the assigned mission.
Inside the network each node competes for the medium access in its igaiasm
range (cf. Section 3.1.2).

i ié—\:

(a) Infrastructure based setup. (b) Ad-Hoc network Setup.

Figure 3.5: Different topologies for wireless LAN.
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3 Ad-Hoc Networks of Mobile Robots

In Figure 3.6a a typical scenario from the area of mobile robotics -céspye
for remote exploration tasks — is shown. Objective is the teleoperationand n
igation of a mobile robot via wireless communication link. The communication
infrastructure is set up on demand and in the test setup of Figure 3dizstatle
blocks a direct communication link to an area which should be exploredeby th
robot. To provide seamless communication between the operator anakile m
robot, several nodes act as communication relays on-demand apheitity of
using some nodes as communication relay is provided by an ad-hocg putin
tocol. A more advanced scenario where the communication via relaysreodke
the ad-hoc communication inside the team/swarm is combined is shown in Fig-
ure 3.6b. Here, several teams of humans and robots, or evendeenus teams
are connected, whereas single dedicated robots may act as relagnca ésam
can act as communication relay. In this scenario a highly integrated rietmvor
frastructure is required which provides a transparent communicagienfiar the
users. Also in this scenario, several types of traffic (e.g. videogysensor data,
or commands) with different characteristics and priorities must bepoates via
these communication links on-demand.

|

| - -

|

’

i ——

\ Relay Start
— User
(a) Test scenario for ad-hoc routing protocols. (b) Network of heterogeneous teams.

Figure 3.6: Typical network topologies for networked robots.

Teleoperation with Local Autonomy

Teleoperation of mobile robots always imply security matters. On the ome;, ha
data integrity must be assured to prevent deliberate misuse of the rabiech-
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anisms for security aspects with respect to data security, user magaigygme-
vention of misuse or intrusions, and encryption of connections must pkeim
mented. Often, research prototypes or testbeds are not includingabiesets,

but with respect to industrial applications the presence data security itainlev
Nowadays, many proprietary solutions exist but governmental @agons (e.g.
BSI'®) supports the standardization and recommend the use of IEEE 802.11i
802.1x in industrial and commercial solutions. Besides these asp&stisha
operation of mobile robots like an unmanned aerial vehicle (e.g. a hedigayr

an unmanned ground vehicle holds a risk in terms of endangering onigjoer-
sons or damaging the environment. As soon as a wireless link is inctegantéo

the teleoperation or control, the potential loss of the communication link neust b
considered. Several approaches exist to prevent the robots & & risk for

the living or non-living environment.

As previously mentioned, the design of teleoperation mechanisms via sgrele
communication links must always be able to cope with packet loss, high ditter,
even a communication drop out. One possibility to allow teleoperation via lossy
communication links is a combination of local autonomy which takes over the
control of the most critical and necessary subsystems of the mobi¢ irobase
communication is lost, and a teleoperation interface which allows the user an
appropriate command of the robot while communication is available.

With respect to UGVs, the Outdoor MERLIN of University of Wuerzbung; f
lows an approach which is similar in some aspects [121]. The MERLINtrob
carries several different sensors for obstacle detection which adlongre pow-
erful local autonomy. Thus, in case of a bad link or lost communicakitERLIN
can still perform some of its tasks [111].

Generated Traffic

Usually, the traffic transmitted via a multi-hop network of mobile robots has a
broad spectrum in its characteristics. The network might be used foaegng
packets for control loops, commands, different kinds of sensar;, dain hetero-
geneous teams even voice. The traffic which is usually generated bylkens
consists in rather small packets sent with a high sampling rate<(4@0Hz).
Commands sent by users are often transmitted with a much smaller figque

15Bundesamt fuer Sicherheit in der Informationstechnik in Germany
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Table 3.5: Sensor Packets.

Type Size | Interval
(bytes) | (ms)
Communication Status 6 500
Link Status 8 500
Orientation 17 300
GPS1 15 1000
GPS 2 22 1000
GPS 3 6 1000
GPS 4 17 1000
Ultrasonic 13 500
Motor Status 17 1000
Energy Status 21 1000

With respect to sensor data feedback, the characteristics of the tghpeaaket
stream depends on the kind of sensors which are used. The randediastsly

a few bytes (e.g. a single value for representing a measured velopitg)large
streams with a bandwidth of more than 3 Mbit/sec (e.g. video data). Bebieles
required bandwidth of the corresponding data flow, also the sampling ote
data affects the overall performance of the 802.11 link. In case d{gba for
control mechanisms or video transmissions a rather constant pateairival
time with a small jitter (variance of inter-arrival times) is desirable.

The following sections give an analysis of ad-hoc routing protocols with re
spect to teleoperation of mobile robots. Therefore, the MERLIN rohagési for
a navigation and exploration task while the data flow between robot andtontr
PC isrecorded and analyzed. The MERLIN Control Protocol is usedrasnand
protocol for the robot. It is located at the application layer of the ISO/O&leh
During the tests, several packet types are exchanged betweerar@boontrol
PC. The command packet has a payload of 13 bytes. These comackedpare
sent with a frequency of 10 Hz. The robot itself generates 10 diffgrackets
(cf. Table 3.5).

For further details on the MERLIN Control Protocol refer to [111] ah&T].
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As transport protocol, UDP is used which will additionally add 8 bytes for the
UDP header. Thus, the complete communication fully complies with the I1SID/OS
reference model.

3.2 Ad-Hoc Routing Protocols for Mobile Robot
Teleoperation

The application of WLAN in real world scenarios is getting more and moge po
ular, as now stable versions of ad-hoc routing protocol implementatixias e
This section analyzes four ad-hoc routing protocols with respect to maiite
teleoperation and some of the results are published in [11]. From the gxistin
implementations of ad-hoc routing protocols, Ad-hoc On-demand Distdec-

tor (AODV), Dynamic Source Routing (DSR), Optimized Link State Routing
(OLSR), and Better Approach to Mobile Ad-Hoc Networking (BATMAN)ear
selected for the tests.

3.2.1 Test Setup and Evaluation

To allow for a characterization of the ad-hoc routing protocols for mobitet
teleoperation applications, the analysis of the duration for the rerouting is im-
portant. For the performed tests, several mobile nodes were usednhd@die is

a PC for the operator. Up to 4 MERLIN robots (standard version) weeel as
stationary communication relay nodes, and one Outdoor MERLIN wak (gfe
Figure 3.7) as teleoperated mobile node. All MERLIN robots have a @iiéib

Figure 3.7: The teleoperated OutdoorMERLIN robot.
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controller for low-level operations and sensor data processing, hasva PC-
104 for more complex and computationally more intensive tasks. Th&(C-
uses a Linux operating system and all nodes are equipped with 802ahtiasd
WLAN equipment (Atheros chip). For steering the mobile robot, the dpesa
PC is running an application which generates command packets of a tizeehe
6 and 22 bytes of payload. These packets are sent via UDP over thessinet-
work to the mobile robot. The onboard software of the mobile robot geesa
UDP packet stream of packets with variable size containing the sensor data
The scenario is set up in a way that the rerouting procedure will start vath th
mobile robot being at a certain location. Therefore, a large building id ase
obstacle (cf. Figure 3.8). Relay nodes are placed at the corners btithling,
such that they have always the neighbor nodes at the next and meomer
of the building within their communication range. Thus, the rerouting praeed
can be initiated at dedicated locations as soon as the mobile robot is mdwefd ou
the line-of-sight of one node, the rerouting procedure is initialized. Td@aario
represents a worst case in terms of link redundancy, as only onebretwteen
operator PC and mobile robot is available without any redundant backup
existing. Relevant measurement categories are the packet loss ahalatien of
a communication drop-out during rerouting.

Mobile Robot
(3 i
Node 2

~ :t‘
— Obstacle ™ ;.3
[t = Position

& -

(a}

\N odei Start Position

Figure 3.8: Test Setup.
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3.2.2 Performance of Ad-Hoc Routing Protocols with Default
Settings

In a first step, the four well known ad-hoc routing protocols AODV, &, BSR,

and BATMAN are used with standard parameter settings and the round tep tim
(rtt) of packets, the packet loss, and the duration of rerouting is arthipzihe
scenario described in Section 3.2.1. Therefore, a direct comntiamdank be-
tween the mobile robot and the control PC is established, and the robotds dr
around a corner of a building which causes a communication break déwn
ter losing the line-of-sight. Now, the tested ad-hoc routing protocols haxes to
establish the communication link via an additional mobile robot acting as com-
munication relay node. To receive the required amount of measutetat for
evaluation, several test runs are carried out. The time which is redoirestout-

ing is the observed measurement category. To get an idea of the nsaatithe
different ad-hoc routing mechanisms, the behavior of a representast run of
each protocol is shown in the next paragraphs. Finally a summary ofvérall
results is given.

Performance of BATMAN with Default Parameter Settings

At first, each node is configured with the BATMAN protocol. In Figure, 3t
round trip times of the command packets for this a run are displayed. ®tis te
runs shows a behavior which was observed at all test runs of thiscptcdd
default parameter settings. At around 45 seconds of test time, a tiiveaif-
sight connection to the controller is not possible anymore and the comatiamc
protocol has to include one more hop (node 1). After losing of the lingigit,

a communication drop-out is recognized and the robot stops. For timane50
seconds, the BATMAN protocol is not able to find a new route betweetratar

and robot. This result occurred for all test runs of BATMAN perfednwith
standard parameter settings.

Performance of AODV with Default Parameter Settings

In Figure 3.10, the round trip times of the control packets during the té€ bV

are shown. At 35 seconds, a direct communication between controlenchot

is not possible anymore. Surprisingly, AODV reestablishes a route \da 2o
(Robot>N2—N1—PC) and 1B seconds later, communication continues. This
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Figure 3.9: Round trip times for BATMAN with default parameter settings.

behavior of selecting not the shortest route with respect to the numbeeohe-
diate nodes is observed at approximately one fourth of all the pertbAG®V
tests. At 67 seconds, the line-of-sight between the robot and node & ifter
moving the robot around the next corner of the obstacle. Two shoremica-

tion drop-outs appear within the next 10 seconds and a new route via3nigde
used. At 80 seconds of test time, the robot returns on the same way stathe
position. On this way back the number and length of the communication drop-
outs are negligible, as the AODV protocol on the mobile robot has the esjuir
routes already in its route cache.

Performance of OLSR with Default Parameter Settings

The round trip times of the command packets during the OLSR test ane igive
Figure 3.11. After 75 seconds, the line-of-sight between robot and controller
is lost. 101 seconds later, the connection via node 2 is established..Bts@4-
onds test time, the direct communication between node 1 and the robot.is los
14.7 seconds later, a route via node 2 is active. At about 125 secondsrtest
the communication is forced to include node 3. During the communication via 4
hops, several packets are lost and the variance of the round trip tirfgmi-s
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Figure 3.10: Round trip times for AODV with default parameter settings.

cantly higher than during the communication via links with a smaller amount of
hops. On the robot's way back to the controller, node 2 is not used ary@®
OLSR establishes a route via node 1 after losing the line-of-sight to node 3.

DSR

Figure 3.12 shows the command packet round trip times of the DSR test ru
Between 35.2 seconds and 37.6 seconds test time, communicatiorded ne
established. At 49.6 seconds, direct communication between nodetherobot

is lost. 2.5 seconds later, node 2 is included into the route, and communitsatio
reestablished. At 62.3 seconds test time, DSR establishes a new ronteleid
within 2.7 seconds. On the way back, only very few packets are loseawtite
re-establishing works fast and reliable.

Packet Loss & Time for Rerouting

These four examples of test runs give a good impression of theatiffeehavior
of the evaluated ad-hoc routing mechanisms. Unfortunately, BATMAM&ble
to re-establish a communication link over one or more intermediate nodes, T
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Figure 3.11: Round trip times for OLSR with default parameter settings.
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Figure 3.12: Round trip times for DSR.
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Table 3.6: Packet loss & times for route re-establishing.

Packet loss Time for rerouting
Protocol . .

during test run | min. max.
AODV 29.2% 2.1s > 30s
OLSR 14.2% 10.1s > 30s
DSR 11.2% 2.4s 2.7s

itis not included into table 3.6 which shows the observed minimum and the max
mum of the time which is required by each protocol to reestablish a routesis.gi
The value for the maximum time for rerouting of 30s) for AODV and OLSR
means that there are test runs in which a complete communication lossegpe
The values of the time for rerouting given in Table 3.6 are only taken ttwen
robots way from controller to node 3. On the way back, measurementsoar
used as re-establishing the new route works much faster due to theeckquir
formation being already present in the route cache. This table cleamysshuat
among the four tested protocols configured with the default parametimgse
DSR performs best in the tested scenario. Table 3.6 also shows thgayercket
loss for all test runs. The mobile robot always started at the samdastation
and is driven via remote control to the goal position which is also the sanad fo
test runs. Also the driven path, and thus, the areas for initiating thetiegqaro-
cedure are identical in each of the tests which allows for comparing theutest
The packet loss in Table 3.6 is now computed over the complete test duoatio
the way from the start location to the goal position and the average valaehbf e
protocol is given. Also here, DSR gives the best results compare®f@Aand
OLSR.

3.2.3 Protocol Parameter Tuning

As using the default parameter settings results in quite unsatisfactoisriEsu
mobile robot teleoperation scenarios, where the time for rerouting sleuéts
small as possible, parameter tuning of the evaluated ad-hoc routinganiects
is investigated. Each routing protocol has different parameters whiithave
different effects when changed. For the following tests, the setup is sitoithe
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test setup for the default parameter settings described in the previdisnse

AODV

AODV has numerous parameters which can can be tuned in order to in-
crease the performance, and Figure 3.13 gives a comparisonpEsesnta-
tive test runs with different parameter settings. Therefore, tests were
formed with the FORCE_GRATOUITOUS flag enabled which should result in
a faster route discovery as intermediate nodes are allowed to send areply
RREQs if the requested destination is known. A result of a test run with the
FORCE_GRATOUITOUS flag enabled is shown in Figure 3.13b. Also teishs w
link layer feedback being enabled are performed. Enabling link lageitfack al-
lows AODV to interpret link layer messages in order to identify link failures ea
lier. Figure 3.13d shows the result fi@ceive 2 hellos from host before treating as
neighborenabled. This setting should prevent from setting a node as neighbor im-
mediately after receiving only one hello message. Thus, a node mresdieable

for a longer period of time before it is being treated as neighbor. Thisepitore
might result in more stable links. AODV can also be used with sentieip
messages only when forwarding data. This will reduce the routing phbbeer-
head to the minimum, but might have a negative effect on the respbtiserout-

ing protocol on network topology changes. The results for this testraushown

in Figure 3.13e. In comparison to the default settings of AODV (cf. Edui3a)

the following conclusions can be drawn. Enabling the FORCE_GRATOWSO
flag does not lead to the desired effect of reducing the rerouting tinoerinast,

the performance really decreased significantly as no multi-hop comatigric
could be established. Also the test with enabling the link layer feedback does
not improve the performance. For the test run with AODV waiting for tloepe

tion of two hello messages from a host before treating this host as nejghbo

is expected that the rerouting requires a little bit more time, but finally, the link
should be more stable. As expected, the change of this parameter rasailts
slower rerouting procedure but unfortunately, the link cannot be lsftab sta-

ble. The tests for using optionklello messages (cf. Figure 3.13e) delivered the
expected results and the performance is really poor. All these resultddes
test setup with a combination of changed parameter settings. Ther&@a/

is used with the FORCE_GRATOUITOUS flag set and waiting for the recep-
tion of two hello messages from a host before treating this host as neidtie
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Figure 3.13: Round trip times of AODV with different parameter settings.
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results are shown in Figure 3.13f. As changing a single parameter wiplosi+
tive results, the expectations for the combined tuning are quite low. Nelest)
AODV can establish a multi-hop communication via one hop, but the duragfons
communication drop outs are relatively long and not acceptable for naitite
teleoperation. A summary of the results is shown in Table 3.7, wherdasim
imum and maximum durations for route re-establishing are shown. Indkis, c
the calculation of an average duration for route re-establishing is natingdal

as many test runs were unsuccessful.

Table 3.7: Times for route re-establishing for AODV with tuned pararseter

Parameter Setting: min. time: | max. time:
Default 24s > 30s
Receive 2 HELLO messages 2.2s 118s

=

before treating node as neighbg

Enable local repair 3.8s 154s
Link layer feedback 3.6s 288s
Combined 2.2s 16.8s

OLSR

According to the recommendation in the OLSR specificdfiothe OLSR con-
figuration file is changed with USE_HYSTERESIS being disabled and peam
LINK_QUALITY_LEVEL = 2. The following Figures 3.14 and 3.15 show the
comparison of several OLSR test runs with different parameter settim§igure
3.14a, results are displayed for OLSR with default settings and it cahderved
that OLSR can reestablish a stable route after 12 ms. For all tests a minicaum d
ration for rerouting of 12 s, an average of.28 s, and a maximum of 16 s is
observed. In Figure 3.14b results are shown for parameter WIGINESS= 7.
Thus, each node acts as relay for all data which is received. Fortaiuteswith

this parameter setting, the required time for rerouting is not shortenedi@nd

18http://downloads.open-mesh.net/misc/olsrd/olsrd.conf.example-geramaments, visited December
2008
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improvement is observed. Quite contrary to the expected behavior, withaa
sured average drop-out length 0f.88 s, a minimum of 1@ s, and a maximum

of 68.8 s, the protocol performance is even decreased significantly. Foettie
test run LINK_QUALITY_WIN_SIZE is changed from 10 to 100 acciogl to
recommendations of the OLSR developers. LINK_QUALITY_WIN_El#&ea-
sures statistics about link stability and link availability. Of course, the full eapa
bility of this parameter will be more significant in a network with a higher grade
of meshing. In the test scenario, only the time of initiating the rerouting might
be influenced. The results for this parameter setting is shown in Figude.3.1
For the tests with this parameter settings, an average drop-out time4df 4,2a
minimum of 98 s, and a maximum of 1% s is measured, which gives no signif-
icant difference to the protocol behavior with default settings. A moremapt
parameter is HELLO_INTERVAL which is decreased fron® 2econds to 6
seconds. The corresponding results are shown in Figure 3.144, fiéwr neigh-
bor nodes are detected faster and a route re-establishing shouldastek On
the other hand, protocol overhead is increased by this parametetraeiis |t

will not effect the relatively small test setup, but for bigger networksclv a
much higher number of nodes, this might cause problems. For this sdtting
average drop-out time is I2Z2 seconds, the minimum is measured aDlsec-
onds, and the maximum is at #9%econds which means that no change in perfor-
mance is achieved but the overhead is increased. Only changing taingtar
has no immediate effect as HELLO_VALIDITY might preponderate thpaot

of HELLO_INTERVAL. Results for changing parameter HELLO_VALIDY

are displyed in Figure 3.15a. For these test runs, HELLO_VALIDIT¥eiduced
from 6.0 seconds to.B seconds which results in updating neighbor twice as fast
as before. Again, the improvement of the performance is lower thpaoted
with an average drop-out time of36 seconds, a minimum of@seconds, and a
maximum of 110 seconds. Also TC_INTERVAL seems to be a relevant param-
eter as it is responsible for the exchange of topology information. Faethéts
shown in Figure 3.15b, TC_INTERVAL is reduced fromdSeconds to B sec-
onds. Thus, topology changes should be discovered twice as fase@uding
should be faster. The measured average drop-out time for this sdtlip4ssec-
onds, the minimum is at 16 seconds, and the maximum is at8 8 conds which

is not the expected significant change compared to the default settiedisciRg
TC_VALIDITY_TIME from 15.0 seconds to B seconds (cf. Figure 3.15c) re-
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(c) LINK_QUALITY_WIN_SIZE= 100. (d) HELLO_INTERVAL=05s.

Figure 3.14: Round trip times for OLSR with different parameter settings.
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sults in an average drop-out duration of48econds, a minimum ofd seconds,
and a maximum of 19 seconds. Changing only single parameters did not result
in the desired performance improvement. Finally, these results lead tsatias
where several parameters are tuned simultaneously. Figure 3.6%d #fe re-
sult for HELLO_INTERVAL= 0.5 seconds, HELLO_VALIDITY¥= 1.5 seconds,
TC_INTERVAL= 2.5 seconds and TC_VALIDITY=D seconds. For this setup,
the average drop-out duration 95 seconds with a minimum of.5 seconds
and a maximum of A seconds. This is an improvement of the performance com-
pared to the results of the test runs with default parameter settings ljté. 3.8).

=

@

N

Round Trip Time [ms]
S
Round Trip Time [ms]
w

~

o
o

0 5 10 15 20 25 30 35 40 4 5 10 15 20 25 30 35 40
Time [s] Time [s]

o

(@) HELLO_VALIDITY = 3.0s. (b) TC_INTERVAL= 255s.

RTT olsrhelloandtc0520071026

o
3

Round Trip Time [ms]
=
5
Round Trip Time [ms]
s e o
« 5 5 &

=)

IS

N

0 5 10 15 20 25 30 35 40 4 10 20 30 40 50 60
Time [s] Time [s]
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HELLO_VALIDITY = 15 seconds,
TC_INTERVAL= 25 seconds, and
TC_VALIDITY=5.0 seconds.

Figure 3.15: Round trip times for OLSR with different parameter settings.
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Table 3.8: Times for route re-establishing for OLSR with tuned paraseter

Parameter Setting: min. time: | avg.time: | max. time:
Default 12.0s 13.24s 16.6s
WILLINGNESS=7 10.0s 39.08s 68.6s
LINK_QUALITY_WIN_SIZE= 100 9.8s 12.44s 15.4s
HELLO_INTERVAL= 0.5 11.0s 14.72s 19.4s
HELLO_VALIDITY =3.0 7.6s 9.56s 11.0s
TC_INTERVAL= 2.5 10.6s 1164s 12.8s
TC_VALIDITY =5.0 7.8s 104s 12.0s
Combined 5.2s 5.96s 7.4s
BATMAN

As documented in the previous section, and as described in [11], alVRAT
test runs with standard parameter settings ended up in a communication loss
and the BATMAN protocol with default parameter settings could not seatée
the present scenario setup. Figure 3.16a and Figure 3.16b showalcisaptable
protocol behavior with communication losses for more than one minutenanel
than 20 seconds. For the test with these settings BATMAN showed a vprg-un
dictable behavior, and in cases where rerouting was successful &seirad min-
imum duration for a communication loss iO&econds, the maximum duration
is 582 seconds, and the average is84econds. Out of the very small num-
ber of variable parameters for BATMAN, ORIGINATOR_INTERVAL a&s to

be a suitable parameter for optimization. ORIGINATOR_INTERVAL deditiee
time to wait before the batman daemon sends the next message (dafaaltss
1000 milliseconds). Now, the value for ORIGINATOR_INTERVAL is deased
which should result in a faster response on topology changes by ttieg quo-
tocol. The results for ORIGINATOR_INTERVAE 250 ms are shown in Figure
3.16c¢. Of course, this parameter setting increases the routing prowexdlead

by factor four but also allows for a faster and more reliable route ergoDur-

ing these tests, no complete loss of the communication is observed. Theuminim
time for route re-establishing is Plseconds, the maximum is Zlseconds, and
the average is at 126 seconds. For the results of Figure 3.16d the ORIGINA-
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Figure 3.16: Round trip times for BATMAN with different parameter setting
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TOR_INTERVAL is reduced to 125 milliseconds which again raises the rgutin
protocol overhead by four. Now, the network reacts again more feligith an
average drop-out duration of 43 a minimum of 54 seconds, and a maximum
of 37.6 seconds. This parameter setting improved the performance of BATMA
significantly (cf. Table 3.9). Unfortunately, this improvement is achiewe very
high costs for the network as the routing protocol overhead is incressaen-
dously. The present scenario is relatively small and has no reduraass. In
this case the increase of protocol maintenance traffic does not esrdhagtabil-

ity and does not reduce the available throughput significantly. But inafdamer
networks, a setting of ORIGINATOR_INTERVAE 125 ms should be used care-
fully. Nevertheless, it is not possible to get results comparable to DSRthan
duration of the rerouting procedure takes quite long compared to theertgnts

of direct teleoperation of mobile robots.

Table 3.9: Times for route re-establishing for BATMAN with tuned parserse

Parameter Setting: min. time: | avg. time: | max. time:

ORIGINATOR_INTERVAL= 1000 6.0s 34.4s > 60s

ORIGINATOR_INTERVAL= 250 112s 12.76s 214s

ORIGINATOR_INTERVAL= 125 54s 134s > 30s
Summary

The previous paragraphs give an overview and a comparison ofothreafl-
hoc routing protocols AODV, OLSR, DSR, and BATMAN in a scenario veher
a direct communication link between mobile robot and control PC is lost afte
driving around an obstacle. The communication link has to be re-estatbhsa
one relay node. It is shown, that some tuned parameter settings &uktase-
crease the performance of the protocol and the duration of the coivation
losses can be shortened. Unfortunately, it is not possible to find a suéitble
for AODV which provides a reliable rerouting. For OLSR, the reroutingadu
tion is improved by a combined change of the parameters HELLO_INTREV
HELLO_VALIDITY, TC_INTERVAL, and TC_VALIDITY. In the initial teds,
the BATMAN protocol could not reestablish a link by including one more €om

100



3.2 Ad-Hoc Routing Protocols for Mobile Robot Teleoperation

munication relay node. With the new parameter settings, the rerouting-proce
dure of the BATMAN protocol works fast and reliable. Nevertheless, ith-
provements of all these protocols are achieved by generating soneenetwrork
maintenance traffic. Of, course, this aspect must always be coedidad this
trade-off between the available bandwidth and topology updates will be imer
portant with a growing number of network nodes. It was shown, thatrpater
tuning improves the behavior and the reliability of AODV, OLSR, and BATMAN
significantly in the given worst case scenario. The advance of therpeahce

of DSR due to advantages of the protocol design philosophy with regptoe
given worst case scenarios could not be balanced.

3.2.4 Multi-hop Communication

The scenario used for the tests in Section 3.2.3 is relatively small ana+the f
cus is set on setting up a communication link via only one relay node. This de-
fined setup provides the required frame for analyzing the behavioealfifferent
routing protocols and for the characterization of the rerouting proesidunore
complex scenarios. It is shown, that an appropriate parameter segfiimitely
increases the routing performance. But in parallel to the increasédgqerfor-
mance, the protocol overhead is increased. Thus, a scenario withnmades is
investigated in a next step. Therefore, the already mentioned test $&tigure

3.8 is used and communication takes place via more than only one relay nod
The parameter setting corresponds to the above identified settings, tivbe-
responding ad-hoc routing protocol shows the best performareefdllowing
paragraphs describe the results of these tests and detailed informat@reon
representative test run is presented. The results displayed in the taiiletiall

test runs which have been carried out often enough to allow for this statistic
analysis. Some of the results were also published in [13] and [1].

AODV

In this scenario, AODV is used with the modified parameter setting with
FORCE_GRATUITOUS and LOCAL_REPAIR enabled atrdating node as
neighbor after receiving 2 HELLO messagégain, the performance of AODV

is very disappointing and a reliable rerouting is not possible for this tegp.setu
Figure 3.17 shows the protocol behavior and at a test time shortly &ftee®
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onds, the communication was lost. As this result is not very convincingdan
ditional test is done with the default parameter settings. Also here, thisresu
are quite disappointing as it is not possible to communicate via one hogddef. F
ure 3.17). To exclude environmental disturbances on the used nagjoeincy
or malfunctions of the hardware, additional verification tests were domesiiit
ately after a failure of AODV was recognized. First, each node sendspaiok-
ets to its neighbor nodes without ad-hoc protocols activated to checkdpermr
functionality of the hardware setup and the radio link. Second, DSR witiuttef
setting was used in the multi-hop setup. These verification tests were akssdcc
ful. Thus, the problem of the poor performance of AODV is somehaused by
the used protocol implementation itself.
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Figure 3.17: Behavior of AODV with FORCE_GRATUITOUS and LO-
CAL_REPAIR enabled andreating node as neighbor after 2
HELLO messageare received in the multi-hop scenario.

OLSR

Figure 3.18 shows the OLSR protocol behavior in the multi-hop scenatio w
HELLO_INTERVAL= 0.5, HELLO_VALIDITY = 1.5, TC_INTERVAL= 2.5,
and TC_VALIDITY= 5.0. At around 43 seconds of test time, a communica-
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tion loss occurred with a duration of(bseconds. Afterwards, a connection is
set up via one hop. Until the next rerouting procedure is initiated at a6t
seconds, several packets were lost. Re-establishing a link via two rakp$30
seconds, and at about .@0seconds of test time, communication is set up via
three relay nodes. While driving the robot back on the same way, thetieg is
much faster. For all OLSR experiments, rerouting has an averagdauof 95
seconds, a minimum duration of&2seconds, and a maximum duration of@1
seconds. Compared to the OLSR behavior with default settings, themparioe

is increased. Of course, a little bit more protocol overhead traffic iemg¢ed
which does not matter in the present scenario as it is relatively small vgipiece
to the number of participating nodes.
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Figure 3.18: OLSR behavior with HELLO_INTERVAE 0.5,
HELLO_VALIDITY = 1.5, TC_INTERVAL= 2.5, and
TC_VALIDITY =5.0.

BATMAN

The results for the behavior of the BATMAN protocol in the multi-hop scEna
are shown in Figure 3.19. The first communication drop out and péa$® oc-
curs at 4088 seconds of test time with a very short duration of 0.8 seconds. A
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route is re-established via one relay node. A0%econds of test time a second
hop is included after a rerouting procedure with a duration of 58conds. A
communication via three relay nodes is established wittdnsgconds after a
communication loss at 7@ seconds of test time. Again, the rerouting is much
faster on the way back. For all these test runs, an average reroutie@ti@B85
seconds, a minimum duration of80seconds, and a maximum duration of26
seconds is measured.
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Figure 3.19: BATMAN behavior with ORIGINATOR_INTERVAE 125ms.

DSR

Figure 3.20 shows the results for the DSR protocol in the multi-hop sicenar
The first rerouting is at 38 seconds of test time and it take® Zeconds to re-
establish the connection. The next communication drop out is .&t &&onds

of test time and has a length of .8lseconds. The connection over three hops
is established after a communication loss with a duration d $6conds start-

ing at 1140 seconds of test time. For all tests, an average rerouting duration of
12.14 seconds, a minimum of@ seconds, and a maximum of.4Gseconds is
measured.
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Figure 3.20: DSR round trip times in the multi-hop scenario.

3.2.5 Conclusion

Factors with major influence on the performance of the ad-hoc routiom-pr
col are the protocol design philosophy and the protocol type. This Esoeld

be kept in mind when the results of the previous sections are reflected, Th
different protocols have an inherent behavior while handling the veaist sce-
nario which is evaluated in this work. The difficulties of the current sdenar
have a stronger effect on AODV, OLSR, and BATMAN than on DSR [t}).
The observed behavior of AODV might either be a consequence &lduklist-

ing mechanism which is integrated into the protocol, or the result of weak points
in the implementation. Furthermore, it is shown that protocol parametergun
improves the performance of OLSR and BATMAN. Another key impactdr

on the behavior of the complete wireless ad-hoc network is the packetisize
tribution of the traffic streams. The MERLIN robot generates a largebauraf
relatively small packets. This is a big challenge for the underlying WLANGJA
layer with respect on multi-hop communication. In this case, the relaysnade
forced to use the MAC mechanism frequently while simultaneously recg#vin
lot of small packets via this half-duplex link. Thus, the collision probability of
packets increases significantly which leads to a reduced throughputre&silg
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users are confronted with high packet loss ratios, high delays, ane coon-
munication losses due to long periods for route re-establishing in adshtiog
scenarios. To solve this problem, the MERLIN robot should summaszaamy
payload data as possible in larger packets which will immediately reduce the
packet collision probability.

Another aspect of dealing with partially unstable links is the application of ap-
proaches for delay and disruption tolerant networks (DTN). Herehar@sms

still allow robustness in case of intermittent disconnections. [122] ptesan
architecture of an overlay network for asynchronous messagefdimg in en-
vironments with limited end-to-end connectivity. [123] proposes the MeaxP
protocol which is optimized for the routing of messages in a delay toleent n
work.

Table 3.10: Summary of protocol tests.

Protocol: min. time: | avg.time: | max. time:
AODV - -s > 60s
OLSR 2.4s 9.5s 216s
BATMAN 0.8s 9.35s 26.2s
DSR 12.14s 1.0s 404s

3.3 Application: Teleoperation via Ad-Hoc Networks

This Section gives application examples of wireless ad-hoc network$widce
realized in the frame of this work. Section 3.3.1 describes how a unedsmall

size helicopter can be integrated into an IP based network, in order to alsw te
operation and data acquisition via this network while simultaneously providing a
save operation of the helicopter. In Section 3.3.2 a MERLIN robot is peleded

via a multi-hop network in order to accomplish a navigation and exploratién tas
While the robot is teleoperated, sensor and video data is transmitted baek to th
user via the ad-hoc network. During the mission, the robot moves in @loou
area with different obstacles blocking the radio communication which Egluc

a dynamic into the network topology. In this chapter, also useful traftpisiy
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mechanisms for transmitting a video stream in multi-hop networks is given.

3.3.1 Integrating a Small Size Helicopter into an IP based
Ad-Hoc Network

System Design

One example using this approach is the helicopter of the University of Abueg

[15]. Onboard the helicopter, a state machine is taking care of the méodgs o
eration and it is interacting with the status of the communication link (cf. Figure
3.21). While receiving commands, the helicopter is in normal operatiotes
and can directly be operated by the user. In case a communication linkefailu
is detected, the state machine switches to a safe mode of operation - a station-
ary hovering without changing position and orientation. After re-estahliste
communication link, the status of the helicopter and the control PC mustbe sy
chronized to provide valid data to the user. The helicopter control propoee
sented in [14] is used in an environment which allows any to any comntiorica
between all network nodes like mobile robots, UAVs, or humans with a PC or
PDA. Therefore, a WLAN running in ad-hoc mode is used. Each rahdtUAV

is equipped with a PC architecture and a standard TCP/IP and UDP/IP @rotoc
stack. The helicopter flight control has a simple finite state machine (FSpigim
mented which provides the features mentioned above. The followingagia
gives a short overview of this FSM onboard the helicopter. The FSMeoftim-

trol software has five states the helicopter can d&g:Initialized, Locked Hover,
Unlocked Hover, Joystick ModandTask Modgsee Figure 3.21). After starting
the onboard software, the helicopter entersio¢ Initializedstate. In this state,

no commands for the helicopter will be accepted due to a missing connéztion
a control PC. After the initialization procedure, the helicopter enters tioked
Hover mode and a connection to an available control station is established. In
the Locked Hovemode, the helicopter keeps its position and altitude and waits
for theunlock-commanérom the control PC to enter tHénlocked Hovemode.
During theUnlocked Hovemode, the helicopter holds its pose and waits for
commands to enter either tleystick Modeor the Task ModelIf the helicopter

is in Joystick ModeTask Modeor Unlocked Hovemode and the connection to
the control PC is lost, it immediately switches to ttecked Hovemode.
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Figure 3.21: State machine of the helicopter interacting with the communication
link.

Autonomy

The application of autonomy mechanisms in an adequate approach to aflow f
teleoperation capabilities of complex systems at remote locations. Acgaalin
the application scenario and the used system, autonomy features dite pse-

vent the system from damages, to bridge communication delays ang,losse

to operate the system always in a defined state. [124] presents the désign
rover to explore the surface of Mars. Thereby, the rover is opemtedknown

and unstructured terrain. The system which is described in [124] allevek-
operation of the mobile system even with the long communication delays which
are present for this environment (between 4 and 21 minutes for agezam-
munication). This is achieved by a partition of the system in three main compo-
nents: tasks, macrocommands, and the scheduling of low level cotsi{a25]
reviews requirements for autonomous operation of spacecraftsekp dpace
missions in a poorly known environment. In the context of [125], autonds
understood by the capabilities of spacecrafts. Thus, it is focused omtpar-

tant issues of this application: meeting the mission performance requitefoe

a specified period of time without external support and optimizing the nmissio
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product within the given constraints. According to [126], the main ersizlesa of
earth orbiting satellites with respect to autonomy are on failure detection and th
corresponding recovery actions, reducing periods of degradextipn modes,
and reacquisition of communication links to the ground station after distaesan
With respect to spacecraft operation on deep space missions, the fahme-
work is extended to cope with situations which are typical for these missions.
Here, usually large transmission delays are present, ground corignadtion is

not allowed during critical mission phases like fly-bys or atmosphericetgs,

the environment is unstructured and only partially know, human interacton
time critical situations are impossible, and there are limited capabilities of the
spacecraft with respect to power, mass space, and the harshreneital con-
ditions. Thus, the fail-safe-mode reactions of earth orbiting spatsaed ex-
tended with nominal functions to be autonomous in order to allow for interplan
etary missions. [125] also describes in details, how adaptive contrmepts
provide a solution for mission critical like descent and landing on a comzt a
drilling into the surface in order to collect samples from the comet. [124qmts
Internet based ground operations for Mars lander and rover mgssidso here,
autonomy features are implemented to allow for the remote operation ofdche m
bile system via long distances. The scientific main contribution of [127] is on
the so-calledveb interface for telesciencét is an integrated environment for
operations at the central operations location. Also collaboration by gpbigr
cally distributed scientists and public outreach is supported. This web icgerfa
can also be used as primary operations tool for the visualization of ddwnddita

and the generation of command sequences for the robotic arm andbibtécro
arm camera which is mounted on the rover. The main components of this we
interface system are a database, a server, and several clientatdhase stores
downlink data and uplink sequence information. The server is respeffisitithe
communication between the database and the clients. All clients are cahtecte
the system via the Internet. Of course, Internet based mission operdgamand

for security mechanisms. Therefore, the system uses SSL and Dig#eEDE3
encryption. The above presented implementations use differentaag@E® and
autonomy mechanisms to keep the remote systems in a defined opersttétunsl

With respect to the presented implementation for the integration of a small size
helicopter into an IP based wireless network, the on board autonomyamisots
closely interact with the status of the communication channel. Basically, the on

109



3 Ad-Hoc Networks of Mobile Robots

board functionalities of the helicopter provide stable flight conditions in e&ch
the four stategoystick modetask modeunlocked hoverandlocked hoverin
Figure 3.21, the points of interaction between the helicopter’s state maaihe
the communication link are designatediyents from Networkn joystick mode

the on board system waits for simple commands for movements which allows
also inexperienced users to fly the helicopter. sk modallows the helicopter

to be commanded for a complete task e.g. flying on a predefined routadh r
given waypoints. With respect to these two modes, autonomy meansavie pr
sion of low level control algorithms to allow for a set of basic flight patteths

the system is in thanlocked hoveor thelocked hovemode, control algorithms
keep the helicopter hovering safely at the current position. These diintter-
action between communication link and the system trigger the activation of the
locked hovemode. In this case, the communication loss is considered to be too
long, or the packet losses are considered to be too high to allow a satdiope

of the helicopter. A special application protocol for commanding the heatiéao
was developed at the University of Wiirzburg which allows for a secomemu-
nication between ground control stations and the helicopter and which isoable
detect disturbances of the communication in time. Thus, shortfalls of eoirm
cation are compensated by the implemented autonomy feartures.

3.3.2 Improving video transmission for Teleoperation

Video streams still play a major role in all applications where a mobile robot is
controlled by humans. Hereby it makes no difference which level ofpeltion

is applied — supervisory control, direct teleoperation or anything in betwee
The video is often the most important element to reach and maintain situationa
awareness and common ground between human and robots. Dependine
task of the human, different parameters of the video stream are impdrizase

of humans monitoring the robot or searching objects with the help of that,rob
the resolution is one of the most important parameters. For direct tetgmpe
(possibly with assistance systems) the resolution is not the major perfoema
criteria. Here, high frame rates, a constant frame inter-arrival tand, small
constant delays are much more important for the performance otthar op-
erating the machine remotely. If the video gets stuck while a human is steering
mobile robot, in most cases the human has to stop the robot until the fedene r
recovers. With respect to the communication delays during teleopertitehuy-
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man teleoperator can adapt his behavior to a certain delay of the féeduadf
this delay is varying (changing inter-arrival times of the video) the dperanot
able to compensate this anymore, which leads in most cases to wronganed im
cise steering commands. Dependent on the specific tasks, it has teuvedthat
the parameters for the video stream are still at the required or possielevieen
the teleoperation is realized over an ad-hoc network. The focus of ttti®ise
is set on the effective transmission of a video via a wireless ad-hoc rieamd
some parts of the following issues are published in [9] and [10].

Shaping a video stream

In the above mentioned scenarios, the available throughput of a roudenira-
less multi-hop network is a highly dynamic parameter which depends oy man
environmental influences and affects the quality of the application signiifjca
The throughput of a wireless node can be decreased due to diffeestns. In
case intermediate nodes of a route are also part of a route which hasgpadra
other bandwidth intensive flows, the available bandwidth must be shateg®n
all present data streams passing this node, which will reduce the avdikaide
width for the video link. Furthermore, also a decreasing link quality will cedu
the effective bandwidth and increase the packet loss probability. Ifetveonk is
not reacting to traffic overload at a specific node, this will lead to unptaiolie
packet loss at this point, and delays at the different receivers acetisequence.
For the teleoperation scenario the effect will be, that the video streametithg-
domly stuck, due to the packet loss. Most probably, the operator witlargtised
and will stop the robot.

To set up the test scenario where a node is used for more than ongitignd
intensive traffic flow, four nodes are used (cf. Figure 3.22). Alemare located
such that they are in direct communication range. During the tests, defittk-
tional UDP traffic is generated between node 3 and node 4 while the investiga
video stream is transmitted via UDP from the mobile robot to the user’s PC via
node 3. The generated UDP traffic is used to reach certain load levetsrat@
diate node 3. As in this scenario, node 3 and node 4 are in communicatiga ra
to all other nodes, this setup will also cause interferences at the phigsiea(cf.
3.1.2). To provide best repeatability of the tests, all nodes are statidaly the
additional traffic between node 3 and node 4 will be varied according édied!
profile. Measured categories are the packet loss and the packediirtat-times.
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ii Node 4
other traffic
video video
stream ((5) stream

User

Node 3 Mobile Robot

Figure 3.22: The test setup for multiple data streams at one node.

These categories are measured while the amount of additionally gehtedtie
is increased. As reference test, video transmissions of constarttqaajity are
used and compared to the packet loss of the transmission with adapsiity.qu
The proposed mechanism mainly consists of two partsnéteork feedbagk
and theadaptive adjustment of the video qualifyhe mechanism is used for a
simple admission control of the video source and intends to provide thpd®s
sible video image quality considering the current state of the link. The olxgecti
is an efficient use of the available bandwidth without overloading any obtie
route with video traffic. Thus, it is not used to increase the link quality directly
but uses the available resources most efficient and reliable for thatop video
stream.

Network Feedback

The network feedback is responsible to transmit the status of a node tméte v
source. Therefore, nodes of the network host a small client progtahe appli-
cation layer. This client application is listening in promiscuous mode at layer 3
of the ISO/OSI model (IP-layer) and measures the utilization of the wa dilgs

All kinds of traffic are monitored: incoming and outgoing packets, pecker
forwarding, and packets with other nodes in range as destination — lhasita
traffic which causes the radio link of this node to be busy. The netwodbfaek
client sends UDP packets with an adjustable frequency (in the test settip) 10
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and 8 bytes as payload to the video-source if it is a used hop in the vidamstre
route between video-source and receiving node. This payload idagsdicate

the status of the corresponding node, eith@mal operatioror overload situa-
tion. In the beginning, each node is in thermal operationmode. As soon as a
certain utilization of the supported bandwidth is exceeded, the status of thés no
switches tooverload situation Important parameters for the network feedback
clients are the feedback frequentyand the threshold for status determination
d. In casef is too high, too much feedback traffic is generated which degrades
the performance of the network, as too many small packets with a higlingen
frequency will have a very bad effect on 802.11b WLAN and will signaifitly
decrease the throughput. Thus, the generated feedback traffic sfeolimited
depending on the interpretation rate of the video adjustment mechanistheand
selected load window for the wireless nodes. Often it is also not negesar
run a feedback client on each network node. For setting paramietieshould

be considered, that specifies the percentage of the nominal bandwidth (e.g. for
802.11b this would be 11 Mbit/sec) which can be used without switching to the
overload situatiorstate. The feedback clients measures packets on layer 3, where
the maximum available bandwidth corresponds tathedputof the wireless link
which is about 75% of the nominal link bandwidth (e.g. for 802.11b thisldio

be 75% of 11 Mbit/sec).

As the proposed mechanism is used within a network where a link failure
can occur at any time, the measurement and signaling mechanism enast b
tive. Thus, link failures and link re-establishing can be monitored reli@syhe
mechanism for video quality adaptation performs best with a feedbagkéncy
of f =10 Hz (according to the presented scenario), the generated meastirem
traffic has a bandwidth of less tharD03 Mbit/sec per measurement node. To set
parameted, thegoodputof about 7 to 75 Mbit/sec (for an 11 Mbit/sec WLAN
link) must be considered. In order to allow a reaction on potential owve:dda
uations while providing the user a video stream with a bandwidth of 150 1
Mbit/sec for the best quality] is set to 50.

Adaptive Video Quality

The Video Quality in the presented system is adapted according to the tcurren
state of the ad-hoc route for the video transfer. The adaption mechestisiues
all status packages from the nodes between two received frameshfedmage
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source, interprets these packages and selects the quality for theamegsfwith

a combination of previous status data and the current state. To rechitatiog
behavior in quality switching near the selected load limit of the nodes, a kind
of inertia mechanism for the adaptation process is integrated. The impiegnen
inertia mechanism guarantees not to change the image quality wheneagrsa s
of a node changes. It is possible to set a certain number (cf. Algorithmia,
min/max ofinertia_countey of receiving same successive route load states until
the quality is changed. In the current test setup, four different videsditegs

are used at a frame rate of 11 frames per second each. Tablel®w$ the
average size of one image for the corresponding image quality level. ehig

Table 3.11: Average size of one image per quality level.
Quality ‘ minimum‘ low ‘ medium‘ high
Size (koyte)| 15 | 26 | 34 | 47

number of different quality scales would also be possible. In the cliestisetup
a minimum of—3 and a maximum of 3 are selected for thertia_counter With
this value the mechanism reacts in the worst case after six frames witrsierg
overload states and in average after three frames. This keeps thealosatidy
the video traffic on the different nodes in a certain defined window afdhe
selected threshold for overload state. In combination with parandetérthe
above described feedback mechanism, the quality adjustment intsragiseon
as a node exceeds a radio link utilization of more than approx. 2% of
nominal bandwidth). This prevents the node from reaching a utilizatio®@¥d
of the available maximum throughput which would result in a high packst los
rate due to an increasing number of packet collisions.

The proposed mechanism is tested in a real outdoor environment witkea wir
less ad-hoc network of four nodes. One is the PC of the operator, ameQsit-
door MERLIN, and two intermediate nodes are MERLIN robots (indoosion).
Figure 3.23 shows the detailed system setup. All MERLIN robots have6a C1
microcontroller for low-level operations and sensor data procesasgell as a
PC-104 for more complex and computationally more intensive tasksPTh04
uses a Linux operating system and all nodes are equipped with 802ahtiasd
WLAN equipment (Atheros chip).

To grab the video from an analog camera (approx. 65 degree fieltew) v

114
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an Axis video server is used. It can grab the video from up to four casneith

a resolution of 768x576 pixels. Dependent on the configuration andected
clients, a frame rate of up to 25 images per second can be provided aither
MJPEG or MPEG4 over a TCP/IP connection. For the described tests the PC
104 is connected over a cross-link cable to the Ethernet interface ofidhe v
server. As nothing else is connected to this Ethernet interface of theOBR@-1
can be exclusively used for the video traffic. For the presented test8fPEG
video streams with full resolution and four different compression rategro-
vided by the onboard PC. MJPEG as video compression was seleckB 54
compression takes a significant longer time on the Axis server wha¢sausig-
nificant delay in the video stream. Also a loss of a packet during tran&miss
of MPEG4 streams to the robot might lead to longer set of distorted images b
cause compared to MJPEG not all frames of the stream contain the fgkima
information needed. In case of the investigated scenario, the MJPE@<rare
transmitted via UDP protocol from the onboard PC to the operator's PC.
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Figure 3.23: Test system setup.

Network Feedback in Overload Situations

To characterize the behavior of the network in a overload situation, int stés,
a reference scenario was set up and measured. Thereforetwarlinéeedback
mechanism is used, and a mobile robot generates a video stream wlecl e s
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the PC of the operator. Between node 4 and node 3, additional traffinésajed
during the different test phases according to Table 3.12 to reachreedddiad at
intermediate node 3.

Table 3.12: Generated additional traffic.

Phase| generated additional traffic (Mbit/seg
0
3,2

4
4,8
5,6
6,4
7,2

8

8,8

~

[EnY

© 0N O Ul WN

The results of this reference test are shown in Figure 3.24a. Thes stasws
the test time in milliseconds. The left y-axis describes the received fratee
in frames per second (fps) and the right y-axis displays the receided data
rate in bytes per second (bps) at the receiving node (operator'sTP€)test
started with no additional traffic being generated. Successively, nmotenare
additional traffic is generated by switching to the next phase each 20dao-
cording to Table 3.12. After 200 seconds of test time, the additionallyrgete
traffic is reduced by switching back one phase each 10 seconds.begming
of the test — during phase 1 up to the end of phase 3 — the received faterie
about 11 fps. After switching to phase 4 at about 60 seconds, theedogdeo
frame rate decreases significantly. The received frame rate bef@&emnd 200
seconds drops to-23 fps while node 3 is overloaded. After the additionally gen-
erated traffic is reduced, the received frame rate recovered toslinfpreasing
the additional traffic forces node 3 to an overload situation. As the bardwid
used by the video stream cannot be adapted to the new situation, a paskett lo
the video data is inevitable which is shown in Figure 3.24b. The y-axis stiwvs
number of lost packets vs. the test time on the x-axis.

Another measured category is the frame inter-arrival time of the vittears.
This is a quite sensitive aspect, as a large jitter (variance of the frameamiat
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Figure 3.24: Behavior in an overload situation without network feedback
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time) is very irritating for the operator due to a very unsteady motion of theovid
image. Without additional traffic, the frame inter-arrival time is smallenth@0

ms with a variance close to 0 (cf. Figure 3.25) what corresponds tovérage
frame rate of 11 fps. After 60 seconds and an additionally generatiid wh

4.8 Mbit/sec, the frame inter arrival time increases to more than 400 ms with
a variance of more than 10000 which indicates an unacceptable videbefor
operator.
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Figure 3.25: Frame inter arrival time without network feedback.

The same test setup is used again — now with the network feedback gnd ada
tive quality mechanism, which should improve the observed behavidrigire
3.23). In Figure 3.26a, the frame rate and the video data rate is shbilnusing
an adaptive video quality together with the network feedback mechanistine |
beginning, without additional traffic, the mobile robot generates a vittears
of about 450000 bytes/sec. During the test, the additionally generatéd isaf
increased similar to the test described above. The implemented mectiakésm
care that the video source reduces its generated video traffic to ab@d@as
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soon as phase 3 (with an additional load of 4 Mbit/sec) is entered. litgeths
additional load at node 3 to more thar8Mbit/sec results again in a reduction
of the video traffic (180000 bytes/sec). During the complete test rurfrange
rate stays almost constantly at 11 fps as the adaptive video bandwiditticed
avoids the loss of video traffic. Also the frame inter arrival time staysizorily
below 100 ms with a jitter of almost O (cf. Figure 3.26b).
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0 Figure 3.26: Behavior in an overload situation with network feedback.
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Network Feedback for the MERLIN Robot System

Now, the described mechanism is used in an ad-hoc network. It haset@aad

that the video stream is delivered via different transmission relay ramisly-
namic routes to the operator with a suitable quality. The scenario is set up in a
way, such that several nodes of the network are included into the retueén

the operator’'s PC and the teleoperated mobile robot. Figure 3.27 sloowthéa
different mobile robots acting as potential communication nodes weregla@

real outdoor scenario for the described tests. The three potential woication
nodes are positioned around a small hill in a way, that each node @eertain
reception area overlapping with the reception areas of the two neangisbaes.

The small hill in the center prevents direct communication between the mobile
robot and the control PC of the user when line of sight is lost. So a dio#at ¢
munication between the operator station and a node behind the hill (either mo-
bile robot 2 or the teleoperated mobile robot) and between mobile robod 1 an
3 is not possible anymore. To guarantee these test constraints alsonsgmaitra
power for each node was reduced to 10mW additionally. Data exchatgedn

the MERLIN robot and the control system MRCS is implemented via UDP and
TCP. Sensor data is transmitted using UDP, and the video stream is sant fro
the mobile robot to the control PC via TCP. For the test, the teleoperated mo-
bile robot is controlled via joystick along the path as shown in Figure 3.2&. Th
selected path and environment requires that the routing of the robatimuae
nication link is changed according to the current position of the movingtrobo
and the respective possible links to other communication nodes in theriscena
As soon as the teleoperated mobile robot enters the communication sbadow
the small hill and no direct link is possible anymore, it has to communicate via
one or more of the other mobile robots to establish a communication link to the
operator station. In order to achieve this dynamic routing and to keeptkeep
communication link usable, ad-hoc routing protocols are applied andinedhb
with the network feedback concept shown this section. In the previai®se
ad-hoc routing protocols for mobile robot teleoperation are investigatesire-
quired routing protocol parameter tuning is described in [13] and Ba3$ed on
these results the BATMAN protocol is used for the current scenariostwiitid
parameter setting in order to provide the required performance. lnthent sce-
nario, only the mobile node (here: teleoperated mobile robot) genernaétaark
feedback. There is no need to use the network feedback of all thermedi®s, as
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all relay nodes in the scenario are stationary (link quality is not varyingfsign
cantly) and the relay nodes do not create additional traffic besides the data

of the robot and the command and sensor data exchange betweatoopeid
mobile robot. While the mobile robot is moving, the network feedback mecha

-]

/7 E Tele-operated \
& Mobile Robot
Mobile Robot 2 transmitting video stream
ilﬁ Obstacle
Mobile Robot 1 small hill blocking direct link iﬁ
to moving mobile robot .
(no line of sight between Mobile Robot 3
operator and mobile robot)

\ Start Position
- X End ———————————
@ Position

User
Figure 3.27: Setup of navigation test scenario with the MERLIN system.

nism is continuously monitoring the communication links and provides input fo
the video adaptation mechanism. With respect to the parameter settingstat ha
be taken into account that several network topologies may occur whichfw
fect the behavior of the wireless network significantly. As the communicaia
multiple hops implies variable bandwidth limitations e.g. due to hidden nodes,
setting of parameted (threshold for maximum link utilization) of the network
feedback mechanism must be done carefully. In this work, the videwsds the
main traffic source of the entire network. Due to the steady flow of delagise
tive packets, a conservative settingtbf= 25% is chosen as this also considers
the half duplex characteristics of the WLAN links and hidden node situatibns o
the scenario.
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In Section 3.1.4, difficulties of a proper setup and evaluation of stEnaith
wireless ad-hoc networks are already discussed. The biggest dwitethe de-
sign of a scenario which provides a base for comparable test ruesuddd ra-
dio link might be disturbed by many external influences. Besides, feaglike
link quality or signal strength which can be an indicator for external disiebs,
there might still be an external disturbance which cannot be detectedhand
acterized so easily. Thus, the influence of existing error sources daghrins
must be minimized or at least considered in the evaluation. In generamétio
ods are available for the evaluation. The first possibility is, that many test a
performed in the different scenarios with the setup to be investigatech thiee
settings are changed and again many test runs are performed in thescamar-
ios as before. Thus, a trend between the two present behaviors reighsbrved.
The second possibility is the repetition of many test runs in one meanirggul s
nario. After tuning the parameters, the test runs must be repeated witlewhe
settings. Of course, in both cases all tests runs must be performthymorary
in order to minimize environmental changes (e.g. weather). These #tlooghs
do not directly allow a quantitative evaluation, but a relative evaluation amad th
determination of a trend of the behavior due to changes in the paramittegse
of the observed mechanisms are possible and often enough to an&lyeetsti-
gated system. This work uses the second method. For this work nusrengle
test runs were performed. During a test run, the mobile robot is telatgukvia
wireless ad-hoc network while driving around the hill. To allow the operfator
proper teleoperation, a video stream and sensor data are transmitredhio
mobile robot to the operator. As the small hill blocks the line-of-sight comm
nication between operator and mobile robot, several communicationrretiss
will be included on-demand. During a test run, the round trip time of padie-
tween operator and mobile robot, the frame inter arrival time, the fratee as
well as the packet loss are measured.

Results

While a test run is performed, several data flows are present insidethverk.

The operator sends control and command packets from the contttolth€ mo-

bile robot, whereas sensor data is transmitted in the opposite direction.ddte m
bandwidth consuming data stream is the video image. All data is transmitted
via the UDP protocol. In the investigated scenario, no active measutemedn
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signaling traffic of the feedback mechanism is generated as the fdediut
program is running on the mobile robot which also acts as video souncs, the
feedback is directly sent to the quality adaptation mechanism without sgessin
the wireless communication. In the following paragraphs the results ofeme
resentative test run are explained exemplarily — of course much ngisewere
performed in order to draw the presented conclusions based on atamet of
data which allows for a statistical evaluation.

The video stream behavior of a representative test run without nefeed<
back is displayed in Figure 3.28a. The left y-axis of Figure 3.28a shibavideo
frame rate in frames per second and the right y-axis the video data is. liyte
the x-axis, the experiment time is plotted in milliseconds. In the beginning of the
test, the operator is provided with a video frame rate of more than 10 $raere
second. At around 40 seconds of test time, a short break down gidee link
for about 5 seconds is detected. A later analysis turned out, that at thigtiene
direct line-of-sight communication between operator PC and mobilet iohs
lost and a new route was set up via a relay node. Shortly after 50 setoad
video transmission failed again and could not be reestablished. A latigssna
showed that an additional communication relay node was included, anolttee
is established from the operator’s PC via two relay nodes to the mobile idbet.
to the half duplex characteristics of the link, the available bandwidth desteas
significantly what lead to a complete overload of the network link by the video
traffic. Thus, the video link, as well as the command link broke down aad th
robot stopped. The observed link failure for such a long time resultsfiadgo
the ad-hoc routing protocol being not able to maintain the topology chaages
also the signaling traffic for routing updates was lost during the overlbadep
This behavior now should be avoided by the use of the network feedheack-
anism.

In Figure 3.28b the round trip time (rtt) of ping packets between oper&ior P
and mobile robot is plotted on the y-axis in milliseconds while the test is per-
formed with active network feedback mechanism. It can be seentthppaox-
imately 110 seconds test time the rtt increases and shows relatively hagh pe
at about 160 seconds of experiment time. After 200 seconds, theattases
again to values below 60 milliseconds. The comparison with the routing tables
for these times show, that shortly after 100 seconds experiment timirsthe-
lay node was included into the communication link and at about 140 setioads
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Figure 3.28: Examples for multi-hop communication without network ieet.
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second relay node joined. In parallel, the packet loss is plotted for the &h
run in Figure 3.29. Between 140 seconds and 240 seconds of exmétime the
graph shows several short periods in which packets are lost. Theityajadhese
packet losses occur due to the two rerouting procedures while drivingptiot

in areas without direct line-of-sight communication with the formerly eisded
communication relay node. Of course, also some of the packets mitpgtizkie

to a very high link load while communicating via multiple hops. The following
figures will give more details on this. Figure 3.30a shows the frame atasal
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Figure 3.29: Example of packet loss for test with the MERLIN system.

time and the variance of the frame inter-arrival time (jitter) at the receind
Figure 3.30b displays the frame rate and amount of transmitted videatiita
operator’s PC while a representative test is performed with active nefeed-
back mechanism. From the beginning of the test run until approximatélgdS
onds of the experiment time the graph of Figure 3.30a oscillates aroualde
of about 90 milliseconds for the frame inter-arrival time. At 130 s, 468nd be-
tween 180 and 200 s of experiment time several peaks of up to 850 nulidec
are detected. This observation corresponds to the graph of Figuie, 3vBere
the received frame rate of the video is displayed on the left y-axis anddteé/ed
amount of video data is displayed on the right y-axis. From the beginditigeo
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test until about 160 seconds of test time the video frame rate keepsuobas11
frames per second while the transmitted amount of data varies duringrthe-+

ing at 130 seconds of experiment time. Between 160 and 240 secitedstane,

the frame rate varies due to changes in the link quality during this period of time
(unstable links because of handovers). In contrast to the previaisswilout
network feedback, the video stream did not break down. The netweedbick
mechanism takes care that the transmitted video data traffic does netidkee
capabilities of the complete link - also while communicating via several relay
nodes. The stable load condition inside the network also allows the ad-tisc ro
ing protocol to reconfigure the routing tables of the network nodes in tise, a
the video link capacity is limited autonomously before the rerouting proeadur
initiated in order to reserve bandwidth for signaling and maintenance trelffis

is possible as the proposed mechanism additionally monitors the really d&ailab
link capacity of WLAN which is reduced as the link quality decreases. Tihes,
network feedback mechanism prevents the network from being odexdiobe-
fore a handover is started due to limiting the video traffic also in case of a low
link quality to the currently associated network node.
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(b) Frame rate and received amount of video data at the receiver.

Figure 3.30: Examples of activated network feedback mechanisres$owith
the MERLIN system.

128



3.3 Application: Teleoperation via Ad-Hoc Networks

Network Feedback for Player Framework and Pioneer Robot

In order to verify the proposed approach with other teleoperation systgoh
are using different data traffic characteristics, also tests with the Plearaef
work and a Pioneer 3AT robot are done. Therefore, again a navigation task is
given to the user and the mobile robot has to be teleoperated via a multekop n
work. The ad-hoc network consists of three stationary nodes, ondentobot
(see Figure 3.31), and the ad-hoc capabilities are again provided wiBAife
MAN routing protocol. The tests are set up in an indoor environment aad th
robot has to be navigated through rooms and corridors to a givenoiaymd
then, back to the starting position and tests are carried out by severahtest
didates (users). Each user has to accomplish two test runs, one wiithffict
shaping mechanism and one with traffic shaping enabled. For eachsef tewt
runs, the same user interface is used and command data, as welkas dzta
is transmitted between Player and the user interface via TCP and for tfie traf
shaping setups, the video is transmitted via UDP. The traffic mechanisnlyis on
applied on the video data which is sufficient as this type of data uses thstlarge
amount of the totally used bandwidth (see Figures 3.32 and 3.33).ffEu¢seof
the traffic shaping mechanism are now comprised by measuring the tirole ish
required by the users for accomplishing the task. In addition, it is alsdtaned

()
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Conrol PC ‘
@_é Mobile Robot é
Node 1 Node 2 Node 3

Figure 3.31: Setup for tests with Player and Pioneer 3AT system.

@Lv

how often users had to stop the mobile robot due to disturbances in therketwo
connection. The measurement data shown in Figures 3.32 and 3.88uisea

at node 1 which is directly connected to the control PC. While the mobile robot
is navigated to the given waypoint, the ad-hoc network includes also nadd 2
node 3 into the route between mobile robot and control PC on demand .

http://www.activrobots.com/ (09.02.2010)
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Results

Figure 3.32 shows the bandwidth usage for the test without traffic siapere,

the sensor data stream, the video stream, and the control commamdsanait-

ted with TCP and no additional optimization of the usage of the communication
link is activated. As soon as multi-hop communication is initiated, the through-
put is reduced by the flow control of the used protocol stack (this caseba

at approx. 60 seconds of test time in Figure 3.32). At around 80nsiscof

test time, the generated traffic exceeds the capacity of the ad-hoc keinar
the throughput is tremendously reduced. These negative effectekéiplosses
and collisions are directly tangible for the user for about 30 secondsealude

the teleoperation capabilities significantly. The user has to stop the rolerabkev
times in order to avoid collisions with obstacles. At 120 seconds of test time,
the throughput recovers and teleoperation is possible again. Of cailseesit-
uations can occur where the generated traffic together with the effeptckét
losses lead to a situation with a complete and unrecoverable loss of conamunic
tion. Usually, re-establishing the communication link is possible due to a timeout
of the video stream which stops video data transmission automatically. fhleus,
video stream can be reconnected manually by the user as soon asubeded
network load allowed the sensor and command data communication terecov

Figure 3.33 shows now the test with traffic shaping enabled and it caedloe s
clearly that the shaping mechanism prevents a total overload of the ketaror
pacity. As a result the number and the length of the periods where thbas&y
stop the mobile robot is reduced. Comparing all test runs of both tegssehe
result is as follows. The average duration of all tests without trafficialgapas
3.04 minutes which was longer than the duration of the tests with traffic shapin
(average duration of 2.75 minutes). It is also observed, that the hatsoto be
stopped much more often when being teleoperated without traffic shéaigg
3 stops). With traffic shaping activated, the average number of resgesteps is
reduced to 1.2. In summary, the positive effects of the traffic shapeghanism
are clearly shown and the occurrence and duration of periods withletergnd
unrecoverable loss of communication are reduced.

On one side, this mechanism has also a small drawback as the qualityef som
video images is reduced. As long as enough network capacity is avaiteibye,
some single images of the complete video are injected with a lower quality. Of
course, in situations where the network load is very high with respect to#ile a
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Figure 3.32: Example of bandwidth utilization of the Player and Pioneer 3AT
system without traffic shaping.

able capacity, more and more video images are transmitted with a lower guality
or even the quality of the complete video stream is reduced. Neverthalgsthe
lowest image quality still allows for a seamless mobile robot teleoperation. On
the other side, this mechanism can be used for allowing teleoperationilitégzab
with onboard video data in multi-hop networks where standard systenss eau
tremendous network overload and as a consequence, a communloasoim
addition, also the required time for task completion is reduced by apprtelina
9%, and the number of required stops is even reduced by 40%. Tthemetages
preponderate the sometimes lower image quality.
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Figure 3.33: Example of bandwidth utilization of the Player and Pioneer 3AT
system with traffic shaping.

3.3.3 Conclusion

This section describes several successful applications of mobile tekem
operation over ad-hoc networks. Using the example of the small sizeoptic

of the University of Wirzburg (cf. Section 3.3.1), the UAV is integraietd an

IP based ad-hoc network. Here, also the system design of the UAV dthows-
ferent operation modes, each with different requirements for theraoritation

link. Thus, this system can also work when it is used in only partially condecte
networks. The traffic shaping mechanism of Section 3.3.2 showsgeg re-
sults in two different situations. In case of an overload situation at a nktwor
node, the video stream is shaped in a special in order to avoid or delagat@n
losses. The same mechanism is also used in a wireless network in combinatio
with multi-hop communication. The test evaluations of Section 3.3.2 shatv, th
teleoperation capabilities of the operator are improved, as the jitter of the vide
stream data packets is minimized and the video could be transmitted with a con-
stant frame rate. It is shown, that the parameter tuning proposediioi$8c in
combination with the mechanisms described in Section 3.3.2 allows for i sign
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icant improvement of mobile robot teleoperation via wireless ad-hocarksy
Test evaluations also proved, that the assigned navigation tasks caocdre-a
plished significantly faster when the traffic shaping mechanism is used tiAd¢s
number of required stops of the mobile robot is reduced.

3.4 Discussion of the Results

This second part of the thesis is focused on setting up wireless ad-twarke

of mobile robots. The performance of four well known ad-hoc roufingto-
cols (AODV, OLSR, DSR, BATMAN) is analyzed in a scenario which is typica
for current applications of networked mobile robots. This scenario iDEstw
case setup for the routing protocols with respect to redundant routiesnesta-
ble links. By the example of this worst case setup, the limits of the protocols’
functionalities are shown when the routing protocols are used with default p
rameter settings (cf. Section 3.2.2). Of course, these default pteasettings
are optimized for communication networks with more nodes and a highdegr
of meshing than in the present worst case topology, and thus, thdsscadut-
ing protocols have to be applied carefully at the presented networkedicob
scenario. This topology is also used for a study on parameter tunings&see
tion 3.2.3) with the objective of increasing the performance and robsstof
the four analyzed ad-hoc routing protocols. The relevant paramaterisienti-
fied and measurement categories like the round trip times, the packeatabss
the duration of the rerouting procedure are used for this charactenzitis
shown, that an appropriate parameter setting improves the protofotrpance
significantly (cf. Table 3.10) in the investigated worst case scenariis. Sitc-
cessful parameter tuning is also applied in a setup which gives a detadlgian
of the ad-hoc routing protocol behavior in multi-hop communication stena
The tests also showed some disadvantages of some of the analyzembigtoto
working principles as for example th&acklistingalgorithm for unstable links
of AODV. It is also demonstrated by the example of the BATMAN routingt@ro
col, how parameter tuning helps to make a protocol working reliable alsdsin th
type of network topology. In addition to this protocol analysis, all resubsag-
plied to different example applications for networked mobile robots. s,
how the command and data links of a miniature UAV can be integrated into an
IP based ad-hoc network. Here, also local autonomy featureseddakeep the
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miniature helicopter always in safe operating conditions - also in case the co
munication link fails completely for a longer period of time (see Section 3.3.1
This implemented application example demonstrates how shortfalls of the com
munication link like communication losses or packet losses can be coatpens
by autonomy mechanisms. In Section 3.3.2 a wireless ad-hoc netdvor&hile
robots is used for a navigation and exploration task is shown. Here, aiscla
anism for adaptive video transmission based on network feedbackdsmied.
This mechanism shapes the video traffic by adaptively adjusting the vigsityg
based on the current load and link status of the network. Thus, the quiatitg o
teleoperation, and consequently the capabilities of the remote operatan-ar
creased. This chapter shows how currently existing ad-hoc routingqails can

be parameterized in order to be successfully applied in networked soboar-

ios and how the performance of the complete telerobotic system can bavieapr

by the integration of communication into the telematics system (e.g. additionally
implementing traffic shaping mechanisms) and local autonomy feaftlinese
achievements are also proven in real hardware tests of differeiensy®f mo-

bile robots.
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3G Telecommunication Technologies

The upcoming high-bandwidth networks for mobile phones and mobileniette
like Universal Mobile Telecommunication System (UMTS) offer a new pote
tial technology for mobile robot teleoperation. Up to now, the coveragheasfe
networks has increased in a way that at least all bigger cities havesaodwoad-
band networks. This everywhere availability in large areas is a majonsaya

for each telematic application compared to a solution where infrastructidre in
tially has to be built up, and where maintenance effort is necessarigleéBethe
operation of mobile robots, this includes applications like tele-maintenanee, te
support, or tele-monitoring of industrial facilities. These applications ireg@n
demand also these high-bandwidth communication links. Sometimes, &n add
tional own infrastructure as proposed in Chapter 3 might be not bessage
feasible, or possible, and thus, the high-bandwidth telephone netwakisle
therefore an interesting alternative. The design of these networks iry ghat
they provide a seamless transition between different communication twlls,
scheduling concepts for resource allocation for the different uaedsthe ability

to work also indoors are also very promising issues for robotics. lticpéar, the
application area of service robotics can largely benefit from thesactesistics.

On the other hand, the mobile phone networks like UMTS are designedffor d
ferent purposes and under different constraints. Thereforejntgertant to in-
vestigate the critical parameters of a communication technology like UMTS in
order to adjust the available communication parameters on the applicatem lay
and to realize the optimum usage of this technology for the application.

The use of this technology in the context of connecting hardware wasralso
vestigated in the area of car-2-car communication [128] and vehicdkwoa
networks (VANETS) [129]. Nevertheless, these investigations shauwtlle area

of networked robotics might also be a suitable application area for the UMTS
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technology, but further investigations of the communication link are sacess
the requirements of networked robots differ from the requirementseddliteady
investigated areas.

The European mobile phone system of the second generation (2G)dI@gb-
tem for Mobile Communications" (GSM), which was developed in the nineties,
was mainly designed for voice communication. For these 2G systemasixis
like High Speed Circuit Switched Data (HSCSD), General Packet Radiic8e
(GPRS), or Enhanced Data Rates for GSM Evolution (EDGE) were intextiin
order to enabled data communication with a bandwidth of2kbit/s (HSCSD),
1712 kbit/s (GPRS), and 384 kbit/s (EDGE) (cf. [28]). Currently, the Eeap
mobile telephone systems are upgraded to the third generation sysiigarsal
Mobile Telecommunications Systehimese systems allow for mobile high band-
width data and voice communication. Telecommunication providers noanekp
the coverage of their broadband services from urban areas tohigtdgays and
rural areas. The large-area availability of this wireless data servica higé po-
tential for newly developed services, and it is also a promising technatolgg
used for mobile robot teleoperation.

Nevertheless, before UMTS can be seamlessly integrated in existingviias
for networked robots, several analyses with respect to the data fesiemhave
to be done. Besides the available bandwidth, also characteristics like threagne
delay, the round-trip times, the packet inter-arrival times, and thegbédass are
important and have a big influence on the communication among networied
bile robots or between mobile robots and the user.

This chapter starts with a brief introduction of the enabling technology UMTS
and explains methods for measurements and analysis of the data trafficave
relevant in the following scenarios. Further, the description of an etiatusce-
nario and the corresponding test setup is given which is followed by tilaav
tion of the measurements and test results. The chapter concludes witireasy
and a discussion of the results.
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4.1 Enabling Technologies

4.1.1 Universal Mobile Telecommunications System (UMTS)

The Universal Mobile Telecommunication System (UMTS) standard isva ne
mobile communication standard of the third generation (3G) of mobile cemmu
nication systems. The UMTS standard complies to the international IMT-200
specification, but nevertheless it is not a worldwide unified system.eGulyr
European countries are working on establishing UMTS in metropolitars area
Pivotal for the development of a new communication standard was jeetivie

of a more efficient utilization of the limited number of available frequencies a
the need of higher data rates for end users. This need for a highewictin in
mobile environments came up as the Internet became more and markampop
and as also mobile Internet access was promoted. As traditional GSM balks
lular phone systems were primarily designed for voice communicationytaee

not able to provide appropriate data rates for the emerging mobile dateeser
Thus, UMTS was developed to fulfill requirements like efficient utilizatiothef
resources (the number of available frequencies is limited and hasfregallo-
cation has to be done carefully in order to use these limited resourcesreffiy;
support of packet switched and circuit switched communication, stippdif-
ferent data rates, support of variable bit rate traffic and adaptieditQof Service
(QoS) according to the current link status, Variable cell radius, flexilzpage-
ment of radio resources, and the support of QoS for differemtcas. In general,
the requirements for 3G mobile communication systems are the suppbitt of
rates up to 2 Mbps, the support of variable bit rates to offer bandwidtleorand,
multiplexing services with different quality requirements like voice, videw a
data on one single connection, support of variable delay requirenrabty
requirements from 10% frame error rate to $it error rate, support of coex-
istence of second- and third-generation systems, compatibility and irgtrs
handovers between second- and third-generation systems, sapasymmetric
uplink and downlink data transmission, and a high spectrum efficiency.

To fulfill these numerous requirements, UMTS is developed in severaacu-
tive phases and each system release realizes more of the requirefinenfigal
stage of UMTS fulfills the above mentioned requirements and has capabilities
like the support of high bit rates (theoretically up to 2 Mbps in 3rd Generation
Partnership Project (3GPP) Release 99, up to 14.4 Mbps in 3GPP &8|easd
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up to 28.8 Mbps in 3GPP Release 7), low delays and packet round triplienes
low 100 ms (Release 5) or below 50 ms (Release 6), mobility for packetslzp-

port of QoS, simultaneous voice and data capability, and compatibility to GSM
and GPRS systems. Thus, a wide set of services is supported.

Services

In general, according to [130], the services supported by UMST eatfiiided
into circuit switched services, packet switched services, content soipeser-
vices, business connectivity, and location services. The term circititted ser-
vices embraces the classical voice services, Adaptive Multi-Rate (AMRE,
wideband AMR voice and video. Also a multimedia architecture for circuit
switched connections was recommended by the ITU-T with the H.324Mrsys
which should support H.263, as well as MPEG-4 video codecs. Pagkiehed
services include messaging using short messaging service (SM&metlia
messaging service (MMS), audio messaging, instant messaging, stidemng
and mobile email. Also a push-to-talk over cellular (PoC) service is ension
which should allow unidirectional speech transmission to a defined grioug o
ceivers. In addition, also voice over IP (VolP) services and the aijgh multi-
player games are packet switched services. Traditional browsidip, and video
streaming, and content download can be summarized by the term ctmpant
son services. Here, typically the applications transfer data very asyiorapd

for user convenience the delays and download times should be lovic&eim

the area of business connectivity allow access to company intranetsyrtblero-
nization of business data from mobile offices, notebooks, PDAs, att inanes.
Here, also end-to-end security mechanisms like Virtual Private Nesx@fRN)

are supported, and as usually a lot of data is transmitted, the downloaighaad
performance with respect to the round trip time is important. Location sevic
is a relatively new developing area of services. In the context of mobite-c
munication, the user should be supplied with information relevant for iiecu
location. Smart phones will be equipped with GPS sensors and thusnation

like maps, city guides, traffic information, or a weather forecast casbiteined
with respect to the user’s position. Also, the combination of location inféoma
combined with communication capabilities can be use the other way ardund. |
can be also possible to give the user a better information about his posaion v
the communication channel in case the GPS signal is not good enoughdo ge

138



4.1 Enabling Technologies

position fix.

System Architecture

To realize the objectives of UMTS, the system is based on a new desige of th
network infrastructure which can be grouped into the UMTS TerrestriéalidR
Access Network (UTRAN), the Core Network (CN), and the User Eqeipim
(UE) (cf. Figure 4.1). All radio related issues are handled by the UNRFhe
connection to external networks, all switching and routing is done by the CN
These three functional elements consist of several components afgicihown

in Figure 4.1.
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Figure 4.1: UMTS architecture (according to [130]).

In a first implementation step, updates of existing GSM network infrastruc-
ture allow an inexpensive introduction of this new system as some existi GS
network components can still be used for UMTS. Within the Core Netwark, ¢
cuit switched data (telephone calls) coming from the UTRAN is forwardea to
Mobile Switching Center (MSC), and via the Gateway Mobile Switching Center
(GMSC) it reaches the telephone network, and thus, its destination. énofas
packet switched data from the UTRAN, Serving GPRS Support NodaSKS
forward the data via the Gateway GPRS Support Node (GGSN) to the éntern
The Home Location Register (HLR) is a database containing the usevieser
profiles like allowed services or allowed roaming areas. The MSC, S@BH,
GGSN components already exist for the GSM networks and are us&dMo6
after a small upgrade. The Radio Network Controller (RNC) is respng&iba
set of Node B modules which represent the radio resources. Imajetiee RNC
is the service access point for all supported services in its cells. RNGlade
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B are components which are specially developed for UMTS networke ré&él
innovation of UMTS in contrast to GSM is the use of the Wideband Code Di-
vision Multiple Access (W-CDMA) technology which has currently emerged
the most widely used air interface for third generation wireless commiimrica
systems. Of course, CDMA was already used for the cellular phonersys the
USA since the beginning of the 1990ies while in Europe, the GSM technology is
based on Time Division Multiple Access (TDMA). W-CDMA allows for a simul-
taneous communication of several users using the same frequanhywéhout
interfering the communication of someone else. Therefore, each atemsis
spreaded using a unique defined spreading code before it is senteddieing
node knows the spreading code and can despread the receivedrdata
order to extract the original data. As each of the used spreading endes-
thogonal, the spreaded signal cannot interfere the other spreadatssigd also
cannot be interfered by other spreaded signals. The supportecatiatéepends

on the length of the spreading code and can also be adapted duringraisrans
sion. This technology also requires a power control of the sending urdtsler

to handle the near-far problem. Otherwise, it would be possible for a twogre-
dominate the signal of another node which might cause a failure of the DM
mechanism. For more details on these mechanisms please refer to C180]
rently, basic UTMS networks support data rates of 384 kbit/s for the biokvn
and 64kbit/s for the uplink. Since 2006 the High Speed Downlink Packetgscc
(HSDPA) and High Speed Uplink Packet Access (HSUPA) extension ietmp
mented which supports now data rates of 7.2 Mbit/s for the downlink and 3.6
Mbit/s for the uplink. Of course, several aspects have an influenceeodata
rates which are realized with available hardware. Important for the maxim
supported data rate are e.g the distance between the device and thtatiase s
or the number of users which are currently active in a cell. Anothercaspthe
HSDPA-Category of the user equipment. Usually, currently up-to-dptipment
which can be purchased has HSDPA-Category 6 which correspontsdmum
data rate of 3.6 Mbit/s, or HSDPA-Category 8 which corresponds to marim
data rate of 7.2 Mbit/s. The main objective of the second HSDPA extensibe is
reduction of the round trip times. Here, the management of HSDPA ctinne

is shifted from the RNC to the Node B which allows for round trip times between
50 ms and 100 ms. Also, the possible packet inter-departure time isecbdiyc
HSDPA from 10 ms (UMTS) to 2 ms. This section about the UMTS technology
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is only a short summary of the most important mechanisms which aneargle
for the following sections on mobile robot teleoperation via UMTS. For frth
reading on details of UMTS and WCDMA please refer to [130].

4.1.2 Measurement of One-Way Delays

The measurement and verification of end-to-end or one-way datia tharac-
teristics is not only a current research topic in the area of networkeaticsb
Since the nineties, where the popularity of the Internet dramatically iretleas
measurement methodologies for traffic characteristics were implechemig
verified. In [131], speciaDAG monitoring card with synchronized clocks are
used and the one-way delays are measured for data streams whignarated
according to common traffic models. [132] uses special hardware adtimic
clocks synchronized via GPS. According to the authors, this setup ashév
accuracy of 1Qus [133] measures the single-hop packet delay for routers of the
Sprin€ IP backbone network. Specially equipped routers allow for measuring
the processing time of the packets at the router itself and provide araagaoir
about 6- 10 us Finally, detailed analyses of the queuing delay distributions are
given. In [134] a special toolset for measuring one-way delaysCieToolset

is presented. Here, a computational correction is used which gives;dieg to

the authors, an accuracy of about 10 ms In [135], Paxson investigated end-
to-end Internet packet dynamics and describes the used methodadlo{la6].
Even today this topic is still under research as shown in [137].

With respect to the evaluation scenario described in this chapter, where ne
worked mobile robots communicate via UMTS, the measurement of aye-w
delays is also relevant. In situations, where important high priority messag
are exchanged between the mobile nodes, or if the data feedback fravhike
robot has to keep defined constraints. This is often the case while a mulixie r

is teleoperated, as the one-way delay characteristics must be knowaeintor
seamlessly integrate the communication channel into the underlying robet c
trol framework. One big challenge of one-way delay measurements tiect
interpretation of the different timestamps of the measured data packet iy
directly influenced of the different clocks at each involved measunemede.

As the expected delays are in the area of 50 milliseconds or more, the aimed

1Endace Measurement Systems, http://www.endace.com (09.02.2010)
2https:/iwww.sprint.net (09.02.2010)
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accuracy of the measurement should be at least in the magnitude wifilisec-
ond in order to allow for a meaningful interpretation of the data with resjgect
the application described in this work. The requested measurememaegtias
high demands on the synchronization, resolution, the accuracy, asttaheof
the clocks.

For the explanation of the terms clock synchronization, clock resolutionk c
accuracy, and clock skew the nomenclature of [136] and [138] @.use

Offset: The offsetO is defined as time difference between the time of the clock
tc and a reference timg: O =tc —t;. Often, a "true" time according to national
standards is used as reference timdn Germany, the "true" reference time is
provided by the "Physikalisch Technische Bundesamt"

Clock synchronization: A clock is synchronized to a given time reference, if
the time offset between clock and reference time is below a given tHdedho
|O| < d. Usually, this threshold is defined by the application. A common method
for clock synchronization of different PCs is the Network Time Prot¢bilP)
[138] which exchanges packets with a time source to estimate the current tim
Thereby, the accuracy of NTP strongly depends on the used opesgsitegn and
the quality of the used network connection. With respect to the currehtgrm
the roles of the network as infrastructure for time synchronization amdjest

to be analyzed turns out to be a drawback, as effects inside the netvaock w
are object of the current analysis potentially effect also the quality ofltakc
synchronization. Another problem of synchronizing different clookdifferent
PCs over a longer period of time is, that PC clocks usually have a clot¢laddfa
clock skew which results in an offset between the formerly synchrdréloeks.
Clock resolution: The clock resolution is the smallest time interval by which
the clock is updated. Nevertheless, a small resolution does not guaeahtgh
accuracy of the clock.

Clock accuracy: The accuracy of the clock at a given timis given by the cur-
rent offsetO(t) and the clock is accurated(t) is zero.

Clock skew and drift: According to [138], the skew of a clock at a particular
moment is given by the frequency difference between the clock itselfnan
tional standards which is equal to the first derivative of its offset witipeet to
the "true" time. It is also said that in reality, clocks usually have some vamiatio
in its skew given by the second derivative of the clock offset with resstzethe

Shttp://www.ptb.de (09.02.2010)
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"true" time, which is called drift [138].

Measurement Methods

The objective of the one-way delay measurements of this chapter israceha
terization of the communication link with respect to the requirements of mobile
robot teleoperation. When a mobile robot is teleoperated, severaltoedans of
different characteristics and requirements are sent via the samewgoation
link. For some data packets, a minimum of delay is desirable, or a maxireum d
lay for reliable transmission is required (e.g. important commands wéibeict

to security issues). Also for the transmission of sensor data or videowrk
link characteristic allows for efficient traffic shaping which will increase link
quality. To get meaningful results for one-way delay measuremergs;ltitk
synchronization of the involved measurement nodes is required. éadgimen-
tioned above, all these clocks have a drift which is not predictable., Thas
synchronization of the clocks has to be repeated from time to time. Thé&aregu
synchronization of the clocks has on one hand the advantage, thafsbel-
tween both clocks is set to zero at particular titgyg(i). But on the other hand,

it might also cause some problems considering the measurement rastitts
shown in Figure 4.2. To give a short explanation of the meaning of Eig.2

let us assume a measurement setup of two PCs which are sending clatts pa
from one PC to the other one and the one-way delay of these packetd sleou
measured. The real propagation delay of the data packets is exactlg 50
course, in reality this will not behave exactly like this, but for understamttie
problem these assumptions can be made. Figure 4.2 is basically dividelrize
parts. The topmost graph shows the offsets of two claikandc2 of different
PCs with respect to a "true" time in milliseconds. In the example of Figure 4.2
both clock offsets0; and Og, are positive which means that both clocks are
progressing faster than the "true" time. It is also observed, that thetaffianges
over the time (cf. the gradient of the green and the red graph in FigRiehdnge
over the time). This variable offset shows drift of the time of each cldtw,
both clocks are synchronized with the "true" timeighdi), which will set the
offset to zero.

The two graphs in the center of the figure describe the situation of the tpacke
transmission. The upper x-axis shows the "true" time-axis of PC 1 arldwles
Xx-axis shows the "true" time-axis of PC 2. At 50 ms of "true" time at PC 1, a
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Figure 4.2: Measurement error due to synchronization.
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packet is transmitted to the second PC and the real one-way delay of ¢tkit pa

in this example is assumed to be exactly 50 ms. Subsequently, additiokatpac
are sent from PC 1 to PC 2 with a given packet inter-departure time ofs50 m
The third and bottom graph, shows the measured one-way delay (O\b@ o
packets at PC 2 in milliseconds. Note that the OWD can only be measured afte
the packet is completely received at PC 2. The x-axis of all the diffeyephs

of Figure 4.2 are aligned and have the same scale. The measured O¥dEket

n now can be described by the following equation:

OWD(n) = Oc1(tx(n)) — Oca(trx (N)) + Atp (4.1)

OWD(n) is the measured one-way delay of packedg,(tix(n)) is the offset of
clock 1 at the particular time of transmissignof packetn with respect to "true"
time, O (trx(N)) is the offset of clock 2 at the particular time of receptigiin)

of packetn, andAty, is the propagation delay of packetin the example of Fig-
ure 4.2 the measured OWD values for the packets 1, 2 and 4 are béilvees
and 48 ms, and for the third packet OWD(3) is at 60 ms. Here, the merasat
error due to synchronization is induced. The sender and the recédesris syn-
chronized with the "true" time while packet 3 is traveling from PC 1 to PC 2.
Thus, the time stamp for sendiftg(3) is taken before the synchronization time
tsynd(i), and the time stamp at the reception of the packet at Bg 3) is taken
after the synchronization when the offset at PC2 is very small due toytire s
chronization. Of course, this error can be much higher in real wotlthseas it
depends strongly on the characteristics of the clock drifts of each clbakhw

is involved in the measurement. For the application to the real world measure
ment scenario, a packet whose sending time staitp is set before a particular
synchronization timesyndi), and whose receiving time starty(n) is set after
tsyndi), cannot be used for data evaluation, as afterwards the correctioe of th
induced measurement error due to synchronization cannot betati@nymore.
For the measurements presented in this chapter, the clocks are gyretreach
second, and for measuring only the relatively small intervals of less 308n
milliseconds following after each particular synchronization time are ugeid.
minimizes the errors caused by unpredictable and variable clock dsftdhea
offsets increase less if the elapsed time interval is short. Also the probiléma o
induced error due to clock synchronization is solved, as no relevakefsmare
en-route during clock synchronization.
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Measurement Setup

Basically, two different measurement scenarios are used for tsemed analy-
sis. In the first scenario, data traffic between a PC and a mobile nodalim&d

(cf. Figure 4.3a). Here, the PC is connected to the Internet via a DSluplia
connection, and the mobile node is connected to the Internet via UMTSeln th
second scenario (cf. Figure 4.3b), two mobile nodes are conneiztddMWTS.

As they are located close to each other, they are even in the same UMTS cell.
As currently UMTS providers allow access to own services only via destica
vpn gateways, the communication in both scenarios uses a vpn tunneluéc

a vpn tunnel increases the data traffic as additional information is adugd e
payload data packet. Thus, also delays are induced — on the one ratwltte
increased data volume, on the other hand also due to processing timestiesid
vpn system itself. Nevertheless, as the use of a vpn is necessary uechsated
services should be used, it is thoroughly necessary to perform negasuts in
this real world setup. In the following sections the term one-way delayyalwa
includes all delays which are created by all the different used techieslagd

the measurements really reflect the situation of an existing system which is pu
chasable on the market.

For both scenarios of Figure 4.3, the measurement program itselfsathe and

GPS module

Internet

provider

umMTS

(U) Base Station
{
#RSZ:&Z g
GPS module
PC2

(a) Measurements between PC and UMTS node \(iz) Measurements between two UMTS nodes.
DSL.

tunnel

VPN
provider

Internet

Figure 4.3: UMTS measurement scenarios.
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the GPS time is used as reference time source. Both measurementeR©s-ar
nected to the same GPS module using a RS232 interface and both P®s recei
the current GPS time simultaneously edlthnc milliseconds (default value is
1000 ms). The measurement program consists of two parts: a cliegtapn
which actively sends data packets, and a server application receiagdck-

ets from the client. As the client carries out active measurements, tieeaged
traffic stream corresponds to the data stream of the application scenbeiata-
lyzed: the remote control of a mobile robot. The server application aEHo@es

the timestamps and stores the experiment data. The functioning of bottapr®

is clearly presented in Figure 4.4. The client synchronizes with the GPS time
source each second and sends data packets with apaelet sizeand a given
packet inter-departure time the client. In order to avoid the above described
error due to time synchronization, packets are marked for evaluatigrioring

the time interval\ty, = tsync+ 150ms with tsyncbeing the particular time of clock
synchronization. All other packets which are sent are just used totheeggm-
munication link in the desired load condition. To get an accurate time value also
in between the particular clock synchronization times,sftem tick countes
used. The resolution of the system tick counter depends on the undesjyang
ating system. For the following measurements, the operating system g@savid
system tick counter resolution ofris. Detailed functions of the client applica-
tion are shown in Figure 4.4a. After the initialization process function is faush
get Ti ckCount () is used to get the curresystem tick courtbefore starting to
create and send the packet. In the next step the packet is created withethe g
size containing the current timestamp. In case it is sent within intétyalit is

also marked for evaluation. FunctiesendPacket () increments thekt _sent
counter by one and sends the packet. Finally, the client program waiteefor
remaining packet inter-departure time which can be calculated by therstiste
count acquired before the packet was created and the packet épartare time
given at program start. As long gkt _sent is smaller than the given number of
packets to be sent, the program continues sending data as descrilzed abo

The functioning of the server application is shown in Figure 4.4b. The time is
synchronized also every second and it uses the same mechanism litetite
application of using theystem tick countdor calculating the accurate time be-
tween particular clock synchronization times. After initialization, the program
waits for measurement packets from the client. As soon as a packetisee,
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Figure 4.4: Simplified SDL diagrams of the measurement programs.
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the current time is calculated. In case the packet is received corredefarture
timestamp of the packet is stored together with the time of the reception and af-
terwards, the program returns to waiting for a new packet to arrivease the
packet transmission is incorrect, it is considered as packet loss.

In Figure 4.4 all functions which potentially influence the measured timeegalu
are colored yellow. With respect to the client application, the loop for sgndin
packets should be repeated with a constant rate given at programAstaiiis

loop contains the functiors eat ePkt (), sendPkt (), andusl eep() , the com-

plete processing time of these three functions should be equal to the paeke
departure timetpigr given at program start. Therefore, the system tick counter
is used to estimate the time elapsed while the packet is created and sent and
usl eep() will wait for the periodtysiees) = tpidt — tcreatePkt) — tsendPke)- The
delay induced by processing buffers of protocol stacks while seratingceiv-

ing data occurs in the functiorsendPkt () andr xDat a() . This delay must not

be excluded from the measurement as it also occurs in the real caoation
process between two nodes and thus, it belongs to the one-way deldy ighic
objective of the measurements. A detailed analysis of the above pre settp
shows, that this method suits very well for measuring the one-way dildkie
following scenarios. The one-way delays are expected to be in the magmifu
several 10 milliseconds.

4.2 Link Analysis of UMTS for Mobile Robot
Teleoperation

This section gives now a detailed analysis of the communication charnarelach
teristics for a mobile robot being teleoperated via UMTS It starts with a gescr
tion of the experiment setup. Then, packet inter-arrival times, ratpdimes,
one-way delays, and packet loss are characterized in differemqtssetuich are
typical for telerobotics. Finally, a discussion of the results is given.

4.2.1 Scenario Setup

The focus of this section is set on teleoperation of a mobile robot via UMTS
communication link and the characterization of the communication link in order
to allow for a seamless teleoperation of the robot. Therefore, threeatiffeest
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setups are analyzed:

e The connection between one robot connected to UMTS and a PC con-
nected to the Internet via DSL (16 MB#) (Mode 1).

e The connection of two mobile robots via UMTS (Mode 2). In this case,
only the two robots generate traffic.

e The connection of two mobile robots via UMTS while a third UMTS node
is transmitting a large amount of data to the Internet (Mode 3).

In a first step, the data for teleoperation is generated without a connéation
real robot hardware. The mobile clients are represented by mini P@hare
connected to the Internet via a USB UMTS device (Huawei 3G modeni$. Th
device supports HSDPA and HSUPA broadband data transmission $éisale
normal UMTS mode and it is used for all tests presented in this work eGthyr
all UMTS access providers do not provide public IP addresses, sumlly pro-
prietary services are blocked. Therefore, each UMTS node joinsuabprivate
network using openvgn(cf. Figure 4.5). Thus, a physical, and a hardware com-
ponent is present (cf. left part of Figure 4.5), and a logical oyeglaet on top of
this (cf. right side of Figure 4.5) which enables easy addressingabf embile
node. Usually, the UMTS specification promises a reliable packet trasismis
every 20 milliseconds. To get an idea of the link behavior, for each ofites
above mentioned modes, data streams of different sizes are gehératmea-
surement categories, the packet inter-arrival time is analyzed as #ridrispor-
tant criterion for video and sensor data transmission. The round trip tite (
is investigated as this two-way delay is also very important in case the mobile
robot is teleoperated directly by a human operator. For the packetartea
time analysis, data is transmitted only one-way and the packet interaimiea
is plotted at the destination node. Therefore, data is generated with & peeke
of 2048 bytes and a packet inter-departure time of 10, 20, 50, anchilldec-
onds are generated. This results in packet streams of 20, 40, IDROGkbytes
per second. The round trip time measurements use ICMP ping packetheith
size set to 2040 bytes of payload and 8 bytes ICMP header. Here rtiénser-
vals for ping packets are also set to 10, 20, 50, and 100 ms whichajeseiata
streams comparable to the above described tests for the packet iitartane.

“http://openvpn.net (09.02.2010)
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Figure 4.5: Connecting mobile robots via UMTS.

Of course, the data stream for the round trip time tests are transmitted in both
directions — from the source to the destination robot and back.

4.2.2 Packet Inter-Arrival Time

For this analysis, the packet inter-arrival time at the destination nodeasured.
Also the number of packets is counted. The results are displayed in fastsegr
with a bin size of 2 milliseconds. The smallest bin holds all values between 0
and its own value, and the bin with the highest value holds also all largersvalue
up to infinity. The x-axis shows the packet inter-arrival time in secomdsthe
y-axis shows the relative frequency of occurrence. As the dataf $beanea-
surements contains enough data to prove that the resulting distributionles stab
the relative frequency of occurrence can be considered as eqtha pyobabil-

ity of occurrence of the corresponding packet inter-arrival timesuRs of the
following sections were partially published in [7].
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Connection between Internet PC and UMTS node

For this setup, the packet inter-arrival time is measured in both directizns
packet streams of 20, 100, and 200 kbytes/sec. Figure 4.6 showsstlles for
the 20 kbytes/sec stream. The packet inter-departure time for this Ssedif
milliseconds. The upper subplot of Figure 4.6 shows, that more thé&& &0
the packets arrive with an inter-arrival time of 100 ms. Approximateigtiaer
10% arrive with an inter-arrival time of 90 ms and 110 ms respectiVay.the
opposite direction — from UMTS node to Internet PC (cf. lower subpldgigf
ure 4.6)— the result is completely different. Here, the packet intérahtime is
closely distributed around the expected packet value of 100 milliseconds.

Internet to UMTS 20 kbytes/sec
T T T

o o
> o

o
N

probability of occurence

o

0.08 0.09 0.1 0.11 0.12
packet inter-arrival time [s]
UMTS to Internet 20 kbytes/sec

0.6F
0.4
0.2F I 1
0
0.08 0.09 0.1 0.11 0.12
packet inter-arrival time [s]

probability of occurence

Figure 4.6: Packet inter-arrival time between Internet PC and UMddg and a
data bandwidth of 20 kbytes/sec.

For the stream with a bit rate of 100 kbytes/sec, the results between the both
investigated transmission directions vary significantly (see Figure 4f7heé\
UMTS node, more than 50% of the transmitted packets arrive with an inter-
arrival-time of 20 ms and two other peaks with 10% each are visible attabou
10 ms and 30 ms. For the packet inter-arrival time for the transmisgiectidn
from UMTS node to Internet PC, only about 13% of the packets havetan in
arrival time of 20 ms. Here, also small peaks at 10ms and 3®n@84 each), as
well as a high amount of packets with 5 ms or less13%) and with 40 ms or
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more ¢ 7%) are present.
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Figure 4.7: Packet inter-arrival time between Internet PC and UMId& mnd a
data bandwidth of 100 kbytes/sec.

Also for the 200 kbytes/sec stream, the results for both directions are quite
different (cf. Figure 4.8). For the transmission from Internet PC kT3 node
more than 40% of the packets have an inter-arrival time of 10 ms whiglke-co
sponds to the present packet inter-departure time. More than 20% pathkets
have an inter-arrival time of 4 ms and less. For the other transmissiectidin
— from UMTS to internet PC — only about 20% of the packets arrive with the
expected inter-arrival time of 10 ms. A second peak of about 18%eksepit for
an inter-arrival time of 4 ms and less. Most of the other packets arébdistd to
inter-arrival times between 4 ms and 36 ms.
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Figure 4.8: Packet inter-arrival time between Internet PC and UMId& mnd a
data bandwidth of 200 kbytes/sec.

UMTS to UMTS connection

This section shows the results of transmissions between two UMTS naalds. E
upper subplot of Figures 4.9, 4.10, and 4.11 show the packetantieal times
when traffic is transmitted only between the two involved nodes. The lovier su
plots of these Figures show the inter-arrival time of the packets while a third
UMTS node transmits a large file to an Internet PC. Thus, this data streatn mu
share the UMTS cell capacity with the measured data stream.

Figure 4.9 shows the results for the 20 kbytes/sec stream. Here, liofs se
show similar results. The majority of the packets has an inter-arrival tirhé®
ms (33% without additional traffic and 28% with additional traffic) and akmos
all other inter-arrival times are distributed in 10 ms intervals at 80 ms, 0 m
110 ms, and 120 ms. For this stream, the additionally generated trafficeed
the amount of the packets with an inter-arrival time of 100 ms for apprately
5%.

In Figure 4.10 the results are displayed for the 100 kbytes/sec stream with
a packet inter-departure time of 20 ms. In both situations, almost 20%eof th
packets have an inter-arrival time of 20 ms. In case of no additionafigrgéed
traffic, more than 55% of the packets arrive with an inter-arrival timesd than
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Figure 4.9: Packet inter-arrival time between UMTS nodes and a datwidth
of 20 kbytes/sec.

10 ms. In case additional traffic is generated, only about 42% of tHesfsalave
an inter-arrival time of 10 ms or less. The remaining packet intevatimes are
distributed at peaks around 30 ms and 40 ms.

The results of the 200 kbytes/sec stream displayed in Figure 4.11 arer$amila
the above described observations for the 100 kbytes/sec streamdditierzlly
generated traffic reduces the amount of packets at the expectedrintet-time
of 10 ms for about 5%, and the remaining packets are again located inthe
with 10 ms inter-bin distance and inter-arrival times of less than 4 ms, 2@0ns
ms, and 40 ms.

Finally, the effective receiving bit rates of the payload data is shownlie$a
4.1 and 4.2. Table 4.1 shows the results of the test runs between UbtiESand
Internet PC and Table 4.2 shows the results of the test between two UbtS n
without additionally generated traffic (Mode 2) and between two UMTS siode
with additionally generated traffic (Mode 3). These two tables give an ititeeo
present packet loss during the test runs. Surprisingly good reselichieved
for all data streams during the transmission from Internet PC to UMT®.rlad
the opposite direction, an increased packet loss is observed for thd21e3/sec
stream. For Mode 2 and Mode 3, where two UMTS nodes communicated with
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Figure 4.10: Packet inter-arrival time between UMTS nodes and aluatd-
width of 100 kbytes/sec.
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each other, the packet loss was significantly higher.

sending data rate receiving at UMTS node receiving at Internet PQ
20 kbytes/s 19.20 kbytes/s 19.58 kbytes/s
100 kbytes/s 98.09 kbytes/s 92.62 kbytes/s
200 kbytes/s 194.33 kbytes/s 162.82 kbytes/s

Table 4.1: Resulting effective payload bit rates at the receiving node.

sending data rate receiving Mode 2| receiving Mode 3
20 kbytes/s 16.19 kbytes/s 19.31 kbytes/s
100 kbytes/s 94.03 kbytes/s 92.53 kbytes/s
200 kbytes/s 141.80 kbytes/s | 125.61 kbytes/s

Table 4.2: Resulting effective payload bit rates at the receiving node.

4.2.3 Round Trip Times

Figure 4.12 shows the measured round trip times for the generate@tpack
streams. Mode 1 corresponds to the Internet-UMTS node scenaride Rlds

the transmission between two UMTS nodes without additionally generated traf
fic and for Mode 3, the data exchange of two UMTS nodes is measuritel avh
third node transmits additional data to an Internet PC. These box-plotstebo
median of the measured values (horizontal line) and the box shows 5@% o
values bounded by the lower 25% quartile and the upper 75% quartile eFurth
more, lines indicate the most extreme values within 1.5 times the interquartile
range from the ends of the box and extreme values lying outside thisrbande
marked with crosses. For the three streams with 20 kbyte/s, 50% of ttsureda

rtt values are distributed very close to the corresponding median. A siatitar
servation can be made for the 40 kbyte/s stream in Mode 1 and Mode &rand
the 100 kbyte/s stream in the Mode 1 scenario. As expected, the largesioves
appear for the high bandwidth streams with 200 kbyte/s and the 100 kbgaerstr

in Mode 3 with the additionally generated traffic. In general, often 50% of the
measured rtt values of each test run are located quite close to thepoomiasy
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median. Only few extreme values are measured below the lower 25%leuar
border and sometimes, very high rtt values are measured abovepgbehgyder

of the 75% quartile (e.g. for the 100 kbyte/s stream in Mode 3). As the-confi
dence intervals with respect to the median values of these measuremerts d
overlap at all, the distributions of these measured data rows can be exmtsas
significantly different. Thus, the later used application to mobile robotics mus
consider these high round trip times which occur sometimes and mustebab
handle this large variability.
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Figure 4.12: Round trip times in milliseconds (Mode (1): Internet-UMT 9kl
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4.2.4 One-Way Delay for Data Streams

The one-way delay is measured using the method explained in Secti@n 4.1.
Therefore, six traffic streams which are typical for robotics applicat{ch Ta-
ble 4.3) are generated with a different packet inter-departure timg {piceach
of these streams. Each packet has a payload of 100 bytes. Additidvestjers of
IP, UDP, and the VPN increase the complete packet size to 161 bytekeadya

stream ID | pidt [ms] | bandwidth application ‘
A 2 80.5 %3 real time sensor data 500 Hz
B 5 32.2%3 real time sensor data 200 Hz
c 10 | 16.152% | real time sensor data 100 Hz
D 20 | 9.05K | real time sensor data 50 H
E 50 3.22%’2‘3 manual robot teleoperatio
F 100 1.61%e manual robot teleoperatio

Table 4.3: Generated traffic streams for the measurements.

mentioned in Section 4.1.2, the measurement method does not usertplet
interval between the particular clock synchronization times for the meamnt

in order to avoid errors due to packets being en-route during clockhsyniza-
tion. The following setup measures only packets which are sent within gte fir
150 ms after a particular clock synchronization time. The other packeténate
not taken into account for measurement, as they are sent more thanslafter
clock synchronization, are only used to keep the communication link in the de
sired load status. For all measurements 1000 packets are markealioaton,
and thus, for each test run 66667 packé1D00ms/150ms) - 10000) are mea-
sured. The OWD is evaluated in three scenarios: both communicatiotiairec
between mobile node and Internet PC (cf. Figure 4.3a), and the coioation
between two mobile nodes (cf. Figure 4.3b). The results for the OWDunea
ments for the direction frormternet PC to mobile nodare shown in Figure 4.13.
The x-axis specifies the measured OWD in milliseconds, and the y-aes thie
relative frequency, and thus, the probability of occurrence of theesponding
OWD value. To get a clear diagram of the distribution of the measuredvaye-
delays, each histogram plot in Figure 4.13 uses bin sizes of 5 ms forWie O
values. At first view, apart from stream F, the resulting OWD measengsrfor

160



4.2 Link Analysis of UMTS for Mobile Robot Teleoperation

o o
S ®

°
>

o o o o
E S e =

°

probability of occurence [%]
o
&

probabilty of occurence [%]

probability of occurence [%]
o
&

1

0 100 200 300 400 500 600
one way delay [ms]

(a) Packet inter-departure time 2 ms

o 100 200 300 400 500 600
one way delay [ms]

(c) Packet inter-departure time 10 ms

0 100 200

300 400 500 600
one way delay [ms]

(e) Packet inter-departure time 50 ms

probability of occurence [%]
©c o o o o o o
S &8 8 &8 &8 8 &

°
2

°

0 100 200 300 400 500 600
one way delay [ms]

(b) Packet inter-departure time 5 ms

probability of occurence [%]
o
&

o 100 200 300 400 500 600
one way delay [ms]

(d) Packet inter-departure time 20 ms

°

probabilty of occurence [%]

0.1 '
o
o 100 200 300
one way delay [ms]

500 600

(f) Packet inter-departure time 100 ms

Figure 4.13: UMTS one-way delay from Internet PC to mobile node.
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the different data streams show similar characteristics. The histogfahesdis-
tributions rise very fast in the beginning, and the majority of the measuvéd O
values of each stream are in the bins containing values between 50 ms arsd 7
In the developing of the graph, all distributions show a small tail which is sig-
nificantly decreased for bin sizes higher than H® An analysis of important
statistical parameters like the minimum, maximum, mean, and the median val-
ues of the OWD measurements for each stream gives a more detailedwiew
the OWD distributions (cf. Table 4.4). The minimum values are betweemd 1
(stream F) and 4Bs(stream B) which is quite similar for all tested data streams,
whereas characteristics like maximum and mean values differ much Moee
maximum values are in the range from 308 (stream C) up to 98ms(stream

E), and the mean values are in the range fron bths(stream E) up to 1084 ms
(stream F). Consistent with the observations in Figure 4.13, the medisas\vat

the streams are in the same range fronm&(stream E) to 94ns(stream F).

inter-departure

. 2ms | 5ms | 10ms | 20ms | 50ms | 100 ms
time

min. [ms] 41 43 42 41 38 11
max. [ms] 549 487 306 321 985 742
mean [ms] 7252 | 61.05| 61.00 | 57.69 | 56.71 | 100.34
median [ms] 61 54 54 54 51 94

Table 4.4: Statistical data for the OWD measurements Internet PC to mobile
node.

The pretended similarities of the distributions shown in Figure 4.13 might lead
to the conclusion, that the packet inter-departure time of the packetsiofiata
stream does not significantly influence the resulting OWD. To give anemsw
this question, the distributions of the streams are compared using boxplots in
cluding the 95%-confidence interval around the median. In case thileonce
intervals around the median value of each distribution do not overlapijstre d
butions differ significantly with respect to the median. Figure 4.14 shoeseth
boxplots for the streams of Figure 4.13. Figure 4.14a shows the ctaripie-
plots for the six data streams, including also the outliers. As the values & thes
outliers are relatively large, the details around the median values aranshow
Figure 4.14b, which enlarges the area of interest of Figure 4.14an®tches
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Figure 4.14: Boxplots for UMTS one-way delay from Internet PC to iteob
node.
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of the boxes show the size of the 95%-confidence interval of the gameling
median value, and it is obvious, that these confidence intervals of tlezedfiff
OWD measurements do not overlap. Thus, the distributions of the OWD mea
surements of the streams can be considered as significantly differentsie

of the notches gives the size of the confidence interval, and Figuré 4Hcivs
also, that the size of the confidence interval is quite small, which is an indica-
tor for taking enough measurement values into account for evaluatimaér to
provide a representative test.

Nevertheless, with respect to the application of mobile robotics, the reseilts a
important. The minimum delay investigated for this communication direction is
about 11- 43 ms The maximum delay which is measured has no really guaran-
teed upper bound, and outliers occur with values up tori85rhese measure-
ments include only successfully transmitted data packets. The packethads
occurred during these experiments will be analyzed in the following section

In addition to the results above, now the opposite direction of sending data is
investigated in order to get a complete analysis of the communication dizaane
pabilities. Now, the mobile node creates data, and the Internet PC is tivdngce
node. These measurements use the same data streams as the aBavemezas
(cf. Table 4.3). Figure 4.15 shows the UMTS one-way delay fnooiile node to
Internet PC Compared to the one-way delays fradnternet PC to mobile node
(shown in Figure 4.13), the results of the measurements for the dirdiction
mobile node to Internet PGee Figure 4.15) have completely different charac-
teristics. The most peculiar results are obtained from the measurefreréam
A (Figure 4.15a). These measured OWD values show a quite broaithwlistn
compared to the other results of Figure 4.15, and for stream A no obedr qf
the OWD values exist. For the streams B to F, the OWD distributions show a sim-
ilar behavior. But investigating details of the statistical data (cf. Table 4&ys
a difference of about 1énsbetween the minimum values of streams B,C and
D,E. Also the differences in the maximum, the mean, and median valises ra
the suspicion that the OWD distributions are different and ask for a neiedied
evaluation.

Therefore, again boxplots with the 95%-confidence interval aroundntire
dian are used for the evaluation of the OWD distributions. Figure 4.168assho
the complete boxplots for all measurements, whereas Figure 4.18bydism
enlarged section around the median values and the correspondindecmefin-
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Figure 4.15: UMTS one-way delay from mobile node to Internet PC.
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Figure 4.16: Boxplots for UMTS one-way delay from mobile node to Imtér
PC.
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inter-departure

) 2ms 5ms 10ms | 20ms | 50 ms | 100 ms
time

min. [ms] 205 56 54 63 63 13
max. [ms] 1161 688 881 1304 807 2142
mean [ms] 311.79 | 103.23 | 110.88 | 114.94 | 98.65 | 102.98
median [ms] 265 70 70 86 84 94

Table 4.5: Statistical data for the OWD measurements from mobile nodeete In
net PC.

tervals. As already expected due to the distributions shown in Figure #hd5,
median value of data stream A (2s packet inter-departure time) has a much
higher value of 268nscompared to the other streams. Also the confidence in-
tervals of the OWD measurement value distributions do not overlap, idects
again to the conclusion, that also for this communication direction the distribu-
tions of the OWD values differ significantly.

The above investigated communication directions are both using the identical
physical medias. The difference between these two setups is just theadinm
which the packets are sent. Now, the setup is changed in order to analizekth
characteristics for the connectibetween two mobile nodeBoth mobile nodes
are connected to the Internet via UMTS link and a VPN connection is estailish
as shown in Figure 4.3b. Again, the six different data streams (sde Z&) are
transmitted.

Figure 4.17 shows the distributions of the OWD values for all these streams
measured for the communicatidretween two UMTS mobile node&gain,
stream A shows a quite broad distribution of the OWD values without a clear
peak. The distributions of the other streams show a clear peak with diffesen
their amplitude. For all data streams of this scenario, the measured OWé&sva
are higher than the measured values of the scenarios of UMTS nodeatand
net PC. Comparing the statistical data of Table 4.6 and the data of the ysevio
scenarios (cf. Tables 4.4 and 4.5) shows, that for the OWD betweeMTS
mobile nodes the measured minimum (1247msg, maximum (674- 1832mg),
mean (133€6— 337.06 mg, and median values (111306 mg are significantly
higher than the corresponding values of the previous measurenteps se

Also for this scenario, boxplots with a 95% confidence interval are used to
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Figure 4.17: UMTS one-way delay from mobile node to mobile node.
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inter-departure

) 2ms 5ms 10ms | 20ms | 50ms | 100 ms
time

min. [ms] 247 98 95 102 113 19
max. [ms] 1220 759 1832 674 828 1119
mean [ms] 337.06 | 133.96 | 135.01 | 145.98 | 180.57 | 169.15
median [ms] 306 116 111 128 161 161

Table 4.6: Statistical data for the OWD measurements from mobile node-to mo
bile node.

compare the OWD distributions (see Figure 4.18). Figure 4.18a shensott

plots including the outliers for streams A to F, and Figure 4.18b shows the an
enlarged area around the confidence intervals of each stream. Agaiconfi-
dence intervals of the OWD value distribution of each stream do not ovetap

the OWD distributions can be considered as significantly different.

A direct comparison of the results of all three different measuremmetups
is given in Figure 4.19, where the corresponding cumulative distribdtioo-
tions (CDFs) of the OWD measurement value distributions are showrx-akis
show the OWD in milliseconds, and the y-axis give the number of packgte(in
cent) having an equal or less OWD than the corresponding x-valueeHgioa
shows the CDFs of the results of theernet PC to mobile nodsetup, Figure
4.19b shows the CDFs of the OWD distributions of thebile node to Internet
PCdirection, and in Figure 4.19c, the CDFs for the results oftimbile node to
mobile nodecommunication scenario are given. In general, all displayed graphs
have a high slope in the beginning, and at a particular point, the slopeadesre
very fast. This area, where the slope is decreasing fast, is of spaeiedst) as
the location of this area is a descriptor of the performance of the camdsy
data stream. The more this area is in the left upper part of the figureettez Is
the performance of the corresponding stream. Comparing the stesfigtiFig-
ure 4.19, it can be observed, that the location of this particular areasdffom
scenario to scenario. For the scenario which investigates the communidéatio
rection frominternet PC to mobile nod®0% of the packets of the streams B, C,
D, E have an OWD of less than 7is For stream A, 90% of the packets have
an OWD of less than 10fs and for stream F the OWD for 90% of the packets
is significantly higher with 16Ins For all streams, 70% of the packets have an
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Figure 4.19: Cumulative distribution function for different OWD measnent
scenarios and different data streams.
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OWD of less than 100ns Above the 80% threshold, the slopes of the graphs
of streams A, B, C, D, and E decrease quickly and the best perfaerzfrthis
setup is achieved for stream F. The results for the direction fravhile node

to Internet PCare shown in Figure 4.19b. The cumulative distribution functions
of the measurements between two mobile nodes (cf. Figure 4.19c)ecaplib

in three groups: group one with stream A, group two with streams B, Cn®, a
group three with streams E and F. The graph of stream A contains theshighe
OWD values, and for 80% of the packets an OWD of up to 86fhas to be
expected. For the streams B,C, and D, 80% of the packets have an OW&& 0
than 141Ims and for the streams E and F 80% of the packets arrive with an OWD
of less than 177ns It is also seen, that in the range between 86% and 90% of
the packets on the y-axis, group two and group three are merged a@bDthe

of stream A still differs significantly from all other streams. Neverthelasth

Stream Internet PCto | Mobile node to | Mobile node to
mobile node Internet PC mobile node
A < 101ms < 457ms < 463ms
B <72ms <207ms < 189ms
C <77ms <219ms < 190ms
D < 67ms < 193ms < 202ms
E < 66ms < 148ms < 239ms
F < 161ms <121ms < 184ms

Table 4.7: Measured OWD for 90% of the packets.

respect to teleoperation of mobile robots experiences from experiraedtsn-
plementations have shown, that a useful indicator is the threshold folo9€3%
packets. A short summary of these results is given in Table 4.7, anchiserved
that for this 90% threshold stream F performed best for the scenaiibghe
communication frommobile node to Internet P@nd with the communication
between two mobile nodes. In case data is sent frdernet PC to mobile node
stream F performs worst. In general, the smallest OWD values arauneed®er

the Internet to mobile node scenario, and the largest OWD is observee in th
mobile node to mobile nodsetup.
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4.2.5 Packet Loss for Data Streams

In addition to the one-way delay evaluations of the previous section now the
packet loss for these above situations are analyzed. The resultomne ishTa-

ble 4.8. In general, for each of the three scenarios, a smaller patketieparture
time results in a higher packet loss ratio. For all three measuremenssstitgam

A with 2 ms packet inter-departure time has the highest packet loss, and the
largest packet loss ratio of 3o occurs in the scenario with the communication
between two mobile nodes. Comparing streams B, C, D, and E on scénaalio
shows the highest packet loss level for thebile node to Internet P&cenario,
whereas the performance of streams B, C, D, and E for the scehateoset PC

to mobile nodeand mobile node to mobile nodghows only minor differences
with respect to the packet loss. Within a particular scenario, streams BaweE h
the smallest packet loss ratio.

inter-departure | Internet PCto| Mobile node to | Mobile node to
time mobile node Internet PC mobile node

2 ms (Stream A) 3.8% 15% 36.8%

5 ms (Stream B) <0.1% 9% 0.9%

10 ms (Stream C) 0.4% 10% 0.2%
20 ms (Stream D) <0.1% 7% 0.1%

50 ms (Stream E) 0.1% 2% <0.1%
100 ms (Stream F) 1.9% 7% 0.14%

Table 4.8: Packet loss during OWD measurements.

4.2.6 One-Way Delay an Packet Loss for Single Messages

The previous sections investigated the OWD of data streams with packet inter
departure times between 2 and 100 milliseconds. This section is focusbe on
analysis of the OWD which is present for the transmission of single messag
Especially the areas of networked robotics and mobile robotics provichemnu

ous applications for sending of single messages. An example for ssggnario

is the periodical but relatively seldom transmission of important statusages.

The bandwidth allocation for a UMTS data link depends on provider spétific
plementations and has a major effect on the applications in the area of mobile

173



4 Mobile Robot Teleoperation using 3G Telecommunication Technologies

robotics. Thus, a detailed investigation of the link behavior is necessargén o

to realize mobile robot teleoperation and networked mobile robots via UMTS
links. The following experiment uses the same setup than the experimehés in
previous sections. Each message contains 100 bytes of payload anesb@ges
have a packet inter-departure time of 60 seconds. The experimeneapec-
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Figure 4.20: OWD for single messages sent over UMTS.

tively the measurements were done for a 24 hour period. Results ofxiiesie
ments are shown in Figure 4.20 and Table 4.9 gives the relevant statistiador

the measured OWD values. The OWD mean value ofi3nilliseconds and the
OWD median value of 132 milliseconds is comparable to the mean and median
values of the data streams with 10 and 20 milliseconds of packet intertdepa
time. The minimum value of the single message experiment is relatively small
and with 22 ms it is in the range of the data stream with 100 ms packet inter-
departure time.

The packet loss for these measurements is very small. The test dusafidn
hours and each 60 seconds, a message is sent. Only 10 packetssvdrgitn

the above described experiment which corresponds to a packef RE960.
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min. value 22

max. value 682

mean value| 13918
median 132

Table 4.9: Statistical data for single messages sent via UMTS link.

4.2.7 Reflections on Transport Layer Behavior

The aspects of mobility and wireless communication are a big advantagh whic
can be used in many application areas. Nevertheless, the mobility of andes
wireless communication has also a big influence on the design requireofatits
protocol layers. Usually, the mobility aspect of radio networks hasdyreabe
supported in the lowest layers (e.g. physical layer and data link laytbeddS-
1/ISO model). But just implementing mechanisms for robust communicéite
error correction or packet retransmissions on these lower layersssffigient to
provide connectivity and mobility to the upper layers, to the application, orto th
users. In order to provide connectivity and mobility to applications in a pramns
ent way, usually addressing mechanisms are implemented on the nddyerk
(layer 3) and flow control is covered by the network layer (layer 4usTtalso
the well known protocols like UDP or TCP, which are often used on laykave

to support mobility aspects. On the one hand, the communication of applisatio
can be based on connections as it is usually done by using TCP conseQion
the other hand, also connectionless packet based communicationusedie.g.
UDP). Usually, connectionless protocols like UDP have a simple designand
easily be used in mobile networks. Of course, in this case, reliable pmaket
mission from source to destination is not guaranteed by the transpartGoe
nection oriented protocols like TCP are much more complicated and doankt w
properly in mobile scenarios without additional mechanisms. In ordenable
TCP and its flow control mechanisms to be used in mobile wireless networks,
several mechanisms were developed in the past in order to allow thé T€&0

in mobile radio networks. In cable networks packet loss usually resolts link
overload. These overload situations cause congestion at network, raodkac-
cordingly, the overloaded nodes will discard data packets. Thus, traalifleCP
interprets packet loss as network overload and reduces the thrdughgder

to recover. Mechanisms like TCP slow-start, fast retransmit, or fastezy (for
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more details please refer to [139]) enable TCP to react on the abowglses
congestion situations and packet losses. All these mechanisms alsgaysey
that the reason for the packet loss is an overload situation at one onetarerk
nodes. In contrast to cable networks, the main reason for packehlesseless
networks is usually the radio link, as it is much more susceptible to intederen
than cable connections. Thus, the bit error rate for data transmissioadim

link is by orders of magnitude higher than the bit error rate while transmitting
data via cable connections. Mechanisms on the physical layer and dalaykemk

of wireless connections (e.g. forward error correction or paekeansmissions)
can diminish the effect of physical interferences. Unfortunately, tirpitodplems

for protocols on higher layers will occur as the default protocol patars are
designed for the application in highly reliable cable networks and not for the
application in mobile wireless environments. Despite the already describkd p
lems due to interferences on the radio link, also problems due to mobilitgtaspe
can arise, as a high grade of mobility results in a low link persistence with fre-
quent changes of the network topology. In order to use TCP on theteriayer

of mobile radio networks, new protocol versions of TCP with sever@resion
were developed in the past. These extensions enable TCP to minimize some o
the above described problems while being compatible to older existing TCP im-
plementations. Among the recently developed approaches indirectTIGEP|

(see [140]) is one of the oldest extensions. Here, the network is segdby a
foreign agentinto a mobile segment running I-TCP, and a static network using
traditional TCP. The segmentation of the network is a considerable disadva
tage of I-TCP, as the end-to-end flow control is relayed byftineign agentn

a non-transparent way. Snooping TCP works transparent for fhliEaion and
connects mobile nodes and static network nodes via an agent which és-buff
ing the data. For more details please refer to [141] and [142]. For mesweth
intermittent connectivity mobile TCP (M-TCP) was developed (for mortaite
please refer to [143]). Unfortunately, M-TCP requires an updatewfork hard-
ware, as well as partial adjustments of the used protocols. The integeodtioa

fast retransmit / fast recovenmypechanisms into TCP (cf. [144]) prevents the ac-
tivation of theslow-startmechanism in case of roaming, and due togblkective
acknowledgmentsiechanism only corrupted or lost data packets are retransmit-
ted [145]. For the application of TCP in 3G telecommunication networksakve
suggestions and recommendations were made [146]. In the pastugtsestions
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were published with respect to the size of theximum transmission ur(TU)
[147], selective acknowledgmenlisnited transmiff148], andexplicit congestion
notification[149]. Recently, also proxy-based architectures were developed to b
used in mobile networks [150], whereas the capabilities of these peafaren
enhancing proxies in combination with IP security mechanisms are limited. To
improve the performance in networks with limited bandwidth RFC 3E3i¢to-

end Performance Implications of Slow Lipk$51] gives recommendations with
respect to MTU and header compression, and RFC 3EbS-o-end Perfor-
mance Implications of Links with Error§l152] lists recommendations for using
TCP via wireless links.

In summary, the above described approaches can improve therparfce of
TCP in some special situations, but nevertheless, there is no existiregsadiap-
proach to enable full TCP performance in all kinds and scenarios bilewire-
less networks. Thus, also the conclusion of [28], that the idea of adtsgam
oriented flow control protocol like TCP does not really fit with the ephextitgr
of links in wireless networks, can be understood. With respect to the applic
to mobile robotics, often real-time traffic has to be supported. In this da&&e,
would not be the best choice, as retransmissions of lost packets watilceju
store obsolete data. Recently, TCP was also used in robotics applicatiogdgin o
to receive acknowledgments for successfully transmitted packetguguising
TCP to benefit from acknowledgments is not the real idea of this protsctiie
main reason for using TCP is the implemented flow control. Thus, TCPidhou
only be applied in case the provided flow control is really required.

4.2.8 Summary

In order to get a firstimpression of the link behavior, measuremeitigegfacket
inter-arrival times were done for three different setups. Data ssedrR0, 100,

and 200 kbytes/sec were measured for the communicationfS device to
Internet PC from Internet PC to UMTS devi¢and fromUMTS device to UMTS
device For all measurements of the transmission direction towards UMTS de-
vices, the packet inter-arrival times are clustered in slots each 10 nolidsc

The measurements of the opposite communication direction do not show this
separation of the packet inter-arrival into time slots.

The above mentioned data streams with 20, 100, and 200 kbytes/seala@re
used for round trip time measurements. The generated diagram givgsiew
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of the round trip times which have to be expected in the present scenados a
also indications for the round trip time distribution of each stream in the corre-
sponding scenario are given. Resulting round trip times strongly depetige
scenario and the data rate of the transmitted data stream and the mearaxalues
in the range of 130 ms to 460 ms.

The three different setups were also used for the measurement ohéheay
delay. The data streams which were generated for these experiméatgrdiin

the above generated streams in terms of packet size and packetapseteote
times. Here, the packet size is constant for all data streams and thet paek-
departure times are varied (2, 5, 10, 20, and 100 milliseconds). Tevayn delay
was analyzed for these different data streams in three the differenases. It
was shown how these different data stream characteristics affect¢heay de-
lays of the data packets of each stream. It could be clearly shown hdnténeet
data transmission influences the measured one-way delay times atehengc
node. The measured one-way delays are distributed relatively brozabeof
transmitting packets from UMTS devices to the Internet PC with a packet inter
departure time of 2 ms, and one-way delays between 200 ms and 310 the f
scenarioUMTS to Internet P and respectively between 250 ms and 350 ms
for theUMTS to UMTSscenario are measured. The distribution of the measured
one-way delays of the same data stream in opposite transmission diréehies s

a completely different behavior and a clear peak at about 70 ms is viSibée
one-way delays for all data streams in th@ITS device to UMTS deviseenario
were higher (all mean values above 130 ms) than in the other two scerexio
plicitly for the data stream with 2 ms packet inter-departure time. The analysis
of the packet loss showed, that the packet loss is relatively small foddte
streams with a packet inter-departure time of at least 5 ms, and withtpatke
departure times of 2 ms, the packet loss increases. Comparing thetkregios
shows that the highest packet loss of®6 occurs for the scenarldMTS to In-
ternet It was also observed, that the one-way delay for the data stream wish 2 m
packet inter-departure time was much smaller for the transmission diréciim
Internet PC to UMTS device than in the opposite direction. Typical seregar d
packets with a small packet size should not be sent with a packet irgartdee
time smaller than 5 ms in order to keep the packet loss ratio and one-wag dela
low. For packet inter-departure times between 5 ms and 100 ms, ondehsys
between 56 ms and 170ms have to be expected (depending on théscenar
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In addition to the data streams, also the one-way delay and the packebioss f
the transmission of single messages was investigated. This experirselts ie

a very small packet loss of abou@% and the measured one-way delays have
a mean value of about 139 ms.

Now, these results provide a basis to design systems which are able tdeprov
reliable mobile robot teleoperation via links with the above mentioned one-way
delay, round trip time, and packet loss characteristics. Details on suahpdin
cation example are given in the next section.

4.3 Application: Mobile Robot Teleoperation via UMTS

This section provides detailed insights into different experiments in whidfileno
robots are controlled remotely via UMTS. Two different mobile robot plaifs
are used for these real world tests as the systems differ in the implemerghtio
the communication between robot hardware and control PC. One piatfees
the well known Player software framework [153] and transmits sedata via
TCP, the other platform was developed by the robotics team at the Uihjvefs
Wirzburg and uses UDP for sensor data transmission.

4.3.1 Setup and Requirements

For these application scenarios, a Pioneer 3-AT robot and a MERLIbt r@re
teleoperated. The mobile robots are connected to a Laptop via UMTS{ap s

in Figure 4.5). The mobile robot platform has a mini PC with a 12200MHzgse

sor and 1GB RAM. The Pioneer Robot is equipped with a network vide@rmam
AXIS 221 and the MERLIN robot has an AXIS 213 pan-tilt-zoom cam@&tee
cameras are connected to one of the network interfaces of the onBGaathd

a motion JPEG video stream is forwarded via port 80 to the laptop. For the ex
periment, different resolutions of the video streams are used andathe fiate is
limited to 7 frames per second for the setup without HSUPA, and 14 fraeres
second for the experiments with HSUPA respectively.

The Pioneer robot is interfaced with the Player software version 2ubigh
provides communication between the client and the hardware. The dliplit a
cation is a Java program which provides a video image of the mobile robot’s
onboard camera and displays sensor data like obstacles which aredé&tethe
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Figure 4.21: Mixed Reality Software Framework (cf. [154]).

laser scanner (see Figure 4.21). The client program sends thelamrtrmands
with a bit rate of 1.2 kbytes/sec over a TCP connection, and the videarsisea
also transmitted via TCP.

The MERLIN robot is controlled via the MRCS system (cf. Figure 4.22jclvh
was developed by the University of Wirzburg. For more informationttan
MRCS please refer to [111]. MERLIN sends a motion JPEG video stremm a
sensor data of the ultrasonic sensors. MERLIN Robot and MRCS egetsen-
sor data and command data with UDP, and the video stream is transmitted via
TCP.

For both mobile robot systems, the UMTS connection of the service govid
Vodafon@ is used which supports the bandwidths shown in Table 4.10. The
robots, as well as the control clients connect to an OpenVPN senwrthan
communication between each robot and its client is realized within this virtual
private network.

Shittp://www.vodafone.de/ (09.02.2010)
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Figure 4.22: MRCS for remote controlling the MERLIN robot (cf. [1)L1]

downlink uplink
UMTS 384 KBit/s | 64 KBit/s
HSDPA stage 1 1.8 MBit/s | 384 KBit/s
HSDPA stage 2 and HSUPA 3.6 MBit/s | 1.8 MBit/s
HSDPA stage 3 and HSUPA 7.2 MBit/s | 3.6 MBit/s

Table 4.10: UMTS uplink and downlink bandwidths of Vodafone (Sepwmb

2009).
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4.3.2 UMTS uplink without HSUPA

With UMTS stage 1, HSUPA is not available and an uplink bandwidth of only 384
KBis/s is available. For these scenarios, the video streams of the MERIbId r
are configured with a resolution of 178x144 and 356x288. The Pianéet is

set up for a video transmission with a resolution of 160x120 and 2408a¢th
video stream is limited to a maximum of 7 frames per second in order to avoid
an apparent overload of the link.

Figure 4.23 shows the sensor data and video traffic on the uplink from the
MERLIN robot to the control PC. Figure 4.23a shows the used uplinkiwatih
for a video stream with a resolution of 178x144, and Figure 4.23b sttenwdata
for a video stream with a resolution of 356x288. In both cases, alsoséat in
terms of status information about the robot and distance informationfironul-
tra sonic sensors is transmitted from the mobile robot to the control PGuidée
data is transmitted via TCP, and UDP is used to send the sensor data paskets.
is shown in the Figures, the sensor data stream is using an almost cduitstaiet
of about 2.8 up to 3.0 kbyte/s. With the smaller resolution of 178x144,itlenv
data requires a variable bandwidth between 18 and 35 kbyte/s. For this@ei
about 73% of the available uplink bandwidth is used, and the delay of the vide
stream which is experienced by the user is insignificant. In the secongl aletu
the MERLIN robot, the higher video resolution of 356x288 results in amadve
link utilization of 35 up to 43 kbyte/s which corresponds to approximately 90%
of the available uplink bandwidth. Here, the user experiences a noticdelble
of the video stream but comfortable teleoperation is still possible. Thentians
sion of a video stream with higher resolutions or higher frame rates witlase:
the uplink channel and results in significant delays of the video stream.

The results for the Pioneer robot scenario are shown in Figure 4t#4Pib-
neer robot is sending sensor data from the laser range finder amddatketo the
control PC in both of the displayed setups. All sensor data is transmitted within
the Player framework and a TCP connection is used. The data trangmoé e
laser range finder requires a bandwidth of about 12 kbyte/s. In ¢dke tans-
mission of the video stream with a lower resolution of 160x120 (Figuread,24
an overall bandwidth of about 28 kbyte/s is used, and for the video with the
size of 240x180 (Figure 4.24b), an overall uplink bandwidth of apipnately 38
kbyte/s is required. The delays of the video stream for the 160x12{utiesoare
not noticeable, and for the 240x180 resolution a small delay of the videgeris
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Figure 4.23: MERLIN uplink with standard UMTS.
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present but does not influence the teleoperation of the mobile robotdgative
way. Using higher video resolutions or higher frame rates of the videarstr
without additional mechanisms will obviously exceed the available uplinklban
width and thus, these settings are not investigated, as the resulting tranamiss
delays are not acceptable for teleoperation anymore.
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4.3.3 UMTS uplink with HSUPA

The above section uses a standard UMTS uplink without the supportdPAS
Thus, the upload bandwidth in the previous setup is limited to 384 KBit/s which
is one of the major limitations with respect to the increase of teleoperation capa
bilities. Now, UMTS is configured with HSUPA which allows for a theoretical
maximum upload bandwidth of 1.8 MBit/s. For this setup, the MERLIN robot is
configured for three different setups and sends video data either vatoktion

of 192x144, 384x288, or 768x576 with 14 frames per secondss, TM&ERLIN
sends video data with different resolutions and data of the ultra soniorsearsd
system status information. The amount of traffic which is generated tsetisor

and status data is similar to the corresponding previous setup (2.8 -BéJRb

The overall bandwidth requirement for the 192x144 video streams/beveen

30 kbyte/s and 48 kbyte/s (see Figure 4.25a). For the video resolutB84rP88,

an upload capacity between 70 kbyte/s and 145 kbyte/s is necessdfig(oke
4.25b), and for the video resolution of 768x576, an overall uplinidiaadth be-
tween 80 kbyte/s and 160 kbyte/s is required. Thus, in the setup with the video
stream of the high resolution of 768x576, approximately 71% of the ttieare
maximum uplink bandwith is used, and for all these configurations, thg déla
the video stream did not limit the teleoperation capabilities of the mobile robot.

Banduwidth [byte/s]
N
[

— Ty
A . . . . . . .

0 20 40 60 80 100 120 140 160 180
Time [s]

(a) 192x144 at 14fps

Figure 4.25: MERLIN uplink with HSUPA.
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Figure 4.25: MERLIN uplink with HSUPA (cont.).
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4.4 Discussion of the Results

The results obtained in the test runs with the artificially generated commdnd tra
fic (see Section 4.2) give a detailed overview of the channel beh&d®oon as
the broadband communication mode is used, data is delivered at the nodiuite
and at the operator’s PC constantly. A noticeable outcome are the fitgzaeket
inter-arrival times at 10 ms and multiples of 10 ms with a noticeable pealeat th
20 ms inter-arrival times. This behavior is similar in all investigated siesar
Also for the transmission of single packets (cf. Section 4.2.6), thepaence

of UMTS was highly satisfying and showed different behavior congbéoeore-
vious analyses of older UMTS versions. The measured packet loggychll
tests, the observed round trip times, and their distributions provide thefdrase
the implemented mobile robot teleoperation test scenarios.

The investigated setup without HSUPA clearly shows, that the video image
resolution and frame rate has to be limited in order to achieve a comfortdige r
teleoperation. For the Pioneer robot, a maximum resolution of 240x180&a
sent together with the sensor data of the laser range finder and for tR&IME
robot, the video resolution can be set to 356x288. The difference iufiposted
video resolution results from different types of transmission protoddiB_ vs.
TCP) and the different size of the data sets of the sensors. The Aetzythe
transmission of a video frame which has to be expected can be estimatieel by
following equation:

N 0 AT (4.2)

At =t OWD
cam™® * Suplink MTU

tcamis the processing time of the video camera to generate the video frame and
is in the order of magnitude of some 10 milliseconds. OWD is the one-way dela
for data transmission via UMTS link. The duration of the transmission dépen
on the characteristics of the data stream, as well as on the amount ohdateea
link utilization respectively. This parameter is investigated in details in Section
4.2.4. For the present data streams, one-way delays between 187 ms
have to be expected according to the distributions given in Section 4{214lte
4.7).n gives the frame size in bytes, agghiink is the uplink bandwidth in byte/s.
In case of the used motion JPEG stream the size of each video framgsalwa
depends on the content of the image and the given image quality. Botbtsispe
directly influence the resulting compression ratio. The approximate fsires
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for the used video streams are given in Table 4.11. The Maximum Mias®n

resolution frame size

MERLIN, 178x144 | 2.5 - 4.4 kbyte
MERLIN, 356x288 | 4.8 - 5.8 kbyte
MERLIN, 160x120 | 1.3 - 2.1 kbyte
MERLIN, 240x180 | 1.7 - 3.6 kbyte

Table 4.11: Approximate frame sizes of the used video streams.

Unit (MTU) is defined by the used protocol layers and specifies maxipacket
size which can be transmitted without fragmentation. As the scenario sgtaps
virtual private networks in addition to UDP or TCP, an effective paylaadgpli-
cation level of 1237 bytes per packet is achieved. PIAT is the packetanteal
time and depends also on the data characteristics and the amount of dzta wh
is sent. A detailed analysis of this parameter is given in Section 4.2.2.ddkep
inter-arrival time is in the range of 2 ms to 25 ms, whereas more than 8@é o
packets have an inter-arrival time of less than 15 ms.

An upper bound of the delay of the transmission of a single frame camot
given as also packet losses might occur. But nevertheless, withi&ig4a2 and
the values from above, an estimation of the minimum delay can be achieved:

3kbyte

50ms+ 12Ims+ A8kbyte

-1000ms+ [ Skbyte 1 .10ms> 263ms

123yte

The above equation gives just an estimation of the minimum delay which has to
be expected. The one-way delay, as well as the packet inter-aimealfollow
different distributions which also depend on the characteristics of thegoated
traffic (see Sections 4.2.4 and 4.2.2). Also the frame sizes of the sideam are
variable depending on the content of the images. Figure 4.26 showstketp
inter-arrival times of a video stream of the above application scenan®villeo
source generates packets which are larger than the maximum paylapgliat
cation layer. Thus, a video frame is fragmented and the send buffersoa-
tinuously filled which leads to continuously sending packets. On the reteive
side, the peaks of the packet inter-arrival times each 10 ms are ailsie vidich
complies to the results of Section 4.2.2. Another aspect which shouttysloe
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relative frequency of occurence

0 0.02 0.04 0.06 0.08 0.1 0.12
packet inter-arrival time [s]

Figure 4.26: Packet inter-arrival of the video data coming from thbilmaoobot.

kept in mind is the simultaneous use of TCP and UDP which is done in the setup
with the MERLIN robot. In case of an overload situation of the link, the UDP
data stream will dramatically decrease the throughput of the TCP stre&@h wh
will lead to a very high delay of the video stream (cf. Section 4.2.7). treoto
maximize the link utilization with respect to the teleoperation capabilities of the
telerobotic system, the mechanisms which are presented in Sectionéiako

be used here. Using the HSUPA technology allows the video transmission with
a much higher resolution and quality. Nevertheless, in case of excetbaitigk
capacity, the considerations with respect to simultaneously using TCPRRd U
are also valid.

The measurements lead to the conclusion, that a defined traffic shapisgits

able approach to use the characteristics of the UMTS link more efficiehtoan
increase the quality of teleoperation (e.g. better video quality or lesstidaskg
Approaches for this idea are already mentioned in another contexuééng net-
work feedback - see Section 3.3.2) and showed to be useful tees{R}L0][6].

The above presented results showed clearly that UMTS is a well suitech@gom
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nication technology for the teleoperation of mobile robots to allow broadband
communication between multiple hardware and human entities, and will be in
the research focus of networked robotics in near future.

191






5 Conclusions and Future Directions

Nowadays, many different communication technologies are availabtbdalif-
ferent application scenarios of networked robotic systems. Howiheee is still
research effort needed to gain knowledge how architectures atmtplatacks
can be dovetailed in order to achieve maximum performance of the ctatple-
robotic system. In this monograph, teleoperation of mobile robots via $cba
communication networks is investigated in three application environments with
different communication technologigsieoperation of robotic systems via Inter-
net wireless ad-hoc networks of mobile robosidmobile robot teleoperation
using UMTS The achieved results are demonstrated with real hardware setups
for each of the used technologies.

Chapter 2 presents the design and architecture for remote learning finits o
mobile robots and several developed experiments. The experimexeistopics
like modeling of a vehicle with non-holonomic constraints, path planning for a
mobile robot, kinematics of a differential drive robot, speed controlafalif-
ferential drive robot, design of a PID controller for speed controh ahobile
robot, algorithms for obstacle avoidance, and navigation and path ptar8ea-
tion 2.2 presents an architecture which is developed in the frame of this wor
in order to allow for the setup of real hardware experiments, whereaspér-
ated hardware itself can be placed at distant locations spread all owsothe
Section 2.3 describes an experiment setup, where a plant is connvited
ternet communication to a controller. Using the example of the QuansedBRV
hardware experiment, a controller is designed which allows for contraifirsy
system via Internet. Real hardware experiments are performedeandndtrate
the successful realization of the controller. Access to the learning uniffered
world wide via the Internet, and the presented remote laboratory archéedto
supports different quality levels of for the communication link. Thus, tEee
iments can be used via high-speed broadband Internet connectiongllaas
via old-fashioned modem dial-up connections. Integrated modules&arisy,
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user management, scheduling, and resource management allovibée fkeal-

ing in terms of the number of users and the number of provided learmiitg; u
The key issue for successful international tele-laboratories is the iptatfale-
pendence which is guaranteed by the used Java WebStart technolbdlgean
user interface which is accessible through the web portal. The archéeehich

was developed in the frame of this work was realized and implemented within
the European Union funded projdaternational Virtual Laboratory on Mecha-
tronics In order to achieve the combination of interactivity and teleoperation via
low bandwidth links several approaches were implemented. With respéu
structure of the implemented experiments, the experiment design aimsvon lo
bandwidth requirements. Nevertheless, also interactivity via low bandvirndtth

is supported by data compression and virtualization techniques. Bandwidth
tensive sensor data (e.g. from PMD cameras or laser range firnderbe com-
pressed. Also the transmitted video stream can be substituted by a satesor d
stream while the video image at the teleoperation interface is replaced hyal vir
reality environment which is augmented by sensor data. The develogigtea-
ture is syntonized to the communication link characteristics and the requiteme
which result from the corresponding hardware experiments, inclualisg ad-
ministrative aspects of remote laboratories. It supports all of the giregented
mechanisms and allows students to resume experiments after a comtionnica
loss without loosing experiment data. Thus, it was possible to perfoteuader
real operating conditions, where mobile robots located in Germany wempte
erated successfully form India and vice versa. These tests showadvietages

of supporting resuming experiment sessions and the adaptive ussdiviath

by the developed tele-laboratory system and until today the remote latyoohto
the University of Wiirzburg is successfully used in education. Therexpees
showed, that the proposed architecture provides a very reliable atabkcsys-
tem for tele-education in robotics which can be used via Internet fromyeve
where.

Chapter 3 shows how to setup wireless ad-hoc networks for mobile robot
communication. An analysis of different ad-hoc routing protocols imaefinet-
worked robotic scenarios allows for a parameter tuning of the cometsipg ad-
hoc routing protocols. Relevant parameters are identified and theiinggokin-
ciples are investigated. The investigated setups are representativeiarked
robotic scenarios but they are also worst case scenarios with réegéet pro-
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tocol design philosophies. It is demonstrated that appropriate panataeieg
improves the network performance in these situations. Also the aveuagtoh

of communication losses is reduced. The protocol behavior and theric#uof
different protocol parameters are also analyzed in scenarios with hogtéom-
munication. All results and the proposed improvements are demonstitted
several example applications. The example of teleoperation of mobibésrota
wireless ad-hoc networks consists of two applications: the integrationrobl s
size helicopter into an IP based ad-hoc network, and mobile robot testimre

for a navigation and exploration task. The integration of a small size UAV into
a mobile ad-hoc networks demonstrates the interaction of mechanisrs for
cal autonomy on application layer and the network behavior. An archigectu
which allows for commanding the UAV also in partially disconnected networks
is described. Thus, local autonomy features allow for bridging conication
gaps which might occur unpredictable. The navigation and exploratikrusEes
wireless multi-hop communication while the robot is remote controlled. Mech-
anisms like a traffic shaping algorithm and network feedback are impkehen
Thus, an adaptive video quality and a jitter reduction of the video data fsacke
are achieved, and the bandwidth requirements of the video streamjastedd

on demand based on the link quality and load status which is derived from the
network feedback. These mechanisms are tested and evaluatedvworiebdp-
erating conditions and it is shown, that the required network perforenaan

be provided. The performance improvements with respect to the tesdogre
capabilities of the telematic system are measured by the time required for task
completion and the required number of stops of the mobile robot whichiare
tiated by the user. The developed mechanisms reduce both significaatiynth
duration for task completion, as well as the number of required stoigsshibwn
that the performance of the analyzed ad-hoc routing protocols in ttee e
worst case scenario can be improved by appropriate parameter.timgambi-
nation with additionally implemented features like traffic shaping mechanisms o
local autonomy features, it is demonstrated, how the performance obthplete
telerobotic system can be improved.

The idea of investigating the UMTS technology for telerobotic scenarios in
Chapter 4 of this work is also motivated by the ideas presented in publications
with respect to the car-to-car communication via wireless ad-hoc nesveorét
via mobile telephone networks. Existing investigations and simulation studies
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showed unfavorable behavior of UMTS when being used in scenanisaty
for networked robotics (e.g. for transmitting single messages contaimipgr-
tant information). Often, an unacceptable delay or packet loss was\ausin
past work. Nevertheless, none of these existing analyses providaunition
detailed enough to decide how to apply the UMTS technology for mobile robot
teleoperation or for other networked robotic scenarios. The workepted in
this monograph specifically addresses this application area and dienpertant
knowledge for setting up telerobotic systems. In the frame of this workah r
hardware testbed was installed using real communication hardwaresllaasw
real mobile robot hardware in order to provide most realistic behavitbrecana-
lyzed telerobotic system. Also different communication setups (e.g. §kidde

to UMTS node, or UMTS node to Internet PC) are investigated. The dsalf/s
packet inter-arrival times, one-way delays, packet losses, amditoip times for
data streams, as well as for single message transmissions providathgfiela
results and extend the knowledge from existing work. The gained linkachar
teristics directly lead to guidelines to setup telerobotic systems and provide an
estimation of the delay which has to be accepted for this type of setup. Terese
sults are verified in demonstrations of teleoperation scenarios with twoediffe
mobile robot teleoperation systems with different communication archresctu
The traffic shaping and local autonomy mechanisms which are devkiopkee
frame of Chapter 3 can also be used in the context of mobile robot tektape
via UMTS.

In the course of this monograph, three important areas of mobile cobutu-
nication are analyzed. Mechanisms on application level are developzdcpl
parameters are evaluated, and link analyses are performed in osamtdessly
integrate telerobotic systems and the communication link. The gained krgevled
in the area oMmobile robot teleoperation via Internatiows for the implementa-
tion of an international tele-laboratory which provides access to distrilbusett
ware experiments also in low bandwidth environments. In contrast to existin
implementations, the developed system supports resuming of sessioved| as
the adaptation to bandwidth constraints. It is also shown by an exampleéhkow
link analysis contributes to the successful realization of reliable netwarted
trol algorithms. In future work, educational content can now be dpesldased
on the results of this work and it can be integrated into the developed architec
ture. The results in the area afl-hoc networks of mobile roboéxtend existing
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expertise regarding the application of existing ad-hoc routing protocolgtin n
worked robotic scenarios. As originally, the development of routingpoals for
wireless ad-hoc protocols was driven by premises from telecommntioriaaet-
works, the scenarios of networked mobile robots which are analyzetiwdink
provide new impulses. The acquired results of the protocol parameiegtoan
positively influence the development of new ad-hoc routing protocatscam
also be considered in the further development of existing ad-hoc routéoa-
nisms. The results in the areatefeoperation of mobile robots via UMT8esent
important information about the link behavior of this technology in telerobotic
applications. Also here, the analyzed applications have different diswamthe
communication than the services initially considered during the planningexnd d
velopment phase of UMTS. The elaborated findings can be applied &vetiff
application areas like car-to-car communication, tele-education, netvgodt
industrial plants and machines, as well as emergency managemeseaiuth
and rescue scenarios. Another very interesting and new technolagisedach

is the development of small satellites in order to setup ad-hoc networkade sp
Results of the present work can be used to derive methods and algovithich
can be applied in future realizations of these space-based ad-hoak&two
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