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∗seit 2009 an der Georg-August-Universität Göttingen



Classical and Quantum Aspects of

Anisotropic Cosmology

Julian Adamek

2011





Preface

This work represents the dissertation which I submit in partial satisfaction of the require-
ments for the doctoral degree in physics (Dr. rer. nat.) at the University of Würzburg.
It is intended to be a comprehensive statement of my research as a doctoral student. As
such, it reviews several results which have already been published in [1, 2, 3], but contains
additional material as well as a detailed presentation of the context. The following abstract
will be given in English and German in order to meet formal requirements.

Abstract The idea that our observable Universe may have originated from a quantum
tunneling event out of an eternally inflating false vacuum state is a cornerstone of the
multiverse paradigm. Modern theories that are considered as an approach towards the
ultraviolet-complete fundamental theory of particles and gravity, such as the various types
of string theory, even suggest that a vast landscape of different vacuum configurations exists,
and that gravitational tunneling is an important mechanism with which the Universe can
explore this landscape. The tunneling scenario also presents a unique framework to address
the initial conditions of our observable Universe. In particular, it allows to introduce
deviations from the cosmological concordance model in a controlled and well-motivated
way. These deviations are a central topic of this work.

An important feature in most of the theories mentioned above is the presumed existence
of additional space dimensions in excess of the three which we observe in our every-day
experience. It was realized that these extra dimensions could avoid our detection if they
are compactified to microscopic length scales far beyond the reach of current experiments.
There also seem to be natural mechanisms available for dynamical compactification in
those theories. These typically lead to a vast landscape of different vacuum configurations
which also may differ in the number of macroscopic dimensions, only the total number of
dimensions being determined by the theory. Transitions between these vacuum configu-
rations may hence open up new directions which were previously compact, spontaneously
compactify some previously macroscopic directions, or otherwise re-arrange the configu-
ration of compact and macroscopic dimensions in a more general way. From within the
bubble Universe, such a process may be perceived as an anisotropic background spacetime
- intuitively, the dimensions which open up may give rise to preferred directions.

If our 3 + 1 dimensional observable Universe was born in a process as described above,
one may expect to find traces of a preferred direction in cosmological observations. For
instance, two directions could be curved like on a sphere, while the third space direction
is flat. Using a scenario of gravitational tunneling to fix the initial conditions, I show how
the primordial signatures in such an anisotropic Universe can be obtained in principle and
work out a particular example in more detail.

A small deviation from isotropy also has phenomenological consequences for the later
evolution of the Universe. I discuss the most important effects and show that backre-
action can be dynamically important. In particular, under certain conditions, a buildup
of anisotropic stress in different components of the cosmic fluid can lead to a dynamical
isotropization of the total stress-energy tensor. The mechanism is again demonstrated with
the help of a physical example.
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Zusammenfassung Die Vorstellung von einem Multiversum baut unter anderem auf
dem Gedanken auf, dass unser beobachtbares Universum in einem Tunnelprozess ent-
standen sein könnte. Demzufolge hätte es sich dabei von einem ewig währenden, infla-
tionären Vakuumzustand abgekoppelt. Die so entstehende Blase gleicht einer bewohn-
baren Insel inmitten eines gewaltigen Ozeans. Moderne Theorien, die als gute Ansätze
bezüglich einer fundamentalen und ultraviolett-vollständigen Beschreibung von Elemen-
tarteilchen und Gravitation angesehen werden, wie etwa die verschiedenen Ausprägungen
der Stringtheorie, legen sogar nahe, dass eine ganze “Landschaft” (im Englischen landscape)
verschiedener Vakuumzustände existiert, und dass Tunnelprozesse einen wichtigen Mecha-
nismus darstellen, mit dem das Universum die Vielzahl an Möglichkeiten erforschen und
realisieren kann. Das Tunnelszenario stellt auch einen einzigartigen Rahmen zur Verfügung,
um die Anfangsbedingungen unseres beobachtbaren Universums zu untersuchen. Insbeson-
dere besteht damit die Möglichkeit, geringfügige Abweichungen vom kosmologischen Stan-
dardmodell in kontrollierter und gut motivierter Art und Weise zu realisieren. Solche
Abweichungen stellen eines der zentralen Themen dieser Arbeit dar.

Eine wichtige Besonderheit der eben erwähnten Theorien ist die Annahme, dass neben
den drei uns bekannten Raumdimensionen eine Vielzahl weiterer existieren könnte. Diese
Zusatzdimensionen könnten vor uns verborgen sein, wenn sie kompakt sind und nur extrem
mikroskopische Ausmaße haben, so dass sie sich weit unterhalb des Auflösungsvermögens
heutiger Experimente befinden. Mechanismen, welche eine solche mikroskopische Gestalt
dynamisch erklären könnten, sind in den gängigen Theorien auf ganz natürliche Weise
verfügbar. Typischerweise ergibt sich daraus das eben gezeichnete Bild einer ausgedehnten
“Landschaft” verschiedener Konfigurationen. Die Vakuumzustände können sich nun auch
in der Anzahl und Gestalt der mikroskopischen Dimensionen unterscheiden, da nur die
Gesamtzahl an Raumdimensionen von der Theorie vorgegeben wird. Übergänge zwischen
diesen Zuständen können also dazu führen, dass neue Raumrichtungen entstehen, indem
mikroskopische Dimensionen sich plötzlich aufblähen, alte Raumrichtungen verschwinden,
indem sie sich spontan ins Mikroskopische zusammenziehen, oder dass die Konfiguration
der Raumdimensionen auf eine noch kompliziertere Art und Weise verändert wird. Aus
Sicht des neu entstehenden “Universums” in der Blase führt ein solcher Prozess effektiv
zu einem anisotropen Hintergrund – vereinfacht ausgedrückt können die neu entstehenden
Raumrichtungen eine Vorzugsrichtung ausweisen.

Wenn unser 3+1 dimensionales beobachtbares Universum in einem solchen Prozess ent-
standen ist, kann man vermuten, dass sich in kosmologischen Beobachtungen Hinweise auf
eine Vorzugsrichtung finden lassen müssten. Zum Beispiel könnten zwei Raumrichtungen
gekrümmt wie eine Kugeloberfläche sein, während die dritte Richtung keinerlei Krümmung
aufweist. Indem ich ein Tunnelszenario benutze, um die Anfangsbedingungen festzulegen,
gelingt es mir zu zeigen wie die primordialen Spuren eines solchen anisotropen Universums
prinzipiell auszusehen haben und führe eine Berechnung anhand eines speziellen Beispiels
explizit vor.

Eine geringfügige Abweichung von Isotropie hat ebenfalls phänomenologische Auswir-
kungen auf die spätere Entwicklung des Universums. Ich gehe auf die wichtigsten Effekte
ein und zeige außerdem, dass Rückkopplung dynamisch relevant sein kann. Insbesondere
kann sich unter gewissen Voraussetzungen ein Ungleichgewicht der Druckkräfte in ver-
schiedenen Komponenten der “kosmischen Flüssigkeit” aufbauen, das insgesamt zu einer
dynamischen Isotropisierung des kollektiven Energie-Impuls-Tensors führt. Dieser Mecha-
nismus wird ebenfalls anhand eines konkreten Beispiels beleuchtet.

Acknowledgments I wish to thank Jens Niemeyer for the opportunity to do a PhD
in a friendly atmosphere and David Campo for his efforts in advising me. Ruth Durrer
and Claudia de Rham deserve special thanks for hosting me at Geneva University during
an invaluable research visit. Furthermore, I thank the members of the Research Training
Group, in particular Alex Schenkel and Dennis Simon, for good companionship, and my
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Notation and Conventions

In this work, manifolds with Lorentzian and Euclidean metric will both appear. On a
four-dimensional Lorentzian manifold, the spacetime indices are denoted with Greek let-
ters µ, ν, . . . and take values 0, 1, 2, 3, where 0 corresponds to the time coordinate. Latin
indices from the middle of the alphabet, i, j, k, . . . take values 1, 2, 3 only, corresponding to
space coordinates. Capital letters from the Latin alphabet are used when the number of
dimensions d is arbitrary. Letters from the beginning of the alphabet, A,B, . . . are used
when indices take values 0, 1, . . . , d − 1, whereas letters from the middle of the alphabet,
I, J,K, . . . are used when indices take values 1, 2, . . . , d − 1 only. The Lorentzian metric
tensor has signature (− + . . .+).

The indices on a Euclidean manifold are denoted with letters from the beginning of
the Latin alphabet, a, b, . . . and may take values 0, 1, . . .. The Euclidean metric tensor has
signature (+ . . .+).

If not indicated otherwise, summation over repeated indices is implied (Einstein’s sum-
mation convention).

Bold face symbols like k are used to denote elements of R
3. The product of two such

quantities should be understood as the usual scalar product. If the same symbol appears
in slanted shape instead of bold face, it usually refers to the modulus, e.g., k = |k|.

Units are usually chosen such that ~ = c = kB = G = 1. Outside of index notation, i
is always the imaginary unit.

Quantum states are sometimes denoted with the use of the “bra-ket” notation. The
shorthand 〈Q〉 ≡ 〈0|Q|0〉 denotes the vacuum expectation value of a quantity Q. Further-
more,

[A,B] ≡ AB −BA

denotes the commutator of A and B.





Chapter 1

Concordance Cosmology – A

Success Story

Our current understanding of the Universe is strongly tied to Albert Einstein’s theory
of gravity, commonly known as General Relativity (GR). In this theory, space and time
are no absolute concepts, but are tightly interwoven to yield an inseparable new entity
called spacetime, conveniently identified with a four-dimensional manifold equipped with
a Lorentzian metric which describes its geometry. Einstein’s theory of gravity essentially
describes how geometry (that is spacetime) and its “material content” (that is particles and
fields) mutually depend on one another. The advent of GR gave a whole new perspective
on our Universe: what else is our Universe than spacetime and all of its content?

The premise that our Universe does not just exist in some kind of steady-state but
is instead highly dynamical was first brought up by Edwin Hubble’s groundbreaking ob-
servation [4] that all space around us appears to be uniformly expanding. Hubble used
a relationship between period and luminosity of Cepheids discovered by Henrietta Swan
Leavitt in order to derive the luminosity distance of several galaxies and found that it was
related to the redshift of their spectra.

The past decades have brought a wealth of very precise observations about both the
geometry of spacetime in which we live and the material it contains. Interpreting these
observations in the context of GR so far appears to give a consistent picture which can
be boiled down to a concordance model of cosmology. This model, called Lambda Cold
Dark Matter (ΛCDM) model for reasons that will become apparent, is arguably one of the
greatest successes of Einstein’s theory.

One of the premier observations in cosmology was the discovery [5] and examination [6,
7] of the Cosmic Microwave Background (CMB). This almost perfectly uniform blackbody
radiation at a temperature today of 2.725 K is believed to fill the entire Universe as the
afterglow of a very hot and dense state known as the Big Bang, located some 13 billion
years to our past. Anisotropies in the CMB are of the order of 10−5 only, suggesting that
the Universe is (or was) isotropic to a very good approximation. The properties of these
tiny anisotropies carry important information about the material content of our Universe
as well as about its geometry, and therefore they are still the subject of scrutiny of ongoing
campaigns like the European Planck mission.

The existence of the CMB supports the idea that our Universe is uniformly expanding
under the influence of gravity. Furthermore, the Cosmological Principle is realized in a
statistical sense, meaning that the early Universe was homogeneous with only small random
fluctuations. This is also supported by the observed distribution of galaxies which, on
scales larger than 100 Mpc, appears fairly homogeneous without a sign that the underlying
statistical process should break homogeneity or isotropy. It is believed that all the structure
we see in the Universe developed from tiny fluctuations in the distribution of material –
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fluctuations we can still observe in the CMB – under the influence (mainly) of gravity,
and that inhomogeneities and correlations on small scales (below roughly 100 Mpc) are the
result of nonlinear structure growth. Observational evidence for homogeneity and isotropy,
in the statistical sense, is overwhelming and leaves only little room for possible deviations.
However, it should be said that some observations seem to indicate that statistical isotropy
and homogeneity may not be an exact symmetry of our Universe. I shall come back to this
point in section 1.3 of this chapter.

Observations of the CMB and galaxy distribution are complemented by measurements
of luminosity-redshift relations of standard candles1 like Cepheids and Type Ia Supernovae,
which can be interpreted in terms of the ΛCDM model in order to reconstruct our recent
expansion history. The observation of the abundances of light elements, on the other hand,
together with a scenario called primordial nucleosynthesis which is well motivated by our
knowledge of nuclear physics, can be used to infer the expansion rate shortly after the Big
Bang when these elements where produced.

The amazing success of the ΛCDM model is that all these different pieces of evidence
seem to fit almost perfectly together under a set of very few simple assumptions. Let me
explain the main features of this model. More details, also on the observational foundations
of the model, can be found in any contemporary cosmology textbook, for instance [8, 9].

1.1 Basics

The spacetime of the ΛCDM model is a very simple geometry known as the flat Friedmann
model. Alexander Friedmann studied geometries with a high degree of symmetry, namely
those which can be foliated into homogeneous and isotropic spatial hypersurfaces. The
term “foliation” refers to a judicious decomposition of the spacetime manifold into spa-
tial submanifolds labeled with a continuous time-analogous parameter. This is not always
possible for general spacetimes, and in effect this means that the spacetime manifold is
topologically a product R(time) × Σ(space), a property which is equivalent to global hyper-

bolicity. Physically this means that we are dealing with a situation where the Universe
evolves in a causal and predictable manner from some initial conditions which are specified
on some spatial hypersurface. If one now imposes an additional symmetry on the spatial
submanifolds, namely homogeneity and isotropy, then one arrives at the Friedmann models.
As stated above, these symmetries are strongly supported by observational evidence.

The line element on a homogeneous and isotropic spatial submanifold can always be
written in a very simple form,

gijdx
idxj =

dr2

1 −Kr2
+ r2

(

dθ2 + sin2 θdφ2
)

, (1.1)

where the three-metric gij is defined only up to a total factor because of the invariance
under r → ar, K → K/a2, gij → a2gij . The only free parameter of this geometry is its
constant scalar curvature, which is 6K. If K is positive, the hypersurface locally looks like
a three-sphere with curvature radius K−1/2 and is called spatially closed. If K is negative,

the hypersurface is hyperbolic with curvature “radius” |K|−1/2
and is called spatially open.

The case whenK is zero corresponds to Euclidean geometry and is therefore called spatially
flat.

With these simple types of spatial hypersurfaces, the entire four-dimensional metric
has only one additional degree of freedom: the metric of eq. (1.1) can be rescaled by a
time-dependent scale factor a(t). This leads to the familiar Friedmann-Robertson-Walker

1The term “standard candle” usually refers to an astrophysical object of some kind for which the true
luminosity is known and therefore one can infer its distance from its apparent luminosity.
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(FRW) line element

gµνdx
µdxν = −dt2 + a2(t)

[

dr2

1 −Kr2
+ r2

(

dθ2 + sin2 θdφ2
)

]

. (1.2)

In this type of spacetime there exists a family of ideal observers who remain stationary
at constant coordinates (r, θ, φ). An ideal observer is a sort of test particle in inertial
motion. She travels on a timelike geodesic but her mass is assumed to be negligible such
that the geometry of spacetime is not distorted by her presence. Each observer carries her
own clock, measuring her individual proper time. Observers who remain stationary in the
coordinate frame (r, θ, φ) are called comoving, and the time coordinate t used in eq. (1.2)
is their proper time.

Using the homogeneous and isotropic FRW metric as an ansatz for the spacetime geom-
etry, and assuming a distribution of “material” which is, to leading order, likewise homo-
geneous and isotropic on the spatial hypersurfaces, GR yields a set of evolution equations
for the scale factor known as the Friedmann equations. Let me assume for a moment that
the material content of the Universe is an ideal fluid (or a mixture of several components
behaving as such) which can fully be described by a total (homogeneous) energy density ρ
and a total (homogeneous and isotropic) pressure P . The first Friedmann equation relates
the expansion rate H ≡ ∂ta/a, also called Hubble rate, to the total energy density,

H2 ≡
(

∂ta

a

)2

=
8π

3
ρ− K

a2
+

Λ

3
. (1.3)

The new parameter Λ which appears in this equation is Einstein’s cosmological constant.
It can be interpreted as the energy density of the vacuum, and therefore one sometimes
includes it in ρ. Let me keep it for the time being.

The second Friedmann equation relates acceleration to the total energy density and
pressure,

∂2
t a

a
= −4π

3
(ρ+ 3P ) +

Λ

3
. (1.4)

These two equations also imply the continuity equation

∂tρ = −3H (ρ+ P ) , (1.5)

which expresses the conservation of mass-energy.
The system of equations is closed once one adds the equation(s) of state for the fluid(s).

Let me make the simplistic assumption that each fluid has a barotropic equation of state
of the type

P = wρ , (1.6)

with a constant barotropic index w. This simple type of equation covers many important ex-
amples, including dust (vanishing pressure, w = 0), radiation (any type of ultra-relativistic
particles, w = 1/3) and also vacuum energy, which has w = −1.

Using eq. (1.6) with eq. (1.5) one can see how the energy density scales with the scale
factor:

ρ ∝ a−3(1+w) . (1.7)

As expected, the energy density of dust scales inversely with the volume, whereas the
energy density of radiation decreases with an additional power of the scale factor due to
cosmic redshift. Vacuum energy, by definition, does not dilute at all.

Cosmologists commonly use dimensionless density parameters instead of physical energy
densities. These parameters are obtained by dividing eq. (1.3) by the left-hand side. A
fluid X with physical energy density ρX has a density parameter ΩX associated with it,
defined as

ΩX ≡ 8πρX
3H2

. (1.8)
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Equivalently, one defines density parameters for vacuum energy,

ΩΛ ≡ Λ

3H2
, (1.9)

and for curvature,

ΩK ≡ K

a2H2
. (1.10)

The first Friedmann equation then simply is

∑

X

ΩX − ΩK + ΩΛ = 1 . (1.11)

Assuming that we live in a Universe which is, to leading order, well approximated by
the Friedmann model, we can interpret observations in order to infer the various parame-
ters of the model. For instance, observation of Cepheids, Type Ia Supernovae and other
standard candles with the Hubble Space Telescope [10] gave a fairly accurate measurement
of the Hubble rate at which our Universe currently expands. A detailed analysis of the
anisotropies in the CMB [7] indicates that our Universe is spatially flat, or nearly flat –
the density parameter associated with curvature, ΩK , is constrained to be of the order of
one per cent at most today.

We also have some good observations about the material content of our Universe. The
energy density in electromagnetic radiation is dominated by the CMB photons, and is or-
ders of magnitude smaller today than the one of non-relativistic matter. However, since
radiation energy density scales with an additional power of the scale factor, it was more
important in the past and even dominated the Universe at some early time. From obser-
vations of galaxies and clusters we know that most of the non-relativistic matter is not
made of atoms or particles we know, but of some “dark” material. The presence of this
material reveals itself to us only through its gravitational effect. Galaxies and clusters can
be used to trace this dark substance to some extent, and therefore we know something
about its abundance and clustering properties. The hypothesis of a non-relativistic (cold),
non-interacting (dark) fluid is in good agreement with observational data. This hypothet-
ical fluid, known as cold dark matter (CDM), makes up roughly a quarter of the present
energy density of our Universe, ΩCDM ≃ 0.25, as data seems to imply [11].

In the recent years, strong evidence was borne out that our Universe is currently ac-
celerating. This is particularly suggested by the luminosity-redshift relation of distant
supernovae [12, 13]. The simplest way to achieve this within the Friedmann model is to
allow for a positive cosmological constant making up roughly 70% of the energy budget of
the Universe today, ΩΛ ≃ 0.7. Cold dark matter and the cosmological constant Λ are the
two important ingredients of the ΛCDM concordance model.

The great success of the ΛCDM model is that it is in general agreement with most
observed phenomena and is at the same time very simple. However, it has a number of
parameters whose values are not explained by the model itself. Most notably, the apparent
value of Λ is of the order of 10−120, and it has become one of the greatest challenges of
theoretical physics to understand how this number should come about [14]. Some ideas
will be discussed in chapter 3.

Several features of the ΛCDM model appear plausible only under an additional assump-
tion, namely that there was a period of accelerated expansion, called inflation, preceding
the Big Bang2. In particular, the high degree of flatness (the smallness of ΩK) and homo-
geneity, as well as the properties of the CMB anisotropies appear to be a consequence of
such a period. The paradigm of cosmic inflation therefore has become one of the hallmark

2Some authors use the term “Big Bang” when they refer to the beginning of time (if such a thing exists).
In this case, of course, it would make no sense to talk about a preceding period. However, throughout this
work the term “Big Bang” simply refers to a very hot and dense state of the early Universe. Some people
like to use the term “hot Big Bang” in order to distinguish from the other use.
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features of the concordance model. Since it is so important, I shall give a short overview
of this subject in the following section.

1.2 Inflation

The idea of cosmic inflation was motivated by some obvious problems of the standard Big
Bang scenario. From the definition of the curvature parameter, eq. (1.10), it is evident

that |ΩK | ∝ (∂ta)
−2

increases when ∂2
t a < 0, i.e. whenever the Universe decelerates. This

was the case for all the time between the Big Bang when radiation was the dominant form
of energy in the Universe and the instant when vacuum energy became dominant, which
happened only recently in cosmic history. Therefore, since |ΩK | is still very small today,
one can conclude that it had to be exponentially small at the time of the Big Bang. This
is known as the flatness problem.

Another problem is related to the existence of a particle horizon, which is the largest
comoving distance which a particle could have traveled since some initial time t∗. This
distance can be computed as

dhor(t) ≡
∫ t

t∗

dt′

a (t′)
. (1.12)

If one assumes that the initial time t∗ lies within the radiation dominated era, for instance
at the hot Big Bang, then one can show that the particle horizon at the time of photon last
scattering, i.e. at the time when the CMB was emitted, is much smaller than the comoving
distance the CMB photons have traveled since then. In other words, the region we observe
with the CMB is much larger than any region which was in causal contact between t∗
and the time of photon last scattering3. However, the high degree of isotropy of the CMB
suggests that the entire observed region was in causal contact, which raises the question
about a t∗ which is earlier than the hot Big Bang. This is known as the horizon problem.

It was realized by Alan Guth that a period of accelerated expansion preceding the Big
Bang solves the two problems simultaneously [15]. Firstly, if ∂2

t a > 0 then |ΩK | decreases.
Therefore, if accelerated expansion continued for a long enough period, then it is easy to
obtain an |ΩK | which is exponentially small. One can convince oneself that a long enough
period of inflation also allows an arbitrarily large particle horizon.

It is evident from eq. (1.4) that accelerated expansion can only be achieved if the
Universe is dominated by a form of energy which makes the right-hand side positive. The
simplest solution is a cosmological constant (vacuum energy). However, if the Universe was
dominated by the energy density of vacuum, how did the hot and dense state of the Big
Bang arise? The only known solution of this problem is to allow the energy density driving
inflation to decay into radiation. Therefore, cosmic inflation is assumed to be driven by
a form of energy which behaves somewhat similar to vacuum energy, but is in fact some
dynamical field and not just a constant.

A simple example for such a form of energy is a homogeneous scalar field which slowly
evolves in a potential. For definiteness, let me assume that the scalar field action takes the
form

Sφ =

∫

d4x
√−g

[

−1

2
∂µφ∂µφ− V (φ)

]

. (1.13)

The homogeneous mode behaves as a perfect fluid source with

ρ =
1

2
(∂tφ)

2
+ V (φ) , (1.14)

P =
1

2
(∂tφ)

2 − V (φ) . (1.15)

3This is true although any two points which we observe may have been arbitrarily close to each other
in physical units at t∗.
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Evidently, if V (φ) is positive and dominates over ∂tφ and all other forms of energy, then

one obtains accelerated expansion by virtue of eq. (1.4). The condition that (∂tφ)
2 ≪ V (φ)

defines the so-called slow-roll regime of inflation. There exist many examples of potentials
which allow for a slow-roll regime, and one of the aims of cosmological precision observations
is to constrain the vast space of inflationary models.

One of the greatest merits of inflation is its ability to “erase” initial conditions. In
cosmology, initial conditions are a very tough problem, because it is completely unclear
by which principle they are determined. However, once inflation is active, all information
becomes dramatically diluted such that a region as large as our observable Universe can
deplete to a state of virtual emptiness4. This property has become known as the “cosmic
no-hair conjecture” [16]. Moreover, perturbations of the energy density (of the scalar field
driving inflation) and the geometry are accounted for entirely by quantum fluctuations.

Diffeomorphism invariance of GR makes perturbation theory cumbersome because of
the gauge freedom. One has to carefully distinguish between gauge variables and physical
observables. For instance, perturbations of the scalar field are coupled to the perturba-
tions of the metric. Their combination gives rise to a physical degree of freedom which is
associated with a gauge invariant variable ζ, see chapter 6 of [8] for a definition and more
details. If one applies a canonical quantization scheme to this variable, one can compute
the power spectrum of scalar perturbations, which is essentially the Fourier transform of
the two-point function of ζ on a spatial hypersurface. It turns out that a typical power
spectrum of slow-roll inflation is exactly what is needed in order to explain most of the
properties of the observed CMB anisotropies. Not only does cosmic inflation provide a
solution to the flatness and horizon problems, it also offers a mechanism to produce the
small perturbations in the matter density which are seen in the CMB. These perturbations
are needed as seeds for structure formation, and are therefore responsible for essentially
everything we see in our Universe.

1.3 Challenges

The merits of inflation should be issued with a caveat. Namely, one is content with the
situation only as long as inflation is able to eliminate the dependence on pre-inflationary
conditions perfectly in the sense that no real experiment can ever detect them. As soon as
a measurement would tell us beyond reasonable doubt that, say, ΩK 6= 0, or homogeneity
and isotropy were not exact at the end of inflation in the statistical sense, or that any other
property of the Universe is different than expected, then we are again harshly confronted
with the issue of initial conditions. The importance of this remark cannot be overstated
– every deviation from flatness, homogeneity and isotropy at the end of inflation calls for
a theory of initial conditions which explains the departure from the basic assumptions of
the ΛCDM model.

Several observations in this direction have already reached out to challenge the concor-
dance model, and more precise measurements with the next generation of experiments may
bring firm evidence. For instance, several indications for the breaking of statistical isotropy
have been reported, as well as an unexpected lack of correlation of CMB anisotropies on
large scales [17, 18, 19]. Yet, the significance of these findings is still subject of debate [20].

If there is still something to learn about the earliest subsistence of our Universe, then
it has to be deciphered from such small departures from the ΛCDM cosmology. Therefore,
all the hope for deeper insights about the origin of all things rests upon the ability of
future experiments to detect and quantify these deviations if they exist. In some later

4Of course, this does not solve the problem of initial conditions at all because it is not specified why
or how inflation started in the first place. However, I will take an agnostic point of view about this issue:
there are many possible scenarios for the conditions at the beginning of inflation, but as long as inflation
lasted long enough such that all information about these conditions is sufficiently diluted, we will never be
able to determine which scenario is correct.
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parts of this work I will indulge in this hope and describe some scenarios going beyond the
ΛCDM model which make clear predictions about the deviations and could therefore be
tested with such data. Also, if it was not for this hope, the search for a theory of initial
conditions would merely be an academic enterprise5.

In the next chapter I will explain a conceptual approach towards the origin of our
Universe and introduce the tools which are used in this approach. In chapter 3 I will take
a step further and apply these tools in a framework called landscape. In particular, I will
put forward a scenario where isotropy is broken in our Universe due to a quantum process.
Finally, I will discuss some phenomenology of anisotropic spacetime in chapter 4. I will
always assume that our Universe is to leading order well described by the ΛCDM cosmology
and focus on the signatures of, e.g., a breaking of statistical isotropy at next-to-leading
order.

5One might object that even if there was a long period of inflation, there is some need for a theory of
initial conditions that explains it. However, different such theories can not be tested against each other,
and therefore I adhere to my agnostic viewpoint.
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Chapter 2

Quantum Cosmology

As I have sketched in the last chapter, it seems that today we understand large stretches of
the evolution of our Universe well enough to make predictions – or should I say “postdic-
tions” – which are in good agreement with our observations. What remains unexplained
so far are some assumptions about the initial conditions. These are tied to the question of
how our Universe came into existence (if it has a beginning) or how it was “prepared” into
the presumed initial state. Quantum cosmology is a framework of searches for an answer
to these questions within the realm of quantum physics. To put it in a nutshell, it means
that the entire Universe is considered as a quantum system.

This idea may occur odd at first sight because one is used to apply quantum mechan-
ics only to microscopic systems, and what is less microscopic than the entire Universe?
However, it is a well-established premise that also classical systems have an underlying
quantum description, their classical appearance only being due to decoherence, that is the
quantum entanglement with the environment [21]. If one takes this premise seriously, then
one is led to the conclusion that even the entire Universe is a quantum system, albeit a
very complex and intricate one. Its quantum nature does not reveal itself to us today,
but the situation may have been different at some early time when the entire volume we
observe today was indeed contained within a microscopic region.

Of course, if one wants to do cosmology, one has to take gravity into the picture.
Unfortunately it has proven to be a very hard problem to unify GR and quantum theory
to a consistent theory of quantum gravity. In order to make some progress, several heuristic
approaches have been pursued. For instance, using a Hamiltonian formulation of GR one
can apply a canonical quantization scheme to the metric degrees of freedom. Another
approach is inspired by the concept of path integral quantization. These approaches are
the topic of the forthcoming section 2.1. After having established the basic ideas I will
return to the question of initial conditions in section 2.2. A very powerful tool of quantum
cosmology will be introduced in section 2.3. Finally, in section 2.4 I will briefly comment
about the issue of interpretation in quantum cosmology.

2.1 A Wavefunction of the Universe

In classical GR, the Universe is a spacetime geometry together with a “material” content.
The latter is assumed to consist of matter fields – these are for instance the fields of
the standard model of particle physics. On laboratory scales, where the geometry can
be well approximated by Minkowski spacetime, quantum field theory (QFT) has proven
very successful in describing the matter fields. In this framework, the matter degrees of
freedom are represented by a wavefunction, and probabilities for, say, the outcomes of
an experiment, are related to the amplitudes of the branches of the wavefunction on the
corresponding configurations. Quantum cosmology tries to incorporate the geometry into
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this picture, putting the metric field on equal footing with matter fields. The Universe
hence can be described by a wavefunction which simultaneously represents the degrees of
freedom of both matter and geometry.

In order to find the governing equation of this wavefunction of the Universe, I will
apply the successful techniques of conventional QFT in the most straightforward way to
GR. This approach has been pioneered by Bryce DeWitt [22] and can be found in many
textbook reviews (see, e.g., [23] for a recent one).

2.1.1 The Hamiltonian Approach

The quantization of a Hamiltonian system is a standard exercise of quantum mechanics.
The canonical prescription says that the generalized coordinates and momenta have to be
promoted to operators which fulfill certain equal-time commutation relations. In order
to apply this canonical quantization scheme to GR, one first has to find a Hamiltonian
description. A suitable starting point is the Einstein-Hilbert action

Sgrav =
1

16π

∫

d4x
√
−g [R− 2Λ] , (2.1)

where R is the (Ricci) curvature scalar associated to the metric field. In order to Legendre-
transform the Einstein-Hilbert Lagrangean to obtain a Hamiltonian, it it necessary to
introduce a time coordinate explicitly. This can be done by employing a foliation of space-
time. I have shown in section 1.1 how this can be done in a Friedmann model. The most
general way of decomposing a spacetime into spatial hypersurfaces is known as the “ADM
decomposition” (after Richard Arnowitt, Stanley Deser and Charles Misner [24]). The line
element is rewritten as

ds2 = gµνdx
µdxν = −N2dt2 + hij

(

dxi +N idt
) (

dxj +N jdt
)

, (2.2)

where hij is the metric field on a three-dimensional spatial hypersurface, and the fields
N and N j are called the lapse function and shift vector, respectively. The metric hij
contains the information on the geometry of the hypersurface, while the lapse and shift
determine how the hypersurfaces are stacked together. A detailed account of this type of
decomposition can be found in many textbooks, see [25] for a pedagogical one.

ds

xi

xi

Ndt

N idt

Figure 2.1: A foliation of spacetime in terms of the ADM decomposition.

In these variables, the four-dimensional curvature R is

R = 3R +KijK
ij −

(

Ki
i

)2
, (2.3)
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where 3R is the three-curvature associated with the metric hij , and Kij is the extrinsic

curvature tensor of the spatial submanifold. The extrinsic curvature describes how the
hypersurface is embedded into the four-dimensional spacetime. It is defined by

Kij ≡
1

2N
(∂thij −∇iNj −∇jNi) , (2.4)

where ∇i denotes covariant differentiation with respect to the spatial metric hij .
The Einstein-Hilbert Lagrangean now reads

Lgrav =
N
√
h

16π

[

3R +KijK
ij −

(

Ki
i

)2 − 2Λ
]

. (2.5)

The ADM variables hij , Ni, N are the generalized coordinates which carry the geometric
degrees of freedom. The corresponding generalized canonical momenta are therefore defined
as

p ≡ δLgrav

δ∂tN
= 0 , (2.6)

pi ≡ δLgrav

δ∂tNi
= 0 , (2.7)

pij ≡ δLgrav

δ∂thij
=

√
h

16π

(

Kij −Kk
kh

ij
)

. (2.8)

The vanishing of the first two lines occurs because the lapse and shift are only Lagrange
multipliers. This means that they are not really dynamical degrees of freedom, but they
give rise to constraints. The important implications of this fact will become apparent
shortly.

The Hamiltonian is obtained from the Einstein-Hilbert Lagrangean by Legendre trans-
form:

Hgrav = pij∂thij − Lgrav

= N
√
h

[

16πpijp
ij − 16π

(

pii
)2 − 1

16π

(

3R− 2Λ
)

]

− 2Ni∇jp
ij (2.9)

The primary constraints (2.6) and (2.7), together with the Hamiltonian equations of mo-
tion, lead to the secondary constraints

0 = ∂tp =
δHgrav

δN
=

√
h

[

16πpijp
ij − 16π

(

pii
)2 − 1

16π

(

3R− 2Λ
)

]

≡ H⊥ , (2.10)

0 = ∂tp
i =

δHgrav

δNi
= −2∇jp

ij ≡ Hi , (2.11)

which are called the Hamiltonian constraint and momentum constraint, respectively. If
matter fields are present, the constraints acquire extra terms. For instance, a matter
source with stress-energy tensor Tµν enters the Hamiltonian constraint as

H⊥ =
√
h

[

16πpijp
ij − 16π

(

pii
)2 − 1

16π

(

3R− 2Λ
)

+ ρ

]

= 0 , (2.12)

where ρ ≡ Tµνn
µnν is the component of the stress-energy tensor that projects onto the

timelike unit normal nµ of the hypersurface.
The canonical quantization prescription is that the Hamiltonian (which is a constraint

in this case) is promoted to an operator that acts on the wavefunction. To this end, all
canonical momenta are replaced by derivative operators,

pij → −i δ

δhij
, (2.13)
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and similarly for the momenta which appear in the matter part. However, there is no unique
way of performing this replacement. While in the original Hamiltonian the factor ordering
of products of coordinates and canonical momenta was unimportant, this is no longer the
case once the momenta are operators which do not commute with the coordinates. This
leaves one with the infamous operator ordering ambiguity. The correct factor ordering can
only be determined by comparison with experiments – an option one does not have in
quantum cosmology (see also section 2.4). However, all the calculations presented later in
this work are carried out in the semiclassical approximation. This means that, although
quantum effects like tunneling are considered, they are treated only to leading order in ~

(this statement will be made more precise later). Fortunately, the operator ordering affects
the results only at subleading order and can therefore be chosen arbitrary for the purposes
of all semiclassical calculations.

After the canonical quantization scheme has been applied, one arrives at the Wheeler-
DeWitt equation:

Ĥ⊥

[

hij ,
δ

δhij
, . . .

]

Ψ [hij , . . .] = 0 (2.14)

The ellipsis stands for matter variables.

The Wheeler-DeWitt equation has several peculiarities. The most striking feature is
the absence of time – the state of the Universe does not evolve at all. This, of course,
reflects the fact that there obviously is no external time parameter, but time is a concept
which is contained in the Universe as well. In order to recover a notion of time, one has to
introduce a physical clock, which is a collection of matter degrees of freedom. One can then
study the wavefunction as a function of the corresponding matter variables. This means,
however, that time remains an approximate concept, which emerges only on semiclassical
configurations when a physical clock can be sensibly defined. On configurations outside of
a semiclassical regime there exists no notion of time whatsoever.

The Wheeler-DeWitt equation is a condition on physical states : all states that are
physically viable give zero when the constraint operator is acted on their wavefunction.
This does, however, not single out a particular state. In fact, there are still infinitely many
possible states for our Universe which are physically viable.

Note that the Wheeler-DeWitt equation is usually understood as the quantized version
of the Hamiltonian constraint. The momentum constraint gives another condition on
physical states, namely it guarantees diffeomorphism invariance on the three-geometry1.
Loosely speaking, the Hamiltonian constraint (or the Wheeler-DeWitt equation) states
that the time parameter chosen in the ADM decomposition has no physical significance,
while the momentum constraint makes a similar statement about the coordinates on the
hypersurface. In order to recover a notion of position, one has again to introduce a physical
device which is constructed out of matter degrees of freedom. Positions of physical entities
are therefore defined only relative to each other, and again only in an approximate sense.

It is also noteworthy that the wavefunction is a function on the space of all possible
configurations of matter and three-geometry. This configuration space is called superspace.
However, it is generally impracticable to work with the full superspace: the full description
of arbitrary configurations contains far too many degrees of freedom. In order to handle
this problem, one usually works with a drastically truncated version of superspace (often
called minisuperspace) which contains only configurations with a high degree of symmetry.
For instance, a first cosmological application would be to consider only homogeneous and
isotropic configurations. The description of highly symmetric configurations requires only
few degrees of freedom. This way of making the problem tractable is therefore called
symmetry reduction. The imposed symmetry depends on the particular aspects one wants
to study.

1In order to find physical states one often makes an ansatz which incorporates diffeomorphism invariance
by construction. Then one only has to care about solving the Wheeler-DeWitt equation.
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In order to fix the wavefunction, i.e. the state of the Universe, one has to specify
boundary conditions on the boundaries of (reduced) configuration space. Unfortunately,
it is far from being clear which boundary conditions should be formulated. It is not even
sure if this question can be answered one day, because there may be no experiments to
test different hypotheses. The hope is, however, that different hypotheses make different
predictions for our observations, such that some hypothesis may appear more plausible
than another in the face of observational data. For instance, it has been attempted to
predict the probability of inflation lasting long enough to solve the flatness and horizon
problems based on different assumptions about boundary conditions in quantum cosmology
(see [26] for a review). A special prescription of boundary conditions which is motivated
from a path-integral approach will be the subject of the forthcoming section.

2.1.2 The No-Boundary Proposal of Hartle and Hawking

Almost three decades ago, James Hartle and Stephen Hawking proposed a wavefunction
of the Universe based on a construction of the ground state, that is the state of minimum
excitation [27]. Their construction based heavily on the ideas of path-integral quantization
[28]. Without going into the technical details and the issues concerning a rigorous definition,
the ground state wavefunction of Hartle and Hawking can formally be represented as

ΨNB [hij , χN ] ∝
∫

DgabDφNe−SE[gab,φN ] . (2.15)

This expression needs some explanation. The symbols χN and φN denote configurations of
all matter fields, N being a label that enumerates the fields and not a spacetime index. The
configurations occurring as argument in the wavefunction, χN , are specified on the three-
dimensional hypersurface only, while the configurations φN live on a four-dimensional ge-
ometry. The path-integral on the right-hand side is a sum over all regular four-dimensional
compact geometries with a single compact three-dimensional boundary and over all possi-
ble regular configurations φN on them with the condition that the induced metric on the
boundary matches hij and the restriction of φN to the boundary matches χN . The sum is
weighted by the exponential of the Euclidean action SE of the four-dimensional geometry
and matter configuration, see section 2.3.3 for a definition. Since the path-integral contains
only geometries with just one boundary, specified by the argument of the wavefunction, and
therefore without any “initial” boundary, this state has become known as the no-boundary

state (hence the subscript “NB” on the left-hand side).
Note that the three-dimensional geometry in the argument of the wavefunction is sup-

posed to be compact. The no-boundary state therefore only admits a closed Universe. This
is not a very restrictive assumption once inflation is presumed to take place. It is even
possible that the emergent semiclassical spacetime admits both closed and open slicings,
and the observed curvature depends on the class of observers one chooses.

The no-boundary wavefunction fulfills both the Wheeler-DeWitt equation and the mo-
mentum constraint by construction. It is interesting how the concept of classical spacetime
emerges. Classical configurations (those which are consistent with the classical equations of
motion) extremize the action and therefore constitute saddlepoints appropriate for approx-
imating the path-integral with the method of steepest descent. Note that the path-integral
is formulated in a completely Euclidean way. The Lorentzian nature of semiclassical space-
time is obtained if the saddlepoints are complex [29] – in this case they occur as complex
conjugate pairs such that the wavefunction remains real.

The method of steepest descent is a powerful device for obtaining semiclassical approx-
imations of the wavefunction. Some applications of this method will be illustrated in the
forthcoming sections. I will leave the presentation of the no-boundary proposal at that su-
perficial level and carry on with a central topic of this work, the quantum mechanical decay
of a metastable vacuum configuration. A detailed account of the no-boundary proposal
can be found in the literature (see, e.g., [30] for a recent review).
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2.2 False Vacuum Decay

The scalar field example presented in section 1.2 illustrates that potential energy can
effectively act like a contribution to the cosmological constant. Potentials may appear in the
Lagrangean description of a fundamental theory, but more importantly, they are ubiquitous
in low-energy effective field theory – they typically arise as the result of integrating out
some high-energy degrees of freedom. Understood as a function in field space, a potential
may have a very complicated structure. In particular, it may have local minima and saddle
points. Any local minimum corresponds to a classical ground state configuration of fields.
In general, the fields tend to evolve towards these configurations.

Since the potential energy at the minimum acts like vacuum energy, it can drive cosmic
inflation. This means that, once the fields in a region of the Universe approach a mini-
mum in such a way that the potential energy comes to dominate, the region inflates and
– as a consequence – supercools into the vacuum configuration corresponding to the local
minimum of the potential. If several local minima exist for a potential, there are corre-
spondingly many different vacuum configurations. The notion of vacuum therefore is not
unique, and what is more important, different vacua can have different vacuum energies as
a result of the respective contributions from the potential.

It may happen that the effective vacuum energy density at a minimum is negative.
In this case, instead of driving cosmic inflation, gravity acts such that the region which
contains the negative energy vacuum collapses. Classically, the region encounters a so-called
Big Crunch singularity. From the viewpoint of quantum cosmology, there will probably
be no singularity (the wavefunction remains well-behaved), but the classical description of
the configuration will break down. At any rate, the region will become a bad place for
physical observations, since the very notion of observation is defined only in a classical
sense. Therefore, throughout this section, I will only consider vacuum configurations with
non-negative effective vacuum energies.

Classically, once the fields have settled to a minimum, they remain trapped at this
configuration forever. However, true quantum fields always fluctuate around the vacuum
configuration. Therefore, if the potential has other minima, the configuration is rendered
metastable due to the possibility that the fields tunnel through the potential barrier to
another minimum. The mechanics of this process, which is called false vacuum decay, is
the main subject of this section. Although being extremely rare, it is believed that this
process is very important, because it allows the Universe to explore the potential and
hence to populate all possible vacuum configurations. The dominant decay channel, which
I will discuss in much detail in the following, is the spontaneous nucleation of bubbles
containing a new and energetically favored phase like in a first-order phase transition.
This process has been extensively studied in the literature. The subject was pioneered
by Sidney Coleman and collaborators [31, 32, 33]. The inverse process of vacuum decay,
which is the population of an energetically disfavored configuration from a lower-lying
initial vacuum, was described in [34]. For an overview of the cosmological applications of
vacuum transitions, see for instance [35].

The properties of the vacuum inside a bubble are drastically different from the outside,
such that one generally speaks of a new-born bubble-universe. It is indeed conceivable that
our entire observable Universe is contained within such a bubble. Adopting it as a new
premise that this is the case leads to new exciting consequences. First of all, by arranging
a long enough period of additional inflation taking place inside the bubble, one can always
come to agreement with the ΛCDM concordance model up to arbitrary precision. A finite
amount of inflation will lead to finite deviations from the concordance model. However,
these deviations are not random, but depend on “initial conditions” which are determined
by the scenario of false vacuum decay. Therefore, the scenario offers a well-motivated
and elegant possibility to introduce deviations from the ΛCDM concordance model in a
controlled way. This aspect makes the study of false vacuum decay particularly interesting.
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2.2.1 Bubble Nucleation on Minkowski Background

In order to give a first intuitive picture of the vacuum decay process, let me set aside grav-
itational effects for a moment and discuss the problem in the familiar arena of Minkowski
space. This is a good approximation if the relevant length scales are small compared to
the curvature scale of spacetime, and if all energy densities are likewise small. I will relax
these assumptions in the forthcoming sections.

I consider a scenario where the fields have supercooled into a metastable phase, cor-
responding to a local minimum in field space of the effective potential. The effective
potential is assumed to have another local minimum with a lower value of vacuum energy.
The present configuration of the fields is therefore called a false vacuum, while the con-
figuration corresponding to the lower minimum is called the true vacuum. This is just
for definiteness – in fact, the lower minimum does not have to be a global minimum of
the potential, and there may be other, even lower minima. The terms “false” and “true”
vacuum are just used to distinguish between the two configurations which are involved in
the particular process under consideration.

The decay of the false vacuum to the true one proceeds as follows. The fields in the false
vacuum configuration are subject to quantum fluctuations. By chance, these fluctuations
can take the fields in some region of space across the potential barrier to a configuration
which is close to the true vacuum. On the boundary of the region, the fields have to
connect to the false vacuum configuration and therefore have to spend some parts beneath
the barrier. However, since the true vacuum is energetically favored, just by making the
region large enough, one can arrange that enough energy becomes available to balance
the costs of this boundary layer, such that the virtual quantum fluctuation can become
real and classical. It is also intuitively clear that fluctuations of small regions occur with
much larger probability than those of large regions. As a consequence, the spontaneous
nucleation of true vacuum domains predominantly produces spherical domains, so-called
bubbles, because these have the optimal proportion between surface and volume.

In fact, the probability of aspherical nucleation is suppressed so dramatically that it
is an extremely good approximation to assume that false vacuum decay proceeds entirely

by nucleation of spherical bubbles, the next-to-leading order being only tiny perturbations
about sphericity. The problem can hence be simplified a lot by symmetry reduction:
imposing spherical symmetry turns the 3 + 1 dimensional setup into a 1 + 1 dimensional
one. I will therefore use spherical coordinates of Minkowski space,

ds2 = ηµνdx
µdxν = −dt2 + dr2 + r2dΩ2 , (2.16)

and assume that the bubble is centered at the origin r = 0.
Let me denote a field configuration with the symbol φ, and let φ+, φ− be the configura-

tions at the false and true vacuum, respectively. Furthermore, let me denote the effective
potential as V (φ). The difference on the potential energy of the two phases gives rise to a
“latent heat” ǫ,

ǫ = V (φ+) − V (φ−) . (2.17)

I will assume that ǫ is a small parameter.
A bubble of true vacuum is circumscribed by a boundary layer in which the field con-

figuration interpolates between φ− and φ+. Since this interpolation runs beneath the
potential barrier which separates the two local minima of the potential, the surface layer
is characterized by a surface energy density, or “surface tension” σ. Up to corrections of
order ǫ, it is given by the integral expression

σ =

∫ φ+

φ−

dφ
√

2 (V (φ) − V (φ+)) , (2.18)

where the integration path follows the trajectory of “least resistance,” i.e. the field config-
uration changes in such a way that a minimum amount of energy has to be spent.



28 Quantum Cosmology

If one assumes that the boundary layer is of negligible thickness, the problem of bubble
nucleation can be described with a single degree of freedom: the radial position of the
boundary layer. This additional simplification is known as the thin-wall approximation.

A justification of eq. (2.18) can be sketched as follows. Consider a scalar field action
of the type given in eq. (1.13). In the thin-wall approximation, the contribution from
the surface layer comes from a region localized around the worldsheet of the bubble wall.
Choosing local normal coordinates with a spacelike direction n orthogonal to the world-
sheet, the contribution from the bubble wall can be written as

Swall =

∫

wall

d4x

[

−1

2
∂µφ∂µφ− V (φ)

]

≃ Awall

∫ n+

n−

dn

[

−1

2
(∂nφ)

2 − V (φ)

]

, (2.19)

where Awall is the volume of the worldsheet, and n is integrated over the infinitesimal
thickness of the wall, n− and n+ being the endpoints of integration on the true and false
vacuum side, respectively. Variation of the action gives an equation for φ(n),

∂2
nφ = ∂φV , (2.20)

which is equivalent to

∂n

[

1

2
(∂nφ)2 − V (φ)

]

= 0 . (2.21)

With the boundary condition that φ matches φ+ at spatial infinity, this can be directly
integrated to yield

1

2
(∂nφ)2 = V (φ) − V (φ+) . (2.22)

Inserting back into eq. (2.19) and changing the integration variable, one finds

∫ n+

n−

dn

[

−1

2
(∂nφ)

2 − V (φ)

]

=

∫ φ+

φ−

dφ
√

2 (V (φ) − V (φ+)) − (n+ − n−)V (φ+) . (2.23)

In the thin-wall approximation, however, the last term can be dropped, and one arrives at
the expression (2.18).

When the thin-wall approximation applies, the properties of the scalar potential are
entirely encoded in the two parameters ǫ and σ. One can now write down an effective
action that contains only a single degree of freedom, the position r(t) of the bubble wall:

Seff =

∫

dt

[

4π

3
ǫr3(t) − 4πσr2(t)

√

1 − (∂tr)
2

]

. (2.24)

The square root arises from the timelike line element on the worldsheet of the bubble wall,

−dτ2 = −dt2 + dr2 ⇒ dτ = dt

√

1 − (dr/dt)
2
.

As a first step, I will examine the classical system. Introducing p ≡ ∂Leff/∂∂tr, the
canonical momentum conjugate to r, a classical Hamiltonian of the system is given by

H(r, p) = p∂tr − Leff =
√

p2 + 16π2σ2r4 − 4π

3
ǫr3 . (2.25)

The false vacuum configuration corresponds to the solution p = r = 0, which means
that there is no bubble. For this configuration, the total energy of the system is zero.
Squaring the zero-energy equation yields

p2 + 16π2σ2r4 − 16π2

9
ǫ2r6 = 0 , (2.26)

which is the equation of a particle of unit mass moving in the potential

U(r) = 8π2σ2r4 − 8π2

9
ǫ2r6 . (2.27)
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Apart from the solution p = r = 0, there obviously exists a second solution with zero total
energy where the particle approaches from infinity until it reaches the point r = 3σ/ǫ,
where it is reflected at the potential barrier and subsequently recedes to infinity again.

Quantum mechanically, the two solutions can be connected by a tunneling process in
which the particle spontaneously relocates itself to the other side of the barrier2 which
separates the two classical trajectories.

In order to estimate the tunneling rate, recall that the wavefunction of a point particle
under a potential barrier, in the WKB approximation, behaves roughly as

ψWKB(r) ∼ e−
R

r
√

2U(r′)dr′ . (2.28)

Although this treatment is not seriously justified since I have not quantized the system
yet, integrating across the barrier from r = 0 to r = 3σ/ǫ ≡ r0 and comparing the squared
WKB amplitudes yields a tunneling rate of

Γ ≃ |ψWKB(r0)|2

|ψWKB(0)|2
≃ e−27π2σ4/2ǫ3 . (2.29)

Despite this very crude derivation, this final result coincides with the one which is
obtained in a rigorous calculation, as will be shown in later sections.

2.2.2 Constructing the Wavefunction in Thin-Wall Approximation

A difficulty arises when one wants to quantize the system because of the appearance of a
square root in the action integral, see eq. (2.24), which reappears also in the Hamiltonian,
eq. (2.25). In order to deal with this problem, I will follow an approach which is widely
used in string models and reparametrize the worldline of the wall position. For a modern
textbook introduction on this technique, see for instance chapter 2.1 of [36]. To my know-
ledge, it has not been applied to the problem of bubble nucleation in this way before. Let
me first rewrite eq. (2.24) such that it is explicitly invariant under time reparametrizations:

Seff =

∫

dλ

[

4π

3
ǫr3∂λt− 4πσr2

√

(∂λt)
2 − (∂λr)

2

]

. (2.30)

The worldline (r, t) of the bubble wall is now parametrized by an arbitrary parametrization
λ. Now, in order to avoid the square root, one may replace the action equivalently by

Seff =

∫

dλ

[

4π

3
ǫr3∂λt+ 2πσr2

(

(∂λr)
2 − (∂λt)

2

ν
− ν

)]

. (2.31)

On the classical level, this action is completely equivalent to (2.24) or (2.30). This can

be seen by solving the Euler-Lagrange equation of ν, which yields ν =

√

(∂λt)
2 − (∂λr)

2,

and inserting this back into eq. (2.31). The advantage of eq. (2.31) is that it is much more
convenient for quantization due to the absence of square roots.

I now introduce the canonical momenta

p ≡ ∂L
∂∂λr

, q ≡ ∂L
∂∂λt

, (2.32)

and perform the Legendre transformation to obtain the Hamiltonian

H = ν

(

p2 − q2

8πσr2
+
ǫrq

3σ
− 2πǫ2r4

9σ
+ 2πσr2

)

. (2.33)

2Note that in this picture, the tunneling of the fields φ in the potential V (φ) is replaced by an effective
description where a single degree of freedom r tunnels through an effective potential U(r). The two
potentials V (φ) and U(r) should not be confused!
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Since ν is only a Lagrange multiplier and no dynamical degree of freedom, which can be
seen from ∂L/∂∂λν ≡ 0, one concludes that ∂H/∂ν = 0. This forces the Hamiltonian itself
to zero, which can be interpreted in terms of a Hamiltonian constraint

Hν ≡ p2 −
(

q − 4π

3
ǫr3
)2

+ 16π2σ2r4 = 0 . (2.34)

The Lagrange multiplier ν plays a similar role as the lapse function in the ADM formalism.
Applying the canonical quantization prescription

p→ −i∂r , q → −i∂t , (2.35)

to the Hamiltonian constraint, one arrives at a Wheeler-DeWitt type of equation

Ĥ [r, ∂r, t, ∂t]ψ(r, t) = 0 . (2.36)

The motion of a bubble has a conserved energy E associated with it. This follows
directly from the fact that the Hamiltonian is independent of t and therefore q is a con-
served quantity. In fact, q is just the quantum mechanical energy with the wrong sign, cf.

eq. (2.35). For energy eigenstates, I make the usual product ansatz

ψ(r, t) = e−iEtψE(r) . (2.37)

with this ansatz, ψE obeys an ordinary differential equation. Specializing to a certain form
of operator ordering, this equation reads

[

−∂2
r +

n

r
∂r − E2 − 8π

3
ǫEr3 − 16π2

9
ǫ2r6 + 16π2σ2r4

]

ψE(r) = 0 , (2.38)

where n parametrizes a residual freedom in choosing the operator ordering which I keep
for later convenience.

The state appropriate for describing spontaneous bubble nucleation corresponds to a
solution with zero energy. Setting E = 0 one arrives at an equation which is very similar
to the stationary Schrödinger type of equation which would be obtained naively from
eq. (2.26). This should not come as a big surprise. However, the derivation presented here
is more rigorous and allows to treat also arbitrary states. The choice of the state remains
somewhat ad hoc though.

The zero-energy equation can be cast into dimensionless form by defining x ≡ r/r0 and
Z ≡ πσr30/2:

[

−∂2
x +

n

x
∂x − 64Z2

(

x6 − x4
)

]

ψE=0(x) = 0 . (2.39)

It turns out that it is useful to write ψE=0(x) ≡ ϕ(x2). Since x is restricted to the
positive real axis, this may be done without ambiguity. The equation for ϕ becomes
particularly simple if one chooses the operator ordering corresponding to n = 1. Defining
s ≡ x2 one then has

∂2
sϕ+ 16Z2(s2 − s)ϕ(s) = 0 . (2.40)

By completing the square, this can be brought to a canonical form known as the Weber
differential equation. Its solutions are the parabolic cylinder functions Dν , which are
characterized e.g. in [37]. In terms of these, two independent solutions are

ψ+
E=0(x) ∝ D− 1

2−
i
2Z

(

− (i− 1)
√
Z
(

2x2 − 1
)

)

,

ψ−
E=0(x) ∝ D− 1

2 + i
2Z

(

− (i+ 1)
√
Z
(

2x2 − 1
)

)

. (2.41)
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Figure 2.2: Wavefunction ψE=0 with boundary conditions corresponding to a tunneling bubble
(left panel) and a “bouncing” bubble (right panel). Real and imaginary part of the former are
shown in blue and red, respectively – the arbitrary phase was chosen such that Im [ψE=0(0)] = 0.
In order to get a visible appearance to the right of the barrier, I have chosen Z = 0.5, which
corresponds to a tunneling rate of order unity. For small tunneling rates, Z ≫ 1, the wavefunction
to the right of the barrier is exponentially small. The probability amplitude of the “bouncing”
bubble shows a clear interference pattern (standing wave) to the right of the barrier, since the
incoming bubble is largely reflected at the potential. Also in this case the probability for the
radius to penetrate through the barrier is small and quickly approaches zero as Z becomes large.

The boundary condition of having an outgoing wave3 at x → ∞ selects the first solution.
This is the physically significant case of having no “incoming bubble.” A plot of this
solution is shown in fig. 2.2 (left panel), from which it is evident that the probability
is high for the bubble radius to be trapped inside the potential U(r), but also that an
exponentially small tail of the wavefunction leaks out beyond the classical turning point at
x = 1. An asymptotic expansion for large Z shows that

∣

∣ψ+
E=0(1)

∣

∣

2

∣

∣ψ+
E=0(0)

∣

∣

2 ∼ e−πZ as Z → ∞ . (2.42)

This confirms the result of the WKB estimate given in eq. (2.29).
The second solution, ψ−

E=0, is shown in fig. 2.2 (right panel). It can be interpreted as
a pre-existing bubble that approaches the classical turning point from infinity, “bounces,”
and reexpands indefinitely. Most of the wavefunction is reflected at the barrier, produc-
ing the usual standing wave pattern. However, a small fraction is allowed to tunnel to
x = 0, which is in a sense the reversed process of spontaneous nucleation – the bubble
spontaneously disappears and the false vacuum configuration is restored.

2.2.3 Tunneling in Time-dependent Settings

Having understood the basic features of bubble nucleation in Minkowski space, let me now
move on to a slightly more general setup in which the background is allowed to have some
dynamics4. I will still assume that the nucleation process does not disturb the background,

3The notion of an “outgoing wave” is somewhat arbitrary. I take a heuristic definition and simply pick
the solution which has the asymptotic property that p̂ψ = −i∂rψ ∼

p

−2U(r)ψ, i.e. the solution which
asymptotes to the “outgoing” WKB mode.

4This section closely rephrases some parts of [1], in which the work presented here has been published.
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but the background dynamics shall be allowed to have some effect on the bubbles. Having
a cosmological scenario in mind, I will consider the case where the ambient spacetime is
well approximated by a flat Friedmann universe. It is convenient to work in conformal
time τ , in which the FRW line element of eq. (1.2) reads

ds2 ≡ gµνdx
µdxν = a2(τ)

[

−dτ2 + dr2 + r2dΩ2
]

. (2.43)

I have set K = 0 for simplicity. The conformal time is related to the proper time by
dt = adτ .

On this type of background, the effective action (2.24) which governs the radial motion
of a bubble wall generalizes to

Seff =

∫

dτ

[

4π

3
ǫa4r3 − 4πσa3r2

√

1 − (∂τ r)
2

]

. (2.44)

In this expression, a(τ) is an external “source” with a given time-dependence. In cosmology,
the time evolution of the scale factor is governed by the Friedmann equations, as outlined
in section 1.1. Due to this explicit time-dependence introduced by the background, the nu-
cleation rate will in general be time-dependent as well. A formalism to calculate tunneling
rates in such settings has been presented by Esko Keski-Vakkuri and Per Kraus [38]. In
their approach, the tunneling rates are obtained in a semiclassical calculation directly from
the classical equations of motion, thereby avoiding the quantization of the system and all
the issues it would entail. The classical equation which governs the motion of the bubble
wall reads

4πǫa4r2 − 8πσa3r

√

1 − (∂τr)
2 =

d

dτ



4πσ
a3r2∂τ r

√

1 − (∂τr)
2



 . (2.45)

It is clear by intuition that the classical trajectory after tunneling emanates from a
classical turning point where the canonical momentum

p ≡ ∂L
∂∂τr

= 4πσ
a3r2∂τr

√

1 − (∂τ r)
2

(2.46)

vanishes. It has been pointed out in [38] that by analytic continuation to complex τ one
can find a classical trajectory (in the complex τ plane) that smoothly shrinks the bubble
to zero size. To this end, it is useful to rewrite eq. (2.45) as an equation for τ(r):

4πǫa4r2∂rτ − 8πσa3r

√

(∂rτ)
2 − 1 =

d

dr



4πσ
a3r2

√

(∂rτ)
2 − 1



 . (2.47)

I am looking for the solution with the boundary conditions

p(τ0) = 4πσ
a3r2

√

(∂rτ)
2 − 1

∣

∣

∣

∣

∣

∣

τ=τ0

= 0 , ∂rτ
∣

∣

∣

r=0
= 0 , (2.48)

where τ0 is a free parameter, the nucleation time. The nucleation radius, i.e. the coordinate
radius of the bubble at the classical turning point, will be denoted as r0 as before, and
fulfills τ(r0) = τ0. The first condition matches the solution to the turning point, from which
on it remains on the real axis. In order to understand where the second condition comes
from, consider the full spherically symmetric worldsheet of the bubble traced out by the
trajectory (r, τ(r)). The trajectory is simply extended into the classically forbidden region
r < r0 by analytic continuation. The second condition then guarantees that the worldsheet
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remains regular at the origin. This is precisely what is meant by smoothly shrinking the
bubble to zero size. These two boundary conditions characterize a one-parameter family
of solutions labeled by their individual nucleation times.

After some algebra, eq. (2.47) simplifies to

ǫ

σ
a

√

(∂rτ)
2 − 1 = 2

∂rτ

r
+ 3

∂τa

a
− ∂2

r τ

(∂rτ)
2 − 1

. (2.49)

Since τ will depart from the real axis for r < r0, it is clear that one also has to continue
the time-dependent scale factor a to the complex plane. In some cases a is given in terms
of elementary functions and the continuation is straightforward.

With a solution to eq. (2.49) which obeys the boundary conditions (2.48), the semiclas-
sical tunneling rate is determined by the imaginary part of its action:

Γ ∼ e−2Im[Seff ] . (2.50)

This semiclassical formula is analogous to the WKB estimate of eq. (2.29) and follows from
a similar reasoning. A rigorous justification for this approach follows from the methods
explained in section 2.3. It is again useful to write Seff in terms of τ(τ0; r):

Im [Seff ] = Im

[
∫ r0

0

dr

(

4π

3
ǫa4r3∂rτ − 4πσa3r2

√

(∂rτ)
2 − 1

)]

. (2.51)

One should keep in mind that each solution is labeled with an individual nucleation time
τ0, and that the value of the above integral can in general depend on this parameter. This
is what is meant by a time-dependent tunneling rate.

In order to illustrate the whole approach, let me apply it to several examples. Before
turning to time-dependent backgrounds, it is useful to review the situation in Minkowski
space. In this case, one can set a = 1, and conformal time is equivalent to proper time.
The trajectory is a hyperbola,

r2 − (τ − τ0)
2 = r20 , (2.52)

which means

τ(r) = τ0 +
√

r2 − r20 . (2.53)

The sign for the square root is chosen corresponding to an expanding bubble. One can
check that this trajectory fulfills the boundary conditions (2.48), and furthermore, with
eq. (2.49) one infers r0 = 3σ/ǫ. The imaginary part of the action can be found readily
from eq. (2.51),

Im [Seff ] =
27π2σ4

4ǫ3
, (Minkowski) (2.54)

which gives the same semiclassical decay rate as the WKB estimate (2.29).
As a first example for an expanding background, I shall now consider de Sitter space.

Although it can actually be written in static coordinates, the FRW metric with flat spatial
sections has a scale factor which grows exponentially with proper time, a = eHt. Written
in conformal time this becomes a = −1/(Hτ), where τ runs from −∞ to 0 as t runs from
−∞ to +∞. With this form of scale factor, eq. (2.49) reads

− ǫ

σHτ

√

(∂rτ)
2 − 1 =

∂rτ

r
− 3

τ
− ∂2

r τ

(∂rτ)
2 − 1

. (2.55)

While looking for the complete set of solutions to this problem does not seem promising,
it turns out that one can guess the relevant solution by sensibly generalizing the one of
Minkowski space. Since de Sitter space (in flat coordinates) has a constant expansion
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rate H , one should expect that the proper nucleation radius is independent of τ0, the
time of nucleation. However, r0 is the nucleation radius in comoving coordinates, i.e.

the proper nucleation radius divided by the scale factor. A first guess would therefore be
r0 = −3Hτ0σ/ǫ. As one may easily check, it turns out that this redefinition, together with
eq. (2.53), gives the correct solution to eq. (2.55) with the boundary conditions (2.48).

With this input, the integral of eq. (2.51) is still solvable, and its imaginary part is
found to be

Im [Seff ] =
4π2ǫ

3H4
sinh2 1

4
ln
(

1 + (3Hσ/ǫ)
2
)

, (de Sitter) (2.56)

which is independent of the choice τ0 for the time of nucleation. Therefore, the decay
rate in de Sitter space is time-independent, which is just a reflection of the fact that the
spacetime has no true dynamics.

The above expression contains the result of Minkowski space, eq. (2.54), as a limiting
case for H → 0. The first correction is of order H2 and complies with an expansion found
in [39].

Another interesting limit is ǫ → 0, which corresponds to the nucleation of a domain
wall separating two degenerate vacua. For energetic reasons, this process is forbidden in
Minkowski space, but it is allowed in de Sitter space – the “energy” necessary for the
nucleation is supplied by the background. The nucleation rate obtained from eq. (2.56)
corresponds to

lim
ǫ→0

Im [Seff ] =
π2σ

H3
. (de Sitter) (2.57)

This is in complete agreement with a result found in [40]. Despite the appearance of
limiting cases in the literature, to my knowledge, the full expression (2.56) has first been
published in [1].

Thus far I have only considered static spacetimes in order to demonstrate the new tools.
Let me finally turn to a more general case where the expansion rate is not assumed to be
constant. A simple deformation of de Sitter expansion is given by power law inflation, where
the scale factor grows as a = (τ1/τ)

1+α. This kind of inflationary evolution can be obtained
as exact solution if the inflaton field – that is, the scalar field driving inflation as explained
in section 1.2 – has an exponential potential. For small deformation parameters α, the
first slow-roll parameter is simply −∂tH/H2 ≈ α. The instant τ1 denotes an arbitrary
point in time where the scale factor is normalized to unity. I want to study the effect of
a time-varying cosmological expansion rate on the tunneling probability. For power law
inflation, eq. (2.49) reads

ǫ

σ

(τ1
τ

)1+α
√

(∂rτ)
2 − 1 = 2

∂rτ

r
− 3

1 + α

τ
− ∂2

rτ

(∂rτ)
2 − 1

. (2.58)

I was unable to find an analytic solution to this equation and therefore decided to treat
it numerically. A parameter study of the numerical tunneling rates reveals the following
picture. There are now three different time scales in the problem. The background has
two characteristic time scales, given by the inverse of the expansion rate, H−1, and the
inverse rate of change of the expansion rate, |∂tH/H |−1

. These two time scales have to be
compared to a characteristic time scale of the tunneling process, which can be defined as
the nucleation radius divided by the speed of light – roughly 3σ/ǫ.

If the characteristic time scale of the tunneling process is the smallest time scale of the
problem, then the tunneling rate is well approximated by the result in Minkowski space,
eq. (2.54). However, if the tunneling time scale at the instant of nucleation τ0 is not
much smaller than the inverse of the expansion rate, there are two possibilities. Either,
the characteristic time scale of the change of the expansion rate, |∂tH/H |−1

, is still much
larger than the one of the tunneling process – then a quasistatic approximation is valid
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Figure 2.3: Numerical values for the imagi-
nary part of the action Seff for tunneling so-
lutions with proper nucleation radius 3σ/ǫ =
2H−1(τ0), as a function of the slow roll pa-
rameter ∂tH/H

2. The values are normalized
to the quasistatic approximation, which is ob-
tained from eq. (2.56) by setting H = H (τ0).
Thus, in this approximation only instanta-
neous dynamical parameters are taken into ac-
count. The tunneling process, however, has
a characteristic time scale given by the light-
travel time across the bubble. Hence it is more
appropriate to take into account some average

dynamics of the background. In a crude way,
this can be accomplished by using an averaged
expansion rate to evaluate the tunneling prob-
ability in the quasistatic approximation. The
dashed red line is obtained from a proper time

average of H taken over an interval ∆t = 3σ/ǫ
prior to nucleation.
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such that a good estimate for the tunneling probability can be obtained from eq. (2.56)
by setting H = H(τ0). Or the characteristic time scale of the tunneling process cannot
be regarded as small with respect to either of the other two time scales. In this case, the
tunneling process “feels” the changing of the expansion rate and the tunneling probability
is modified significantly.

It turns out that a quite accurate estimate of the tunneling probability can still be
obtained if one first averages the expansion rate over an interval ∆t = 3σ/ǫ, corresponding
to the time scale of the tunneling process. If one then plugs this averaged expansion rate
into eq. (2.56), one obtains an estimate that is still accurate to leading order in α, cf.

fig. 2.3.

2.2.4 Bubble Dynamics in General Relativity

Thus far I have looked upon the problem of bubble formation and propagation without
taking into account gravitational effects induced by the bubble itself. Of course, a bubble
has stress-energy and therefore the geometry, which was treated as a fixed background up
to this point, will in fact respond according to the laws of GR. A relativistic treatment of
vacuum decay introduces new difficulties. Many of these are related to the role of time and
will be addressed to some extent in the forthcoming sections. In this section, I first want to
discuss the classical dynamics of vacuum bubbles in GR. In the limit where the thin-wall
approximation holds, there is an elegant way to treat this problem. Detailed accounts can
be found in the literature, e.g. in [41, 42].

In the thin-wall approximation, the geometry of a false vacuum configuration which
contains a bubble of true vacuum can still be split into two domains – the interior and the
exterior of the bubble. The geometry in each domain has to be a vacuum solution to Ein-
stein’s equations. Furthermore, Birkhoff’s theorem already guarantees that the geometry
has to be that of Schwarzschild-de Sitter (SdS) spacetime, because of spherical symmetry.
The Schwarzschild-de Sitter metric can be written as

ds2 ≡ gµνdx
µdxν = −

(

1 − 2M

r
− Λ

3
r2
)

dt2 +

(

1 − 2M

r
− Λ

3
r2
)−1

dr2 + r2dΩ2 . (2.59)

It has two parameters: the cosmological constant Λ which arises from the energy density
of the vacuum, and the so-called Misner-Sharp mass M , which is the mass parameter of
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a black hole centered at the origin. However, the interior of a bubble does not contain a
singularity at r → 0, and therefore the mass parameter of the interior SdS solution is zero.
The corresponding spacetime is, of course, de Sitter space (dS).

Assuming that the bubble spontaneously nucleated from the vacuum given by the ex-
terior vacuum configuration, it is clear that the bubble does not generate a non-zero mass
parameter for the exterior region either. One is therefore confronted with a situation
where interior and exterior spacetime are both described by the de Sitter geometry, the
only difference being the respective vacuum energy density.

The problem of bubble dynamics can therefore be rephrased as the question of how the
two geometries, which are the respective vacuum solutions of Einstein’s equations, have
to be joined together at the common boundary, the worldsheet of the bubble wall. An
analogous problem arises in electrodynamics if one wants to match the solutions in two
different media across a common interface. Recall that in this problem there arise two
matching conditions: one says that the electric field projected onto the interface has to be
continuous, and the other guarantees that the discontinuity of the perpendicular component
is proportional to the surface charge density on the interface, i.e. that Maxwell’s equations
are satisfied.

The junction conditions for two spacetime geometries are completely analogous. A first
junction condition states that the metric projected onto the interface has to be continuous.
This, of course, means that the worldsheet of the bubble has a well-defined geometry at
all. A second junction condition guarantees that a discontinuity in the extrinsic curvature,
which is essentially the part of the metric orthogonal to the interface, is proportional to
the surface stress-energy of the bubble wall. In other words, the second junction takes care
that Einstein’s equations are satisfied.

These conditions have become known as Israel’s junction conditions due to the work
by Werner Israel [43]. Nice introductions can be found in many textbooks, see e.g. [44].
The junction conditions completely determine the dynamics of the bubble wall. Let me
denote the worldsheet of the bubble wall as Σ. Furthermore, quantities defined in the
interior domain shall be denoted with a lower bar, like g

µν
, Λ, etc., and those defined in

the exterior domain with an upper bar, like gµν , Λ, etc. The line element on the worldsheet
Σ can be written as

ds2Σ = −dT 2 +R2dΩ2 , (2.60)

where T is the proper time measured along the wall trajectory. Let me use the flat FRW
metric of de Sitter space for the two vacuum domains,

ds2 ≡ gµνdx
µdxν =

1

H
2
τ2

[

−dτ2 + dr2 + r2dΩ2
]

, (2.61)

and similarly for all bars lowered. I use conformal time which runs from −∞ to 0 as should
be familiar from last section. Note that I identify angular coordinates in the two domains
and on the interface, and therefore do not distinguish between dΩ, dΩ and dΩ.

With these definitions, the first junction condition reads

− r

Hτ
= R = − r

Hτ
,

dτ2 − dr2

H
2
τ2

= dT 2 =
dτ2 − dr2

H2τ2
. (2.62)

The latter can be rearranged to show that

(∂T τ )
2 =

H
2
τ2

1 −
(

∂τ r
)2 , (2.63)

and similarly for all bars lowered.
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Working out the second junction condition yields the equation5

√

(∂TR)
2 −H2R2 + 1 −

√

(∂TR)
2 −H

2
R2 + 1 = 4πσR . (2.64)

For a derivation of this relation, see [1] and the references therein, in particular [41]. It
can be solved for the kinetic term,

(∂TR)
2

=

[

H2 +
( ǫ

3σ
+ 2πσ

)2
]

R2 − 1 . (2.65)

Here, ǫ denotes again the difference in the vacuum energy density between false and true

vacuum, ǫ ≡ 3(H
2 −H2)/(8π), and σ is the surface energy density as in eq. (2.18). Using

the first junction condition, the left-hand side can be rewritten as

(∂TR)
2

=
1

1 −
(

∂τ r
)2

(

r

τ
− ∂τr

)2

, (2.66)

or, equivalently, with all bars lowered. This allows one to write the junction conditions
as a first-order differential equation for r(τ ) or r(τ ), the trajectory of the bubble wall in
exterior or interior coordinates, respectively.

One may check that a hyperbolic trajectory of the form (2.52) solves this equation if
one chooses

r20

H
2
τ2

0

=
( ǫ

3σ
− 2πσ

)−2

,
r20

H2τ2
0

=
( ǫ

3σ
+ 2πσ

)−2

. (2.67)

Evidently, the proper nucleation radius in the false vacuum background is somewhat larger
than 3σ/ǫ, which was the result obtained in the previous section. The new result takes
gravitational effects fully into account. The difference with respect to the previous result
has an intuitive explanation if one considers the gravitational energy of the bubble and
the distortion of the geometric volume, see [33] for a discussion. The bottom line of
this consideration is that the effective volume of the bubble is reduced6 and therefore the
volume energy is is smaller even despite a positive contribution from the gravitational
binding energy. Being a purely gravitational effect, the difference between the relativistic
formula (2.67) and the result of the previous section vanishes in the limit where the Planck
mass goes to infinity.

Note that one can see from an inspection of eq. (2.64) that the surface tension has to
satisfy the inequality

2πσ ≤ ǫ

3σ
. (2.68)

The bound is saturated if the bubble needs an entire horizon volume of the false vacuum
in order to nucleate. Creation of larger bubbles is forbidden by causality. One could also
say that larger bubbles do not “fit” into the false vacuum de Sitter spacetime.

In order to obtain the semiclassical tunneling rate, one needs to follow the trajectory into
the classically forbidden region. In the previous section, this was accomplished by analytic
continuation of the global time parameter. Such a parameter is not available in the full

5The signs of the square roots are fixed by the requirement that the radial coordinate decreases as
one moves away from the interface into the interior domain and increases as one moves into the exterior
domain. With a certain interpretation in mind, namely the decay of a false vacuum by bubble nucleation,
this seems to be a suitable choice. Other choices could be appropriate in other situations. For instance,
a positive sign of both square roots corresponds to a situation where both domains appear to be interior

regions, i.e. an observer on either side of the interface would perceive herself as being enclosed within a
bubble.

6Note that the proper nucleation radius as seen from the interior of the bubble, according to eq. (2.67),
is somewhat smaller than 3σ/ǫ.
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relativistic picture. However, it is quite clear what happens: at the configuration which
corresponds to the classical turning point, the bubble trajectory together with the entire

geometry has to be continued analytically into a classically forbidden part of configuration
space. This, in fact, is the basic idea behind the concept of gravitational instantons. The
construction of the analytic continuation and the calculation of semiclassical tunneling
rates will be the subject of the corresponding section 2.3.3.

Another possible route, which is somewhat less powerful and elegant than the instan-
ton method but nonetheless very instructive, is the construction of a wavefunction in the
Hamiltonian framework outlined in section 2.1.1. A detailed account on this approach can
be found in [45].

2.2.5 Desynchronization of the Bubble Universe and its Environ-

ment

Before I shall carry on with a general introduction to instanton methods in the next section,
let me comment a bit on the issue of time in the relativistic picture. I have already argued
that the notion of time is a semiclassical one and breaks down on some occasions within
the full framework of quantum cosmology. However, even if a classical description is valid,
such as the one discussed in the previous section, the notion of time in GR is ambiguous
by virtue of the very principle of relativity. Only in very special situations there exists a
preferred family of ideal observers who can be used to define a preferred frame of reference.
For instance, in an FRW geometry, the family of comoving observers can be defined as the
only observers who are at rest with respect to the cosmic fluid. Of course, this definition
is only appropriate if the cosmic fluid has a unique rest frame; in case the fluid is pure
vacuum, the notion of comoving observers remains ambiguous. Recall that de Sitter space
can equally well be foliated as open, flat, or closed FRW geometry.

Defining a preferred family of observers, and thus, a preferred notion of time, becomes
even more arbitrary in the case of false vacuum decay. I will explain in the next sec-
tions that the symmetry of the geometry which contains a single bubble – hereafter called
a one-bubble spacetime – allows to define a family of preferred observers. As is evident
from eq. (2.52), which holds as a fully relativistic solution if the parameters comply with
eq. (2.67), the worldsheet of the bubble wall is a hyperboloid, and is therefore invari-
ant under Lorentz boosts. This boost symmetry of one-bubble spacetime also pertains if
the thin-wall approximation breaks down. Within the past and future lightcones of the
nucleation point, the boost-invariant hypersurfaces are two-sheeted hyperboloids. These
hypersurfaces are spacelike and can be used to foliate the interior of the lightcones as open
FRW spacetimes with the usual notion of comoving observers. However, this leaves the
entire region outside of the lightcones, and in particular, all of the false vacuum domain,
void of observers.

In the thin-wall limit, the exterior domain is well approximated by a patch of de Sitter
space, and it may therefore appear natural to choose a family of comoving observers corre-
sponding to some convenient foliation. In fact, if the tunneling probability is exponentially
small as is usually assumed, then one expects that inflation takes place in the false vac-
uum phase for an exponentially long period of time before the tunneling event occurs. On
physical reasons it then seems natural to define a family of observers which perceives a flat

inflationary FRW geometry in the exterior. Remember that inflation effectively dilutes
curvature, and therefore the worldlines of observers in an arbitrary foliation of de Sitter
space asymptotically converge towards the worldlines of observers who are comoving in the
spatially flat foliation.

Let me therefore consider this family of comoving observers in the exterior domain.
The worldlines of at least some observers will intersect the worldsheet of the bubble wall
and enter the interior domain. Therefore, the eigentime of these observers can be used to
carry the notion of cosmic time from the exterior domain into the bubble. Moreover, one
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Figure 2.4: Conformal diagram of the interior
de Sitter patch of a vacuum bubble nucleat-

ing with a proper nucleation radius of 0.1H
−1

.
The vacuum energy densities of true and false
vacuum were chosen such that Λ = 4Λ, or,
equivalently, H = 2H . The solid grid shows
the foliation carried into the bubble by exte-
rior comoving observers. More precisely, the
timelike lines are geodesics of such observers,
and the spacelike lines are surfaces of constant
eigentime as indicated by their clocks, which
have been synchronized on a spatial hypersur-
face of the exterior spacetime in the flat folia-
tion. The dashed grid indicates the coordinate
system of an open foliation applied to the in-
terior of the future lightcone of the nucleation
event.

can imagine a foliation of the entire one-bubble spacetime, including the interior of the
bubble, using the eigentime of this family of exterior comoving observers.

In order to construct this foliation, one has to consider the geodesics on the one-bubble
spacetime. In any local coordinate system, a geodesic is a solution to the geodesic equation

∂2
t x

µ + Γµκλ∂tx
κ∂tx

λ = 0 , (2.69)

where Γµκλ are the Christoffel symbols and t is the eigentime parameter of the geodesic.
This equation can be solved in the exterior and interior domains separately, such that the
only interesting thing happens when a geodesic hits the junction hypersurface Σ.

Let me consider a geodesic passing from the exterior domain into the bubble. At the
point of intersection with Σ, hereafter denoted as p, the geodesic has a tangent vector
uµ = ∂tx

µ|p, expressed in exterior coordinates xµ. I shall perform the following change of
coordinate system. The vector uµ will be decomposed into two components by projecting
it once into the hypersurface Σ and once onto the surface unit normal nµ in point p. This
corresponds to Gaussian normal coordinates in p. The advantage of these coordinates is
the fact that the basis vectors coincide on either side of Σ, and so do the components
of the tangent vector of the geodesic in this basis. In other words, in order to continue
the geodesic through the junction hypersurface, I first compute the components of uµ in
Gaussian normal coordinates at p, and then make another transformation from Gaussian
normal coordinates to the coordinate system xµ on the other side of Σ to obtain uµ.
This defines the initial conditions for the geodesic in the interior. In this construction, it
is assumed that ideal observers do not interact with any sources of stress-energy except
gravitationally, such that there is no additional momentum transfer from the bubble wall.
A realistic observer, made up of physical matter, may not be so lucky. She would probably
be disintegrated by the highly energetic impact.

A comoving observer in the exterior has no velocity in the angular part, and the problem
reduces to a 1 + 1 dimensional one. I will therefore simplify notation by dropping the
angular coordinates from the equations. In terms of exterior coordinates (2.61), the velocity
components of a comoving observer read uµ = (−Hτ, 0), and one may check that uµuµ =
−1 as desired.

At the point of intersection with Σ, I define the unit tangent vector tµ in direction
T , and the unit normal vector nµ of the hypersurface. Again, in terms of the exterior
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coordinates, one has, respectively,

t
µ

= − Hτ
√

1 −
(

∂τ r
)2

(

1, ∂τr
)

, (2.70)

nµ = − Hτ
√

1 −
(

∂τ r
)2

(

∂τr, 1
)

, (2.71)

and one may check that t
µ
tµ = −1, nµnµ = 1, t

µ
nµ = 0. A similar construction applies

on the interior side of Σ.
The vectors tµ and nµ are the unit vectors of the Gaussian normal coordinate system

at the point of intersection. The projections of uµ onto these are

uµtµ = uµtµ = − 1
√

1 −
(

∂τr
)2

, (2.72)

uµnµ = uµnµ = − ∂τ r
√

1 −
(

∂τr
)2

. (2.73)

Finally, the components of uµ in terms of the interior coordinates (τ , r) are

uµ =
1

√

1 −
(

∂τr
)2
tµ − ∂τr

√

1 −
(

∂τ r
)2
nµ

= − Hτ
√

1 −
(

∂τ r
)2
√

1 −
(

∂τr
)2

(

1 − ∂τ r∂τr, ∂τr − ∂τr
)

. (2.74)

Using this transformation rule and the first junction condition (2.62), which relates the
interior and exterior coordinates at the bubble wall, one can determine the geodesics of
external comoving observers which collide with the bubble and enter the interior region.
A plot of their trajectories, as seen from the interior de Sitter piece, is shown in fig. 2.4.
It is evident that the foliation obtained from the exterior proper time, carried into the
interior of the bubble by the exterior comoving observers traveling on free-fall trajectories,
does not coincide with any of the usual foliations of de Sitter space. In particular, it does
not coincide with the open foliation which is favored by the symmetry of the one-bubble
spacetime, and which is the one that is physically realized in certain scenarios like, e.g.,
open inflation7 [46]. Neither does it coincide with the flat or closed foliations. Therefore,
what one considers as a good notion of cosmic time depends on the perspective. An
exterior observer may consider the construction carried out above as a suitable definition
of cosmic time. However, an observer living inside the bubble may find other definitions
more natural, like the one related to the open foliation.

2.3 Instanton Methods

In this section I want to present a general introduction to instantons, which are a powerful
concept of QFT and, furthermore, very useful for quantum cosmology and the semiclassical
description of false vacuum decay. This introduction is strongly influenced by Sidney
Coleman’s inspired lectures on this topic [47].

7As will be explained in later sections, one can consider a scenario where our observable Universe is
located inside a bubble which experienced a certain amount of slow-roll inflation after it was nucleated. The
symmetry of one-bubble spacetime then dictates that, e.g., the temperature of the CMB is homogeneous
on open slices contained within the interior of the future lightcone of the nucleation point. Therefore,
observers at rest with respect to the CMB are comoving in an open FRW geometry.
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I have shown in the last sections that a phenomenon similar to quantum tunneling
exists in QFT. However, in order to describe this phenomenon, the system had to be
truncated drastically: using spherical symmetry and the thin-wall approximation, the un-
derlying field-theoretic problem could be reduced to a quantum mechanical one with only
one single degree of freedom. From this perspective, the instanton methods will present an
interesting (and very elegant) alternative because they allow to treat the problem entirely
within the framework of QFT. In particular, the methods allow to go beyond the thin-wall
approximation.

2.3.1 Instantons in Particle Quantum Mechanics

In order to give a first taste of this method, I will follow Coleman’s pedagogical approach
and discuss it in the familiar context of particle quantum mechanics. In this context, the
method of instantons is not particularly useful, because it is actually more cumbersome
and less intuitive than other techniques. The exercise should serve to demonstrate some
basic ideas without obscuring the calculations by the complexity of a more general setup.
After the basics have been illustrated, I will proceed with a generalization to QFT in the
next section.

The simple quantum system I want to consider here is a particle of unit mass in a
one-dimensional potential V (x). The classical Hamiltonian takes the form

H =
1

2
(∂tx)

2
+ V (x) . (2.75)

As starting point, let me recall the path-integral formulation of a transition amplitude,

〈x1, 0|x2, t〉 =

∫

DxeiS[x]/~ , (2.76)

where I have restored ~ for the time being. This formula expresses the probability amplitude
for a single particle which was found in position x1 to travel to position x2 within a specified
time t. The right-hand side is a sum over all possible trajectories with these boundary
conditions, each “weighted” by a phase factor determined by the action functional

S =

∫ t

0

dt′
[

1

2
(∂t′x)

2 − V (x)

]

. (2.77)

The idea now is to evaluate the path-integral in a stationary phase approximation. As
is well known, in the classical limit ~ → 0, the path-integral is dominated by the stationary
points of the action. The stationary phase approximation is therefore tantamount to a
semiclassical approximation.

In order to see how tunneling probabilities can be computed with such an approxima-
tion, let me consider a potential V (x) as is shown in fig. 2.5 (left panel). I can always shift
the potential by a constant such that V (x0) = 0 at the local minimum x0. Such a shift
only gives a constant contribution to the action and therefore results in a trivial factor in
eq. (2.76) which can be taken out of the path-integral8. I assume that the ground state
ψ0 of the harmonic oscillator obtained by expanding the potential up to quadratic order
around the local minimum x0 is an approximate ground state for small ~,

ψ0(x) =
( ω

π~

)1/4

e−ω(x−x0)
2/(2~) , ω2 ≡ ∂2

xV
∣

∣

x=x0
. (2.78)

This actually becomes an exact ground state in the limit ~ → 0. Preparing the particle
in this approximate ground state initially, I want to compute the probability to find it in
the vicinity of x0 after some finite time. Quantum tunneling out of the minimum into the
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Figure 2.5: Example for a particle in a potential V (x) with a local minimum x0 which allows
for a metastable quasi-groundstate whose spatial wavefunction can be well approximated by a
Gaussian wave packet ψ0 centered around x0. If x0 were a global minimum, like for the harmonic
oscillator indicated as blue dashed line (left panel), then ψ0 would be the true ground state – the
eigenstate of the lowest-lying energy level. The state is rendered metastable by the possibility
for the particle to tunnel to xb in order to reach a region where the potential is even lower. The
semiclassical trajectories can be analyzed in the Euclidean picture, where the system is that of
a particle in the inverted potential (right panel). If the particle starts in the vicinity of x0 and
is found after a long period of (Euclidean) time again close to x0, then the semiclassical path
initially has to bring the particle up to the “hilltop” x0, like e.g. on ① or ②, where it then loiters
for most of the time until it eventually rolls to its final position, like e.g. on ③, to arrive there just
in time. Summing over these semiclassical paths gives the leading contribution in the absence of
tunneling. In the semiclassical limit, the correction due to tunneling arises from paths where the
particle sporadically leaves its loitering position at the hilltop, rolls across the inverted barrier to
xb and back again on path ④, just to continue loitering as before.

region beyond xb will lead to a gradual decay of this probability. Moreover, the rate of
decay, by definition, corresponds to the tunneling rate.

Since the evolution of the state is analytic in t, one can make a “Wick rotation” and
compute the path-integral in the Euclidean picture. That is, one makes a substitution tE ≡
it, where tE is called the Euclidean time. This can be regarded merely as a mathematical
trick in order to simplify calculations. In particular, the semiclassical paths which dominate
the path-integral can be analyzed more conveniently under this transformation. These are
now the stationary points of the Euclidean action

SE =

∫

dt′E

[

1

2

(

∂t′Ex
)2

+ V (x)

]

, (2.79)

which is defined as SE ≡ −iS. Evidently, with this redefinition, the oscillatory behavior of
the integrand in eq. (2.76) is converted into exponential decay in the asymptotic regions
where the Euclidean action becomes large, making the path-integral strongly convergent
in these directions. In this context, the stationary phase approximation is usually called
saddle point approximation or method of steepest descent, which are all similar concepts.
After the path-integral has been evaluated, the Wick rotation will eventually be revoked
for the final results.

8This is no longer true if gravity is included in the picture, as I will show in section 2.3.3.
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In the path-integral formulation, the evolution of the state follows from

ψtE(x2) =

∫

dx1ψ0(x1)

x(tE)=x2
∫

Dx
x(0)=x1

e−SE[x]/~ . (2.80)

The initial state, for small ~, is strongly localized around x0. In order to obtain the
wavefunction in the vicinity of x0 after some time, the path integral has to be evaluated
with initial and final positions x1, x2 both very close to x0. Let me therefore consider all
stationary points of the Euclidean action with such boundary conditions.

A stationary point of SE corresponds to a classical solution of the equations of motion
for a particle moving in the inverted potential −V (x). Let me denote such a solution
by x̄. Demanding the Euclidean action to be stationary at x̄ means that x̄ solves the
corresponding Euler-Lagrange equation

∂2
t′E
x̄− ∂x̄V = 0 . (2.81)

This can be written as
d

dt′E

[

1

2

(

∂t′E x̄
)2 − V (x̄)

]

= 0 . (2.82)

To begin with, let me consider a case where the potential minimum at x0 is the global
minimum and therefore no tunneling can occur out of the ground state. The classical
paths with endpoints in the vicinity of x0 have a property which can be understood by the
following argument. Consider a particle starting close to x0, which is the “hilltop” of the
inverted potential. After a very long time tE, the particle will have rolled away to large
distances except for the case when the initial velocity was extremely fine-tuned such that
the particle (almost) reaches the hilltop with nearly vanishing velocity. Then the particle
can remain there, barely moving, for a very long time, until it finally rolls off in one or the
other direction to reach a final position still in the vicinity of x0 “just in time.” Classical
paths which connect two points in the vicinity of x0, in the limit of very long times, can
therefore be separated in three segments. An initial segment of short duration brings the
particle very close to x0 and its velocity very close to zero. Examples are indicated as ①

and ② in fig. 2.5 (right panel). Then an intermediate segment taking up most of the time
but nearly giving no contribution to the action has x ≈ x0. The particle just loiters at the
hilltop. Finally, the last segment, which has again only short duration, brings it to its final
position. An example is indicated as ③ in fig. 2.5 (right panel).

Evidently, such paths are solutions to eq. (2.82) with

1

2

(

∂t′E x̄
)2 − V (x̄) ≈ −V (x0) ≡ 0 . (2.83)

In the case where there is no tunneling, the path-integral, for each set of initial and
final positions x1 and x2, is dominated by a unique path of this type. In the path-integral,
one takes a sum over all perturbations of the path. Let me therefore expand the Euclidean
action around the classical path. That is, I write

x(t′E) = x̄(t′E) + y(t′E) , (2.84)

and make a Taylor series expansion in y:

SE =

∫

dt′E

[

1

2

(

∂t′E x̄+ ∂t′Ey
)2

+ V (x̄) + y∂x̄V +
1

2
y2∂2

x̄V + . . .

]

. (2.85)

Since all perturbations y of the path have to vanish at the boundary, one can integrate by
parts in order to obtain

SE =

∫

dt′E

[

1

2

(

∂t′E x̄
)2

+ V (x̄) − y
(

∂2
t′E
x̄− ∂x̄V

)

+
1

2
y
(

−∂2
t′E

+ ∂2
x̄V
)

y + . . .

]

. (2.86)
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The first two terms in the integrand yield the Euclidean action of x̄, i.e. the contribution
from the stationary point. The next term vanishes by virtue of eq. (2.81) – this is expected
because it is the first variation of the action. The remaining term is the second variation
of the action, and the ellipsis stands for higher variations which are dropped in the saddle
point approximation.

One can write the variation y in terms of a complete set of real orthonormal functions
which vanish at the boundaries. A possible choice would be the eigenfunctions of the
second variational derivative of SE at x̄, which are the solutions to the eigenvalue problem

(

−∂2
t′E

+ ∂2
x̄V
)

yn = λnyn . (2.87)

If one writes y =
∑

n cnyn, then the integral measure Dx of the path-integral, up to nor-
malization (the Jacobians are constants), can be understood as

∏

n dcn. In the stationary
phase approximation, the path-integral becomes a product of Gaussians, and one finds

x(tE)=x2
∫

Dx
x(0)=x1

e−SE[x]/~ ≃ Ne−SE[x̄]/~
∏

n

λ−1/2
n = Ne−SE[x̄]/~

[

det
(

−∂2
t′E

+ ∂2
x̄V
)]−1/2

, (2.88)

where N is a normalization constant which will disappear in the final result. The action
of the classical path can readily be evaluated as the sum of the contributions from each
segment,

SE [x̄] ≃
∣

∣

∣

∣

∫ x1

x0

dx
√

2V (x)

∣

∣

∣

∣

+

∣

∣

∣

∣

∫ x2

x0

dx
√

2V (x)

∣

∣

∣

∣

≃ ω

2
(x1 − x0)

2 +
ω

2
(x2 − x0)

2 , (2.89)

where the actions of the initial and final segment were computed with the use of eq. (2.83)
and under the assumption that the quadratic expansion of V holds up to x1 and x2. Under
this assumption, the determinantal factor in eq. (2.88) becomes independent of x1 and x2,
since one can simply replace ∂2

x̄V ≃ ω2. Therefore, the wavefunction factorizes to

ψtE(x2) = ψ0(x2)

√

π~

ω
N
[

det
(

−∂2
t′E

+ ω2
)]−1/2

. (no tunneling) (2.90)

At this point, it should be noted that the first factor, up to a constant, is independent of
the initial state. In fact, by taking the limit of very large times, I have projected the initial
state onto the approximate ground state, as can be seen from the integral over x1 which
had to be carried out in order to arrive at the above equation. This can be understood as
follows. In the Schrödinger picture, the state evolves as

|ψ〉t = e−iĤt/~|ψ〉0 . (2.91)

Now, expanding the initial state in the energy basis and making the analytic continuation
to Euclidean time, this can be written as

|ψ〉tE =
∑

n

〈n|ψ〉0e−EntE/~|n〉 . (2.92)

Thus, for large Euclidean time, only the projection onto the state of lowest energy survives.
This, however, is precisely the state which I am interested in. One should only keep in
mind that the following analysis is not suitable for general initial states, meaning that more
work would be required because one needs to keep track of the exponentially suppressed
terms in above expansion.

The determinantal factor in eq. (2.90) can be evaluated as follows. First, I choose the
Fourier sine series

yn(t
′
E) =

√

2

tE
sin

nπt′E
tE

(2.93)
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for the decomposition of the variation. One may check that these form an orthonormal
eigenbasis for the operator (−∂2

t′E
+ ω2). The corresponding eigenvalues are

λn = ω2 +
n2π2

t2E
. (2.94)

The product of all eigenvalues is divergent. However, the divergence is canceled by factors
which I have collectively absorbed into the normalization constant N . Let me separate off
the divergent part of the product and write

∏

n

λ−1/2
n =

∏

n

(

1 +
ω2t2E
n2π2

)−1/2
∏

n

(

t2E
n2π2

)1/2

=

√

ωtE
sinh (ωtE)

∏

n

(

t2E
n2π2

)1/2

. (2.95)

The remaining product, as well as N , are independent of ω. Therefore a comparison with
the case of the free particle, which is obtained for the limit ω → 0, allows one to fix

N
∏

n

(

t2E
n2π2

)1/2

= (2π~tE)
−1/2

, (2.96)

see, for instance, [48]. For large tE, one obtains

√

π~

ω
N
[

det
(

−∂2
t′E

+ ω2
)]−1/2

≃ e−ωtE/2 . (2.97)

An alternative derivation of this formula is found in [47]. As expected,

ψtE(x2) = ψ0(x2)e
−ωtE/2 , (no tunneling) (2.98)

and under the analytic change back to t = tE/i the state behaves exactly like the harmonic
oscillator ground state. This is as yet not surprising, because I have so far assumed that
the quadratic expansion of the potential is appropriate for all purposes, and therefore the
tunneling can of course not be seen.

If I now consider the case of the full potential V as shown in fig. 2.5, then the classical
paths described above are no longer the unique classical trajectories which connect the two
points x1 and x2. Consider for instance a particle sitting on the “hilltop” x0 of the inverted
potential. If the particle rolls off to the right, it does not run away to very large distances.
It will climb up on the other side of the inverted barrier only until it reaches xb. Then it
returns on a reverse trajectory and comes back to x0. This semiclassical path is called the
bounce.

With the use of the bounce, new approximate9 stationary points of the action can be
constructed. For instance, starting from a path as used in the previous discussion, one
can insert a bounce anywhere along the intermediate segment, where the particle loiters
at the hilltop. In fact, one can insert any number of bounces, placed at random locations
on the time axis. All these possibilities have to be summed over in the path-integral. Note
that a single bounce only has a short duration compared to the long period of time which
the particle spends at the hilltop. The summation can therefore be done in a dilute gas

approximation as follows. For each bounce it contains, the action of a path has to be

increased by the action of a single bounce S(b)
E . Also the determinantal factor in eq. (2.88)

has to be corrected. Following Coleman [47], let me assume that the correction can be
written as

[

det
(

−∂2
t′E

+ ∂2
x̄V
)]−1/2

(n bounces)
=
[

det
(

−∂2
t′E

+ ω2
)]−1/2

Kn , (2.99)

9For an explanation concerning the appearance of approximate stationary points, please refer to
Coleman’s writings [47].
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where K can be defined by demanding that this formula is correct for the case of a single

bounce. For n bounces centered at t
(1)
E , . . . , t

(n)
E , one has to integrate over their locations

within the time interval tE:

∫ tE

0

dt
(1)
E

∫ t
(1)
E

0

dt
(2)
E . . .

∫ t
(n−1)
E

0

dt
(n)
E =

tnE
n!

. (2.100)

Having said this, it should be noted that the time translations of the bounces are associ-
ated with a solution of eq. (2.87) with zero eigenvalue. This seems to be a problem because
the corresponding Gaussian integral would diverge. However, the integral of eq. (2.100)
is the correct way of treating this variation of the path, and therefore the zero eigenvalue
should be omitted from the determinant. A more careful consideration, see e.g. [47], shows

that one has to include a factor of (S(b)
E /2π~)1/2 coming from the Jacobian associated with

the change of variables from an integration over dc0 to an integration over dtE, i.e. one
should replace

[

det
(

−∂2
t′E

+ ∂2
x̄V
)]−1/2

→
(

S(b)
E

2π~

)1/2
[

det′
(

−∂2
t′E

+ ∂2
x̄V
)]−1/2

, (2.101)

where det′ denotes the determinant with the zero eigenvalue omitted. Therefore

K =

(

S(b)
E

2π~

)1/2




det
(

−∂2
t′E

+ ω2
)

det′
(

−∂2
t′E

+ ∂2
x̄V
)





1/2

. (2.102)

The evolution of the state finally follows as

ψtE(x2) ≃ ψ0(x2)e
−ωtE/2

∑

n

Kne−nS
(b)
E /~tnE

n!
= ψ0(x2) exp

[(

Ke−S
(b)
E /~ − ω

2

)

tE

]

.

(2.103)
At this point, the reader may be puzzled about the significance of this result, because the

correction due to bounces goes to zero faster than any power of ~, and is therefore smaller
than the terms of order ~ which have been neglected in the semiclassical approximation
throughout. However, as I will show now, it turns out that K in this formula is imaginary.
Reverting back to t = tE/i, this means that the wavefunction is decaying, and the correction
I have computed is the leading order of the decay.

To see that K is imaginary, consider first the eigenfunction of zero eigenvalue in the
spectrum of (−∂2

t′E
+ ∂2

x̄V ), where x̄ now is a solution which contains a single bounce. As

said before, the variations of the path associated with the zero eigenvalue correspond to
translations of the bounce along the time axis, since such translations leave the action un-
changed. The eigenfunction therefore is proportional to ∂t′E x̄, the generator of translations.
Simply by inspecting the trajectory of the bounce, cf. ④ in fig. 2.5, it is clear that this
eigenfunction has a single node. Therefore, as Coleman also points out in [47], there has
to be a nodeless eigenfunction with lower eigenvalue. That is, there is a single negative
eigenvalue.

It looks as if this should be a problem, since a negative eigenvalue should give a diverg-
ing Gaussian integral in the derivation of eq. (2.88). In order to make the path-integral
convergent, one has to make an analytic continuation. Following again Coleman’s ap-
proach, let me consider a path in function space parametrized by a real variable z. The
path is chosen such that it goes through two stationary points of the action: at z = 0, it
goes through the stationary point x(tE) = x0, while at z = 1 it goes through the bounce.
Moreover, the tangent vector to the path at z = 1 is proportional to y0, the eigenfunction
associated with the negative eigenvalue. Therefore, the path goes through the bounce in
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Figure 2.6: Sketch of a path through function space parametrized by a real variable z (left panel).
The path goes through the stationary points x(tE) ≡ x0 at z = 0 and the bounce at z = 1. The
Euclidean action has a saddle point at z = 1, and the path goes through this saddle point in
the “dangerous” direction where the sectional curve has negative curvature (right panel). The
dashed blue line shows the parabolic fit to the sectional curve at the saddle point, which is used
to compute the contour integral in the saddle point approximation. In order to make the integral
convergent, the contour has to be deformed into the complex z plane.

the most dangerous direction, and z = 1 is a maximum of SE. The situation is illustrated
in fig. 2.6.

In order to make the integral over this contour in function space convergent, one has
to deform the contour into the complex plane – that is, one has to make an analytic
continuation to complex z. For instance, one can lead the contour along the real line from
−∞ to z = 1, the saddle point, and then out into the imaginary direction. The fact that
one sums over complex trajectories should not be given too much physical meaning, this is
merely another analytic method of computation. The integral is now convergent, and one
can close the contour in the upper half-plane. Clearly, the integral now has an imaginary
part, and in the saddle point approximation one obtains

ImK =
1

2

(

S(b)
E

2π~

)1/2
∣

∣

∣

∣

∣

∣

det
(

−∂2
t′E

+ ω2
)

det′
(

−∂2
t′E

+ ∂2
x̄V
)

∣

∣

∣

∣

∣

∣

1/2

. (2.104)

The factor 1/2 arises because the integration is only over half of a Gaussian. Of course,
in order to obtain the above result, one also has to integrate over all variations orthogonal
to the contour. At the stationary points, these directions only involve positive (or zero)
eigenvalues and can therefore be treated as before.

Finally, putting everything together and making the analytic change back to t = tE/i,
one finds following semiclassical approximation for the decay rate10:

Γ ≡ − ∂t |ψt(x)|2

|ψt(x)|2

∣

∣

∣

∣

∣

x≈x0

=

(

S(b)
E

2π~

)1/2
∣

∣

∣

∣

∣

∣

det
(

−∂2
t′E

+ ω2
)

det′
(

−∂2
t′E

+ ∂2
x̄V
)

∣

∣

∣

∣

∣

∣

1/2

e−S
(b)
E /~ . (2.105)

The determinantal factor is usually very hard to compute even in the simplest scenarios.
One therefore often is content with an estimate for the exponential factor. Using eq. (2.83),

10The derivation of this formula finally also gives a justification for eq. (2.50).
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the Euclidean action of the bounce can be expressed as

S(b)
E = 2

∫ xb

x0

dx̄
√

2V (x̄) . (2.106)

Reassuringly, the exponential factor which governs the semiclassical decay rate is the same
as the one obtained from the WKB estimate given in eq. (2.28).

Let me finally comment on some properties of the bounce. First of all, it is a math-
ematical object which has the structure of a localized excitation, similar to a “particle”
if one reinterprets x as some direction in field space instead of position space. On this
account, and because they are actually structures in (Euclidean) time, such solutions are
called instantons. Being a solution of the Euclidean equations of motion, it is actually the
analytic continuation of a classical path into the classically forbidden region. For instance,
consider eq. (2.83). Going back to “Lorentzian” time t, one sees that the bounce is still a
solution of the classical equations of motion, yet with an imaginary momentum. Further-
more, as the bounce reaches xb, it can be smoothly connected to the classical trajectory of
a particle emerging from xb, which is the classical turning point. This property, and the
interpretation that the bounce is the analytic continuation of the classical path through
the forbidden region, will be very useful in the following sections.

2.3.2 Instantons in Quantum Field Theory

The power of the method to compute semiclassical decay rates with the use of instantons
is that it can straightforwardly be generalized to QFT. Its application to the problem of
false vacuum decay was pioneered by Sidney Coleman himself in a seminal paper [31]. I
will just report on the main aspects here.

The field-theoretic problem is the one presented in section 2.2.1. For definiteness, let
me consider the theory of a single scalar field φ with action (1.13), where the potential
has a shape as shown in fig. 2.7. Furthermore, let me assume that the field is initially in
a homogeneous configuration with φ(x) = φ+. I want to compute the semiclassical decay
rate into a state where a bubble of true vacuum has spontaneously appeared. Gravitational
effects shall be ignored for the time being, such that I will work in Minkowski space and
its Euclidean version, which is simply R4 with the Euclidean metric.

As before, the decay process is governed by a stationary point of the Euclidean action

SE =

∫

d3xdtE

[

1

2
∂aφ∂

aφ+ V (φ)

]

. (2.107)

Note that the use of Euclidean time changes the metric signature, such that the Minkowski
metric ηµν is replaced by the metric δab of four-dimensional Euclidean space. The trivial
false vacuum solution φ ≡ φ+ has vanishing action and is the dominant stationary point
if one starts in this configuration. The decay into a state with a bubble of true vacuum
is governed by non-trivial stationary points which contain some region where φ is close to
the true vacuum value φ−. The dominant stationary point is the one with the smallest
action – contributions of stationary points with larger Euclidean action are exponentially
suppressed. At least in the thin-wall limit, where the true and false vacuum domains are
separated by a thin surface layer, it is quite clear that the smallest action is obtained
for a configuration which is spherically symmetric. It can actually be shown that this is
generally the case in single field models [49].

Let me denote the Euclidean distance to the symmetry point with χ,

χ ≡
√

t2E + x2 . (2.108)

A configuration is spherically symmetric if φ is a function only of χ. In addition, if the
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Figure 2.7: Scalar field potential with two
minima. The field value φ+ at the minimum
with the larger value of the potential corre-
sponds to the false vacuum, whereas φ− de-
notes the true vacuum. The potential has been
shifted such that V (φ+) ≡ 0.

0

φ
V

(φ
)

φ1φ+ φ−

action is to be stationary, then φ has to obey the Euler-Lagrange equation

∂2
χφ+

3

χ
∂χφ = ∂φV . (2.109)

The instanton which is relevant for the decay of the false vacuum is a configuration
which is close to the true vacuum at χ = 0 and asymptotes to the false vacuum φ+ as
χ→ ∞. A regular solution furthermore has to have

∂χφ |χ=0 = 0 . (2.110)

In a potential as in fig. 2.7, a solution with these boundary conditions always exists,
as can be seen by following argument. Consider the one parameter family of solutions
of eq. (2.109) with the boundary conditions (2.110) and φ(0) = φ0, where φ0 is the free
parameter. If φ0 is chosen far enough to the left of φ− in fig. 2.7, then φ will never reach the
value φ+ because it does not acquire enough momentum – one says the field undershoots.
This is definitely true for initial values φ0 somewhat to the left of φ1. On the other hand,
by choosing φ0 close enough but still to the left of φ−, one can arrange that φ loiters
very close to φ− up to an arbitrary large distance χ. Then, however, the friction term in
eq. (2.109) can be neglected and the field will finally roll across the inverted barrier without
significant loss and reach φ+ with excess momentum – the field overshoots. By continuity,
there has to be an initial value φ0 between φ1 and φ− for which the field approaches the
false vacuum with asymptotically vanishing momentum11.

As before, the instanton obtained this way is called the bounce. In the thin-wall approx-
imation, its Euclidean action can in fact be computed in closed form. With parameters
ǫ and σ for the volume and surface energy as in section 2.2.1, a solution with a spherical
region of radius χwall has an action of

SE = 2π2χ3
wallσ − 1

2
π2χ4

wallǫ . (thin-wall approximation) (2.111)

Here, the volume and surface integrals are carried out in Euclidean R4. The action is
stationary for χwall = 3σ/ǫ. The action of the bounce, in the thin-wall limit, is therefore

SE[φbounce] =
27π2σ4

2ǫ3
. (2.112)

11The original version of this argument was given by Coleman in [31]. Note that it is difficult to find a
similar argument in case of a multidimensional field space, and it may be possible that there exist some
examples where no instanton can be constructed.
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The corresponding decay rate is in perfect agreement with the WKB estimate of eq. (2.29).
The action of the bounce is invariant under the entire group of four-dimensional trans-

lations. This corresponds to four variations of the path with zero eigenvalue. The zero
eigenvalues have to be treated in the same way as in the case of one-dimensional quantum
mechanics explained in the previous section, see [32]. Since now four eigenvalues have to
be omitted from the determinant, and the eigenvalues have the dimension of length−2, the
decay rate turns out to have the dimension length−4 = time−1× length−3. Note that three
of the zero eigenvalues are associated to the integrations over the spatial volume. This
is actually a good thing, because the probability for a bubble of true vacuum to appear
should not only be proportional to the waiting time, but also to the observed volume. The
decay rate therefore gives the number of events per unit time interval and per unit volume

element.
The bounce in the field-theoretic context also has some interesting properties, analo-

gous to the ones found in the previous section, which I want to point out now. To begin
with, it is a configuration of the field in four-dimensional Euclidean space. One of the
dimensions is the result of an analytic continuation to imaginary time. Therefore, slices of
constant Euclidean time tE correspond to configurations in the classically forbidden region
of configuration space. These configurations, stacked along the Euclidean time direction,
smoothly interpolate between the false vacuum configuration and the configuration con-
taining a critical bubble. Indeed, a maximal slice through the bounce corresponds to the
configuration at the classical turning point. This can be seen by noting that on the max-
imal slice, ∂tEφ ≡ 0, and therefore one can revert back to Lorentzian time to obtain a
configuration with zero momentum. The field then propagates according to the classical
equations of motion into the classically allowed region of configuration space. However,
since the Lorentzian equations of motion are related to the Euclidean ones simply by ana-
lytic continuation, and since the bounce is a solution to the Euclidean equations, one can
obtain the classical evolution partially from the bounce by continuing tE → it. Outside
the lightcone of the nucleation event (x = 0, t = 0), the evolution is simply given as

φclass(x, t) = φbounce(χ =
√

x2 − t2) . (2.113)

The O(4)-symmetry of the bounce therefore continues to an O(3, 1)-symmetry of the
Lorentzian solution. Within the lightcone of the nucleation event, the solution has to
be extended to imaginary values of χ. Note that this continuation simply turns eq. (2.109)
into its Lorentzian counterpart. The field rolls from φ0 towards the true vacuum and begins
to perform damped oscillations around φ− until its kinetic energy has dissipated.

2.3.3 Gravitational Instantons

Let me finally take the effect of gravity into account. Instanton methods have proven to be
very useful for this purpose, which underlines once again the power of the concept. Gravi-
tational effects have been studied in the context of vacuum decay again by Sidney Coleman,
who published an influential paper on this topic [33] together with Frank De Luccia. Again,
I will only summarize the main aspects here.

Basically, to include gravity in the picture, all one has to do is to add the Einstein-
Hilbert term to the action and also treat the metric as a dynamical component of the
system. At this point, a first important remark is in order. In the previous cases where
gravity was ignored, I always had the freedom to make a constant shift of the potential
in order to arrange that the potential is zero in the false vacuum. This is no longer the
case when gravity is taken into account, because a shift of the potential is equivalent to
a redefinition of the cosmological constant in the Einstein-Hilbert term, which, of course,
leads to physical consequences. In fact, one can turn the argument around and say that the
cosmological constant can actually be absorbed into the potential, but that the absolute
scale of the potential is now physically relevant. The value of the potential in a local
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minimum can then be interpreted as the effective vacuum energy (the effective cosmological
constant) in the corresponding vacuum configuration.

This point of view lies at the heart of some approaches towards an understanding of
the cosmological constant. As I have noted already in section 1.1, the apparent vacuum
energy density of the ΛCDM concordance model has a very peculiar value, being tiny by all
standards of particle physics yet different from zero. In a sufficiently complicated potential
landscape with a vast number of local minima and, correspondingly, a vast number of
possible values of the effective vacuum energy, it seems plausible that a value like the
observed one can be accommodated. The question about the value of Λ is then restated
as the question of which vacuum configuration an observer is likely to find her cosmic
neighborhood in. I will deepen this viewpoint in chapter 3.

In order to discuss the implications of gravity, let me turn back to the simple scenario
presented in the last section which shall now be augmented by the Einstein-Hilbert term
in the action. If the false vacuum has finite vacuum energy, then the action of the false
vacuum configuration itself does not vanish. Let me assume that I know how to compute
the Euclidean action in the presence of gravity – I will come to this point shortly. The
bounce, being a well-localized object in a “sea” of false vacuum, differs in action from the
false vacuum configuration only in a well-localized region. Going once again through the
derivation of eq. (2.105), it is obvious that the exponential factor which governs the decay
rate has to be replaced by

Γ ∼ e
−

“

S
(b)
E −S

(+)
E

”

, (2.114)

where S(+)
E is the action of the false vacuum configuration, and I have returned to the

convention of setting ~ = 1. The tunneling is suppressed by the extra amount of action it
costs to go from the false vacuum configuration to the critical bubble.

The Euclidean action for gravity is obtained by making a formal analytic continuation
of the metric to Euclidean signature (+ + ++). Recalling that I have defined SE = −iS,
this leads to

SE =

∫

d4xE
√
γ

[

1

2
∂aφ∂

aφ+ V (φ) − 1

2κ
R
]

, (2.115)

where γ is the Euclidean metric, R is the associated Ricci scalar, and I have introduced
κ ≡ 8πG to keep track of gravitational effects. I have absorbed the cosmological constant
into the potential, which now has V (φ+) = Λ+/κ, where Λ+ is the effective cosmological
constant in the false vacuum.

I now generalize the construction of O(4)-symmetric classical solutions by imposing the
O(4)-symmetry on both the metric field and the scalar matter. The Euclidean line element
therefore takes the form

ds2E = γabdx
a
Edx

b
E = dχ2 + ρ2(χ)dΩ2

3 , (2.116)

where dΩ3 is the line element on the unit three-sphere. As before, χ measures the distance
from the symmetry point and φ, as well as ρ, are assumed to be functions only of χ. Under
this symmetry reduction, the scalar field equation reduces to

∂2
χφ+ 3

∂χρ

ρ
∂χφ = ∂φV . (2.117)

Furthermore, the χχ-component of Einstein’s equation reads

(∂χρ)
2

= 1 +
κ

3
ρ2

[

1

2
(∂χφ)

2 − V (φ)

]

, (2.118)

and the remaining components are redundant. The above two equations are a set of coupled
ordinary differential equations for the two functions φ and ρ.
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Consider first the false vacuum solution. In this case, φ(χ) = φ+ is a trivial solution to
eq. (2.117). Moreover, eq. (2.118) can readily be solved:

ρ(χ) = H−1
+ sin (H+χ) , (2.119)

where H+ ≡
√

Λ+/3, and I have assumed that Λ+ is non-negative. Evidently, the
Euclidean geometry is that of a four-sphere with radius H−1

+ . It is also evident from
the definition of Λ+ and H+ that the limit of weak gravity corresponds to the limit of
small H+, and therefore, large radius of the Euclidean geometry. I will now argue that, at
least in this limit, it is always possible to construct an O(4) symmetric bounce.

As before, the bounce is a non-trivial solution to the equations of motion with the
boundary condition ∂χφ|χ=0 = 0 and φ(0) = φ0 somewhere on the true vacuum side
of the barrier. The initial condition for ρ is ρ(0) = 0 at the symmetry point, which I
will call the south pole of the Euclidean geometry. If gravity is weak, then the presence
of the bounce will only have a mild effect on the geometry, and at the same time, the
volume of the geometry will be enormous. However, the geometry closes at some very
large χ = χmax ≃ H−1

+ π, which I shall call the north pole. In order to obtain a field
configuration which is regular on the entire geometry, and in particular at the north pole,
one has to meet the new requirement

∂χφ|χ=χmax = 0 , (2.120)

which now replaces the boundary condition that φ has to approach the false vacuum with
asymptotically vanishing momentum. Clearly, these two conditions become equivalent in
the limit of κ → 0 where the geometry becomes infinitely large. Repeating the argument
about overshooting and undershooting with some obvious modifications it can be shown
that there exists a solution which complies with the boundary conditions also at least for
some range of small but non-vanishing κ.

The bounce obtained this way is known as the Coleman-De Luccia instanton. Using the
thin-wall approximation, Coleman and De Luccia were able to construct explicit solutions
and estimate the effect of gravity on the tunneling formula (2.114).

The Coleman-De Luccia instanton has following qualitative structure. Starting at the
south pole, the field is initially very close to the true vacuum minimum and remains almost
stationary out to some distance χwall. The geometry inside this region is well approximated
by a spherical cap cut from a four-sphere with radius H−1

− , where H2
− ≡ Λ−/3 ≡ κV (φ−)/3

characterizes the effective energy density in the true vacuum. I assume that this is also non-
negative. Roughly at χwall, the field rolls through the inverted barrier and approaches the
false vacuum. In the thin-wall approximation, this happens within a fairly short interval
∆χ. Beyond the wall region, the field is very close to the false vacuum and remains almost
stationary until the geometry closes at χmax, the north pole. The geometry of this region
is well approximated by the false vacuum four-sphere, barring the spherical cap replaced
at the south pole. A sketch of this geometry is shown in fig. 2.8.

As the gravitational coupling becomes larger, meaning that the energy scale of the
scalar potential becomes larger in terms of Planck units, the volume of the false vacuum
geometry decreases. Although the critical bubble radius is also subject to gravitational
corrections, it is clear that at some point the critical bubble will no longer fit into the
geometry. The Coleman-De Luccia instanton then ceases to exist. The decay of the false
vacuum is still possible, however, it does no longer occur dominantly in form of bubble
nucleation. It has been understood that a new type of instanton then becomes responsible
for the transition, known as the Hawking-Moss instanton [50]. Roughly speaking, this
process corresponds to a thermal excitation which takes the field within an entire horizon
volume across the barrier. This is possible due to the thermal nature of de Sitter space
[51].

Strictly speaking, the tunneling formula (2.114) can only be justified in the way pre-
sented here if the thin-wall approximation is valid. Relaxing this approximation, one sees
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Figure 2.8: Sketch of the geometry of a
four-dimensional Coleman-De Luccia instan-
ton, embedded into flat five-dimensional R

5.
The picture shows a three-dimensional max-
imal section through the embedding, going
through the two poles of the instanton – merid-
ians and circles of latitude indicate the three-
dimensional shape. At the south pole (left-
hand side), the geometry roughly consists of
a spherical cap cut from a four-sphere with
radius H−1

−
. This is the true vacuum region.

It is bounded by the “bubble wall,” a layer
in which the field crosses the potential barrier
and approaches the false vacuum (see lower
panel). The latter takes up most of the re-
maining geometry, which is well approximated
by a four-sphere of radius H−1

+ from which a
spherical cap has been removed. The poten-
tial of the scalar field was chosen as in fig. 2.7,
with Λ+ = 3Λ−. The potential energies were
chosen to be relatively large, Λ− = 1.5× 10−3

(in Planck units), in order to emphasize the
gravitational effect.

χ

χmax0

φ

φ−φ−

φ+φ+

χ0 χmax

that the bounce is actually not localized within some small region of the Euclidean geome-
try, and that the field on the bounce solution is nowhere in the false vacuum configuration.
In this case, a more elaborate derivation of eq. (2.114) is required, as has been presented
in [52].

Let me finally explain how the one-bubble spacetime is obtained as an analytic continu-
ation of the Coleman-De Luccia instanton, in the region of parameter space where it exists
and represents the dominant decay channel. As before, a turning-point configuration can
be obtained from a maximal section of the bounce. In this case, this prescription does not
only specify the field configuration at the classical turning point, but also the geometry
of the spacelike hypersurface. This input can be used as initial data to solve the Cauchy
problem in the classically allowed region of configuration space. However, since the classi-
cal equations of motion are related to the Euclidean ones by analytic continuation, part of
the work has already been done by constructing the Euclidean bounce. In particular, one
can obtain the solution outside the lightcones of the nucleation point of the bubble (the
south pole) and its antipode (the north pole) simply by replacing the three-sphere factor in
eq. (2.116) by its Lorentzian analog, which is a timelike hyperboloid in Minkowski space:

ds2 = dχ2 + ρ2(χ)
[

−dτ2 + cosh2τ dΩ2
]

. (2.121)

Here, as usual, dΩ2 is the line element on the unit two-sphere.
In order to construct the inside of the lightcone of the nucleation event (or its antipode),

one has to make an analytic continuation of χ. As before, this means that one has to solve
the Lorentzian versions of eqs. (2.117) and (2.118) with initial conditions ρ = 0, ∂χφ = 0
and φ = φ(0) (φ = φ(χmax) for the antipode). With χ = it, the metric in the lightcone of
the nucleation point is

ds2 = −dt2 + ρ2(it)
[

dr2 + sinh2r dΩ2
]

, (2.122)

where the three-sphere now had to be replaced by the spacelike hyperboloid. Note that
this is the metric of an open FRW universe with scale factor a(t) ≡ ρ(it). Similarly, the
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interior of the antipodal lightcone is covered by

ds2 = −dt2 + ρ2(χmax + it)
[

dr2 + sinh2r dΩ2
]

. (2.123)

Note that the entire classical geometry is free of physical singularities since the van-
ishing of ρ on the lightcones of the nucleation event and its antipode is a pure coordinate
singularity. Furthermore, the O(4)-symmetry of the Euclidean bounce carries over to an
O(3, 1)-symmetry of the Lorentzian solution12. In a potential as the one of fig. 2.7, in par-
ticular when the thin-wall approximation is valid, the field inside the bubble is delivered in
its new vacuum to very good accuracy. This means that the interior of the bubble is empty.
However, it is possible to construct potentials for which the field is displaced from the true
vacuum by an appreciable amount even at the center of the critical bubble. The evolution
equations inside the lightcone then can lead to a period of slow-roll inflation followed by
reheating and post-Big-Bang cosmology. In this setting, the symmetry of the one-bubble
spacetime leads to an open FRW cosmology within the bubble. One therefore obtains an
attractive scenario, known as open inflation [46], which could explain some non-vanishing
(negative) curvature and at the same time comes with a precise prescription of “initial
conditions,” which are here determined by the dominant decay channel of the false vac-
uum. This is a first example where one sees that a deviation from flat ΛCDM cosmology
is connected to a theory of initial conditions. In fact, most of the ideas I will present in
chapter 3 are extensions of this scenario. The common premise is that our observable Uni-
verse is contained within such a bubble. Arranging for a long enough period of slow-roll
inflation inside the bubble, one can always come to agreement with the ΛCDM model. As
already pointed out in section 2.2, the exciting point is that there is room for introducing
deviations in a controlled way.

2.4 The Measurement Problem

In this section, I want to make a comment about the interpretation of the tunneling rate
Γ in false vacuum decay. A physically meaningful interpretation requires a prescription
of how Γ can actually be measured. One could, for instance, consider an ensemble of
classical measuring devices which somehow can monitor and identify the ambient vacuum
configuration without significantly disturbing it. These devices should be distributed widely
separated all over space, which is initially in a false vacuum configuration. Each device
records the amount of time which elapses until it encounters a bubble of true vacuum.
Assuming that a device is not destroyed by an encounter, one can imagine that the devices
are read out after a very long time. The readings can be used to infer an average survival
probability of the false vacuum along a worldline of a measuring device. Assuming, as
additional idealizations, that the measuring devices are ideal observers and that the radius
of a critical bubble is negligible, this survival probability can be directly related to the
tunneling rate, see [53] for details. In the case of QFT on Minkowski background, this
interpretation is equivalent to the one given in section 2.3.2: the decay rate Γ gives the
average number of decay events per unit four-volume.

However, this measuring prescription relies on many idealizations. For instance, it is
not straightforward to incorporate the effects of extended critical bubbles and extended
bubble walls. Furthermore, in an expanding universe, it is impossible even in principle

to read out a measuring device which is located outside of one’s horizon. Therefore, the
number of independent measurements is fundamentally limited. Under these conditions, Γ
can only be measured to finite accuracy, and in a sense, the interpretation of its theoretic
value becomes inherently approximate13.

12This shows that the one-bubble solution is invariant under boosts, as was asserted in section 2.2.5.
13In order to really measure Γ, which is an exponentially small quantity, one would require exponentially

many independent measurements. Clearly, this is in serious conflict with the fundamental limits already
in cases of moderate expansion. Hence, Γ is no physical observable for nearly all practical purposes.
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The situation is even worse if one takes into account the effect of gravity on the tunneling
process itself. For instance, as I have shown, there are situations where the bounce geometry
does not contain a false vacuum region at all. In this case, the entire horizon volume is
affected by the quantum fluctuation. Since the quantum fluctuation also embraces the
geometry itself, it seems impossible to sustain the classical description of a measuring
device during the tunneling event. This means that there simply exists no classical device
which could observe such a tunneling event, and hence no possibility to measure Γ.

This issue about interpretation is actually ubiquitous in quantum cosmology. In order to
apply the usual interpretation schemes of quantum mechanics, one always needs classical
measuring devices and the possibility to access an arbitrary large ensemble of identical
quantum systems. In quantum cosmology, however, these systems are actually subsystems
of a single large quantum system, the Universe. By definition, one always has access to
only one single Universe. Furthermore, there are regions of configuration space where
the classical description of all physical degrees of freedom breaks down, and therefore
no measuring device can be defined. Hence, probability, as well as unitarity, become
approximate concepts, only available in a semiclassical regime. This point of view has
been elaborated in [54].

However, even in situations where the tunneling rate Γ as computed in the previous
sections is no meaningful physical observable, because no adequate measurement can be
carried out, this does not imply that the decay process itself is not a real physical phe-
nomenon. It may be impossible for an observer living in a bubble universe to measure the
rate at which similar universes are produced, but it is still conceivable that she can see some
consequences of the tunneling event in her observational data. As said before, deviations
from the ΛCDM concordance model can be linked to certain properties of the tunneling
scenario, and it may therefore be possible to learn from observations if such a tunneling
event is likely to have occurred in our past. The nature of deviations can even inform
us about some basic characteristic features of the specific scenario which was physically
realized. It is this eventuality which I wish to entertain in the following chapter.
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Chapter 3

A Landscape to Discover

I have introduced all the tools which are necessary in order to study gravitational tunneling
in the early Universe. Now I want to apply these tools in a framework which is inspired

by some ideas stemming from string theory and supergravity theory. These theories have
been developed as an attempt to unify GR with the quantum theory of particles or, more
specifically, with supersymmetry. The primary aim of these approaches is to find a funda-
mental microscopic description of all interactions which is mathematically complete and
consistent. At the current stage of their development, despite decades of strong efforts,
these theories still appear to be too microscopic for the purpose of making testable pre-
dictions1. Nevertheless, their appealing mathematical properties still lend support to the
hopes that one is somehow “on the right track.”

Since even a tentative introduction into the subject of string theory would lead me too
far away from the topic of this work, I can give only some heuristic arguments here. The
ambitious reader who wants to learn more about the mathematical details has a large body
of literature at his disposal. There also exist some textbook introductions, like e.g. [36].

One of the striking features of string and supergravity theories is the fact that their
consistent formulation requires the introduction of extra dimensions. In other words, on
top of the three spatial dimensions which are familiar from our every-day experience, the
theory is formulated under the assumption that additional “hidden” dimensions exist. For
instance, M-theory and maximal supergravity have a total of eleven dimensions. It can
actually be considered as a very appealing feature that the number of dimensions can be
fixed by the requirement of mathematical consistency. However, if these theories should
have anything to do with reality, one needs to explain why our world appears to be only
four dimensional.

In order to achieve this dimensional reduction, several approaches have been pursued.
For instance, one can try to localize the fields of the standard model somehow on a 3 + 1
dimensional submanifold, a so-called brane2. Another alternative is the compactification of
the extra dimensions. The idea behind this approach is that the extra dimensions only have
a very small volume and therefore can not be probed by present-day experiments. Roughly
speaking, the Compton-wavelength of any particle which we can produce or measure is
still much too large to fit into the extra dimensions, and therefore these directions are
invisible to us. They only become “illuminated” at energies well beyond the reach of
current technology.

It should not come as a surprise that there is no unique way of compactifying the extra
dimensions. On the one hand, several mechanisms to achieve compactification dynamically

1For instance, in order to make contact with current collider experiments, one would typically have to
extrapolate by more than ten orders of magnitude in energy scale.

2The term “brane” is derived from the word “membrane” and refers to a higher-dimensional analog
thereof.
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have been proposed. On the other hand, each proposal comes with a large number of
different solutions which are characterized, for instance, by different sizes and shapes of
the compact dimensions. From the point of view of the low-energy effective theory which
should describe our present-day experiments, one can think of the characteristics of the
compact dimensions, like sizes and shapes, as some additional fields, so-called moduli.
The stable configurations of the moduli and any additional fields which may have to be
introduced in order to achieve stabilization are called string vacua. There typically exists
a vast number of such vacua in any string theory scenario with compactifications. In
effect, these vacuum solutions are local minima of an effective potential for the moduli and
stabilizing fields. This situation, where a potential has a complicated structure with many
local minima in a high-dimensional field space, is often compared to the topography of a
mountainous terrain, and one therefore speaks of the string theory landscape3.

The existence of a vast number of possible vacuum configurations was found to have
an upside in the context of understanding the cosmological constant. As I have explained
in the last chapter, the potential energy at any local minimum gives rise to an effective

cosmological constant. The value of vacuum energy can therefore be different in each
individual vacuum, giving rise to a vast number of available values for Λ. Furthermore,
gravitational tunneling in the landscape leads to the nucleation of bubbles containing new
vacuum configurations, typically ones which have a lower vacuum energy than before. It has
been argued in [56, 57] that this may lead to a dynamical neutralization of the cosmological
constant, meaning that eventually some bubbles with nearly vanishing vacuum energy will
appear. Anthropic arguments can then be used to give a “plausible explanation” for the
observed value of the cosmological constant in our Universe.

Such an argument could be sketched as follows. Given that the Universe at some
time is in some arbitrary vacuum state with some “natural” value of the cosmological
constant, it will eternally inflate, but does not contain any observers in the inflating region.
Sporadically, it will spawn new bubble-universes containing vacua of lower cosmological
constant. These regions will also inflate and produce new bubbles, and so on. Now comes
the anthropic argument, cf. [58, 59]. In order to support observers, that is, lifeforms
capable of perceiving their environment and drawing reasonable conclusions from their
observations, a bubble universe has to have a long enough era of matter domination to
allow these lifeforms to develop. Therefore, lifeforms like ourselves only exist in bubbles
where the effective cosmological constant is sufficiently small as not to terminate matter
dominantion too early. Hence, any lifeform like ourselves will inevitably measure only a very
small cosmological constant, despite the fact that a randomly chosen vacuum configuration
typically has a cosmological constant vastly different from zero.

It has proven surprisingly hard to find a rigorous formulation of this argument which is
scientifically acceptable. The problems are mostly connected to the notion of a “typical”
observer within the infinite set which is supposedly realized in the Universe. For instance,
many attempts to define a measure on observers run into the problem that they are dom-
inated by so-called freak observers or Boltzmann brains. These are observers which spon-
taneously appear “out of thin air” as a result of thermal fluctuations within the eternally
inflating regions. Despite being an incredibly rare occurrence, they can easily outweigh the
biological lifeforms due to the exponentially replicating volume of the inflationary domain.
These issues and some possible solutions are discussed e.g. in [60].

Yet, even if the problem of selection of the vacuum remains unsettled, it appears that
the landscape paradigm offers such a large variety of possibilities that any value of the
cosmological constant, in particular the one we observe in our Universe, can be accommo-
dated. Furthermore, with the tunneling scenarios at hand, it is plausible that all these
possibilities can also be realized simultaneously in different regions of the Universe. The
global structure of the Universe then appears to be chaotic4, with huge eternally inflating

3The term landscape was coined by Leonard Susskind, see [55].
4The scenario described here was proposed by Andrei Linde in [61] and is now known as chaotic inflation.
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patches of various vacuum configurations which are continuously spawning new bubble-
universes. It has been suggested that this self-replicating process eventually leads to a sort
of steady state, where the chaotic structure of the Universe continues to reproduce itself in
a self-similar fashion. In some sense, this idea nicely addresses the question about the state
of the Universe if the steady state can be reached from quite arbitrary initial conditions.
For an overview on the subjects of eternal and chaotic inflation, see e.g. [62] and references
therein.

It is interesting to note that the only observational consequences of the landscape
paradigm, if any exist at all, are connected to the tunneling scenario. As I have announced
already, and I will demonstrate this in detail in the following, a tunneling event in our
cosmological history can leave distinct signatures in our observations. In practice the
observability depends on the amount of additional inflation which took place after the
tunneling event. As pointed out in section 1.2, inflation drastically dilutes the information
about its initial conditions, such that after some time the possibility to detect any traces
thereof will be lost. Therefore, the scenarios which I will describe in this chapter will only
have observable consequences if the period of inflation which ensues the tunneling event is
sufficiently short. At this point it should be noted that observations so far seem to be in
overall agreement with the ΛCDM model, which means that traces of initial conditions have
not yet been conclusively detected. Solid evidence for a tunneling scenario can therefore
only be found with the next generation of precision observations if the length of inflation
lies within a fairly narrow window5. However, for the purpose of this work, I accept it as
a plausible possibility that this is the case. Some support can again be found in anthropic
reasoning, see for instance [63]. Furthermore, an exploration of the observational prospects
in the landscape may also entail some useful lessons of conceptual relevance, e.g. for the
purpose of model building.

In the following section 3.1, I will briefly explain a mechanism for compactification of
extra dimensions. This sets the stage for vacuum transitions which connect string vacua
corresponding to different compactification solutions. These transitions are the subject
of section 3.2, where several examples will be given. Observational consequences of the
tunneling scenarios will finally be discussed in section 3.3, with attention to a specific
example.

3.1 Compactification of Extra Dimensions

A simple mechanism of dynamical compactification of extra dimensions was set forth by
Peter Freund and Mark Rubin already some thirty years ago [64]. In many variations,
this mechanism now generally is referred to as flux compactification and is the starting
point of many studies in the context of the string landscape. A comprehensive review
can be found, e.g., in [65]. The philosophy behind this mechanism can be summarized
as follows. As a first step, the high dimensional fundamental spacetime is written as a
product manifold ST d ×MD−d, where D is the total dimensionality of the fundamental
spacetime, ST d is a d-dimensional spacetime of a lower-dimensional effective theory, and
MD−d is a microscopic compact manifold which takes up the “hidden” dimensions. This,
however, is not a vacuum solution of the lower-dimensional effective theory if the size and
shape of MD−d is unstable under small perturbations. In order to achieve stabilization,
one introduces additional fields, so-called fluxes. In a certain configuration, these fields will
give rise to a restraining force which stabilize the moduli. Usually, it comes at no cost to
assume that appropriate fields are present, as higher dimensional gauge theories can have
a large number of gauge fields which are suitable for this purpose.

5Note that the possibility of a significant detection even has a fundamental limit if one can only probe
a finite volume. Therefore, constraints cannot be tightened indefinitely by simply increasing the precision.
Several observational probes will come close to their fundamental bound in the forseeable future, some
even already with the next generation of experiments.
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Let me illustrate this mechanism with a standard example, which is the basis of many
simple scenarios as e.g. in [66, 67, 68]. The starting point is D-dimensional Einstein-
Maxwell theory, which is described by the action

S(D) = S(D)
grav + S(D)

F
=

1

16π

∫

dDx
√−g

[

R− 2Λ − F2
]

, (3.1)

where Λ is the D-dimensional cosmological constant and F is a q-form field strength of
a generalized Maxwell field. Note that, for D = 4 and q = 2, the theory reduces to
conventional electromagnetism coupled to gravity in four spacetime dimensions.

Making the ansatz that the solution manifold has a q-dimensional spherical factor, the
line element reads

ds2D = gABdx
AdxB = γABdy

AdyB +R2(yA)dΩ2
q , (3.2)

where γAB is the metric tensor of a d-dimensional spacetime manifold with coordinates
yA, and the radius of the q-sphere factor, R, may depend on these coordinates. Note that
D = d+ q by definition. One can now specialize to the case where the q-form field strength
is proportional to the volume form of the q-sphere,

F = Q sinq−1 θ1 . . . sin θq−1dθ1 ∧ . . . dθq . (3.3)

If Q is a constant, then F solves Maxwell’s equations trivially. Furthermore, it is obvious
that this solution is compatible with the symmetries of the metric ansatz.

Dimensional reduction of the theory is now achieved by integration over all the coordi-
nates of the q-sphere, θ1 . . . θq. The action then reads

S(d) =
Vq
16π

∫

ddy
√−γRq

[

Rd +
q (q − 1)

R2

(

1 + ∂AR∂
AR
)

− 2Λ − q!
Q2

R2q

]

, (3.4)

where Vq ≡
∫

dΩq = 2π(q+1)/2/Γ[(q + 1)/2] is the volume of the unit q-sphere, Rd is the
(Ricci) curvature scalar associated with the d-dimensional metric γAB , and an integration
by parts was performed in order to remove second derivatives on R. Evidently, the theory
has a d-dimensional effective description where a new scalar degree of freedom R appears,
which is related to the volume modulus of the compact extra dimensions.

If d > 2 it is possible to apply a conformal transformation to the metric γAB in order to
cancel the R-dependent factor in front of the curvature term. This transforms the action
into the so-called Einstein frame. To this end, one writes

γAB = R− 2q

d−2 γ̃AB . (3.5)

Under this transformation, the action reads

S(d) =
Vq
16π

∫

ddy
√

−γ̃
[

R̃d −
q

R2

D − 2

d− 2
∂AR∂

AR +R− 2q

d−2

(

q (q − 1)

R2
− 2Λ − q!

Q2

R2q

)]

,

(3.6)
where R̃d is the transformed (Ricci) curvature scalar, and second derivatives of R were
again removed integrating by parts.

The modulus R of the compact manifold (the q-sphere) can take positive values only.
It is therefore convenient to consider its logarithm, which can take any real value. Further-
more, with the definition

R = e

q

8π(d−2)
q(D−2)Vq

φ
, (3.7)

the kinetic term of the logarithm φ is canonically normalized. The action then has the
form

S(d) =

∫

ddy
√

−γ̃
[

Vq
16π

R̃d −
1

2
∂Aφ∂

Aφ− V (φ)

]

, (3.8)
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Figure 3.1: Effective potential V (φ) for the
canonically normalized “modulus field” which
describes the compactification radius. In the
shown example, the compact manifold is a
seven-sphere which leads to a dimensional re-
duction from eleven to four macroscopic di-
mensions (q = 7, d = 4, D = d + q = 11).
The value of the eleven-dimensional cosmo-
logical constant was chosen as Λ = 4 (in
eleven-dimensional Planck units). Depending
on the quantum number Q of the magnetic
flux, the effective potential can have a local
minimum with negative or positive potential
energy. However, for large values of Q, the
local minimum disappears and no stable con-
figuration exists.
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(3.9)

A plot of the effective potential V (φ) is shown in fig. 3.1 for an example where D = 11
and q = 7, such that the dimensionally reduced theory has d = 4. Independent of the choice
of q or D, the potential has following qualitative structure. At very large φ, corresponding
to large radius of the extra dimensions, the potential is always dominated by the Λ-term.
For positive Λ, this term tends to inflate the extra dimensions. In fact, since the potential
has an exponential shape, the d-dimensional effective theory has an asymptotic slow-roll
attractor where the field φ rolls to infinity while the d-dimensional spacetime is subject
to power-law inflation. One can show that this attractor solution, in the D-dimensional
picture, corresponds to D-dimensional de Sitter space, which is an attractor whenever Λ
dominates the energy density (no-hair conjecture).

At very small φ, corresponding to tiny radius of the extra dimensions, the flux term
dominates, which is also repulsive. The only attractive term is the one associated with
the curvature of the compact dimensions. It is relevant in an intermediate range of φ and
leads to a dip in the potential. If the flux term is not too large, the dip gives rise to a
local minimum at which the field φ, and thus the size of the compact dimensions, can be
stabilized. This stable configuration is called a compactification vacuum. The value of the
effective potential at the local minimum then corresponds to an effective vacuum energy
in the compactification vacuum of the d-dimensional theory. Depending on the values of Λ
and Q, this vacuum energy can be positive or negative. Note, however, that it is bounded
from above for any fixed value of the fundamental cosmological constant Λ, because the
local minimum disappears for large values of Q.

A positive value of the effective cosmological constant in the compactification vacuum
leads to inflationary solutions in the d-dimensional theory. In particular, this means that
the D-dimensional theory has a stable solution of the type dSd × Sq. A negative vacuum
energy, on the other hand, leads to a Big Crunch in the d-dimensional spacetime.

It is noteworthy that the vacuum energy in the dimensionally reduced theory strongly
depends on the “magnetic” charge Q. In a quantum theory of the field F, the flux will be
quantized, such that Q has a discrete spectrum. It has been argued e.g. in [57] that, in
a theory with many gauge fields with incommensurate elementary charges, the spectrum
of available values for the effective cosmological constant in a compactification vacuum
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is dense enough so that the observed value could be accommodated without further fine-
tuning.

3.2 Transdimensional Tunneling

It is evident from the sketch in fig. 3.1 that the compactification vacuum, at least for the
interesting case of non-negative effective vacuum energy, is metastable, because the field
can tunnel through the potential barrier to the region where the potential tapers off to zero
as φ becomes large. This “tapering off” for large sizes of the compact dimensions is actually
a generic feature in compactification scenarios, see [69] for a detailed discussion. In this
case, a tunneling event corresponds to the spontaneous nucleation of a bubble in which the
radius of the compact dimensions lost its restraining force and starts to grow indefinitely.
Therefore, the compact dimensions eventually become macroscopic, such that, for instance,
particles can propagate freely in them. The lower-dimensional picture finally becomes
obsolete, as the bubble-universe settles to a higher-dimensional vacuum. Consequently,
this process has been termed spontaneous decompactification6 , e.g. in [70].

The inverse process, which corresponds to the spontaneous nucleation of a bubble con-
taining a lower-dimensional compactification vacuum within a higher-dimensional ambient
spacetime is also possible, and may be called spontaneous compactification. For a com-
prehensive overview and discussion of the various processes, in the context of the example
presented in the previous section, see [66].

In the framework of a landscape of flux compactifications, where numerous gauge fields
and a vast number of different compactification vacua are available, spontaneous compact-
ification and decompactification represent elementary processes only. They describe tran-
sitions between configurations where either a certain number of macroscopic dimensions is
spontaneously compactified or a certain number of microscopic dimensions spontaneously
start to grow large. In any of the two cases, the remaining dimensions are left untouched
as far as possible. It is, however, conceivable that also more complicated processes exist,
where the configuration of macroscopic and microscopic dimensions is re-arranged in a
more general way. The term shapeshifting process has been suggested in [2] for this general
type of tunneling events. Schematically, these processes can be described with following
diagrams:

ST D

↓ ց
ST ′

d ×M′
D−d

ST d ×MD−d

↓ ւ
ST ′

D

ST d ×MD−d

↓ ցւ ↓
ST ′

d′ ×M′
D−d′

compactification decompactification shapeshifting

Here, an arrow indicates how the spacelike directions are reassigned to the components
of the new vacuum manifold. In the shapeshifting case it should be understood that
any sensible subset of reassignments can be realized. The shapeshifting process therefore
connects two arbitrary vacuum configurations in the landscape of compactification vacua7.

The idea that the arrangement of macroscopic and compact microscopic directions can
change in a tunneling process raises a number of new and interesting phenomenological
questions. In particular, what are the consequences if some of our three macroscopic
space dimensions have been microscopic prior to the most recent tunneling event in our
cosmic history? If the amount of inflation which took place after the transition is not too
large, then the compact nature of these directions could become apparent on the largest

6Note that the term “decompactification” does not refer to a topology change in this context. In fact,
the compact topology is retained, but it is not apparent anymore because the compactification scale exceeds
the Hubble radius.

7It should be noted that I have not presented a proof that these general processes exist, but I know of
no reason why they should not. A simple setup is described in appendix A.
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observable scales. Moreover, if only one or two directions are compact, it may be possible
that they still play a special role and can therefore give rise to a preferred direction in our
Universe. This would be seen as a breaking of statistical isotropy.

3.2.1 A Shapeshifting Universe

Let me discuss some of the simplest scenarios where our observable Universe is the result of
a tunneling process in which at least some dimension(s) decompactified and became part
of our macroscopic world. Since we are unable to probe the extra dimensions which are
compact and microscopic in our present vacuum configuration, I will present the discussion
entirely from our four-dimensional point of view. In a sense, I treat the extra dimensions
merely as spectators – they give rise to some effective vacuum energy and other “constants
of nature,” but are otherwise dynamically irrelevant and have been integrated out.

As first example, consider the case where only one of our macroscopic dimensions
was compact and microscopic in our parent vacuum. The only one-dimensional compact
manifold is the circle S1. Unfortunately, the mechanism of flux stabilization does not work
in this particular case, because it requires some curvature on the compact manifold. In
one dimension, curvature does not exist, as can also be seen from the vanishing of the
corresponding term in eq. (3.9) for q = 1. However, other mechanisms to stabilize the
radius of an S1-factor are known, like e.g. the one used in [71]. Irrespectively of what
happend to the extra dimensions of our present vacuum, the symmetries of the tunneling
process guarantee that our macroscopic spacetime which is contained within the bubble
can be written as the product of S1 and a 2 + 1-dimensional open FRW geometry. The
homogeneous spatial slices therefore have topology H2×S1, where H2 is the two-dimensional
spacelike hyperboloid. The line element can be written as

ds2 = −dt2 + a2
⊥(t)

[

dr2

1 −K⊥r2
+ r2dφ2

]

+ a2
‖(t)dz

2 , (3.10)

where K⊥ < 0 and z is a coordinate on the S1-factor. This metric belongs to the Bianchi
class III and describes a homogeneous and anisotropic cosmology. Some amount of inflation
is required to take place in the bubble in order to dilute the anisotropic curvature and
thus to obtain some convergence towards the ΛCDM concordance model. However, the
spectrum of primordial perturbations may be affected by the anisotropy of the background
geometry. This may leave some traces, e.g., in the temperature anisotropies of the CMB.
One expects that the effect is active on the largest scales because they are most sensitive
to global properties of spacetime such as homogeneous curvature. A detailed analysis of
the signatures in this scenario has been attempted in [71].

Going one step further, the next possibility is the case where two out of the three of our
macroscopic dimensions decompactified in the latest tunneling event. Two-dimensional
compact manifolds can be classified, and the simplest cases are the two-torus S1 × S1

and the two-sphere S2. Again, because of vanishing curvature, the flux compactification
mechanism does not work for the torus, but there are other compactification mechanisms.
An interesting example which may even work in the context of the standard model has
been presented in [72]. The symmetry properties of the tunneling scenario lead to a bubble
universe which contains a macroscopic spacetime which can be written as a product of the
torus and a 1+1-dimensional open FRW geometry. The homogeneous spatial hypersurfaces
have topology S1 × S1 × R, and the line element takes the form

ds2 = −dt2 + a2
x(t)dx

2 + a2
y(t)dy

2 + a2
z(t)dz

2 . (3.11)

Here, x and y are the two directions on the torus, and z is the noncompact direction.
This metric falls into the Bianchi class I. In case the torus decompactifies isotropically,
the two scale factors ax and ay can be identified, and the metric is of the form (3.10)
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with K⊥ = 0. Primordial perturbations in a Bianchi I cosmology have been explored in
[73, 74, 75]. However, the authors of these articles did not consider a tunneling scenario
and were therefore unable to fix the initial conditions for the perturbations.

On the other hand, the possibility of the two-sphere is interesting, because the flux
compactification mechanism is expected to be operative in principle. Furthermore, the
flux is generated by a two-form in this case, for which a candidate exists in the stan-
dard model: electromagnetism. From our four-dimensional point of view, the spherical
symmetric configurations of gravity and electromagnetism are well-known. The cosmo-
logical solutions correspond to Reissner-Nordström-de Sitter geometries, which describe
magnetically charged black holes in a vacuum of non-negative vacuum energy density. The
tunneling process, from the four-dimensional perspective, is completely analogous to pair
creation of charged black holes [76, 77, 78]. This analogy actually runs very deep. It
was already pointed out in [66] that dynamical compactification using magnetic fluxes is
a generalization of charged black hole pair creation. The connection between the different
interpretations was further elucidated in [68]. For the present context, the analogy has
been reviewed in [2].

The symmetries of the four-dimensional one-bubble spacetime are such that the bubble-
universe is the product of a two-sphere and a 1 + 1-dimensional open FRW geometry. The
homogeneous spatial hypersurfaces have topology S2 × R, and the line element is that of
eq. (3.10) with K⊥ > 0. This is a special type of homogeneous and anisotropic solution
of Einstein’s equations which does not correspond to any Bianchi class. It is known as
the Kantowski-Sachs model [79]. The primordial power spectrum of a scalar “test field”
for this model has been studied in [2] within the context of a transdimensional tunneling
scenario. Some results will be reviewed in the next section.

The examples which I mentioned so far do of course not present a complete list of
possibilities for the qualitative outcome of a shapeshifting process. However, they cover
already the most simple options for homogeneous and anisotropic bubble-universes. The
implications of the idea of transdimensional tunneling, or shapeshifting, have just begun to
be explored, and there may be many new and interesting options ahead. It will be exciting
to see how this field develops in the coming years.

3.3 Observability

In this section, I want to assess the phenomenological consequences of a tunneling scenario
in some more detail. As mentioned before, it is assumed that some amount of slow-
roll inflation has to take place inside the bubble-universe in order to make the scenario
phenomenologically viable. It has been demonstrated in the context of open inflation
[46, 80], and more recently also in the context of transdimensional tunneling [66], that
inflation can be implemented in the model without much complication. Moreover, the
“initial conditions” for inflation are unambiguously fixed by the tunneling scenario. The
inflaton is just another field whose boundary conditions can be determined by constructing
the instanton – at least in principle. For instance, with some appropriate coupling to
fluxes and curvature of the extra dimensions, one can construct models where the tunneling
event triggers slow-roll inflation by setting free the inflaton, which was trapped at a local
minimum of its effective potential in the false vacuum configuration.

Due to inflation inside the bubble-universe, it is usually a good working hypothesis
that the ΛCDM model is a suitable description of our Universe at leading order, and
that the deviations are controlled by a small parameter. For instance, the open inflation
scenario mentioned earlier comes with a non-vanishing spatial curvature, and ΩK (today)
can be assumed a small parameter. One can then try to understand the phenomenological
deviations from the concordance model as perturbative effects.

The possible effects are numerous. In order to get some systematic overview, a rough
distinction can be made between early-type and late-type effects. The early-type effects
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are those which lead to a modification of the primordial perturbations, while the late-
type effects lead to differences in the evolution long after the hot Big Bang. In terms
of theoretical calculations, this distinction is reasonable and clean. However, from the
observational point of view, the effects can be strongly entangled. For instance, the power
spectrum of primordial perturbations for an open universe is modified compared to the flat
ΛCDM model, which has an effect on the properties of CMB anisotropies. At the same
time, the angular diameter distance to the surface of last scattering, and therefore the
mapping of perturbations into the celestial sphere, also depends on the spatial curvature.
Clearly, both effects are controlled by the same small parameter ΩK and are therefore
equally important.

In this section, I want to concentrate on the early-type effects which can appear in a
tunneling scenario. Some late-type effects will be discussed in chapter 4. I will focus on
two aspects. Firstly, I want to sketch how the computation of primordial perturbations in
the tunneling scenario leads to modifications. Since the case of an isotropic open universe
has been extensively studied in the context of open inflation, see e.g. [81], I will focus on
the anisotropic case which can arise in a shapeshifting process. Due to the anisotropy in
the background, one expects that the modifications will lead to a breaking of statistical
isotropy, for instance in the CMB. Interestingly, there is a debate about some indications of
such a breaking, see [17, 18, 19, 20]. I will present a calculation of the power spectrum in the
Kantowski-Sachs model and discuss some implications for the CMB, with special attention
on the reported “anomalies.” Finally, as a second aspect, I will briefly comment on the
subject of bubble collisions, which could give a completely different type of signature. There
are, of course, also other aspects which can be studied, like e.g. the Grishchuk-Zel’dovich
effect [82] or gravitational waves [83]. It would go beyond the purpose of this work to give
a comprehensive review, and I will therefore leave it at a discussion of only the two aspects
mentioned above.

3.3.1 Signatures of Global Anisotropy

The general procedure to obtain the perturbations around the O(3, 1)-symmetric one-
bubble solution is the following. First, one has to construct the O(4)-symmetric Euclidean
solution corresponding to the instanton which describes the vacuum transition. Then, one
introduces the fields which describe the perturbations. Their equations of motion follow
from the second variation of the action evaluated on the instanton. Taking a maximal
slice of the instanton (containing the two poles of the geometry) and using it as initial

Cauchy surface at the classical turning point, the instanton solution together with the

perturbations can be continued into the classically allowed domain by means of analytic
continuation. The eigenfunctions of the Klein-Gordon operator yield a basis of solutions to
the field equations, and can be used to define a vacuum state for the perturbations, once
they have been quantized. To this end it is necessary to identify the “positive frequency”
solutions which have to be associated with the creation operators of the modes. As has
been argued in [84], a suitable selection criterion is to require regularity on the lower half
of the Euclidean solution, i.e. the part of the instanton which is obtained by continuing
the time coordinate through the classical turning point into the forbidden region. This
particular construction of a vacuum will become more clear when I work out an explicit
example below.

There are several levels of complication if one wants to carry out the program outlined
above. Firstly, one has to take care that one only quantizes physical degrees of freedom.
This is an issue in any theory with gauge freedom, like gravity. In order to bypass this
problem, I will present a computation for a scalar “test field” only. This is not identical
to the gauge-invariant scalar perturbation in cosmology, but the basic modifications of the
power spectrum are more easily accessible in this example.

A second problem arises if one wants to carry out the mode decomposition. Since the
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one-bubble spacetime does not have the full de Sitter symmetries, it is usually impossible
to write down the decomposition explicitly. A numerical approach also cannot solve the
problem entirely, because an infinite number of eigenfunctions would have to be computed.
To my knowledge, no good way of solving this problem is known. One usually makes
an approximation and assumes that the breaking of the full de Sitter symmetry only has
negligible effects on the result of the computation. Therefore, one approximates the O(3, 1)-
symmetric solution by an O(4, 1)-symmetric one. This is a very drastic measure since, for
instance, the slow-roll evolution can no longer be taken into account, not to mention
the interpolation between the two vacuum configurations. One might wonder why this
approach should give any non-trivial results at all, because one is computing a power
spectrum in de Sitter space, albeit in unfamiliar coordinates. However, it turns out that
choosing a foliation which is adapted to the homogeneous foliation of the original one-
bubble spacetime is a non-trivial step.

A calculation of the mode functions in the one-bubble open inflation scenario has been
presented by Misao Sasaki, Takahiro Tanaka and Kazuhiro Yamamoto in [84] using the ap-
proximation outlined above. Following this approach, a similar calculation has been carried
out for the Bianchi III model which arises in the decompactification of S1 in [71]. I will now
present the analysis for the Kantowski-Sachs model which arises in the decompactification
of S2. Major parts of this analysis have been published in [2].

The Primordial Power Spectrum in a Kantowski-Sachs Model

The first step is to find a coordinate system of de Sitter space which is adapted to the
S2 × R topology of the homogeneous spatial foliation in the Kantowski-Sachs model. A
suitable starting point is the static (Schwarzschild-type) coordinate system of de Sitter
space, in which the line element reads

ds2 = −
(

1 − Λ

3
R2

)

dT 2 +

(

1 − Λ

3
R2

)−1

dR2 +R2dΩ2 . (3.12)

For the purpose of calculating an inflationary power spectrum, the vacuum energy Λ models
the inflaton potential energy during the slow-roll phase. I want to approximate a bubble
in which the radius of a two-sphere uniformly grows with time, i.e. which has a metric
of the form (3.10). Such a situation is given if one extends the static coordinate system
above into the region where R >

√

3/Λ. In this region, T becomes a spacelike coordinate
while R becomes timelike, and the staticity of the metric translates to homogeneity. The
line element can be rewritten as

ds2 = H−2
[

−dτ2 +
(

H2R2(τ) − 1
)

dz2
]

+R2(τ)dΩ2 , (3.13)

where I have introduced the inflationary Hubble parameter H ≡
√

Λ/3. As can be seen
from a comparison with eq. (3.12), the coordinate z is defined by dz = HdT , and the
(dimensionless) time coordinate by dτ = HdR/

√
H2R2 − 1. This relation can be solved

for R to yield R(τ) = H−1 cosh τ . The patch covered by 0 < τ < ∞ and −∞ < z < ∞
indeed describes an inflationary bubble where a two-sphere uniformly inflates from an
initial size of R = H−1. This is illustrated in fig. 3.2, which shows the Penrose-Carter
diagram of de Sitter space. Neglecting the dynamics of the inflaton (and the moduli fields
of our extra dimensions), the patch can be used to approximate the interior of a bubble
which arises in a shapeshifting process where a microscopic S2 destabilizes and becomes
large. Asymptotically, the scale factors for the S2 and the third direction converge towards
the same exponential behavior, as is expected by the cosmic no-hair conjecture.

Let me now consider a minimally coupled massless real scalar “test field” Φ on this
background. Although I assume that Φ does not give rise to metric perturbations, it shall
be used as a surrogate for real cosmological perturbations since one expects that they have
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Figure 3.2: Causal diagram of de Sitter space.
The dashed lines are lines of constant R. The
static patch is the left (or right) triangular
wedge where R grows in a spacelike direction.
The diagonal straight lines are the locus of
points where R = H−1 and therefore mark
the cosmological horizon of the static patch.
Beyond the horizon, in the upper triangular
wedge, lies a cosmological region which, by
continuing the static coordinates, is foliated
like a Kantowski-Sachs model. Here, the ra-
dius R grows uniformly in a timelike direction.
The cosmological region looks very much like
a bubble-universe as is created by the decom-
pactification of a two-sphere in a shapeshifting
process. The horizons mark the lightcone of
the nucleation event, which is located at the
central vertex. The horizontal dashed line in-
dicates a global Cauchy surface of de Sitter
space, and coincides with a maximal section
through the Euclidean de Sitter.

R
=

0

R
=

0

R = ∞

R = ∞

similar qualitative features in the primordial power spectrum. The action for Φ reads

SΦ = −1

2

∫

d4x
√−g∂µΦ∂µΦ . (3.14)

The S2 × R structure of the spacelike hypersurfaces (in the bubble) suggests the mode-
expansion

Φ(τ, z,n) =
∑

ℓ,m

∫

dk√
2π

Φkℓm(τ)e−ikzYℓm(n) , (3.15)

where n is a unit vector in R3 which specifies the point on the two-sphere, and Yℓm is the
usual spherical harmonic on S2. Introducing the rescaled field Ψ = ΦH−1 cosh τ sinh1/2τ ,
the action reads

SΨ =
1

2

∑

ℓ,m

∫

dkdτ

{

∂τΨkℓm∂τΨ
∗
kℓm −

[

k2 + 1/4

sinh2τ
+
ℓ (ℓ+ 1)

cosh2τ
− 9

4

]

ΨkℓmΨ∗
kℓm

}

, (3.16)

where I dropped the boundary term of an integration by parts.
In analogy to the harmonic oscillator, the field is quantized by promoting the modes to

operators which decompose into creation and annihilation operators as

Ψ̂kℓm(τ) =
im√

2
âkℓmukℓ(τ) +

i−m√
2

â†−kℓ−mu
∗
kℓ(τ) . (3.17)

The mode functions ukℓ satisfy the equation

∂2
τukℓ +

[

k2 + 1/4

sinh2τ
+
ℓ (ℓ+ 1)

cosh2τ
− 9

4

]

ukℓ = 0 , (3.18)

and are chosen such that they are independent of m and the sign of k. The numerical
factors in eq. (3.17) are for convenience. The mode functions thus defined form a complete
basis of solutions of the Klein-Gordon equation and are normalized by the condition

Im (ukℓ∂τu
∗
kℓ) =

ukℓ∂τu
∗
kℓ − u∗kℓ∂τukℓ

2i
= 1 . (3.19)
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With this normalization, the equal time commutation relations
[

Ψ̂(τ, z,n), ∂τ Ψ̂(τ, z′,n′)
]

= iδ(z − z′)δ(Ω)(n − n′) , (3.20)

with the other commutators zero, are equivalent to
[

âkℓm, â
†
k′ℓ′m′

]

= δ(k − k′)δℓℓ′δmm′ , (3.21)

with all remaining commutators zero. Note that δ(Ω)(n − n′) is the delta-function on the
two-sphere which has the defining property

∫

dΩf(n)δ(Ω)(n − n′) = f(n′) (3.22)

for any test-function f defined on S2.
The particular solution of eq. (3.18), that is, the positive-frequency mode, can be iden-

tified by demanding that the analytic continuation to the Euclidean half-sphere remains
regular everywhere. This is the criterion which determines the choice of the vacuum in
[84]. In the present case it is sufficient to require regularity on the Cauchy surface which is
indicated as horizontal dashed line in the Penrose-Carter diagram shown in fig. 3.2. This
surface – representing the classical turning point – coincides with a maximal slice through
the Euclidean de Sitter space. For more details on this general prescription of defining the
positive frequency solution, see [84].

An exact expression for ukℓ can be found by substituting s ≡ sinh2τ , which casts
eq. (3.18) into the form of Riemann’s differential equation. Its general solution can be
written in terms of the hypergeometric function 2F1 as

ukℓ = s1/4sik/2
√

(s+ 1)ℓ+1

[

2F1

(

ℓ+ ik

2
,
ℓ+ 3 + ik

2
; 1 + ik;−s

)

Akℓ

+ (−s)−ik 2F1

(

ℓ− ik

2
,
ℓ+ 3 − ik

2
; 1 − ik;−s

)

Bkℓ

]

(3.23)

for ℓ > 0. The case ℓ = 0 has to be treated separately, the general solution here is

ukℓ = s1/4sik/2
[

2F1

(

ik − 1

2
, 1 +

ik

2
; 1 + ik;−s

)

Ak0

+ (−s)−ik 2F1

(−ik − 1

2
, 1 − ik

2
; 1 − ik;−s

)

Bk0

]

. (3.24)

For these solutions, I have placed the branch cuts such that all functions remain analytic
in the entire upper half plane of complex s, including the real line up to isolated singular
points. The constants of integration Akℓ and Bkℓ are fixed by imposing the regularity and
normalization conditions.

In order to implement the regularity condition on the Cauchy surface, the solution has to
be continued into the static patches. This is achieved by integrating dτ = HdR/

√
H2R2 − 1

to values R < H−1, where τ acquires an imaginary part. The imaginary part of τ plays
the role of a radial coordinate. A regular solution on the Cauchy surface in particular has
to be regular at R = 0, i.e. at the poles of the Euclidean de Sitter space. These are located
at τ → ±iπ/2. As can be seen from inspection of eq. (3.18), for ℓ > 0 the solutions near
the poles asymptote to ukℓ ∼ ǫℓ+1 or ukℓ ∼ ǫ−ℓ for τ = ±i(π/2 − ǫ) and ǫ → 0+. The
second solution is not normalizable and therefore has to be excluded from the physical
spectrum. Expanding eq. (3.23) around s = −1, one can see that the regular branch fulfills
the relation

Bkℓ = −Akℓ
Γ (1 + ik) Γ

(

ℓ−ik
2

)

Γ
(

ℓ+3−ik
2

)

Γ (1 − ik) Γ
(

ℓ+ik
2

)

Γ
(

ℓ+3+ik
2

) . (3.25)
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The case ℓ = 0 has to be treated separately again, as it appears that both asymptotic
solutions are normalizable. However, the derivative is only continuous at the poles if

duk0
dR

∣

∣

∣

∣

R=0

= 0 . (3.26)

This condition leads to the following relation:

Bk0 = −Ak0
Γ (1 + ik) Γ

(

−1−ik
2

)

Γ
(

1 − ik
2

)

Γ (1 − ik) Γ
(

−1+ik
2

)

Γ
(

1 + ik
2

) . (3.27)

Using the relations (3.25) and (3.27), the normalization of the Wronskian (3.19) implies

|Akℓ|2 =
1

k (e2πk − 1)
(3.28)

for any value of ℓ, including ℓ = 0. This fixes the positive frequency mode functions up to
irrelevant overall phase factors.

The two-point correlation at equal time can be expressed as

〈

Φ̂(τ, z,n)Φ̂(τ, z′,n′)
〉

=
∑

ℓ

2ℓ+ 1

16π2

∫

dk
H2 |ukℓ(τ)|2

cosh2τ sinh τ
Pℓ(n · n′)e−ik(z−z

′) , (3.29)

where Pℓ denotes the Legendre polynomial of degree ℓ, and I have used the addition the-

orem8 for spherical harmonics. In analogy to the convention in standard inflation, I call
H2 |ukℓ(τ)|2 /

(

cosh2τ sinh τ
)

the power spectrum. As usual, it asymptotes to a constant
for τ → ∞, namely

H2 |ukℓ(τ)|2

cosh2τ sinh τ
→ H2

∣

∣Γ
(

ℓ+ik
2

)∣

∣

2

2
(

k2 + (ℓ+ 1)
2
)

∣

∣Γ
(

ℓ+1+ik
2

)∣

∣

2
≡ Pkℓ (3.30)

for ℓ > 0, and

H2 |uk0(τ)|2

cosh2τ sinh τ
→ H2 tanh πk

2

k + k3
≡ Pk0 (3.31)

for ℓ = 0. These results are most conveniently obtained by taking the limit s → ∞ of
eqs. (3.23) and (3.24), noting that one divides by cosh2τ sinh τ = (s+ 1)s1/2.

Angular Power Spectrum and Map Distortions

The full two-point correlation function (at equal time) is not easily observed in cosmology.
For instance, the primary anisotropies in the CMB can be used to probe9 the correlation
function (of cosmological perturbations, of course) on a two-dimensional surface only –
the surface of last scattering. In order to parallel this situation, one can restrict the two-
point correlation function to a two-dimensional submanifold of the spacelike hypersurface.
This submanifold is thought to have the topology of a two-sphere, just as the surface of
last scattering. For instance, one can consider the intersection of the past light cone of a

8The addition theorem for spherical harmonics is given by the identity

X

m

Yℓm(n)Y ∗

ℓm(n′) =
2ℓ+ 1

4π
Pℓ(n · n′) .

9The primary CMB anisotropies are only indirectly related to the primordial density perturbations,
because they depend on the density field at redshift z ≈ 1100. However, since structure evolution is still
in a linear regime at that time, the transfer function which connects the observation to the primordial
perturbations is well known. A clean measurement is impaired by secondary anisotropies such as CMB
lensing, the Sunyaev-Zel’dovich and integrated Sachs-Wolfe effects or foreground contamination.
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comoving observer with a certain equal-time hypersurface. This construction is very close
to the idea that the CMB is a “snapshot” of the density field whose information traveled
to us on our past light cone.

Because of the S2-topology of the CMB sky map, it is convenient to make a multipole
decomposition of the temperature field. I will apply this standard procedure to the re-
stricted two-point correlation function. The information of the two-point function on the
submanifold is encoded in the correlators between the multipole coefficients, 〈alma∗l′m′〉.
These are given by

〈alma∗l′m′〉 =

∫

dΩdΩ′Ylm(n)Y ∗
l′m′(n′)C(n,n′) , (3.32)

where the two-point function on the submanifold C is written as a function of n, n′, which
are here coordinates on the S2 onto which the submanifold is mapped. In order to relate
this to the two-point function of eq. (3.29), one has first to specify the map. In analogy to
CMB observations, the directions n, n′ shall denote the physical detector orientations with
respect to a locally defined spherical coordinate system. For convenience, I will assume that
the polar axis of this local coordinate frame is aligned with the z-direction. The correlation
function C measures the correlation between the two points on the last scattering surface
which are connected to the point of observation by the null rays passing through that
point in directions n and n′. The null rays can be obtained by integrating the null geodesic
equation.

One can eliminate the affine parameter from the null geodesic equation in favor of the
coordinate time. Adopting the notation of eq. (3.10) and using the condition for a null ray,
a2
‖(∂tz)

2 + a2
⊥(∂tθ)

2 = 1, one obtains the two decoupled ordinary differential equations

∂2
t θ + ∂tθ

[

∂ta⊥
a⊥

+

(

∂ta⊥
a⊥

− ∂ta‖

a‖

)

(

1 − a2
⊥ (∂tθ)

2
)

]

= 0 , (3.33)

∂2
t z + ∂tz

[

∂ta‖

a‖
+

(

∂ta‖

a‖
− ∂ta⊥

a⊥

)

(

1 − a2
‖ (∂tz)

2
)

]

= 0 . (3.34)

Here, θ is the length of an arc on the expanding S2 factor, which has been scaled such that
a⊥ = R. Furthermore, a comparison between eqs. (3.13) and (3.10) shows that t = τ/H
and a2

‖ = R2 −H−2.

In order to solve the null geodesic equation, I will make the approximation that a⊥ ≃ a‖.
This is a good approximation at late time, after inflation has isotropized the Universe.
Note, however, that one has to check that the error due to this approximation is not larger
than the correction to the two-point correlation function which I want to compute. I will
show in chapter 4 that both terms are in fact of the same order if one does not add some
non-standard physical input.

In this approximation, the zeroth-order solutions to the above equations are

∂tz ∝ 1

a‖
≃ 1

R
, ∂tθ ∝

1

a⊥
=

1

R
. (3.35)

I introduce

r ≡
∫ t0

t∗

dt

R
, (3.36)

which measures the zeroth-order comoving distance to the surface of last scattering. Since
the comoving radius of the S2 factor is 1 by definition, it is reasonable to assume that
r ≪ 1 for cosmological observations taken after the end of inflation. This suggests that r
is a small parameter suitable for making a Taylor series expansion.
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With the above results and definitions, a point observed on the surface of last scattering
in direction n is located relative to the observer at

z∗ − z0 = r (n · z) = r cosϑ , (3.37)

θ∗ − θ0 = r

√

1 − (n · z)2 = r sinϑ , (3.38)

where z is the unit vector pointing along the z-direction in the local spherical coordinate
system, and ϑ is the corresponding polar angle. The azimuth of the direction n shall be
denoted as ϕ.

In the limit of τ → ∞ (keeping r fixed), the two-point function on the surface of last
scattering is obtained from eq. (3.29) as

C(n,n′) ≡ C
(

ϑ
ϕ
,
ϑ′

ϕ′

)

=
∑

ℓm

∫

dk

4π
PkℓYℓm(r sinϑ, ϕ)Y ∗

ℓm(r sinϑ′, ϕ′)e−ikr(cosϑ−cosϑ′) ,

(3.39)
where I have replaced the Legendre polynomial again in favor of the spherical harmonics
using the addition theorem. This expression, together with the primordial power spec-
trum Pkℓ of eqs. (3.30) and (3.31), determines fully the correlation between the multipole
coefficients 〈alma∗l′m′〉.

Unfortunately, I was unable to solve the integrals of eq. (3.32) analytically. However,
one can see from the symmetries of the expression that some correlations have to vanish.
For instance, because the two-point function above is even under parity, i.e. it is invariant
under point-reflection, which is a symmetry of the Kantowski-Sachs model, any multipole
coefficients of opposite parity (meaning that l + l′ odd) are uncorrelated. There is also
an axisymmetry around the z-axis in the Kantowski-Sachs model. As a consequence, the
correlation 〈alma∗l′m′〉 has to be proportional to δmm′ , as an integration over the azimuth
angles alone demonstrates. One can therefore write

〈alma∗l′m′〉 =
H2

2π
δmm′

2 (δll′ + δCll′mm)

l (l + 1) + l′ (l′ + 1)
. (3.40)

This choice is motivated by recalling the standard result in a statistically isotropic FRW
model with a Harrison-Zel’dovich spectrum,

〈alma∗l′m′〉iso =
H2

2π
δll′δmm′

1

l (l+ 1)
, (3.41)

which is obtained by computing the vacuum expectation value in the Bunch-Davies state
using the flat foliation of de Sitter space. It is assumed that eq. (3.40) goes to the isotropic
limit (3.41) for r → 0, since the two-point function on the surface of last scattering then
only probes length scales much below the curvature radius. The correction to the isotropic
limit is carried by the parameters δCll′mm, which are functions of r that go to zero in the
limit r → 0.

In [2], some of the parameters δCll′mm have been computed numerically (with a slightly
differing normalization10). In order to get a deeper understanding of these results, let me
do a thought experiment which might explain what actually happens. Coming from the
flat limit r → 0, where I expect that the isotropic result (3.41) holds, I assume that the
anisotropic curvature in the Kantowski-Sachs geometry gives rise to a distortion of the
map. More precisely, I assume that the distortion is such that the points on a statistically
isotropic map are not mapped to their true positions on the S2 anymore, but are instead
shifted a little bit11. The shifts can be described by the flow of a vector field v(n) defined

10In [2], the correction terms were normalized relative to the maximum of the two related diagonal
elements (of the isotropic limit), while I choose here to normalize relative to the harmonic mean thereof.

11A similar effect is also expected in the late Universe if there is some differential expansion and has
been analyzed in [85], although with very different methods from the ones I use here. In this case, however,
there is an additional quadrupolar redshift signal in the modified map, see section 4.1 for details.
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on the two-sphere. For infinitesimal shifts, the distorted random field12 f(n) is obtained
from the undistorted (statistically isotropic) random field f0(n) by making a Taylor series
expansion:

f(n) = f0(n − v) = f0(n) − v · ∇f0(n) + . . . (3.42)

For the statistically isotropic field f0, the multipole coefficients have well-known statistical
properties as given in eq. (3.41). The idea is therefore to express the multipole coefficients
of the distorted field in terms of the original ones.

The multipole coefficients of f0 are defined as

alm =

∫

dΩf0(n)Ylm(n) , (3.43)

such that the real field f0 can be written as

f0(n) =
∑

lm

almY
∗
lm =

∑

lm

a∗lmYlm . (3.44)

Note that reality implies a∗lm = (−1)mal,−m.
The real vector field v also has a multipole expansion, which can be conveniently

expressed if one writes the vector components in terms of the helicity basis

e+ =
1√
2

(eϑ − ieϕ) , e− =
1√
2

(eϑ + ieϕ) . (3.45)

In this basis, the multipole expansion reads

v(n) = e+

∑

lm

+v
∗
lm+1Ylm(n) + e−

∑

lm

−v
∗
lm−1Ylm(n) , (3.46)

where sYlm are the spherical harmonics of spin weight s, see e.g. appendix A4.2.4 of [9] for
details. The spin-weighted spherical harmonics can be obtained from the usual (spin 0)
spherical harmonics by applying spin raising and lowering operators ð and ð∗, which are
defined by

ðsYlm = − sinsϑ

(

∂ϑ +
i

sinϑ
∂φ

)

(

sin−sϑsYlm
)

=
√

(l − s) (l+ s+ 1)s+1Ylm ,

ð
∗
sYlm = − sin−sϑ

(

∂ϑ − i

sinϑ
∂φ

)

(sinsϑsYlm) = −
√

(l + s) (l − s+ 1)s−1Ylm .

(3.47)

For any spin s, the spin-weighted spherical harmonics with l ≥ |s| form a complete and
orthonormal basis for a spin-s field over the sphere. The phase convention follows from the
definition above and reads

sY
∗
lm = (−1)

s+m
−sYl,−m . (3.48)

The coefficients in the expansion (3.46) are not completely independent. Reality of the
vector field implies

∓v
∗
lm = −±vl,−m(−1)m . (3.49)

Since the Kantowski-Sachs model is axially symmetric under the subgroup of rotations
around the z-axis, one expects that v has no component in the eϕ-direction. Therefore,
all coefficients vanish except for the ones with m = 0. Parity is another symmetry of

12In a real CMB measurement, one can replace f by the physical temperature field T , for which the
angular two-point function can also be computed for a ΛCDM cosmological model. Instead of eq. (3.41),
one has 〈alma

∗

l′m′ 〉 = CTT
l

δll′δmm′ with CTT
l

resembling the famous CMB curve.
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the Kantowski-Sachs model, and one expects that v transforms accordingly under point-
reflection n → −n. This consideration yields the additional relation

±vl0 = ±v
∗
l0 for l even ,

±vl0 = ±v
∗
l0 = 0 for l odd . (3.50)

Another property of the expansion coefficients can be conjectured by drawing an analogy
to electrodynamics. Consider, for instance, a localized charge distribution. It is a standard
procedure to make a multipole expansion in order to obtain the field at some large distance
R from the source. In the limit of R → ∞, it is well-known that the contribution of
each multipole l drops off as R−l. A similar behavior is expected for the vector field
v. Its “source” is the anisotropic curvature, which is associated to a very remote scale.
The smallness of 1/R in the electromagnetic example corresponds to the smallness of the
parameter r defined in eq. (3.36). One therefore expects that ±vl0 ∼ rl asymptotically for
r → 0. I write

±vl0 = ±v
∗
l0 ≡ ±vlrl [1 + O(r)] , (3.51)

where vl is now independent of r, and I have used the reality condition together with the
parity relation.

The coefficients vl give an expansion of v into parity-even, axially symmetric multipoles.
Since I am interested in the limit of small r, it is sufficient to consider only the leading
term,

v(n) = e+v2r
2
+1Y20(n) − e−v2r

2
−1Y20(n) + O

(

r4
)

, (3.52)

which is the quadrupole because the dipole has to vanish by parity.
In order to evaluate the scalar product v · ∇f0, it is useful to write the gradient field

of f0 in terms of the helicity basis, too. Using the multipole expansion of f0, one finds

−∇f0(n) =
1√
2

(

e+

∑

lm

a∗lmðYlm(n) + e−
∑

lm

a∗lmð
∗Ylm(n)

)

. (3.53)

At order r2, the scalar product hence evaluates to

v · ∇f0(n) = − 1√
12

∑

lm

a∗lmv2r
2
(

ðY20(n)ð∗Ylm(n) + ð
∗Y20(n)ðYlm(n)

)

. (3.54)

The expansion coefficients of the distorted map can now be related to the original
coefficients by computing

ãlm =

∫

dΩf(n)Ylm(n)

= alm +
1√
12

∑

l′m′

a∗l′m′v2r
2

∫

dΩ
(

ðY20(n)ð∗Yl′m′(n) + ð
∗Y20(n)ðYl′m′(n)

)

Ylm(n)

= alm +
1√
12

∑

l′m′

l′ 6=0

a∗l′m′v2r
2 (l′ (l′ + 1) − l (l + 1) + 6)

∫

dΩY20(n)Yl′m′(n)Ylm(n) .

(3.55)

The last step follows from an identity which can be proven by repeated integration by parts
until only angular momentum operators drop out. Note that the value l′ = 0 has to be
excluded – the monopole does not contribute to the gradient. One is finally left with a
Gaunt’s integral which gives the expansion coefficients of a product of spherical harmonics
when expanded in terms of the spherical harmonics themselves. These coefficients are
directly related to the Clebsch-Gordan coefficients which map the direct product of two
angular momentum eigenstates into the total angular momentum representation.
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Figure 3.3: Numerical values for some correction terms δCll′mm as a function of r (left panel) and
as a function of m (right panel). The scaling with r appears to be compatible with an algebraic
scaling ∼ r2, which is indicated by the dashed straight lines. As seen in the right panel, the values
of the correction terms match the expected pattern (dashed lines) described by eq. (3.58), with
a best-fit value for v2 = 0.15(3). Note that, despite the fact that the value of v2 has not been
predicted, it can be inferred numerically from a single point of the data. The hypothesis of a map
distortion generated by the flux of a quadrupolar vector field is supported by the observation that
all data points can be explained simultaneously.

Since one of the states in the product basis is fixed at values l = 2, m = 0, it is easy
to see which values for the total angular momentum are allowed. The only non-vanishing
coefficients have either l = l′ or l = l′ ± 2. The distortion generated by v to leading order
produces correlations between coefficients which are separated by two units of angular
momentum. The multipole coefficients of the distorted field are

ãlm =
(

1 + v2r
2c0lm

)

alm + v2r
2c+lmal+2,m + v2r

2c−lmal−2,m , (3.56)

with deterministic real parameters c0lm, c±lm which can be read off from eq. (3.55).
One can now compute the distorted multipole correlation by making use of the known

statistical properties of the original coefficients. To order r2, one finds

〈ãlmã∗l′m′〉 =
H2

2π
δmm′

[

(

1 + 2v2r
2c0lm

) δll′

l (l + 1)

+v2r
2

(

c+l−2,m

l (l + 1)
+

c−lm
(l − 2) (l − 1)

)

δl−2,l′ + v2r
2

(

c−l+2,m

l (l + 1)
+

c+lm
(l+ 2) (l + 3)

)

δl+2,l′

]

,

(3.57)

where eq. (3.41) was used. Comparing with eq. (3.40), one can now read off the correction
terms δCll′mm. Using Gaunt’s formula and some tedious but straightforward algebra, one
can obtain the following explicit expressions:

δCllmm = v2r
2

√

15

π

l (l + 1) − 3m2

4l (l + 1) − 3
,

δCl,l−2,mm = δCl−2,lmm =
l>2

−v2r2
√

15

π

1 + l (l − 1)

2l − 6l2 + 4l3

×
√

(l −m) (l +m) (l− 1 −m) (l − 1 +m)

4l (l − 1) − 3
. (3.58)
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Figure 3.4: Mollweide projection of a sim-
ulated statistically isotropic random field on
the sphere (solid contour lines). A quadrupo-
lar distortion generated by a vector field with
positive v2 leads to a focussing effect towards
the celestial equator (dashed contour lines). A
negative v2, on the other hand, would focus the
map towards the celestial poles. The parame-
ter v2 characterizes the quadrupole amplitude
of the vector field (see text for details).

All other correction terms vanish up to order r4.
If the correction to the multipole correlation is generated by an infinitesimal shift v in

the map, one finds that in the limit r → 0, the leading correction parameters δCll′mm scale
like r2 and are governed by a single free parameter v2, which characterizes the quadrupole
amplitude of the shift field. In other words, if the hypothesis of a shift in the map is correct,
then it should be possible to understand all the numerical results by fitting once a single
global parameter.

Examining the numerical data, it appears that this is indeed the case. The left panel
of fig. 3.3 shows the scaling of the numerical correction terms δCll′mm with the parameter
r for some examples. The results are in good agreement with an algebraic scaling ∼ r2.
The right panel shows a plot of ten13 different numerical correction terms at a fixed value
r = 0.5. The values of δCll′mm are in very good agreement with eq. (3.58), indicated as
dashed lines, if the free parameter is fit to the value v2 = 0.15(3).

The fact that all data points can be explained simultaneously is a strong argument in
support of the hypothesis regarding the nature of the effect. It seems that the geometry of
the Kantowski-Sachs model leads to a distortion of the map which describes how informa-
tion is distributed on the celestial sphere. In the nearly-isotropic limit, the corrections are
compatible with a distortion generated by the flux of a quadrupolar, axisymmetric vector
field. The positive sign of the parameter v2, which characterizes the quadrupole ampli-
tude of the vector field (modulo the expected r2-scaling), implies that the map is focussed
towards the celestial equator. The situation is illustrated in fig. 3.4.

It would be nice if the hypothesis could actually be proven, e.g. by finding an appropriate
expansion of eq. (3.39). In principle, such an expansion would also determine the parameter
v2. However, I was unable to accomplish this formidable task because of the involved
calculations it requires.

CMB Anomalies

Having established that the modifications of the angular two-point function in the nearly-
isotropic Kantowski-Sachs model can be interpreted as a distortion which is generated
by the flux of a quadrupolar, axisymmetric vector field, it is interesting to ask which
implications such a distortion would have for the CMB. In particular, I want to discuss
how the breaking of statistical isotropy manifests itself in the data, with special attention to
the so-called anomalies which have already been reported [20]. The vector field distortion
is a very useful tool in this respect, because it allows to study all the phenomenology
based on the well-known properties of the CMB anisotropies in the statistically isotropic
ΛCDM model and bypasses the cumbersome computation of cosmological perturbations in
a non-standard background, for which numerical tools like CMBFAST [86] and CAMB

[87] have not yet been developed. Of course, in order to check that no qualitative new
modifications arise, a rigorous calculation would still be useful.

13Note that the correction terms δCll′mm are invariant under m → −m, such that of the 17 plotted
values only 10 are independent.
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In the statistically isotropic FRW limit, the multipole coefficients of the angular two-
point correlation function on the CMB temperature map are

〈alma∗l′m′〉iso = CTTl δll′δmm′ . (3.59)

Due to physical processes in the cosmic plasma taking place between the hot Big Bang and
last scattering, the power spectrum CTTl has a more complicated structure than eq. (3.41),
but since the physics is well understood and because the perturbations are in a linear
regime, it can still be predicted with high accuracy14. Furthermore, it is not expected
that these processes are affected by a small departure from the flat FRW limit, as long as
the departure is associated with a length scale much larger than the Hubble radius at last
scattering. Note that the comoving Hubble radius increases during radiation and matter
domination, such that it is much larger today. Therefore, a distortion of the CMB (and
thus, a breaking of the FRW symmetry) could be observable today although it did not
play any significant role during the cosmological evolution up to last scattering.

The effect of a quadrupolar distortion can be calculated with the use of eq. (3.55). As in
the test field case, it leads to additional off-diagonal correlations for multipole coefficients
which are separated by two units of angular momentum, but also the diagonal correlations
are modified. Let me examine the latter first. Keeping CTTl as the angular power spectrum
in the isotropic limit, the diagonal correlations on the distorted CMB map read

〈ãlmã∗lm〉 = CTTl

(

1 + v2r
2

√

15

π

l (l + 1) − 3m2

4l (l + 1) − 3

)

. (3.60)

It is noteworthy that this implies

1

2l + 1

∑

m

〈ãlmã∗lm〉 = CTTl , (3.61)

just as in the isotropic limit. This means that the estimator ĈTTl ≡ ∑m

∣

∣aobs
lm

∣

∣

2
/ (2l+ 1)

is still an unbiased estimator for the CTTl of the statistically isotropic model. Furthermore,
the cosmic variance of the estimator is only modified at order r4,

Var
[

ĈTTl

]

=
2C2

l

2l+ 1

(

1 +
3l (l + 1)

4l (l + 1) − 3

v2
2r

4

π

)

. (3.62)

In order to derive this expression, it has to be assumed as usual that the random fluctuations
in the temperature field (in the statistically isotropic limit) are Gaussian.

The angular two-point correlation function can be characterized in an alternative way
by representing it in terms of a total angular momentum basis. If I denote the “quantum
numbers” associated with the total angular momentum as L and M , then the two-point
correlation function can be written as

C(n,n′) ≡ 〈n,n′|C〉 =
∑

l,l′,L,M

NL
ll′A

LM
ll′ 〈n,n′|ll′;LM〉 , (3.63)

where the ALMll′ are sometimes called bipolar coefficients, and I follow the normalization
convention chosen by the WMAP team [20] in order to facilitate comparison. This con-
vention has

NL
ll′ ≡

√

(2l + 1) (2l′ + 1)

2L+ 1
〈l, 0, l′, 0|ll′;L0〉 . (3.64)

Other conventions can be found in the literature, for instance NL
ll′ = 1 as in [88].

14Of course, in order to calculate the angular power spectrum, a set of cosmological parameters is needed
as physical input, some of which are usually inferred from CMB observations. One may thus prefer to call
the result of the calculation a postdiction instead.
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Figure 3.5: Bipolar power spectrum gener-
ated by a quadrupolar, axisymmetric distor-
tion of a simulated ΛCDM model. The plot
shows the two types of non-trivial coefficients,
A20

ll and A20
l−2,l, with the quadrupole ampli-

tude of the distortion field, v2r
2, divided out.

The angular power spectrum of the underlying
ΛCDM model was generated with CAMB us-
ing the default cosmological parameters which
produce a good fit to current CMB data.
The bipolar coefficients A20

ll are simply pro-
portional to CTT

l and therefore reproduce the
familiar angular power spectrum. The bipolar
coefficients A20

l−2,l, on the other hand, depend
on two different CTT

l which are separated by
two units of angular momentum. The shape of
the corresponding curve is more complicated
and appears very noisy.
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Because the total angular momentum eigenstates |ll′;LM〉 generate a (2L+ 1)-dimen-
sional representation of the rotation group, it is evident that C(n,n′) is statistically isotropic
if and only if ALMll′ = 0 for all L > 0. The only non-vanishing coefficients therefore are the
A00
ll , and the normalization (3.64) is chosen such that A00

ll = CTTl .
The bipolar coefficients can be computed from the sum over the multipole correlations,

dressed with appropriate Clebsch-Gordan coefficients:
∑

mm′

〈ãlmãl′m′〉 〈l,m, l′,m′|ll′;LM〉 = NL
ll′A

LM
ll′ . (3.65)

With the known properties of the multipole correlations which are the result of the axi-
symmetric and quadrupolar character of the distortion, one can see that only three types
of bipolar coefficients occur. These are

A00
ll = CTTl , (3.66)

A20
ll =

3v2r
2

√
3π

CTTl , (3.67)

A20
l−2,l =

v2r
2

√
3π

(

CTTl (l + 1) − CTTl−2 (l − 2)
)

, (3.68)

where I used eq. (3.55) together with eq. (3.65) in order to obtain the explicit expressions.
All other bipolar coefficients vanish up to order r4.

Evidently, the coefficients A00
ll remain unchanged at order r2, whereas the two new non-

vanishing types of coefficients, A20
ll and A20

l−2,l, carry the information about the diagonal

and off-diagonal corrections, respectively. Both are proportional to v2r
2, as expected. A

plot of their l-dependence is shown in fig. 3.5 for a simulated15 ΛCDM model.
It should be noted that the bipolar coefficients depend on the choice of the quantization

axis for the total angular momentum. The results presented here are valid if this axis coin-
cides with the axis of symmetry of the distortion. A direct comparison with observational
data, from which estimators for the bipolar coefficients can be obtained, requires an a pri-

ori knowledge of the direction in the sky in which this axis is pointing. Unfortunately, we
are in the less comfortable situation that we have to infer this direction from observational
data too. If the distortion effect is very small, this can become arbitrarily difficult.

15I used the web-based CAMB interface of LAMBDA (http://lambda.gsfc.nasa.gov/toolbox/) with
the default parameters t0 = 13.738 Gyr, Ωbh

2 = 0.0226, Ωch2 = 0.114, ΩΛ = 0.7212, ΩK = Ων = 0,
τrec = 283.72 Mpc, τ0 = 14301.8 Mpc.
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The WMAP team has estimated the bipolar coefficients of the CMB temperature map
for a certain choice of quantization axis, cf. [20]. A look at their figure 16 reveals that the
coefficients A20

ll are fairly compatible with the hypothesis that A20
ll ∝ CTTl , as in the case

of a quadrupolar and axisymmetric map distortion. The coefficients A20
l−2,l, however, do

not seem to resemble the pattern shown in my fig. 3.5. Since it is uncertain if the choice
of quantization axis made by the WMAP team was adequate, the comparison remains
inconclusive16. On the other hand, the overall amplitude of the observed signal should at
least give an upper bound on the amplitude of a possible distortion, determined by the
parameter combination v2r

2. Comparing the observed amplitude of A20
ll with my fig. 3.5

gives a very rough bound of v2r
2 . few× 10−2. I will show in chapter 4 that a much more

stringent bound can be obtained from the CMB quadrupole once the corrections due to
late-type effects are taken into account.

In several papers [17, 18, 19, 20] an exceptional alignment of the CMB temperature
quadrupole with the octopole has been reported. Depending on the statistics used, the
alignment has been claimed to be more or less highly significant. Due to the implementation
of a posteriori statistics, the true significance is hard to judge, however, the issue has
attracted a lot of interest in recent years. It is therefore interesting to study whether a
quadrupolar and axisymmetric distortion of the temperature map could account for such
an alignment. I have carried out a statistical test using the method of multipole vectors
as outlined in [89]. The results, published in [2], show that the map distortion does indeed
favor some alignment of the quadrupole and octopole. However, the effect remains so small
that it is probably unable to account for an alignment at the observed level.

3.3.2 Bubble Collisions

In the final part of this chapter, I want to briefly discuss the signatures of bubble collisions

as another class of observable effects in the tunneling scenario. A rigorous treatment would
go beyond the intention of this work, so I will only give some heuristic results here, quoting
the relevant literature on this interesting subject. The subject has a long history and was
considered already in the context of “old inflation,” see e.g. [53]. A more specific study of
observational effects in cosmology has been initiated more recently e.g. in [90, 91]. Based
on the new insights, a preliminary search for observational evidence in current CMB data
has been attempted in [92].

If the premise holds that our observable Universe is located within a bubble which
collided with other similar bubbles, it is commonly believed that the collisions may lead to
perturbations which give rise to distinct observational signatures. Some presumed prop-
erties of these perturbations can be understood without studying the dynamics of bubble
collisions in detail. For instance, the symmetries of a collision setup involving two bubbles
strongly suggest that the perturbation is axisymmetric from the point of view of an ob-
server inside one of the bubbles. One could imagine that each collision which is causally
accessible to her leads to a disk-like disturbance of the CMB temperature field on her
celestial sphere. Precisely such disturbances have been sought for in [92].

In the context of transdimensional tunneling events, the possibilities for bubble colli-
sions are constrained by the additional requirement that the bubbles have to be separated
along a direction which is macroscopic in the parent vacuum. This leads to interesting
consequences if some of our observed macroscopic directions are the result of a decompact-
ification. It has been pointed out in [93] that the collision events with other bubbles are
seen on a great circle in the sky if only one of our dimensions was compact and micro-
scopic prior to the tunneling event. This may be intuitively clear since the remaining two
dimensions define a plane in which the different bubbles can be separated, the great circle
marking the edge-on view into this plane. For the same reasons, in case of two dimensions

16One could try to rotate the quantization axis for the distortion model and see if a choice can be found
for which the pattern of the bipolar power spectrum is compatible with the observed one.
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being the result of decompactification, any collision events are expected to be seen on two
single antipodal points on our celestial sphere. Therefore, if several collision events can
be identified, their locations on our celestial sphere will give us some information about
the type of tunneling event which occurred. Two collisions observed at antipodal locations
would indicate a scenario where two of our macroscopic directions are the result of decom-
pactification, while three collisions on a great circle would suggest decompactification of a
single dimension. In both cases, the observation would also allow one to determine exactly
in which directions the compact dimensions unfold. On the other hand, three collisions
which are clearly not on a great circle would probably rule out the possibility that any of
our dimensions decompactified in the most recent tunneling event.
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Chapter 4

Phenomenology of Anisotropic

Spacetime

In this final chapter of this work, I will shift the focus towards the cosmological era after
the hot Big Bang and discuss some effects which a small global anisotropy may have on the
evolution of our Universe. I have already shown in section 1.1 that curvature has an effect on
the expansion history, since it gives rise to a term in Friedmann’s equations. Furthermore,
the angular diameter distance also depends on the spatial curvature, which has to be
taken into account when interpreting observations. In the last chapter, I introduced some
cosmological models with anisotropic curvature, known as the Bianchi III and Kantowski-
Sachs models. The curvature in these models will also have an effect on the expansion
history and angular diameter distance, with the additional complication that the effect is
anisotropic. I will show in the next section that anisotropic curvature acts as an anisotropic
source in Einstein’s equations and leads to differential expansion. But also in spatially flat
models there may be sources of anisotropy. As a particular example, I will discuss a
homogeneous magnetic field in section 4.2.

Since cosmic redshift is the result of expansion integrated along the line of sight, any
differential expansion will give rise to anisotropic redshift. This effect can be used to
constrain any source of anisotropy which causes differential expansion. For instance, a
very stringent constraint can be obtained from the quadrupole which an anisotropic redshift
would produce in the CMB. It should be noted, however, that this only puts limits on the
total amount of differential expansion between photon last scattering and today. This has
to be considered carefully, since in some cases there are mechanisms which can dynamically
isotropize the expansion. If this happens before last scattering, the differential expansion
will not be seen in the CMB quadrupole – at least not at the expected level. In section 4.3
I will explain how dynamical isotropization can be achieved. Continuing the example of
the homogeneous magnetic field I show that free-streaming particles, e.g. cosmic neutrinos,
can give rise to considerable isotropization.

4.1 Anisotropic Curvature

The anisotropic geometries which I want to consider are characterized by the line element
of eq. (3.10), with K⊥ positive, negative or zero. I assume that the cosmic fluid respects the
symmetries of this metric ansatz. In particular, this requires that the fluid is isotropic with
respect to the residual O(2)-symmetry of rotations around the z-axis. The stress-energy
tensor in the comoving frame still has diagonal form, but the pressure components parallel
and perpendicular to the z-axis are in principle independent. Einstein’s equations for such
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a homogeneous but anisotropic ansatz reduce to following set of evolution equations,

(

∂ta⊥
a⊥

)2

+ 2
∂ta⊥
a⊥

∂ta‖

a‖
= 8πρ− K⊥

a2
⊥

+ Λ , (4.1)

∂2
t a⊥
a⊥

+
∂2
t a‖
a‖

+
∂ta⊥
a⊥

∂ta‖
a‖

= −8πP⊥ + Λ , (4.2)

2
∂2
t a⊥
a⊥

+

(

∂ta⊥
a⊥

)2

= −8πP‖ −
K⊥

a2
⊥

+ Λ , (4.3)

see, e.g., [85]. These are, in some sense, the generalized Friedmann’s equations. It is
useful to introduce the two expansion rates H‖ ≡ ∂ta‖/a‖ and H⊥ ≡ ∂ta⊥/a⊥. Differential
expansion can then be characterized by the quantity ∆H ≡ H⊥ − H‖. The last two
equations (4.2) and (4.3) can be combined to an evolution equation for ∆H ,

∂t∆H +
(

2H⊥ +H‖

)

∆H = 8π
(

P⊥ − P‖

)

− K⊥

a2
⊥

. (4.4)

It is evident from this equation that differential expansion can be sourced by anisotropic
stress P‖ 6= P⊥ and by anisotropic curvature. On the other hand, anisotropic stress may
be sourced by differential expansion, such that backreaction effects may become relevant.
This mutual dependency is very important for any mechanism of dynamical isotropization,
as I will explain in the corresponding section 4.3.

Since our observable Universe, to first approximation, can be described by the flat FRW
model, it makes sense to treat ∆H and any source of anisotropy as small quantities suitable
for a Taylor series expansion. One can then linearize all evolution equations and compute
correction terms order by order in the small quantities. I will consider the leading order
only.

In this section, I want to focus on the case where the differential expansion is sourced
only by anisotropic curvature. Let me introduce the anisotropic curvature density para-

meter1

ΩK⊥
≡ K⊥

a2
⊥H

2
⊥

, (4.5)

cf. eq. (1.10). Furthermore, let me rescale the coordinates such that K⊥ = ±1, where the
positive sign characterizes the Kantowski-Sachs model, while the negative sign belongs to
the Bianchi III model. I want to estimate the effect of differential expansion, caused by
the anisotropic curvature in these models, on the temperature map of the CMB. To this
end I will solve the evolution equations to leading order in the matter dominated era. I
assume that this is a good approximation for the cosmic evolution between photon last
scattering and today, since radiation was subdominant already at last scattering and dark
energy became dominant only very recently. I make this approximation only in order to
get analytic results, since it would be no difficulty to solve the full evolution equation for
a ΛCDM model with anisotropic curvature numerically. I will use the analytic results to
estimate the CMB quadrupole resulting from the anisotropic redshift.

The temperature quadrupole, of course, also corresponds to a new source of anisotropic
stress which is dynamically generated by differential expansion. However, since radiation is
subdominant, I ignore any backreaction effects. I will show that the differential expansion,
and therefore the temperature anisotropy, is proportional to ΩK⊥

. Thus, the backreaction
term is expected to be suppressed by ΩK⊥

×Ωγ , where Ωγ is the density parameter of the
CMB photons. Evidently, this term will be considerably smaller than the primary source

1The definition of a density parameter in an anisotropic background is a bit ambiguous. Furthermore,
a look at eq. (4.1) suggests to add a factor of 1/3. However, I choose this definition as it is already used
in the existing literature.
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of differential expansion, which is ΩK⊥
. In section 4.3, I will discuss a different example

where the backreaction term indeed becomes relevant.
Since I assume that the expansion rates H‖ and H⊥ differ only by an infinitesimal

quantity, I can rescale the coordinates such that the scale factors themselves match at
leading order, with their relative difference being just another infinitesimal number which
I introduce now as

δ ≡ a⊥ − a‖

a
. (4.6)

The scale factor a in the denominator needs only to be defined at leading order, since cor-
rections would change this definition only at order δ2 and I am just interested in quantities

linear in δ. For definiteness, I choose the geometric mean a ≡ a
2/3
⊥ a

1/3
‖ . At linear order, δ

is just the integral of ∆H ,

∫ t0

t∗

∆H(t)dt = ln
a⊥(t0)

a‖(t0)
− ln

a⊥(t∗)

a‖(t∗)
≃ δ(t0) − δ(t∗) . (4.7)

At several places during the calculation, the expansion rate needs only be evaluated at
zeroth order. I will use the symbol H in this case, and for definiteness, one can take
H ≡ ∂ta/a.

Let me now consider the following problem. A comoving element of cosmic plasma
at the surface of last scattering emits photons with a spectrum of an ideal black body
at temperature T∗. After a long time of free streaming, the photons are detected by a
comoving ideal observer. Given that the geometry of spacetime is well approximated by
a homogeneous and almost-isotropic model with line element as in eq. (3.10), what is the
spectrum of those photons that she measures?

The spectrum at emission is given by Planck’s law,

I∗ =
2p3

∗

ep∗/T∗ − 1
, (4.8)

where I∗ is the intensity, i.e. the amount of energy per unit surface area (of the black
body) per unit time interval per unit solid angle per infinitesimal wavenumber interval
emitted at wavenumber p∗. The energy of a photon, however, is not a conserved quantity
in an expanding universe. On the other hand, the number of photons per comoving volume
element is a conserved quantity in the absence of interactions. Since each photon carries a
quantum of energy which is proportional to its wavenumber, the intensity I0 at the detector
is related to I∗ by

I0
p0
dp0dA0dt0dΩ0 =

I∗
p∗
dp∗dA∗dt∗dΩ∗ , (4.9)

where the quantities in this equation are related as follows. First, p0 is related to p∗ by
a redshift factor, which has to be computed along the photon trajectory. Since spacetime
is anisotropic, this redshift factor will depend on the orientation of the detector. If the
observer chooses a local spherical coordinate system in her inertial frame whose polar axis
is aligned with the z-direction, the redshift factor will be a function of the polar angle ϑ0

only, due to the residual O(2)-symmetry of the model. The time intervals dt0 and dt∗ are
related by the same redshift factor. The surface element dA0 of the detector collects the
photons which are emitted into the solid angle element dΩ∗. Vice versa, the surface element
dA∗ on the black body source corresponds to a certain solid angle dΩ0 at the detector. A
remarkable result of GR (see, for instance, [94]) is the so-called reciprocity relation

dA0

dΩ∗
=
p2
∗

p2
0

dA∗

dΩ0
, (4.10)

which holds in any spacetime and independently of the proper motions of the source and
the observer. Note the important implication of this relation when applied to the present
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problem:

I0 =
2p3

0

ep∗/T∗ − 1
. (4.11)

The black body character of the source spectrum is preserved! The apparent temperature is
simply T0 ≡ T∗p0/p∗. The important remark here is that the redshift factor p0/p∗ depends
on the polar angle ϑ0 at which the photon is received, but not on the wavenumber of the
photon. I will now compute the redshift factor to linear order in δ.

In order to obtain the redshift factor of a photon which is received at a detector angle
ϑ0, one has to realize that the components of the wave vector parallel and perpendicular to
the polar axis have been redshifted with the corresponding scale factors. The wavenumber
at emission is therefore given as

p∗ = p0

√

√

√

√

a2
⊥(t0)

a2
⊥(t∗)

sin2ϑ0 +
a2
‖(t0)

a2
‖(t∗)

cos2ϑ0 . (4.12)

Since I want to compute the temperature anisotropy which is induced by differential
expansion, let me assume that the temperature field at last scattering was uniform, i.e. the
surface of last scattering emits at a uniform temperature T∗. The average temperature of
the CMB as measured by the observer is given by an integral over the celestial sphere,

T̄0 ≡ 1

4π

∫

dΩ0T0 =
T∗
2

∫ π

0

sinϑ0dϑ0

(

a2
⊥(t0)

a2
⊥(t∗)

sin2ϑ0 +
a2
‖(t0)

a2
‖(t∗)

cos2ϑ0

)−1/2

. (4.13)

The temperature anisotropy is finally given by

δT

T
(ϑ0) =

T0(ϑ0) − T̄0

T̄0
=
δ(t0) − δ(t∗)

6
(1 + 3 cos 2ϑ0) + higher order terms . (4.14)

This expression can be found by making a Taylor series expansion in δ and noting that
the integral expression which defines T̄0 reduces to elementary integrals at each order.
Evidently, the temperature anisotropy has quadrupole character, and its amplitude is given
by the total differential expansion accumulated between last scattering and detection. Since
differential expansion, in the present model, is sourced by anisotropic curvature, one can put
limits on the curvature parameter by relating it to the amplitude of the CMB quadrupole.

In order to establish this relation, one needs to solve the evolution equation (4.4) and
integrate once to obtain δ(t0) − δ(t∗). At linear order, this can be done analytically if
one assumes e.g. a purely matter dominated background. In this case, the zeroth order
scale factor is proportional to t2/3. Since ΩK⊥

∝ (∂ta⊥)−2, the leading order is given by
ΩK⊥

∝ t2/3. Note that ΩK⊥
is a small quantity such that corrections to it are already of

quadratic order. One can solve the linearized eq. (4.4) immediately and finds

∆H

H
= −2

5
ΩK⊥

+
C

t
, (matter domination) (4.15)

where C is an integration constant for the homogeneous solution. Its value is fixed by the
initial conditions at the onset of matter domination, but since the homogeneous solution
decays quite rapidly, I will drop the entire term. Since the only source of anisotropy in the
model is ΩK⊥

, which is a growing function of time in the entire post-Big-Bang era up to
the point when dark energy begins to dominate, it is not expected that the homogeneous
term will play any important role.

Integration of the inhomogeneous piece readily gives

δ(t0) − δ(t∗) ≃ −2

5
[ΩK⊥

(t0) − ΩK⊥
(t∗)] ≃ −2

5
ΩK⊥

(t0) . (4.16)
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In the last approximation I drop the term coming from the lower bound since the integral
is dominated by the upper bound due to the argument given above.

Putting everything together, the quadrupolar CMB anisotropy caused by the differential
expansion in a background with anisotropic curvature is given roughly by

δT

T
(n) = − 8

15

√

π

5
ΩK⊥

(t0)Y20(n) , (4.17)

where n is the direction of observation in the observer’s frame. A similar result is given in
[85], where a complete leading-order calculation of the null geodesics is presented. With this
calculation, the authors attempt to study also the distortion of primary CMB anisotropies
due to late-time effects. It turns out that the distortion leads to similar effects as in section
3.3.1, in particular to additional correlations in the multipoles which are separated by two
units of angular momentum.

The important point about the late-time effects, however, is the differential redshift
which occurs in addition to any distortion of the CMB anisotropy pattern. As I have
demonstrated, this leads to a non-stochastic contribution to the CMB quadrupole with
an amplitude which is proportional to ΩK⊥

(t0). Therefore, the observed CMB quadrupole
can be used to put limits on models with anisotropic curvature. In particular, the CMB
quadrupole observed by the WMAP space probe indicates that ΩK⊥

(t0) . 10−5. If this
limit turns out to be robust, it will be very difficult to detect any signatures of anisotropic
curvature in the higher multipoles. In this context, it should be noted that the parameter
r introduced in section 3.3.1 is related to ΩK⊥

approximately as

r ≡
∫ t0

t∗

dt

a⊥
≃ 3
√

ΩK⊥
(t0) . (matter domination) (4.18)

Therefore, the previous limit v2r
2 . few × 10−2, with a best-fit value of v2 = 0.15(3) in

the Kantowski-Sachs model, directly translates to a limit ΩK⊥
(t0) . few×10−2. Evidently,

the limit obtained from the CMB quadrupole, taking into account differential expansion
in the post-Big-Bang era, gives a much more stringent constraint.

The following conclusion seems inescapable. Since the amplitudes of the quadrupolar
distortion field and the anisotropic redshift quadrupole are both controlled by the same
small quantity ΩK⊥

, the possibility to observe the former is strongly limited by the non-
observation of the latter. Note that the distortion acts upon another small quantity – the
pattern of anisotropies which are of order 10−5 only. Therefore, it seems much harder to
detect the distortion, despite the fact that the measurement of a large number of multipole
correlations can help in terms of better statistics.

However, it should be noted that this statement can be mitigated if the anisotropic
redshift is canceled somehow. Without fine-tuning, this can only be achieved if there is a
mechanism of dynamical isotropization at work. The requirements for such a mechanism
will be outlined in the corresponding section 4.3.

4.2 A Homogeneous Magnetic Field

The origin of cosmic magnetic fields with coherence lengths above the kiloparsec scale [95]
is still being investigated, and both astrophysical and primordial origin is being considered
a possibility. The astrophysical scenarios typically have problems to generate very large
coherence lengths given the limited time which is available for cosmic structure forma-
tion. On the other hand, the primordial magnetogenesis scenarios can have exceedingly
large coherence scales if the magnetic fields are produced during inflation but suffer from
the drawback that adiabatic evolution typically tends to deplete the field strength too
rapidly. Furthermore, the homogeneous limit can be used to put some simple constraints
on the scenarios of primordial magnetic field origin. In this context the field strength on
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coherence scales exceeding our Hubble radius is approximated by a homogeneous magnetic
field mode. Similar to the case of anisotropic curvature, the magnetic field gives rise to a
quadrupolar anisotropy in the CMB which has been used to put limits on the field strength
in the homogeneous mode [96]. Other constraints include cross-correlations between CMB
temperature and polarization anisotropies due to Faraday rotation [97]. In this section I
want to examine only the quadrupolar CMB anisotropy caused by a homogeneous magnetic
field. Following the approach of the previous section, this is a straightforward exercise.

Since the primary source of anisotropy is now in the cosmic fluid, I will consider a
spatially flat background model. The line element is that of eq. (3.10) with K⊥ = 0,
and I assume that the homogeneous magnetic field is aligned with the z-direction. The
background is therefore given by an axisymmetric Bianchi I model, which is the simplest
model compatible with a homogeneous magnetic field. Apart from the homogeneous mag-
netic field I assume that the cosmic fluid is given by the usual constituents present in the
ΛCDM concordance model. Furthermore, for the time being, let me also assume that any
anisotropy in the other constituents is irrelevant. The stress of the homogeneous magnetic
field is intrinsically anisotropic and assumed to be the only anisotropic contribution to the
stress-energy tensor. The components are related as

PB,⊥ = −PB,‖ = ρB =
B2

8π
, (4.19)

where ρB is the energy density in the homogeneous magnetic field, PB,⊥ and PB,‖ are,
respectively, the pressure components perpendicular and parallel to the field direction, and
B is the physical field strength. Note that B decays adiabatically as a−2

⊥ , which implies
that ρB scales as a−4

⊥ ∼ a−4. Let me introduce a density parameter for the magnetic field
as

ΩB ≡ 8πρB
3H2

. (4.20)

With this definition, the linearized version of eq. (4.4) reads

∂t∆H + 3H∆H = 6H2ΩB . (4.21)

I assume that ∆H and ΩB are small quantities and want to calculate the quadrupolar
CMB anisotropy to leading order in them.

As in the last section, I use the approximation that the Universe is matter dominated
between last scattering and today. In this case, ΩB ∼ t−2/3 to leading order, just as
radiation. The above equation is readily solved,

∆H

H
= 12ΩB +

C

t
, (matter domination) (4.22)

where C is again the integration constant for the homogeneous solution. The latter decays
faster than the inhomogeneous piece, and therefore I drop it as before. Integration yields

δ(t0) − δ(t∗) ≃ 12 [ΩB(t∗) − ΩB(t0)] ≃ 12ΩB(t∗) . (4.23)

In the last approximation, I dropped the term coming from the upper bound since the
integral this time is dominated by the lower bound. The quadrupolar anisotropy is therefore
roughly given by

δT

T
(n) = 16

√

π

5
ΩB(t∗)Y20(n) . (4.24)

Taking the magnitude of the CMB quadrupole as observed by the WMAP space probe as
an upper limit, one can obtain a rough bound of B . few × 10−9 Gauss, scaled to today’s
value.
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4.3 Dynamical Isotropization

The constraints on anisotropic models presented in the last two sections hold under the
simplistic assumption that there is only a single source of anisotropy and there are no sig-
nificant backreaction effects. In particular, it was assumed that the stress-energy tensor of
the remaining constituents of the cosmic fluid is isotropic throughout. In this section I will
show that differential expansion can in fact lead to a buildup of anisotropic stress in some
initially isotropic component which can have a significant effect on the anisotropic expan-
sion. Expanding the previous example of a homogeneous magnetic field, I will show that
free-streaming radiation dynamically generates anisotropic stress which tends to isotropize
the total stress-energy tensor. During radiation domination, this backreaction effect can
evolve towards an equilibrium state where the anisotropic stress of the homogeneous mag-
netic field is completely compensated. Since the free-streaming radiation and the magnetic
field scale in the same way with cosmic expansion, at least at leading order, this equilib-
rium can remain intact. These findings, which I will summarize in the following, have been
published in [3], where more details can be found.

I want to consider a species of ultra-relativistic particles X which initially, i.e. at very
high temperature, is in thermal equilibrium with the primordial plasma. Examples from
the standard model of particles are photons and neutrinos. Gravitons are an interesting
case for themselves, though they are never in thermal equilibrium unless the Universe is
at some time hotter than the Planck temperature. A brief discussion can be found in [3].
In thermal equilibrium, the collision term in Boltzmann’s equation continuously maintains
the isotropy of the momentum space distribution such that the particle X can not generate
any significant anisotropic stress. However, as the Universe expands and cools, the particle
will eventually decouple from the thermal bath and start to free-stream. This happens
typically when the temperature drops below some characteristic scale which is set by the
strength of the interaction and can be estimated simply by equating the scattering rate with
the expansion rate of the background. The decoupling temperature of cosmic neutrinos is
roughly Tν,∗ ≃ 1.4 MeV, while photons decouple at roughly Tγ,∗ ≃ 0.26 eV.

For a homogeneous distribution of free-streaming particles, the momentum space dis-
tribution function in terms of the comoving momenta remains invariant. This, however,
means that the physical momenta will give rise to anisotropic stress if the expansion rate is
not isotropic. This can be seen by considering the components of the stress-energy tensor
in the comoving frame,

ρX = nX

∫

d3pfX(t, p)p0 , (4.25)

PX,i = nX

∫

d3pfX(t, p)

(

pi
)2

p0
, (4.26)

where pµ is the physical four-momentum in the comoving frame, nX is the number density
of the species X , and fX(t, p) is the one-particle momentum space distribution function.
Since fX is invariant in the comoving picture, the time dependence comes entirely from
the redshift of the physical momenta. By rewriting the integrals in terms of the comoving
momenta, the anisotropic stress for an ultra-relativistic species X can therefore be calcu-
lated without a detailed knowledge of fX . The only essential assumption is that fX is
isotropic at the time of decoupling. Making an expansion to first order in δ, one finds that
the anisotropic stress is given by

PX,⊥ − PX,‖ = − 8

15
ρX [δ(t) − δ(tX,∗)] + higher order terms , (4.27)

where I introduced the time of decoupling tX,∗. This equation holds as long as the species
X is ultra-relativistic, i.e. pµpµ = 0. For massive neutrinos which eventually become non-
relativistic, the anisotropic stress will quickly decay once their kinetic energy drops below
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their mass scale. The mass ranges currently favored by measurements of neutrino flavor
oscillations suggest that this may have happened quite recently in cosmic history.

With the above result, I can now take into account the backreaction effect of a free-
streaming species X on the evolution of anisotropic expansion. If the primary source of
anisotropy is a homogeneous magnetic field, the linearized evolution equation for δ reads

∂2
t δ + 3H∂tδ +

8

5
H2ΩX [δ − δ(tX,∗)] = 6H2ΩB , (4.28)

where I have used eq. (4.4) and identified ∂tδ ≃ ∆H by virtue of eq. (4.7). By introducing
the new variable N ≡ ln a, this equation can be transformed to the equation of a damped
oscillator,

∂2
Nδ +

3

2
(1 − w) ∂Nδ +

8

5
ΩX [δ − δ(tX,∗)] = 6ΩB . (4.29)

I have used Friedmann’s equations together with the barotropic equation of state (1.6),
which are assumed to be valid zeroth order approximations.

In the radiation dominated era (w = 1/3), both ΩX and ΩB are constant at leading
order. The solution therefore reads

δ − δ(tX,∗) =
15

4

ΩB
ΩX

+ e−N/2
(

C+e
iN
√

8ΩX/5−1/4 + C−e
−iN

√
8ΩX/5−1/4

)

. (4.30)

The constants of integration C+ and C− are fixed by the initial conditions at decoupling.
Since the contribution of species X to eq. (4.29) vanishes before decoupling, the dominant
solution there is simply δ ≃ 6NΩB + C, such that the matching conditions at tX,∗ are
δ = δ(tX,∗) and ∂Nδ = 6ΩB.

The system is that of a damped oscillator with constant mass and damping whose equi-
librium position is given by δ = δ(tX,∗)+(15/4)ΩB/ΩX . The mass, however, is determined
by the density parameter of species X . For ΩX > 5/32, the system is underdamped and
oscillates around the equilibrium position with a damping envelope of e−N/2. The damping
timescale is therefore set by roughly one Hubble time. For the case of cosmic neutrinos,
which are commonly assumed to have a density parameter comparable to the one of pho-
tons as long as they remain ultra-relativistic, this means that ∆H/H ≃ ∂Nδ will decay
within a few seconds after the temperature has dropped below 1.4 MeV. After that, δ will
remain constant at its equilibrium value all the way until the neutrinos eventually become
non-relativistic. During this time, ∆H/H ≃ 0 and there is no differential expansion. The
free-streaming particles have dynamically isotropized the Universe.

This mechanism of dynamical isotropization relies upon two important conditions.
Firstly, the species X redshifts exactly in the same way as the primary source of anisotropy,
which is the homogeneous magnetic field. Therefore, once the anisotropic stress in the
free-streaming component has adjusted to the value of the magnetic field, the total stress-
energy tensor remains isotropic irrespectively of the cosmic evolution, which is now in a
Friedmann phase. Secondly, the damping can only be efficient if the species X contributes
appreciably to the total energy density of the Universe. Good efficiency is guaranteed
if ΩX & 5/32, otherwise the system will be overdamped with detrimental effects on the
damping timescale. In particular, if ΩX ≪ 5/32 one can see that there is a mode which
decays extremely slowly, roughly as e−8NΩX/5.

If neutrinos were massless, one would conclude that the backreaction effect completely
spoils the constraint on a homogeneous magnetic field derived from the CMB quadrupole
in the last section. However, it is expected that cosmic neutrinos, or at least some flavors
thereof, became non-relativistic already. This happens when their physical momentum
becomes redshifted below their mass scale2. When the cosmic neutrinos become non-

2Naively one might think that this happens precisely when the temperature of the Universe drops below
the neutrino mass. However, one should keep in mind that the cosmic neutrinos dropped out of thermal
equilibrium at roughly T = 1.4 MeV and that they then retain their extremely relativistic Fermi-Dirac
distribution. Furthermore, electron-positron annihilation takes place after neutrino decoupling, which
leads to additional heating of the photons.
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relativistic, their pressure begins to decay more rapidly and can therefore be neglected
later on. The compensation effect which isotropized the total stress-energy tensor is lost
and some differential expansion can again begin to develop. The quadrupolar temperature
effect in the CMB then depends on the neutrino mass scale, because it determines the total
amount of differential expansion between photon last scattering and today. The situation is
illustrated in fig. 4.1, which shows numerical results for ∆H/H and δ for different neutrino
mass scales. The anisotropic stress which is dynamically generated by the neutrinos is
computed by numerically solving the momentum integrals with the true out-of-equilibrium
Fermi-Dirac distribution of massive fermions, which is expanded to first order in δ. The
underlying zeroth-order cosmological model is based on a realistic ΛCDM cosmology. The
cosmological parameters were chosen as ΩΛ = 0.73, Ωm = 0.27 today, where Ωm includes
a contribution of massive neutrinos which is approximated by Ωνh

2 = Nνmν/94 eV with
Nν ≃ 3. For some details how massive neutrinos can be handled in the ΛCDM model,
see e.g. [98]. In order to simplify the analysis, the different neutrino flavors have not been
distinguished. It is expected that taking into account different mass scales for different
flavors will change the overall result at most by a numerical factor of order unity. A more
explicit account of the numerical study from which the results presented here are taken
can be found in [3].

One may also wonder if the backreaction of the CMB photons themselves is important,
since they are as well a species of free-streaming relativistic particles. However, they
decouple when the Universe is already matter dominated. This means that Ωγ is already
small and keeps decaying, and there is basically no time for the backreaction effect to build
up. In order to check this analytically3, one can solve eq. (4.29) in the matter dominated
era (w = 0), noting that ΩX ∼ ΩB ∼ e−N . The (not so obvious) solution in this case is

δ − δ(tX,∗) =
15

4

ΩB
ΩX

+ C [f cos f − sin f ] +D [f sin f + cos f ] , (4.31)

where I have introduced the shorthand f ≡ 4
√

2ΩX/5. As f decays, the solution asymp-
totes to δ = δ(tX,∗) + (15/4)ΩB/ΩX + D. Due to the appearance of the constant of
integration D in the asymptotic result, it is evident that the isotropization of the total
energy momentum tensor of all relativistic components is not achieved. Yet, the Uni-
verse isotropizes eventually because the primary source of anisotropy itself decays. This,
however, happens without the backreaction effect playing a major role.

To summarize, I have established that differential expansion can lead to backreaction
effects in the cosmic fluid. Under certain conditions, the buildup of anisotropic stress in
different components can even dynamically restore the isotropy of the total stress-energy
tensor, such that the Universe enters a phase of quasi-Friedmann expansion. In order to
have the mechanism of dynamical isotropization operate properly, two important conditions
have to be met. Firstly, the component of the cosmic fluid which generates the backreaction
effect has to scale in the same way as the primary source of anisotropy. Loosely speaking
this means that both should obey a similar equation of state. Secondly, the component in
question must contribute an appreciable fraction to the total energy density, and should do
so for at least several decades of redshift. This is necessary because the dynamical timescale
is typically set by the Hubble time. All these conditions are met by cosmic neutrinos in
case the primary source of anisotropy is a homogeneous magnetic field. It is also possible
that a background of gravitational waves could play this role, or some other relativistic
particle species outside the spectrum of the standard model, see [3] for a discussion.

In [99], the effect of free-streaming massive neutrinos on the full spectrum of cosmolog-
ical perturbations, including magnetic fields, has been studied. The above discussion can
be understood as referring to the infinite-wavelength limit of this effect. However, the way

3In addition, I have done a numerical check where I have computed the plots of fig. 4.1 with and without
taking the small effect of free-streaming CMB photons into account and found no significant difference.
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Figure 4.1: Evolution of the differential expansion rate ∆H/H (left panel) and its integral δ,
which characterizes the relative anisotropic redshift (right panel). The quantities are normalized
to ΩB/Ωγ , which to leading order is a time-independent small quantity that characterizes the
amplitude of the homogeneous magnetic field, i.e. the primary source of anisotropy. The black
line shows the evolution without taking into account the backreaction effect of free-streaming
cosmic neutrinos. As evident from the colored lines, the backreaction is significant also for large
neutrino mass scales mν & 1 eV. As long as the neutrinos are ultra-relativistic, the buildup of
anisotropic stress in their stress-energy tensor leads to dynamical isotropization. In particular,
this leads to an oscillatory decay of differential expansion – the predicted damping envelope in
the radiation dominated era is indicated with dashed lines in the left panel. The effect ends
when neutrinos become non-relativistic, and the magnetic field then gives rise to some amount
of subsequent differential expansion. This can be seen by the appearance of the peak in ∆H/H
which occurs when the temperature drops below mν . However, since the Universe becomes matter
dominated, there is only little time available in which the magnetic field can source differential
expansion. The vertical dotted line (both panels) indicates the time of photon last scattering.
The amplitude of the temperature quadrupole in the CMB caused by anisotropic redshift can
therefore be read off from the intercept of the curves in the right panel. The backreaction effect of
free-streaming neutrinos reduces the quadrupole, the suppression being larger for smaller neutrino
mass scales.

it is presented here is much simpler and easier accessible, owing to the reduced complexity
of the setup.

Let me finally return to the first example, where anisotropic curvature was the primary
source of differential expansion. Is it possible to have a mechanism of dynamical isotropiza-
tion here as well? The conditions for a positive answer are listed above. One needs a
component which scales like curvature and therefore should have an effective barotropic
index of w ≃ −1/3. Furthermore, one needs to have a period where its contribution to
the energy density is relatively large. It is easy to see that this condition can hardly be
met in the post-Big-Bang era, because such a component would quickly start to domi-
nate over radiation and even matter, so that the standard cosmological evolution would
be spoiled. However, it is not inconceivable that such a period could have existed before
the hot Big Bang. For instance, an early phase transition to a cosmic string dominated
era followed by a second stage of inflation which ends with reheating and paves the way
for standard cosmology could amount to a viable (yet speculative) scenario. It has been
argued that a frustrated network of cosmic strings has an effective equation of state pa-
rameter w = −1/3, see e.g. [100]. Note that here it is not required to have a density of
strings which contributes significantly to the total energy density any time after the Big
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Bang, because I have assumed that the isotropization takes place already before radiation
domination. However, in order to see if this idea can work one needs to calculate the effect
of differential expansion on the stress of a cosmic string network. Some investigations in
this direction may be a worthwile exercise, but shall not be part of this work.
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Outlook

The ΛCDM concordance model provides us with a fairly simple description of our Uni-
verse which is consistent with most observed phenomena, at least within the experimental
uncertainties. However, it leaves open a number of pressing questions, like the one about
the true nature of the force driving accelerated expansion or the one about the progenitor
of the inflationary phase in the early Universe. Seeking for answers to these fundamental
questions, cosmologists will continue their efforts in going beyond the standard model from
both the observational and theoretical side. In this work I tried to contribute to these
efforts by hopefully giving some new insights on anisotropic models of the Universe, how
they may arise from a quantum process and what their observational prospects may be.

On the observational side, it will be interesting to see whether the next generation
of precision measurements and improved methods of data analysis will corroborate the
indications on a breaking of statistical isotropy of the Universe mentioned in section 1.3.
Notable in this context are two European space experiments. The Planck space probe
is the next generation CMB experiment and is already taking data. It will measure the
all-sky pattern of the CMB temperature and polarization to unprecedented precision. The
spacecraft Euclid, which is currently still in its definition phase with final decision on
implementation expected1 in mid-2011, will fly on a dedicated mission to observe and
reconstruct the full 3D distribution of matter in a huge cosmological volume. A primary
aim of this mission is to obtain a better understanding of the dynamics which govern the
present accelerated expansion of our Universe. Since the survey will cover over half of the
celestial sphere, one may also hope to obtain new independent tests of statistical isotropy.
These and other advances in technology will sharpen the view on this issue considerably
in the coming years and will pave the way from vague indications to solid evidence.

The observational efforts have to be accompanied by further developments in the un-
derstanding of the theoretical models. To this end, a lot of work remains to be done on
the field of anisotropic cosmology. For instance, the assessment of primordial signatures
presented here is still very preliminary. In particular, cosmological perturbations were not
treated in a fully realistic and self-consistent way. It should be noted that a proper treat-
ment will have to overcome several additional complications compared to the case of an
isotropic background. As pointed out by the authors of [74, 75], not only are the equations
more complicated, the anisotropy of the background can also couple the scalar, vector and
tensor modes of perturbations such that they can no longer be treated as independent. In
individual cases, like the Bianchi I model explored in [73, 74, 75], this problem has been
solved. However, a more general assessment would certainly be useful, though technically
challenging. As the example of the mechanism of dynamical isotropization discussed in
section 4.3 shows, a consistent treatment should also take into account interactions and
backreaction effects as they may well be important and have interesting consequences. Af-
ter all, any new pieces of evidence for a breaking of statistical isotropy in our Universe can
only be properly interpreted if the phenomenology at least of weakly anisotropic cosmo-
logical solutions is well understood also from the theoretical side.

1Note added in proof: by October 2011, ESA’s Science Programme Committee has approved the im-
plementation of Euclid, with a launch planned for 2019.
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However, despite these promising prospects one should not forget that the large scale
structure of our Universe only carries a finite amount of information and that all this
information will essentially be exhausted at some point in the forseeable future. In the
end, data could remain inconclusive concerning deviations from the concordance model
and the inflationary progenitor would not reveal itself. However, this would not mean
that early Universe cosmology is at an end, but that certain questions one still hopes to
answer one day are in fact inaccessible to empirical evidence. On the other hand, as I
have tried to establish in this work, a positive detection of significant deviations from the
statistical symmetries of the cosmological standard model would bear the opportunity to
learn something fundamentally new about the origin of our Universe. Based on all the
evidence available today and taking into account all the anomalies which are still not fully
understood, this yet remains a credible and exciting possibility. Exciting, I say, because
it comes with the promise to reveal some new answers to one of the oldest questions of
humanity: how did it all begin?



Appendix A

Shapeshifting: A Simple Model

In this appendix, I want to consider a particularly simple setup which may be able to
support a genuine shapeshifting process. I start out with a D-dimensional theory with
Einstein gravity and two generalized Maxwell fields, called F and F̄. For definiteness, let
F be a two-form field and F̄ be a d-form field where d ≡ D−4 > 1. With the mechanism of
flux compactification as in [66], two different types of lower-dimensional compactification
vacua can be constructed – one is (A)dSD−2×S2 and the other is (A)dS4×Sd. I have chosen
d such that the latter can be a suitable vacuum for our effectively four-dimensional Universe
if the effective cosmological constant resulting from the compactification lies within the
anthropic range.

The shapeshifting transition I want to put forward here is the transition between these
two vacua such that, starting from dSD−2 × S2, d of the macroscopic directions sponta-
neously compactify on an Sd, while the compact S2 simultaneously opens up and becomes
macroscopic. Although the dS4 × Sd vacuum configuration is reached asymptotically, the
natural foliation of the new vacuum will be of the Kantowski-Sachs type, owing to the de-
compactification of the S2 involved in the process. Schematically, this particular shapeshift-
ing process has following structure:

dSd+2 × S2

↓ ցւ
dS4 × Sd

A causal diagram of the classical spacetime resulting from this type of process is shown
in fig. A.1.

The D-dimensional Einstein-Maxwell theory with two generalized Maxwell fields has
following action, cf. eq. (3.1),

S(D) =
1

16π

∫

dDx
√
−g
[

R− 2Λ − F2 − F̄2
]

, (A.1)

where Λ and R are, as usual, the cosmological constant and the (Ricci) curvature scalar
in D dimensions, respectively. In order to obtain the desired compactification solutions, I
make following ansatz for the line element,

ds2 = gABdx
AdxB = γABdy

AdyB +R2(yA)dΩ2
2 + R̄2(yA)dΩ̄2

d . (A.2)

In this expression, γAB is a 1+1-dimensional metric field, i.e. the indices A, B take values 0
and 1 only. With this ansatz, all the metric components of the full D-dimensional spacetime
only depend on the coordinates yA. As shown in section 3.1, a compatible ansatz for the
generalized Maxwell fields is given by

F = Q sin θ1dθ1 ∧ dθ2 , (A.3)

F̄ = Q̄ sind−1 θ̄1 . . . sin θ̄d−1dθ̄1 ∧ . . . dθ̄d . (A.4)
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dSd+2 × S2dSd+2 × S2 KS(4) × Sd

R = cst, R̄ = ∞

R = cst, R̄ = ∞

R = ∞, R̄ = cst

R = ∞, R̄ = cst

SP SP

NP

Figure A.1: Penrose-Carter diagram of the classical spacetime corresponding to a hypothetical
shapeshifting transition between an effectively d+ 2-dimensional and an effectively 4-dimensional
compactification vacuum (left and right edge can be identified). In the former configuration, the
two extra dimensions are compactified on a two-sphere with radius R. This S2 decompactifies
in the process, while d macroscopic dimensions are simultaneously compactified on an Sd with
radius R̄. The dashed curves show lines of constant R and R̄. Owing to the decompactification
of the S2 involved in the process, the resulting four-dimensional spacetime (labeled as KS(4) × Sd)
is naturally of the Kantowski-Sachs type. The horizontal dashed line indicates the turning-point
geometry, which can be obtained from a maximal section of the relevant instanton. It runs through
the south pole (SP) and north pole (NP) of the Euclidean geometry and smoothly interpolates
between the two vacuum configurations.

After integrating out the compact dimensions, one arrives at following effective action:

Seff =
Vd
4

∫

d2y
√−γR2R̄d

[

R2 +
2

R2

(

1 + γAB∂AR∂BR
)

+
d (d− 1)

R̄2

(

1 + γAB∂AR̄∂BR̄
)

+
4d

RR̄
γAB∂AR̄∂BR− 2Λ − 2Q2

R4
− d!Q̄2

R̄2d

]

(A.5)

Here, R2 is the (Ricci) curvature scalar of the 1 + 1-dimensional metric γAB alone. From
the variation of this action, one can obtain the equation of motion for R, the radius of the
S2,

1

2
R2 +

d (d− 1)

2R̄2
− Λ − d!Q̄2

2R̄2d
+
Q2

R4
− d

RR̄
γAB∂AR∂BR̄

− 1

R
�R− d

R̄
�R̄− d (d− 1)

2R̄2
γAB∂AR̄∂BR̄ = 0 , (A.6)

where I have introduced the covariant box-operator associated with the metric γAB. Simi-
larly, the equation of motion for R̄ (the radius of the Sd) reads

1

2
R2 +

1

R2
+

(d− 1) (d− 2)

2R̄2
− Λ +

d!Q̄2

2R̄2d
− Q2

R4
− 2 (d− 1)

RR̄
γAB∂AR∂BR̄

− 2

R
�R− d− 1

R̄
�R̄− (d− 1) (d− 2)

2R̄2
γAB∂AR̄∂BR̄− 1

R2
γAB∂AR∂BR = 0 . (A.7)



97

Finally, the variation with respect to γAB yields

d

R̄
∇A∇BR̄+

2

R
∇A∇BR − γAB

(

d (d− 1)

2R̄2
∂CR̄∂CR̄+

2d

RR̄
∂CR∂CR̄

+
1

R2
∂CR∂CR+

d

R̄
�R̄+

2

R
�R− 1

R2
− d (d− 1)

2R̄2
+ Λ +

Q2

R4
+
d!Q̄2

2R̄2d

)

= 0 . (A.8)

Here, ∇A denotes the covariant derivative associated with γAB.
In order to find the Euclidean solutions (instantons), I now make a formal analytic

continuation to imaginary time. The equations above remain formally identical, however,
the metric signature of γAB is now (++). The instantons which describe bubble nucleation
are found among the O(2)-symmetric solutions. I therefore make the ansatz

γABdy
A
Edy

B
E = dχ2 + ρ2(χ)dϕ2 ,

R(χ, ϕ) = R(χ) ≡ eφ(χ) , (Euclidean)

R̄(χ, ϕ) = R̄(χ) ≡ eφ̄(χ) . (A.9)

Up to a constant normalization, the logarithms φ and φ̄ are analogous to the scalar field
defined in eq. (3.7). With the above definitions, the equations (A.6) – (A.8) read, respec-
tively,

∂2
χρ

ρ
+ d∂χφ∂χφ̄+ ∂2

χφ+ (∂χφ)2 +
∂χρ

ρ
∂χφ+

d (d+ 1)

2

(

∂χφ̄
)2

+ d∂2
χφ̄+ d

∂χρ

ρ
∂χφ̄

− d (d− 1)

2
e−2φ̄ + Λ +

d!

2
Q̄2e−2dφ̄ −Q2e−4φ = 0 , (A.10)

∂2
χρ

ρ
+ 3 (∂χφ)

2
+
d (d− 1)

2

(

∂χφ̄
)2

+ 2 (d− 1)∂χφ∂χφ̄+ (d− 1) ∂2
χφ̄+ (d− 1)

∂χρ

ρ
∂χφ̄

+ 2∂2
χφ+ 2

∂χρ

ρ
∂χφ− e−2φ − (d− 1) (d− 2)

2
e−2φ̄ + Λ − d!

2
Q̄2e−2dφ̄ +Q2e−4φ = 0 ,

(A.11)

and

d (d− 1)

2

(

∂χφ̄
)2

+ 2d∂χφ∂χφ̄+ (∂χφ)
2
+ d

∂χρ

ρ
∂χφ̄+ 2

∂χρ

ρ
∂χφ

− e−2φ − d (d− 1)

2
e−2φ̄ + Λ +Q2e−4φ +

d!

2
Q̄2e−2dφ̄ = 0 . (A.12)

This system of coupled equations looks very complicated, however, amazingly one can
in fact eliminate the scale factor ρ completely. By combining the equations in the right
way, one obtains the relation

∂χρ

ρ
=
d
(

∂χφ̄
)2

+ 2 (∂χφ)
2
+ d∂2

χφ̄+ 2∂2
χφ

d∂χφ̄+ 2∂χφ
. (A.13)

Taking only the third equation and the difference of the first two equations, one can
replace ∂χρ/ρ everywhere and is left with two coupled second order equations for φ and φ̄.
These, however, appear too complicated to be solved analytically except for trivial cases.
A numerical study, on the other hand, is straightforward.

A strategy to find the numerical solutions corresponding to the various instantons can
be sketched as follows. First, one fixes the local value of φ and φ̄ at the south pole of the
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Euclidean geometry. At this initial boundary, regularity requires ∂χφ = ∂χφ̄ = 0. One
then numerically solves the coupled system for φ and φ̄. In general, for some arbitrary
local values φ0, φ̄0 at the south pole one will find φ, φ̄ → ±∞. More specifically, one
can imagine the φ0-φ̄0-plane to be partitioned into two types of domains – ones where the
solutions tend to +∞ and ones where they tend to −∞. The boundaries between these
domains can easily be found numerically using recursive bisections on a dense enough grid.

On these boundaries, which are one-dimensional curves in the φ0-φ̄0-plane, the solutions
for φ and φ̄ by continuity tend to a constant at some finite χ = χmax where the Euclidean
scale factor ρ becomes zero and the geometry closes. However, in general one will have
∂χρ 6= −1 at χmax, which means that there will be a conical singularity at the north pole

and the geometry is not regular. But one can again partition the curves into two types of
segments – one where ∂χρ > −1 and one where ∂χρ < −1 at χmax. Using once more the
method of recursive bisections, one can identify the points with ∂χρ = −1. These mark
the regular instanton solutions.

This, however, is not really the end of the story. The procedure outlined above can
only be applied once all the model parameters have been fixed. In this simple setup, these
are the four parameters d, Λ, Q and Q̄. Note that Q and Q̄ measure the strength of the
magnetic fluxes and that the existence of certain solutions depends crucially on their values.
The interesting range of these parameters for the purpose of constructing a shapeshifting
transition is the range where both the dSD−2 × S2 and the dS4 × Sd compactification
vacua exist and have a positive effective cosmological constant for the lower-dimensional
de Sitter factor. The relevant parameter range can therefore be found by analyzing the
effective potentials obtained from the fluxes, see eq. (3.9). It should also be noted that it
is by no means guaranteed that all possible types of instantons exist for the entire range of
Q, Q̄, even if restricted according to the above requirement. The theory may even support
different types of instantons depending on the number of extra dimensions d.
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- Anisotrope kosmologische Lösungen der allgemeinen Relativitäts-
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