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“The most beautiful experience we can have is the mysterious.”

Albert Einstein






Abstract

This thesis addresses three different realizations of a truly two-dimensional electron system
(2DES), established at the surface of elemental semiconductors, i.e., Pt/Si(111), Au/Ge(111),
and Sn/Si(111).

Characteristic features of atomic structures at surfaces have been studied using scanning
tunneling microscopy and low energy electron diffraction with special emphasis on Pt deposi-
tion onto Si(111). Topographic inspection reveals that Pt atoms agglomerate as trimers, which
represent the structural building block of phase-slip domains. Surprisingly, each trimer is ro-
tated by 30 ° with respect to the substrate, which results in an unexpected symmetry breaking.
In turn, this represents a unique example of a chiral structure at a semiconductor surface, and
marks Pt/Si(111) as a promising candidate for catalytic processes at the atomic scale.

Spin-orbit interactions (SOIs) play a significant role at surfaces involving heavy adatoms. As
a result, a lift of the spin degeneracy in the electronic states, termed as “Rashba effect”, may
be observed. A candidate system to exhibit such physics is Au/Ge(111). Its large hexagonal
Fermi sheet is suggested to be spin-split by calculations within the density functional theory.
Experimental clarification is obtained by exploiting the unique capabilities of three-dimensional
spin detection in spin- and angle-resolved photoelectron spectroscopy. Besides verification of
the spin splitting, the in-plane components of the spin are shown to possess helical character,
while also a prominent rotation out of this plane is observed along straight sections of the Fermi
surface. Surprisingly and for the first time in a 2DES, additional in-plane rotations of the spin
are revealed close to high symmetry directions. This complex spin pattern must originate from
crystalline anisotropies, and it is best described by augmenting the original Rashba model with
higher order Dresselhaus-like SOI terms.

The alternative use of group-IV adatoms at a significantly reduced coverage drastically
changes the basic properties of a 2DES. Electron localization is strongly enhanced, and the
ground state characteristics will be dominated by correlation effects then. Sn/Si(111) is scru-
tinized with this regard. It serves as an ideal realization of a triangular lattice, that inherently
suffers from spin frustration. Consequently, long-range magnetic order is prohibited, and the
ground state is assumed to be either a spiral antiferromagnetic (AFM) insulator or a spin
liquid. Here, the single-particle spectral function is utilized as a fundamental quantity to
address the complex interplay of geometric frustration and electronic correlations. In par-
ticular, this is achieved by combining the complementary strengths of ab initio local density
approximation (LDA) calculations, state-of-the-art angle-resolved photoelectron spectroscopy,
and the sophisticated many-body LDA+DCA. In this way, the evolution of a “shadow band”
and a band backfolding incompatible with a spiral AFM order are unveiled. Moreover, be-
yond nearest-neighbor hopping processes are crucial here, and the spectral features must be
attributed to a collinear AFM ground state, contrary to common expectation for a frustrated
spin lattice.






Zusammenfassung

In der vorliegenden Arbeit werden drei unterschiedliche Beispiele fiir ein zwei-dimensionales
Elektronensystem (2DES) auf der Oberfliche von Elementhalbleitern behandelt: Pt/Si(111),
Au/Ge(111) und Sn/Si(111).

Atomare Strukturen und deren spezielle Merkmale wurden mit Rastertunnelmikroskopie
(STM) und Elektronenbeugung (LEED) untersucht, wobei ein Schwerpunkt die Abscheidung
von Pt auf Si(111) war. Hervorzuheben ist hier die Anordnung von Pt Atomen als Trimere,
die das Grundgeriist phasenverschobener Doménen bilden. Interessanterweise sind die Trimere
um 30 ° gegeniiber dem Substrat verdreht, was einen unerwarteten Symmetriebruch bedeutet.
Daher stellt Pt/Si(111) ein einzigartiges Beispiel einer chiralen Struktur auf Halbleitern dar
und koénnte auflerdem fir katalytische Prozesse im atomaren Bereich interessant sein.

Die Spin-Bahn Wechselwirkung ist auf Oberflichen, die schwere Elemente enthalten, von
groler Bedeutung. Hier kann die Spin-Entartung in den elektronischen Zustdnden aufge-
hoben sein, was als Rashba-Effekt bekannt ist. Rechnungen mittels Dichtefunktionaltheorie
(DFT) zeigen, dass eine solche Aufspaltung in der hexagonalen Fermi-Flache von Au/Ge(111)
existiert. Experimentell wurde dies mit dreidimensionaler spin- und winkelaufgeloster Pho-
toelektronenspektroskopie bestétigt. Dabei folgt die planare Spin-Komponente einem kreisfor-
migen Umlaufsinn, wihrend zudem eine starke Aufrichtung des Spins aus der Ebene hinaus
entlang gerader Abschnitte der Fermi-Flache auftritt. Hierbei wurden zum ersten Mal in
einem 2DES zuséitzliche Rotationen des planaren Spinanteils in der Oberflichenebene nahe
von Hochsymmetrierichtungen nachgewiesen. Dieses komplexe Spin-Muster resultiert aus den
kristallinen Anisotropien und kann exzellent modelliert werden, indem das Rashba-Modell um
Dresselhaus-artige Spin-Bahn Terme hoherer Ordnung erweitert wird.

Die alternative Verwendung von Gruppe-IV Adatomen bei einer geringeren Bedeckung &n-
dert die Eigenschaften eines 2DES deutlich. Kennzeichnend sind eine verstéarkte Ladungstréger-
Lokalisierung und ein von Korrelationen bestimmter Grundzustand. Dabei stellt Sn/Si(111) ein
Modell-System dar, das zudem ein spin-frustriertes Dreiecksgitter bildet. In einem solchen fehlt
iiblicherweise die langreichweitige magnetische Ordnung und der Grundzustand ist entweder
ein isolierender spiralférmiger Antiferromagnet (AF) oder eine Spin-Fliissigkeit. Zur Analyse
des Wechselspiels von geometrischer Frustration und elektronischen Korrelationen dient die
Ein-Teilchen Spektralfunktion als Basisgrofie. Dazu wurden die sich ergénzenden Stéarken von
Bandstruktur-Rechnungen in der lokalen Dichtendherung (LDA), winkelaufgeléster Photoelek-
tronenspektroskopie und Viel-Teilchen Modellen (hier LDA+DCA) kombiniert. Dabei wurde
die Existenz eines Schattenbandes und einer Bandriickfaltung nachgewiesen, wobei letztere
einen spiralférmigen AF als Grundzustand ausschliefit. Vielmehr sind Hiipfprozesse iiber den
ndchsten Nachbarn im Gitter hinaus relevant und die spektralen Merkmale sind, trotz der
Spin-Frustration, durch einen langreichweitigen kollinearen AF als Grundzustand erklarbar.
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1 Introduction

Condensed matter physics is one of the most important and most lively fields in modern
physics, since it covers a huge variety of topics ranging from strictly fundamental research
to technologically relevant applied subjects. In particular, explicit many-body effects,
such as the electron-electron interaction, govern the physical properties in most solids.
Here, the competing interactions of charge, spin, and the crystal lattice can lead to
oftentimes rich phase diagrams. By tuning the dimensionality of such a crystalline
system, and thus reducing the translational degrees of freedom, intriguing quantum
phenomena may occur, which are not observable in isotropic bulk materials as, e.g., the
high-temperature superconductivity [10].

While the stacked crystal structure in some solids already provides a two-dimensional
(2D) confinement at the interface of adjacent layers, a different access to generate low-
dimensional quantum systems exists in depositing adatoms in the sub-monolayer to
monolayer (ML) coverage regime at the surface of an elemental semiconductor. Today,
advanced semiconductor treatment and preparation techniques allow to build quan-
tum systems of truly two-dimensional (surfaces and interfaces), one-dimensional (atomic
wires), or even zero-dimensional (quantum dots) character. Self-organized growth is uti-
lized to fabricate such systems with large lateral extent. Depending on the respective
choice of adatom-substrate composition, in many cases adatom-induced surface states are
formed, which are located in the bulk band gap of the semiconductor. In this way, a strict
electron confinement is established. A variety of particularly surface sensitive probes is
then utilized to access the dominating physics therein. These include scanning tunneling
microscopy (STM), which allows for detailed analysis of geometric and electronic fea-
tures at the atomic scale, and angle-resolved photoelectron spectroscopy (ARPES) with
its direct access to the spectral function and the fundamental electronic characteristics.

As one of the most important implications in a low-dimensional system, electronic
correlations gain relevance, since screening between charges is strongly reduced. Conse-
quently, each electron is noticeably affected by the Coulomb repulsion force related to
its adjacent charges. In a correlated system, it is “dressed” with a cloud of interacting
electrons, and its properties are described as those of an electron ensemble, the so-called
quasi-particle (QP). For even larger Coulomb repulsions, electron localization is often
notably enhanced, which may evoke a Mott-Hubbard insulating ground state [11]. In
this regard, two prime examples must be mentioned, i.e., the 2D system generated by a
sub-monolayer coverage of potassium on top of boron enriched Si(111) and the surface
of the 6 H polytype of SiC(0001) [12, 13].

Besides its charge, the electron spin is a second important quantity, that gains rele-
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vance in reduced dimensions. Exchange between neighboring electrons should intuitively
lead to some kind of magnetic order. However, 2D systems are oftentimes arranged in
terms of a triangular lattice, where any long-range magnetic ordering is prohibited as a
consequence of spin frustration. The interplay of the electron spin and electronic cor-
relations provokes competing ground states as, e.g., a spiral spin density wave (SDW)
antiferromagnet (AF) and a gapless quantum spin liquid (QSL) [14, 15]. It would thus
be interesting to study, whether a magnetically ordered state can be established despite
the spin frustration. In this context, the (\/§ X \/§) reconstructed two-dimensional elec-
tron system (2DES), generated by 1/3 ML of Sn adatoms on Si(111), has been discussed
as a model system in the literature [16-18].

The electron spin is also origin of spin-orbit coupling (SOC) effects at surfaces. Here,
the structure inversion asymmetry (SIA) leads to a perpendicular potential gradient,
which can lift the spin degeneracy and result in a specific splitting of the surface
states, known as “Rashba splitting” [19]. Single crystal metal surfaces, such as Au(111)
and Bi(111) and their surface alloys, characterized by a high atomic number Z, are
well studied representatives [20-22]. Yet, realizing metallic spin-split Rashba states in
semiconductors and their interfaces could pave the way towards the emerging field of
semiconductor-based spintronics [23]. So far, experimental reports are rare and mostly
restricted to insulating surfaces, such as Bi/Si(111) and T1/Si(111) [24, 25], while a spin-
splitting in conducting states has only been observed in the dense phase of Pb/Ge(111)
[26]. Recently, it turned out that the isotropic spin arrangement, as described in the
Rashba model, must be regarded as an exceptional case. While it still captures the spin
topology in the surface states of single crystals, drastic deviations with rather complex
spin patterns exist in many other heavy adatom induced 2DESs due to the presence of
anisotropic and non-perpendicular field gradients at the surface [24, 25]. Notably, this is
predicted to affect the spin texture of the three-dimensional (3D) topological insulator
BiyTeg [27-29].

From a technological point of view, the possibility to control the spin electronically
23, 30] in a 2D system has been reviewed just recently [31]. Here, the prominent concept
of a spin-field-effect transistor, theoretically proposed by S. Datta and B. Das, yet not
technically realized, gives a glimpse of possible spintronic devices [32]. It is basically
composed of source, drain, gate, and transport channel (see Fig. 1.1) as in a conventional
field-effect transistor, where the electric current from source to drain is switched on and
off by applying a voltage Ugate to the gate. In addition, the channel needs to provide
Rashba-split states for spin-selective charge transport. Electrons from the source are
injected with a predefined spin orientation into this channel, where a spin precession is
induced by the gate voltage. Only those charges that fit through the spin filter (drain)
finally contribute to the detected signal. The spin-field-effect transistor would represent
a challenging, but at the same time fascinating stage in developing the electronics of
tomorrow. Yet, as basic requirements on the path towards experimental realization, a
transport channel, where spin separation is maintained over the full gate length, and an
effective spin filter (drain) for spin selective detection are still to be developed. Feasible
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substrate
gate oxide channel

Figure 1.1: Illustration of the spin-field-effect transistor, as proposed by S. Datta and B. Das [32].
Charges with a predefined spin orientation (arrows) are injected from the source into the channel.
During their passage to the drain (spin filter) a spin precession is induced by the gate voltage Ugate,
which modifies the detectable spin current.

concepts for spin filtering in Rashba systems have been proposed in terms of a resonant
tunneling setup [33], or by utilizing spin-polarized electrodes of a ferromagnetic material
[34]. In addition, the Rashba coupling strength within the transport channel should be
tunable by a gate field, as already shown for heterostructures [35]. Here, it would be
interesting to explore, whether a surface 2DES with metallic spin-split states could be
utilized for charge transport between source and drain.

Besides correlations and SOC at surfaces, the list of phenomena observed in 2DESs
can still be extended by, e.g., charge density wave (CDW) phase transitions [36], massless
Dirac particles in graphene [37], and metallic edge states in topological insulators [38].
Moreover, even a superconducting state has established in the very 2D limit of the
dense phases of Pb/Si(111) and In/Si(111) [39]. Quite generally, the delicate choice of
materials and the amount of deposited adatoms for preparing such systems are the basic
parameters to precisely tune the degree of interaction. In all, the large variety of possible
compositions represents a versatile atomic construction kit, that allows to access many
of the most fascinating phenomena in low-dimensional solid state physics.

In turn, for the three 2DESs studied in this thesis, i.e., Pt/Si(111), Au/Ge(111),
and Sn/Si(111) in triangular reconstructions, there exist a couple of key issues to be
addressed:

e Development or validation of the structural models describing the local atomic
arrangement at the surface.

e The topology of the Fermi surface (FS).

e The spin arrangement at the FS in systems with strong SOC.



1 Introduction

e The electronic band structure with a particular focus on the degree of correlation
and the ground state properties, i.e., metallic vs. insulating character.

e The influence of external (e.g., temperature 7') and internal (e.g., interaction
strength U) parameters on the phase diagram, i.e., possibility of phase transitions.

e The particular size of electronic correlations (Hubbard U) and their origin.

e Existence, and if present, type of a magnetically ordered ground state in a frus-
trated triangular lattice.

e Signatures of geometric and/or magnetic superstructures in the band structure,
i.e., existence of a related band backfolding.

The particular choice of Sn/Si(111)-(v/3 x v/3) as a model system to investigate cor-
relation effects is encouraged by several studies that have reported phase transitions
to distorted and/or insulating ground states in related surfaces as, e.g., in Pb/Ge(111)-
(v/3x+/3) [40]. Specifically, correlations were claimed to be responsible for the formation
of a Mott insulating ground state in Sn/Si(111)-(v/3 x v/3) [16, 17]. However, it seems
questionable, how to connect the abrupt transition from metallic to insulating behavior
to a Mott-Hubbard type metal-to-insulator transition (MIT), where one would expect
a rather gradual loss of spectral weight at the Fermi level for decreasing temperatures.
Moreover, it remains unclear, whether the potential Mott-Hubbard ground state also
involves a magnetic order, since spin frustration is a fundamental complication here.
Besides such a group-IV adatom system, noble metals can be used alternatively, which
involve a different electronic configuration, characterized by d and s orbitals. A key issue
here is the local atomic structure, which can be notably different for related surfaces,
as evidenced for the noble metal induced 2DES Pt/Si(111)-(v/3 x v/3). But also the
possibility of spin-separated metallic states in heavy noble metal 2D adatom systems
requires further scrutiny. With this in mind, the rarely studied Au/Ge(111)-(v/3 x v/3)
surface is being chosen here.

The present thesis is organized as follows. Ch. 2 presents the fundamental concepts
of the spin-orbit interaction (SOI) at surfaces and introduces the Hubbard model for
electronic correlations. Subsequently, Ch. 3 addresses the most relevant experimen-
tal techniques utilized in the thesis, i.e., low energy electron diffraction (LEED), STM,
ARPES, as well as spin- and angle-resolved photoelectron spectroscopy (SARPES). The
presentation of the results starts in Ch. 4, where the preparation of high quality Si(111)
and Ge(111) substrates is described. Hereafter, the characteristic atomic structure in-
duced by deposition of Pt atoms onto Si(111) is in the focus of Ch. 5. Ch. 6 addresses the
complex spin texture in Au/Ge(111)-(v/3 x v/3) as a result of SOIs, while Ch. 7 is con-
cerned with magnetic ordering and electron correlation effects in Sn/Si(111)-(v/3 x v/3).
Finally, a short summary and a prospect of future research goals and challenges will be
given in Ch. 8.



2 Theoretical concepts

2.1 Spin-orbit interaction in crystalline solids

Of particular interest in the study of a crystalline surface, which represents a confined
quantum system, are states that evolve in the bulk-projected band gap due to the lack of
translational symmetry in direction perpendicular to the surface. These “surface states”
exhibit a strong 2D character, since they are strictly confined within only a few atomic
layers, while their wave functions quickly decay into the bulk. Accordingly, the confined
layer is described as a 2DES. Here, the prime example is the L-gap state at the Au(111)
surface [41]. Importantly, ARPES experiments revealed this state to be split into two
subbands as a result of SOIs at the surface [20]. The prerequisite for such a splitting
is a breaking of inversion symmetry, which is not given in the bulk, but at the surface,
as will be discussed in detail in the following paragraphs. The realization of spin-split
surface states on top of semiconducting substrates would be of high relevance for the
development of spintronic applications, aiming at the manipulation of the electron spin,
e.g., in the spin field-effect transistor [32, 35].

The SOl in solids is a relativistic effect, and it bears some similarities to its counterpart
in the atomic potential of the nuclei. It can be understood as follows [42]. Imagine an
electron traveling at the velocity v in an electric field E. A Lorentz transformation turns
this field into the magnetic field

B=_ (vxE) (2.1)

2
within the rest frame of the electron. Here, ¢ denotes the speed of light, and v =
(1 —v?/c?)~1/2 accounts for the relativistic motion (typically v = 1). This field couples
to the electron spin o (o is a vector containing the Pauli-matrices o,, 0,, and o, as
components), which yields a Zeeman type contribution

HSOC:%BB.UZ%(WE).U (2.2)
to the respective Hamiltonian (pp is the Bohr magneton). It becomes evident that the
spin dependency in the Hamiltonian produces a splitting into two distinct spin-polarized
states, as a result of the SOC.

The considerations above lead us to the question, how such a field is generated inside
a solid, presupposing the absence of any external field. The answer is related to the
prevailing symmetries in the crystal and their effect on the eigenvalues of a certain state.
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In quantum mechanical band structure calculations each band is doubly-degenerate with
respect to its spin.! A centrosymmetric crystal, as it is the case for the face-centered
cubic (fec) lattice in Au, exhibits time-reversal invariance, i.e.,

which means that both momentum and spin are flipped under a time-reversal operation.
Moreover, the lattice is invariant under a space inversion operation. In other words, the
band structure obeys the condition

Ek, 1) = E(-k,1). (2.4)

Taking both equations for granted, which is indeed the case for the Au fec lattice, one
easily derives
E(k,1) = B(k, 1), (2.5)

Apparently, in centrosymmetric crystals bulk bands are Kramers degenerate, and a spin
splitting is ruled out, as long as the two symmetries are intact [42]. The splitting
can only be lifted, if either time-reversal symmetry is broken by an external magnetic
field, or spatial inversion symmetry is no longer given. The latter applies to the class
of non-centrosymmetric bulk crystals like III-V semiconductors of the zincblende type.
The possibility of this bulk inversion asymmetry (BIA)-induced spin-orbit splitting was
first described by Dresselhaus in 1955 [43]. It accounts for the missing symmetry for
an inversion in the bulk material. The corresponding Dresselhaus Hamiltonian for the
technical relevant case of a narrow quantum well (QW) ([001] growth direction) in a
non-centrosymmetric crystal of Co, symmetry is given by

Hp = ap (kyo, — kyoy) . (2.6)

The Dresselhaus parameter ap, which determines the size of the splitting, essentially
depends on the width of the QW. In addition, there exists a second contribution, caused
by a structure inversion asymmetry (SIA) in the QW [19, 44], the Rashba Hamiltonian

Hr = ar (kyoy — kyoy) , (2.7)

whose strength is defined by the Rashba parameter ar. In other words, the asymmetry
along the [001] growth direction in the QW cancels spatial inversion in the QW [31, 45].
The total SOC Hamiltonian is thus

Hsoc = Hp + Hk, (2.8)

!Band structure calculations are usually based on the non-relativistic Schrédinger equation, which
represents a good approximation to the problem. For an even more precise theoretical description the
relativistic Dirac equation should be used instead, leading to the exact Hamiltonian.
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Figure 2.1: Calculated spin orientations (green arrows) at the FS of a QW in a III-V-semiconductor
with Ca, symmetry, following Eq. 2.8; figure according to [46]. (a) In the case of Rashba SOI only, the
spin polarization vector is always perpendicularly aligned with respect to k|| and the potential gradient
(0V/0z)é,. (b) For Dresselhaus SOI only, this still holds for the mirror planes (diagonal lines), but
strong radial in-plane rotations are found elsewhere, and the circularly revolving character is lost. (c)
For both Rashba and Dresselhaus SOI at the same time, an anisotropic band splitting and a more
complex spin pattern are present.

which results in a zero-field splitting.! Both terms are inseparable, and their interplay
is visualized in Fig. 2.1, where the eigenvalues of Hgoc at the Fermi energy are plotted
(calculations by S. D. Ganichev et al. [46]). In case of Rashba SOI only [Fig. 2.1(a)], the
F'S consists of two free-electron-like parabolas, equally shifted in the k|-plane against one
another. The spin is aligned in plane and is always oriented orthogonal to the momentum
vector k), which leads to a circularly revolving spin pattern. The FS contours do not
differ in the Dresselhaus-only case [Fig. 2.1(b)]. However, dramatic deviations are found
concerning the spin orientation, which is now highly k|-dependent. The spin remains
in plane and perpendicular to k; along high symmetry directions (diagonal lines) only,
while strong in-plane rotations apart from there prevail, and the circularly revolving
spin pattern is lost. In the relevant case of the QW with C,, symmetric substrate
[Fig. 2.1(c)] the FS is highly anisotropic. The spins remain orthogonal to kj in the high
symmetry directions (diagonal lines) only. Away from these directions strong radial in-
plane rotations are observed again, yet, with the circularly revolving character preserved.
These three scenarios point at the delicate interaction of both BIA- and SIA-induced
spin splittings and offer a first view on the rather complex spin geometries resulting from
crystalline anisotropies. In particular, this will become relevant in the correct description
of the spin texture in Au/Ge(111)-(v/3 x v/3), which will be in the focus of Sec. 6.3.
The STA-induced spin splitting also bears some technical relevance that needs to be

emphasized. The Rashba parameter ag, and in consequence the size of the splitting,
can be adjusted by a gate field applied across the QW [35, 47], which points at the

Linear terms in Hgoc are sufficient in the case of the zincblende QW structure of Cy, symmetry [46].
Higher order contributions may become necessary, if other internal fields are present. These can result
from a more complex potential landscape in solids deviating from the Cy, symmetry.
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importance of the Rashba spin splitting for spintronic devices as the Datta-Das spin-
field-effect transistor [32]. It should also be noted that the realization of a non-ballistic
spin-field-effect transistor has been proposed for the limiting case of ag = ap [48].

Spin-orbit interaction at surfaces

Following this introduction to the SOI in non-centrosymmetric bulk crystals, we will
now return to crystalline surfaces as object of investigation in this thesis. Here, the
abrupt transition from the ordered crystal into the vacuum breaks the spatial inversion
symmetry (Eq. 2.4), which thus should lead to a STA related SOC. Recalling the spin
splitting of the Au(111) L-gap surface state, which is observed in absence of an external
field, the STA type SOC is the only plausible mechanism to lift the spin-degeneracy here.

An easy and convincing free-electron model that describes the effect of SOI at the
surface is the “Rashba model” [19], which bases on the assumption of a free-electron-like
surface state with parabolic dispersion. The corresponding kinetic energy part of the
Hamiltonian

2m*

h2
Hkin =0y (Eo — V2> (29)
includes the unity spin matrix oy, which still leaves the band spin-degenerate up to here
[49]. Ejy refers to the band minimum, as shown in Fig. 2.2, and m? is the effective
electron mass. The electrons are only free to move within the surface plane, yet being
confined in their motion along the surface normal by the potential V' = V| in this model,

ie., k =k =k, + k,. Thus, the relevant potential gradient is oriented perpendicular

(a) (b)

2k,
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4

Figure 2.2: (a) Spin-orbit band splitting in the Rashba model for a free-electron-like parabolic disper-
sion E(k)) in the 2D surface plane. The spin-degeneracy of the initial parabola is lifted due to SOIs,
and two spin-polarized bands divided by a splitting of 2ky are observable. The Rashba energy Eg is
defined as energy offset between the band crossing at the I' symmetry line and the band minimum Ej.
The orange arrows do only indicate opposite spin orientations, but are not to be confused with their
geometrical orientation. (b) FS for the same band structure as in (a). The spin polarization vector
(green arrows) is always perpendicularly aligned with k| = k,+k, and (0V/0z)&é.. (c) 3D visualization
of the the Rashba effect for a free-electron-like dispersion.
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to the plane: VV = 0V/Jz €, (unit vector &, along surface normal). Besides providing
electron confinement, VV effectively controls the strength of the SOI, which is described
by the Rashba parameter

h2kg

)
*
me

ap = (2.10)
with kg representing the magnitude of the spin splitting in momentum. In particular,
this involves the atomic contribution

aRoc/dr—\\If (2.11)

within each layer of the crystal lattice to which the surface state wave function ¥(r) is
extended [50, 51]. The antisymmetric Coulomb gradient 0V/0z is given by the average
field of nucleus and electrons, and thus, it is largest close to the atomic cores. Addi-
tionally, a notable asymmetry close to the core along z in the distribution of the wave
function W(r) is necessary to induce the splitting. The total band shift observed in the
experiment, is then obtained by summing over all contributing layers [51]. The relevant
Hamiltonian including the SOI in this model has already been introduced in Eq. 2.7.
After a simple transformation the complete Hamiltonian is derived together with Eq. 2.9
as

n* _, G 0
H = Hyin +Hr =00 | Eo — %V — ap wya zaway (2.12)

It can be solved analytically, and one gains the eigenstates

2

hk
Ei(k”) EO + — :l: OR

o (2.13)

which describe the spin-split solution of the parabolic free-electron-like dispersion, see
Fig. 2.2. The size of the splitting Ak = 2k in momentum and AE = 2apg ‘k”‘ in energy
is reflected in the Rashba parameter (Eq. 2.10) and in the Rashba energy defined as
Er = h*k%/(2m?). Tt contains two contributions: i) the intra-atomic SOI, which is
large in heavy element surfaces as, e.g., Au [20, 52], W [53], and Bi [21, 54], and ii) the
strength of the potential gradient 9V//9z. In the Datta-Das spin-field effect transistor Ak
corresponds to the induced phase shift between source and drain, and thus may be tuned
by either adjusting i) or ii) [32]. The two non-degenerate branches are fully spin-polarized

with opposite orientation of the spin polarization vector, i.e., P(kj) = —P(—kj) and
have an in-plane spin alignment with circularly revolving character (see also Sec. 3.3.2,
p. 53 ff.).

The “Rashba model” is capable to grasp and reproduce the experimental dispersion
relation in Au(111) quite well. However, it underestimates the size of the splitting,
which is most likely ascribed to a much larger potential gradient in the real system,
and should be more exactly discussed within a tight-binding approach [42]. Moreover,
several recent publications, basing on spin-resolved photoemission and ab initio band
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structure calculations, have pointed out that a pure Rashba scenario must be regarded
as an exceptional case [22, 24, 25], which is a good approximation to the surface states
of single crystals like Au(111) only. More generally, non-perpendicular and non-isotropic
electric field gradients, as well as in-plane asymmetries in the wavefunction distribution
contribute to the spin pattern of heavy adatom spin-split surface states. Here, strong
deviations from the “Rashba” type in-plane and orthogonal to kj spin alignment do
occur. This may favor, e.g., momentum-dependent out-of-plane undulations of the spin
polarization vector at the FS [22, 28]. It has thus been suggested to extend the Rashba
Hamiltonian (contained in Eq. 2.12) by Dresselhaus SOC terms of higher order in k to
achieve a more adequate theoretical description of the complex spin patterns in “real-

world” surface systems [27, 55]. This idea will be seized again in Sec. 6.3, where the
SOC in Au/Ge(111)-(+v/3 x /3) is scrutinized.

2.2 The Mott-Hubbard insulator

The fact that some crystalline materials show metallic (conducting) behavior, while oth-
ers are insulating, represents a fascinating and fundamental issue in solid state physics.
The development of band theories then provided insight into the electronic properties
of many materials with various elemental compositions. The basic prerequisite of an in-
sulator is the existence of a band gap, which separates unoccupied from occupied states
(conduction band from valence band), with the Fermi energy ep situated in between.
Metallic materials on the other hand are characterized by a partly filled band. In this
frame the nearly-free electron approximation has proved to classify many solid state ma-
terials with respect to their conductivity quite successfully. In particular, this applies
to the electronic structure of metals in the vicinity of €r, where the electrons are well
screened from one another (screening length ~ k' ~A). This behavior is well described
within Landau’s Fermi liquid theory (see also Sec. 3.3.1) [56].

Yet, the band theory fails to describe non-crystalline solids or those with defects.
In addition, it turned out that for some materials, in particular those with strongly
localized and partly filled outer d- and f-shells, band theory predicts metallic behavior
in contrast to experimental observation. In this regard, it was pointed out that the
insulator NiO would be metallic according to band theories, in contrast to experimental
observation [57]. Today, other intriguing examples, where band theory actually fails,
are high-temperature superconductors [15] and doped fullerenes [58]. N. F. Mott argued
that electrons in transition metal oxides are subject to strong local Coulomb repulsions
and may no longer be considered free, as assumed in the nearly-free electron model [59].
This postulation has prevailed in solid state physics [60-62] and has led to a robust
many-body description in the Hubbard model [63-65]. This is the most widely studied
lattice fermion model in the solid state physical community today. At the same time it
includes the simplest many-body Hamiltonian which is capable of a profound description
of the interplay between kinetic energy and Coulomb repulsions.

10
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The Hubbard model

The Hubbard model, which will be introduced in the following on the basis of Refs. 66
and 67, relies on two fundamental assumptions: i) interactions are local, i.e., restricted
to a single lattice site, and ii) there exists only one band at half filling.! Although for
“real-world” materials this might seem too much simplified at first glance, its accurate
description of transition-metal insulators, in particular regarding their low energy and
low temperature (LT) properties, strongly supports its potential. Actually, in many
cases a one band situation is found at the Fermi level. An illustrative way to visualize
the Hubbard model is given by the hypothetical case of a one-dimensional (1D) chain
of hydrogen atoms with L lattice sites and an interatomic spacing a, as it is shown in
Fig. 2.3(a). Each atom hosts one electron with a certain orbital overlap to its nearest-
neighbors. According to the tight-binding model of band theory, we deal with a half-filled
band in a D-dimensional cubic lattice (D = 1 here) with the tight-binding energy

D
e(k) = =2t ) coskja, (2.14)

j=1

which is typically centered at the zero energy line. Therein, ¢ denotes the tight-binding
matrix element, which is related to the probability of an electron to hop from its initial
lattice site to the nearest-neighbor site. According to Eq. 2.14, the bandwidth is given by
W = 4Dt. By increasing a, the orbital overlap, and hence, also the bandwidth become
smaller. However, even for a large spacing, where the chain may be more suitably
regarded as an array of isolated atoms, the half-filled band situation survives, which is
against common sense. It becomes evident that such a metallic situation is no longer
valid, and the tight-binding model is no more applicable.

This insufficiency is overcome in the Hubbard model, according to which an electron
has to “pay” the Coulomb energy U (the so-called “Hubbard U”) after hopping to its
singly occupied nearest-neighbor site. For a critical spacing a, and thus a critical band-
width W, the energy gain by hopping will be smaller than the energy consumption by
overcoming the on-site Coulomb repulsion U on a neighboring atom. These considera-
tions are reflected in the main formula within this model, the Hubbard Hamiltonian

H = Hband + HU = —t Z Z (C:]'ro,clo' + CLCjJ) + UZ ﬁﬁ’flji. (2.15)
Gn e J

It describes the interplay between the kinetic energy band term Hy.nq and the Coulomb
term Hy in second quantization [68], which is a suitable and convenient approach for
quantum many-particle problems. The first term deals with the electron hopping be-
tween the neighboring lattice sites j and 1 in both directions along the chain, counting

each pair once. Therein, the operators cJTJ and ¢} (¢, and ¢y,) create (annihilate) an

'With respect to the second assumption, the model is often specified as one-band Hubbard model in the
literature.

11
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Figure 2.3: (a) Illustration of the Hubbard model in 1D on the basis of an atomic chain of hydrogen
atoms with spacing a and single occupancy. Charge transport requires an electron to hop from its
initial atom to a neighboring one (energy gain t), leading to double occupancy with an energy cost of
U. (b) Spectral weight distribution for the three cases U < t (left), U = t (middle), and U > t (right),
showing the transition from the metallic to the Mott insulating phase. For further details, refer to text.
(c) Phase diagram of the Mott MIT (band filling 0 < n < 2 with half filling at n = 1); according to [11].
In the non-correlated case at half filling the system is stabilized in its metallic phase. With increasing
U/t the system exhibits a bandwidth-controlled (bc) MIT into the Mott insulating phase at n = 1. By
changing the band filling n a filling-controlled (fc) MIT is induced. The purple area besides the n = 1
line indicates the unstable fluctuation regime.

electron in the Wannier states ¢(r — R;) and ¢(r — R;), which are the Fourier trans-
forms of the Bloch states at the lattice sites j and 1, respectively. The Wannier states
represent the local orbitals needed to correctly incorporate the postulation of purely
local interactions. The second term Hy with the number operator for double occupancy
> gy (Mo = cJTchJ) accounts for the local interaction U at each site. Eq. 2.15 shall
now be discussed for the limiting cases of absent and strong correlations, as well as the
intermediate regime.

U < t: In this non-correlated case there is an equal probability of 25 % to find a lattice
site either occupied by a 1- or a |-electron, whereas neutral lattice sites will be
found at 50 % probability.! This is a consequence of the free electron motion in
the absense of any on-site repulsion, making the model system metallic. This
results in the highly delocalized scenario of a half-filled band with equal spectral
weight distribution in the density of states (DOS) around the Fermi level ep,

I'The Hubbard model totally disregards the exchange interaction. Thus, no kind of magnetic order is
in favor.

12
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as shown in Fig. 2.3(b) on the left.!

U > t: The strongly correlated case is characterized by a high degree of localization,
i.e., by single electrons on every lattice site. Doubly occupied lattice sites are
prohibited due to the strong Coulomb repulsion. Therefore, electron transport
is not possible, and the system exhibits insulating behavior, as shown in the
right of Fig. 2.3(b). The spectral weight is redistributed to lower and higher
energies, forming the lower Hubbard band (LHB) and the upper Hubbard band
(UHB), respectively. These bands are separated by the Hubbard U, which
thus corresponds to the energy difference in removing an electron from a single
occupied site and adding it to a single occupied neighboring site. It has to
be noted that the very existence of the UHB is a pure consequence of the
electrons in the LHB. In contrast to a band in a conventional insulator, which
is completely filled for N = 2L electrons, the LHB and the UHB can carry only
N = L electrons each.

U =~ t: In the intermediate regime spectral weight is already redistributed from ez into
the incoherent parts on both sides of the energy scale, forming the precursors
of the Hubbard bands. These exhibit a finite width due to scattering processes
which are not accounted for in the Hubbard model. Yet, a sharp QP peak
(coherent part of the spectral function) still remains at the Fermi level (see also
Sec. 3.3.1). This applies to the case of a correlated metal, as described within
Landau’s Fermi liquid theory [56].

We will now leave this simple 1D scenario and turn to a more generalized interpretation
of both terms in Eq. 2.15. At first, the Hy term shall be disregarded. Hpanq describes
the gain in energy associated with the hopping of an electron from its initial site to
the nearest-neighbor site. So far, this term is not diagonal in the basis of the Wannier
orbitals. This is achieved by a Fourier transform, leading to its diagonalized k-space
representation

Hbana = Z Ekﬁkaa (216)

ko
with the energy of the Bloch wave defined in Eq. 2.14. As has already been pointed out
above, this (U < t) scenario involves a half-filled metallic band, and the corresponding

metallic ground state
ex<eER

Wiet) = I sk [0) (2.17)
k

describes a Fermi sea, filled with electrons up to the Fermi level ex. Now Hpang will be
disregarded, and on-site Coulomb interactions of the electrons at ry and ry with respect

IFor interacting electron systems the DOS should be replaced by the spectral function A(k,w). For
futher details see Sec. 3.3.1.
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to the the lattice site R; are considered by

62

U= [dr; [dealo (e =Ry = |6 (r2 — Ry)”. (2.18)
Ty — 1o
Interactions with neighboring lattice site electrons are neglected, which represents a
valid approximation, since the long-range part of the Coulomb interaction is effectively
screened at the distance of the neighboring sites. The corresponding ground state |Wyys)
describes the single occupancy situation in the (U > t) case. Applying the Hamiltonian
in Eq. 2.15 to | W) and |Wy,s) returns the respective band energies €p,e; = —16t/72+U /4
and €,s = 0. As both states correspond to the limiting cases U < t and U > t, there
must exist a critical value of the U/t-ratio for a transition between metal and insulator.

As described before, the insulating phase in the Hubbard model is only formed above
the critical U/t-ratio and at half filling, i.e., with one electron per lattice site. This can
be plotted as a phase diagram of the electron density n = N/L (N as total number of
electrons) in dependence of U/t, shown in Fig. 2.3(c) [11]. Deviations from half filling
(n = 1), i.e., by either adding or removing an electron from the system, lead to a
metallic situation. For sufficiently high correlations one would end up in the fluctuation
regime then (blue shaded area), which is generally assumed metallic, but shows a strong
coupling to the insulating phase. The arrows indicate that there are in principle two
different possibilities to induce a Mott MIT. The first is the bandwidth-controlled (bc)
MIT, which relates to the U/t-ratio. It is triggered by adjusting the bandwidth W
(o< t), which may experimentally be achieved by a change of the lattice constant under
high pressure. The second option is the filling-controlled (fc) MIT, where the transition
is actuated upon a change in the band filling. Experimentally, this may be realized by
electron or hole doping or by temperature (7') adjustments in the case of semiconductor-
based systems. In particular, for Sn/Si(111)-(v/3 x v/3) the influence of U and T on the
reversible transition from metal to insulator is scrutinized in detail in Sec. 7.2.4.

With respect to symmetries, the Hubbard model is spin-rotational and time-reversal
invariant [66]. Electron-hole invariance is generally not given with exception of bipartite
lattices. Importantly, in the case of magnetic ordering the spin-rotational invariance is
spontaneously broken, which is relevant for the magnetism in 2D surfaces as, e.g., the
Sn/Si(111)-(v/3 x v/3) system, being addressed in detail in Ch. 7.

Spin frustration in the triangular lattice

Going beyond the Hubbard model with the inclusion of exchange interactions, an anti-
ferromagnetic (AFM) ordering of the spins will be favored. This follows the general
tendency of the system to lower its inner energy, and it is thus the most likely mag-
netic order in 1D chain and 2D square lattices. However, in triangular lattices this
leads to spin frustration, which means an “inability to satisfy the competing exchange
interactions” between neighboring atomic sites in a magnetic system [69]. To illustrate
this, Fig. 2.4(a) shows a triangular lattice with electrons on each site having their spins
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Figure 2.4: Visualization of spin frustration in a triangular lattice. (a) An AFM ordering, as the
favorable alignment of the electron spins in 2D lattices, is only realized within each single row here.
For the two nearest-neighbors in adjacent rows this does not work any more, and the spins become
“frustrated”. Thus, long-range AFM ordering is suppressed. (b) 120° Néel AFM order. The electron
spins are rotated by 120° against one another. This type of 2D AF represents a possible ordered
ground state despite spin frustration. Unit cells are given as blue and red parallelograms in (a) and
(b), respectively.

aligned antiparallel to its nearest-neighbor in the same row. This works as long as one
regards only a single row, but each electron has also two additional nearest-neighbors
in the adjacent row. Thus, the spins become “frustrated”, since they cannot take an
orientation antiparallel to all neighbors at the same time. A possible way out is the
120° Néel AFM order depicted in Fig. 2.4(b), where the energy is minimized in rotating
the spins by 120° against one another with a resulting zero net spin per unit cell [70].
This new magnetic unit cell is enlarged by a factor of v/3 and rotated by 30°. Spin
frustration plays a crucial role in the magnetic and electronic properties of a variety of
2D surface systems. In particular, these include the (/3 x v/3) surface reconstructions
of dilute group-IV adlayers on top of Si(111) and Ge(111), as will be addressed later in
Ch. 7.
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2 Theoretical concepts

Finally, it shall be noted that one has to distinguish between the Mott-Hubbard
insulator and the Mott-Heisenberg insulator. In the latter an exchange-related spin
excitation gap occurs below the Néel-temperature Ty. Its size is typically much smaller
than the Hubbard gap (kg7 < U). Both phases may coexist, yet due to its small size,
the spin excitation gap is superimposed by the Hubbard gap.

From an experimental point of view, multiple examples of Mott insulators are known
in the literature today. These include a couple of transition metal oxides as, e.g., TiyOs3,
V503, Cry03, and their most prominent representative NiO [11, 60, 71]. Importantly,
also the 2D surface systems K/Si(111)-B-(v/3 x v/3) and 6 H-SiC(0001)-(v/3 x /3) are
experimentally verified Mott insulators at room temperature (RT) with Ug = 1.3eV
and Usz = 2.3€V, respectively [12, 13, 72]. Theoretically, 2D Mott-Hubbard insulators
have been treated by several different approaches. Among these, the LDA+U intro-
duces an extra intra-atomic interaction, that acts on the localized d and f electrons
as a local replacement of the local density approximation (LDA) [73]. Alternatively,
combinations of the ab initio LDA and dedicated many-body techniques, such as the
dynamical mean field theory (DMFT) and the dynamical cluster approximation (DCA),
have been utilized [74, H7]. The respective reliability of these methods in approximating
the correlated ground state physics will be discussed later in Sec. 7.2.4 for the model

system Sn/Si(111)-(v/3 x v/3).
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3 Experimental techniques

3.1 Low energy electron diffraction

Among the diverse diffraction techniques, low energy electron diffraction (LEED) has
developed to an instrument of choice for a quick analysis of lattice periodicities on
crystalline surfaces. Moreover, it provides information on surface disorder and on the
atomic arrangement in the unit cell (//V-LEED).

The LEED technique bases on the wave nature of electrons [75], where the momen-
tum p of a particle is related to its wavelength A by A = h/p, with h as Planck’s
constant. The general prerequisites for electron diffraction experiments in high quality
comprise an ultra high vacuum (UHV) host system, providing a sufficiently low pressure
(~ 107'%mbar), but also preparation techniques for clean and well-ordered surfaces.
Here, the requirement of an UHV environment is mainly due to two reasons. First, a
large mean free path of the probe electrons is necessary for an undisturbed experiment.
Second, a low adsorption rate for rest gas atoms and molecules is needed in order to
maintain clean surfaces, at least on the timescale of the measurement.

Usually, LEED is performed at energies from Ey, = 20€V to Ey, = 500eV (LEED
working range) [76]. According to L. de Broglie, this relates to a particle wave length
in the order of atomic distances (~ A). The wave length is further easily tunable by
adjusting the electron kinetic energy, a possibility missing in conventional x-ray diffrac-
tion experiments. However, the main difference between particle waves and x-ray waves
lies in their different way of interaction with matter. Electrons, as charged particles, are
strongly affected by the crystalline potentials at the surface, thus, penetration depths are
rather small. In particular, for very low energies (< 20eV) the interaction with phonons
and the generation of electron-hole pairs are the main contributions to inelastic electron
scattering [77]. Yet, plasmon excitations represent the most disruptive factor for escap-
ing electrons at the relevant energies in LEED. The corresponding cross section has a
maximum above the typical plasmon energies (20eV), and consequently, one observes a
minimum in the electron’s mean free path here. For energies larger than 200 eV, plasmon
excitations are less probable, which results in an enhanced escape depth again. Such
inelastically scattered electrons give rise to a disturbing continuous background in LEED
and also in photoelectron spectroscopy (PES) experiments. Interestingly, the mean free
path of electrons inside a solid is largely independent of the elemental composition of
the crystal. This relies on the fact that the valence electrons in solids are often well
described as a nearly-free electron gas. Then, the plasma frequency, which primarily
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Figure 3.1: Universal curve. Inelastic electron mean free path inside a crystal in dependence of
the kinetic energy; according to Ref. 78. The general trend of the graph is valid for all elemental
compositions of a crystal with only slight variations.

determines the electron’s mean free path, does rely on the electron density only. This
in turn is roughly equal for all materials. Therefore, the dependency of the mean free
path on the electron energy is known as universal curve [78], being depicted in Fig. 3.1.
It exhibits a minimum for electrons at Fy;, ~ 40eV with a penetration depth of about
4-5A. For the working range of LEED, one deals with a mean free path between ~ 5
and ~ 10 A, which relates to ~ 25 monolayers and reflects the surface sensitivity of
this method.

3.1.1 Theoretical description of low energy electron diffraction

With the increased utilization of LEED first theories were developed to explain exper-
imentally obtained LEED patterns. An elemental approach is given by the geometric
theory, simply relying on Laue’s conditions of diffraction at a crystal. Yet, intensity
modulations in the LEED pattern are not explained therein. These are included in the
kinematic theory, which is adopted from x-ray diffraction and relies on a plane wave
approach, however, with the neglection of multiple scattering events. The kinematic
theory is suitable for most cases. Nevertheless, a more differentiated analysis, e.g., for
the determination of atomic arrangements, requires a more comprehensive approach,
which is finally provided by the dynamic theory.

Geometric theory

The geometric theory of LEED is the simplest approach towards the interpretation of
LEED data. It relies on Laue’s condition of diffraction and is a reliable source for the
prediction of LEED spot positions. However, it neglects differences in spot intensities,
as well as inelastic and multiple scattering processes.

Here, elastic scattering at a 2D surface lattice with in-plane basis vectors a; and as
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Figure 3.2: Ewald sphere construction for the determination of diffraction peaks on a 2D lattice.
Laue’s conditions (Eq. 3.1) are fulfilled for all diffracted wave vectors k', pointing at intersection points
of sphere and reciprocal lattice rods.

is considered. The perpendicular vector az is infinitely large due to the constriction to
only one diffraction layer. The reciprocal lattice is then defined by the basis vectors aj
and aj parallel to the surface plane and the perpendicular vector aj;, which is infinitely
small. Thus, in vertical direction the reciprocal lattice consists of rods rather than
single points. Now let us consider a plane wave with momentum k; in normal incidence
which is elastically scattered at each single point of the lattice. The resulting waves with
momentum Kk’ interfere in dependence of their path difference following Laue’s condition.
In the 2D case these are

(ko — k') -a; =2mm and (ko —K')-ay = 27n, (3.1)

with m and n being integer numbers. The solution of Laue’s equations is easily obtained
with the Fwald sphere construction, which is shown in Fig. 3.2 as a 2D representation
along one in-plane axis k|| and the vertical axis k;. The wave vector kg is oriented
perpendicular to the surface, with its length defined by the kinetic energy of the electrons.
In drawing a sphere around the origin of kg, all possible diffracted waves are defined
by k’ pointing on locations at the skin of the sphere. According to Eq. 3.1, only those
at intersection points with the k-space rods lead to constructive interference and thus,
to intensity spots in the LEED pattern. For small energies only a few rods lie within
the sphere. With an increase in energy, the radius of the sphere becomes larger, and
Laue’s conditions are fulfilled for more diffracted beams, giving rise to higher order
spots observable in experiment. All intensity maxima gravitate towards the static direct
reflection (00) spot for increasing kinetic energies [79)].
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Kinematic theory

The kinematic theory of LEED relies on the assumption of a weak interaction between
electrons and matter, as it is also the case for x-rays. Therefore, only single scattering
events are taken into account, with full neglection of multiple scattering. In general, a
good approximation to experimental LEED patterns is given, including the position and
intensity of single spots.

The incident electron is described by a plane wave

U0 = . ehor (3.2)

with the electron momentum kg [79]. After a single scattering event one may observe,
at a fixed position R in space, the scattered wave

ik’ R
U = (xpo : eR ) - fi(ko, k) ek ~ko)R; (3.3)

originating from a point scatterer j located at R; in the crystal. Herein, k' is the
momentum of the scattered wave, and f; is the atomic scattering factor. The argument
of the exponential function on the right accounts for a phase shift between incident
and scattered wave. In an augmented view, scattering occurs at all points of a 2D
periodic lattice, and the total scattered wave is a superposition of the waves from all
single scatterers. Therefore, f; may be replaced by the structure factor F', which sums
over the atomic scattering factors within a unit cell. In addition, the phase shift in
Eq. 3.3 may be included in the lattice factor G, which is a quantity that depends on
the lattice periodicity and the momentum vectors ko and k’. In summary, the scattered
wave function

UVx F-G (3.4)
simply depends on these two factors. In LEED, where the intensity

[ < |V o |F|*- |G (3.5)

of the diffracted electron beam is detected, the phase information is lost [79]. Thus, the
wave function is not directly accessible in the experiment.

In this way, the kinematic theory is able to predict LEED spot positions and intensities
at an adequate level. Nevertheless, it fails at the important task of atomic structure
determination by the analysis of LEED spot intensities as a function of the kinetic
energy of the incident electrons (i.e., the interpretation of LEED I/V-curves).

Dynamic theory

The dynamic theory of LEED has been introduced in order to exclude the shortcomings
of the kinematic theory. In contrast to x-ray diffraction, electrons exhibit a largely
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3.1 Low energy electron diffraction

enhanced interaction with matter, thus leading to a high probability of inelastic and
multiple scattering. The inclusion of both effects allows determining the atomic structure
and not only the periodicity of a crystal. Here, one may not simply evaluate the Fourier
transform of the obtained reciprocal lattice, since the phase information is missing in the
intensity signal. Instead, the dependency of the spot intensities (1) on the kinetic energy
(V') of the incident electrons is recorded as an I/V-curve. Structural information is then
obtained by postulation of a suitable structural model and calculating theoretical LEED
I/V-curves, which are compared with the measured curves. The more accurately the
experimental findings are reproduced, the more probable is the validity of the underlying
structural model. Such calculations are repeated until a reliable agreement is achieved.
Dynamical LEED has successfully been used, e.g., in the determination of the structural
model of Au/Ge(111)-(v/3 x v/3) [80], which is in the focus of Sec. 6.1.1.

In general, the dynamic theory includes four basic parameters which have not been
accounted for in the kinematic theory [79]:

e The scattering potential of the individual atoms is considered as a local approxi-
mation in form of atomic core orbitals.

e The inner potential of the crystal is included to account for the reduced potential
energy of electrons inside a crystal.

e Inelastic scattering, which is primarily due to plasmonic excitations.

e The temperature dependence of the LEED spot intensities is considered by intro-
ducing a Debye-Waller factor, similarly as in x-ray diffraction.

For a detailed description of the dynamical theory, which is beyond the scope of this
section, the reader is referred to Refs. 76 and 79.

3.1.2 Low energy electron diffraction: Instrumentation

Today, most commercially available LEED optics share a common concept in design,
which is schematically shown in Fig. 3.3. It consists of an electron gun, a detection
system for the scattered electrons, and it also requires a goniometer holding the sample,
which allows changing the angle of incidence of the electron beam. The gun includes
the filament, typically made of LaBg, a Wehnelt cylinder for beam profile control, and
a lens system for beam focusing. By this means, thermally emitted electrons from the
filament are shaped to an intense and monochromatized (energy spread AE =~ 0.5¢eV)
electron beam of ~ 1mm in diameter [76]. The coherence width of electron waves
typically ranges from 20 to 50 nm [76]. Therefore, on an ideal sample an area of uniform
periodicity should exceed this order of size. Otherwise, a spot profile broadening will be
indicative of a lack of long-range order. Moreover, defect-disturbed or disordered regions
become visible as an increased background noise due to diffuse scattering. In order to
maintain the trajectories of electrons undisturbed, the charge carriers pass a field-free

21



3 Experimental techniques

Fluorescent
screen

il

Drift tube

. Sample
Filament

'
g
o
L
oy
vV
'
LAY
[
LY —
Y =
ARY
[y
AN
AR

Grid 1
‘A? Grid 2 (Suppressor)
g erids

DY
-~
~
~

~
\

Figure 3.3: Schematic design of a prevalent LEED optics. A sharp electron beam is generated in the
electron gun, consisting of filament, Wehnelt cylinder, and a lens system. Diffracted electrons from the
surface of a sample pass the field free space between sample and the grids and produce interference
maxima on a fluorescent screen at locations according to Laue’s conditions of diffraction. “Grid 2” acts
as repeller for inelastically scattered electrons to reduce the noise level.

space between gun and sample and towards “Grid 1”7 after diffraction. Most electrons
(95-98 %) are inelastically scattered [76] and hindered from reaching the screen by a
small negative voltage applied to “Grid 2”7, however, allowing the elastically diffracted
electrons to pass. Constructively interfering electron waves are vizualized on a fluorescent
screen, after being accelerated by a high voltage in the order of a few kV. In rear-
view LEED optics the fluorescent screen is transparent so that observation through a
viewport behind the electron gun is feasible. The LEED pattern can easily be recorded
by a digital- or video-camera. In combination with a suitable software for spot-profile
tracking //V-LEED curves can be recorded [79].

For most parts of the LEED data presented in this thesis a “SPECS ErLEED 150
- Reverse View LEED Optics” was used [81]. It provides primary electron spot sizes
smaller than 1 mm in diameter with optimized settings.

3.2 Scanning tunneling microscopy

With the invention of scanning tunneling microscopy (STM) by G. Binnig and H. Rohrer
in 1982 [82-84] surface science has been given a fascinating tool for the exploration of
structures at the atomic scale. The importance of this invention has been appreciated
with the promotion of the Nobel Prize in Physics in 1986. So far, real-space atomic
surface analysis was restricted to field emission techniques with some inherent limitations

22



3.2 Scanning tunneling microscopy

as, e.g., the need for vacuum conditions and tip shaped surfaces. These deficiencies are
overcome in STM. In addition, some further arguments make STM a tool of first choice
in surface analysis:

e Diffraction techniques as, e.g., LEED, are limited to measurements on extended
periodic structures and only give a view of the reciprocal space. Due to the rather
large electron beam diameter, sizable areas of a sample surface are mapped at
the same time. This demands a homogeneous surface quality and does not give a
probe of local properties as, e.g., defects and disordered adsorbates.

e Asin photoemission, STM is suitable of mapping the DOS of a specimen. However,
the information is locally confined so that a detailed map of the local density of
states (LDOS) is achieved.

e In contrast to most other surface analysis techniques, UHV conditions are not
mandatory. This means an important advantage, especially in the case of biological
specimens, which need to be analyzed under atmospheric pressure.

e Surface manipulation is another intriguing feature of STM. The microscope tip is
capable of manipulating the arrangement of single atoms on a surface. Thus, one
may consider STM as building block kit on the atomic level.

Before turning to the basics of tunneling theory and its application to the tunneling
process in STM, the fundamental concept of STM is shortly introduced here on the
basis of Fig. 3.4. An atomically sharp metallic tip is brought into close vicinity (<1nm)
of a flat conducting surface. By applying a bias voltage to the sample, a quantum
mechanical tunneling current through the potential barrier between sample and tip is
established, as will be discussed in detail later (see Sec. 3.2.1). The size of the tunneling
current exponentially depends on the distance between tip and surface. The signal is
then amplified and fed to a feedback loop (controls) to readjust the tip-surface distance.
The required precision is achieved by utilizing ceramic piezo drives, allowing for smallest
movements in the A regime along the vertical (z) and lateral directions (x,y). Therefore,
even a surface buckling in atomic dimensions is resolvable. The tip is scanned line-by-
line over the surface with the x-, and y-piezos. In this manner a landscape of the charge
distribution is obtained and presented as a false-color plot on a computer screen [85-87].

3.2.1 Theoretical discussion of the tunneling current

The experimental feasibility of STM relies on the quantum mechanical effect of tunnel-
ing. Imagine an electron of energy E approaching a 1D potential barrier of height ¢
(E < ¢). In classical physics the particle would be reflected at this boundary. Yet,
in quantum mechanics there exists a finite probability for tunneling to the other side
of the barrier. This fundamental property represents the basis of STM. The following
theoretical description of the tunneling process is primarily based on Ref. 85.
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3 Experimental techniques

Figure 3.4: Basic setup of an STM experiment. An atomically sharp tip is brought into close vicinity
(< 1nm) of a conducting sample surface. By applying a bias voltage to the sample, a tunneling current
evolves. The current signal is amplified and fed to a control loop, which in turn regulates the vertical
(z) piezo drive. In a line-by-line scan over the surface, the tip height (z) is plotted as function of lateral
(x,y) tip position. This results in a “topographic” image of the surface.

Early in advance of the breakthrough development by G. Binnig and H. Rohrer,
J. Bardeen has proposed a transfer Hamiltonian approach based on time-dependent
perturbation theory for describing the tunneling process [88]. Its main advantage is the
suitability for a wide range of tunneling scenarios. Among these, the case of tunneling
through a 3D barrier has been used by J. Tersoff and D. R. Hamann to calculate the
tunneling current in STM [84, 89]. Following the formalism of J. Bardeen, the tunneling
current is obtained as

I = Zes, {f(E)L—f (B +el)] ~ f (B, +eU)[L— f(E)]}

(3.6)
’ |M/w|2 0 (Ev - Eu)

with the Fermi function f (E) and the bias U applied to the sample [85]. M, denotes the
tunneling matrix element of the perturbation operator, which describes the transition
among the unperturbed electronic states of tip ¥, and surface ¥,. £, and £, are the
energies of the related states in case of equilibrium between the two electrodes, i.e.,
in absence of tunneling. The conservation of energy is considered by adding the delta-
function 0. From the equation above it becomes clear that tunneling will occur only from
unoccupied states of the surface into occupied states of the sample and vice-versa. The
exact size of the tunneling current essentially depends on the evaluation of the matrix
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element

h2

M

w =

=W,V (3.7)

This formalism represents the quantum mechanical current density integrated over the
surface element dS between the two tunneling electrodes. Within this equation one has
to make assumptions on the wave functions, which are generally not known. J. Tersoff
and D. R. Hamann first considered an ideal tip and then turned to modeling of a more
realistic tip.

Idealized tip

As a first assumption the evaluation is restricted to low bias (meV regime) and LTs.
This simplifies Eq. 3.6 to

27Te

UZ] w|’0(E, — Ep)d (E, — Er) (3.8)

with the Fermi energy Er!. Before turning to a more realistic situation, the tip is
modeled as a locally spherical point probe centered at rq without any spatial extension.
For arbitrarily localized wave functions Eq. 3.8 reduces to

oy |0, (xg)|* 6(E, — Er). (3.9)

One can easily identify the quantity on the right side as the LDOS of the sample at the
Fermi energy, “seen” at the position of the tip center ry. This means that the tunneling
current, mapped in a line-by-line scan, reflects the sample LDOS in a 2D image of the
surface.

Real tip

So far, the considerations above give a useful interpretation of the tunneling current.
However, in a more realistic scenario the calculation of the tunneling matrix element
requires a reasonable assumption on the wave functions. Therefore, J. Tersoff and
D. R. Hamann introduced a spherical tip of radius R with an s type atomic orbital
(see Fig. 3.5). In this way one derives

I U -n; (Ep)-exp(26R) - |9, (ro)]* 6§ (B, — Er) (3.10)

as relation for the tunneling current [85]. k = (2m.¢)/h, with ¢ as the barrier height,
denotes the inverse decay length of the wave function in direction normal to the surface.

!The expression Fermi energy Er will be used throughout this thesis instead of the more general
chemical potential p. In a strict sense, this convention is only valid for zero temperature with the
system in equilibrium.
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Figure 3.5: Tunneling geometry according to J. Tersoff and D. R. Hamann [84]. The center of a locally
spherical tip with radius R is positioned at ry. The length s represents the distance between the sample
surface (shaded area) and the tip.

n¢(Er) is the DOS of the tip at the Fermi energy, and rq denotes the location of the tip
center. As in the case of an ideal tip, the sum relates again to the LDOS in the surface
(“seen” at the center of the tip ry)

ns (Bp,to) = 3|0, (r0)[*6 (B, — Ep). (3.11)

This leads to a first important finding. Taking the simplifications above as valid as-
sumptions, the tunneling current in STM is a direct measure of the LDOS of the sample
surface, which is independent of the exact character of the wave function. In addition,
one has to take into account that s type wave functions, as assumed for our spherical
tip, decay exponentially with distance from their origin. Therefore, one finds

W, (r0)]* o< exp [<2k (s + R)] , (3.12)

which in consequence means that the tunneling current depends exponentially on the
distance s between tip and sample surface:

I x exp (—2ks) . (3.13)

In other words, a small change in distance, e.g., As = 1A, leads to a shift in the
tunneling current with an order of magnitude. This also means that the atom with the
minimal distance to the surface will be automatically selected as main contributor to
the overall tunneling current, which is the same as an atomically sharp tip. Eventually,
the derivation of the tunneling current in Eq. 3.13 gives a conclusive explanation for the
high vertical resolution in STM.

26



3.2 Scanning tunneling microscopy

Finite bias approximation

The approximations above basically reproduce the main characteristics of the tunneling
current in STM. However, in a real experimental situation the scenario of low bias is
often no longer valid. Thus, one has to extend this constricted view to the case of finite
bias. This becomes plausible, when imagining samples without conducting states at the
Fermi level. A tunneling current will only be realized for voltages that are high enough
to shift the energy levels so that occupied (unoccupied) states of the sample overlap with
unoccupied (occupied) states of the tip. Neglecting the influence of bias on the wave
functions and energy eigenvalues in both sample and tip, one may generalize Eq. 3.6 to

eU
I / ne (el + E) - n, (B, o) dE, (3.14)
0

which now covers the whole energy range. The LDOS of the sample is then further
approximated by using Egs. 3.11 and 3.12 at the center of the tip ry:

1/2
ns (E,rg) < ng (E) - exp {—2 (s+ R) [Qme <¢t ¢ + v E)} } . (3.15)

h? 2 2

The matrix element is included in the modified inverse decay length x in the sample
LDOS. It now depends on the energy E and applied bias, and it is composed of a mean
potential of tip (¢;) and sample (¢5). The tunneling current is finally obtained as

I /:U ni (2eU F E) - ny (E) - T (E, eU) dE (3.16)

with the transmission coeflicient
Qme th + (bs GU 1/2
T(E,eU) =exp{q—2(s+ R) +—-F : (3.17)

Here, it is obvious that states at the Fermi level will contribute mostly to the tunneling
current, since these “see” the lowest barrier height (cf. Fig. 3.6).

The findings for finite bias reveal that the tunneling current does not show ohmic
behavior as in the low bias regime (compare to Eq. 3.10). It rather unveils the spec-
troscopic character of STM. To illustrate this, Fig. 3.6 displays the three cases of
(a) zero, (b) positive, and (c) negative sample bias for a 1D potential barrier at zero
temperature. Without bias, tunneling is prohibited, since there are no overlapping oc-
cupied /unoccupied states on both sides of the barrier. When a positive sample bias
is applied (b), electrons from the tip may tunnel through the barrier into unoccupied
states of the sample. According to Eq. 3.17, this mainly happens for sample states at
Er; (tunneling probability is indicated by arrow lengths). If electrons from the tip at
Ep; tunnel into a high sample LDOS, the current I will be enhanced. Yet, according
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Figure 3.6: Energy level diagram for tunneling at finite sample bias and at zero temperature. (a) Zero
sample bias. Tip and sample in equilibrium (Er; = Ep) are separated by the potential barrier of
width s. ¢, and ¢ are the work functions, and Ey,et and Ey,c s are the corresponding vacuum energies
of tip and sample, respectively. (b) Positive sample bias (eU ): Tunneling from occupied tip states into
unoccupied sample states (LDOS). (c) Negative sample bias (—eU ): Tunneling from occupied sample
states into unoccupied tip states. The arrow lengths correspond to the tunneling probability of the
relevant states.

to Eq. 3.14 the tunneling current is basically a convolution of the DOS from tip and
sample. This becomes even more relevant for negative sample bias (c), where the sit-
uation is reversed, and one probes occupied states of the sample. Here, the tunneling
current is much larger affected by the DOS of the tip. A convenient solution to reduce
this influence is to use tips with rather uniform DOS, i.e., with negligible dependence
on the bias voltage. Typical tip materials, such as W and Ptlr, are dominated by more
than 85 % of d-like orbitals at Er [85]. The much faster decay of d-like wave functions
with distance from their origin leads to a notably reduced transmission probability then.
Thus, these states should not contribute significantly to the tunneling current, contrary
to the s-states of the surface, as assumed above. Therefore, at least for probing unoc-
cupied states of the sample, the contribution from the tip DOS is negligible, and the
size of the tunneling current approximately reflects the the magnitude of the sample
LDOS for a given bias. This has to be considered, when inspecting and comparing the
lateral charge distribution in STM images captured at different bias voltages. Notable
differences depending on the bias may occur, as will be shown later in Secs. 5.2.1, 6.1.3,
and 7.2.1.

3.2.2 Experimental aspects and instrumentation in scanning
tunneling microscopy

Since the early stages of STM much progress in optimizing the stability and precision of
the instrument has been made. This includes advanced scanner designs, noise-reduced
electronics, improved vibration damping systems, good thermal isolation, and flexible
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Figure 3.7: Image of the Omicron VT-SPM without UHV housing, taken from Ref. 90, Copyright
(2011) by Omicron NanoTechnology GmbH. The microscope stage is suspended by four springs enclosed
in steel cylinders and receives further damping by an eddy current brake. The tip on top of a tube piezo
is located in the center of the microscope stage, facing a sample carrier turned upside down. Sample
cooling is achieved through a liquid helium flow cryostat, which connects by a copper braid to the
sample carrier.

software solutions. Commercial STM designs include multi-purpose microscopes, but
also specialized versions, e.g., for LT applications.

The measurements in this thesis have been carried out with a variable temperature
scanning probe microscope (VT-SPM), manufactured by Omicron Nano Technology [90].
The microscope is part of an UHV system, operating at a base pressure of 1x 10~ mbar.
Besides STM capabilities, it features atomic force microscopy, which has not been used
here. Adjustable temperatures range from 45K to 1500 K with a vertical resolution
better than 0.1 A at the same time [90]. The design of the VT-SPM is shown in Fig. 3.7.
It contains effective vibration isolation by both spring suspension and eddy current
damping. Sample temperatures may be controlled by a combination of direct current
heating and a liquid helium flow cryostat. Atomic resolution in both lateral (x,y) and
vertical (z) direction is provided by a tube piezo scanner. In order to avoid thermal
drift due to distinct temperatures of piezo and specimen, the scanner is fitted with a
radiation shielding. Effective noise reduction of the measurement signal is provided by
an integrated preamplifier.

The sample is mounted onto a sample carrier, as shown in Fig. 3.8, which is mostly
made of molybdenum. Electrical contacts are provided by tantalum sheets. These also
keep the sample fixed directly below a ceramics plate on top. This design is quite suitable
for high-temperature sample preparation, since the contact region between sample carrier
and sample is small, and the thermal conductivity of Mo is only A = 143 W/mK at
T = 273K [91]. Compared to the good thermal conductor copper (A = 403.5 W/mK
at T' = 275K [91]), this is a rather low value. Thus, heating is mainly reduced to the
sample itself with marginal warming of the surroundings. Concomitantly, Mo sustains
rather high temperatures with its melting point at 7" = 2885 K [92]. This is essential for
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Figure 3.8: Sample carrier design. (a) Technical drawing from side view, showing the main components
and illustrating voltage potentials in direct current heating; derived from Ref. 94. (b) Photograph of
the sample carrier with semiconductor sample mounted.

the preparation of semiconductors as, e.g., Si. On the other hand, in experiments at L'T
this leads to an increase in time for cooling down, and the lowest achievable temperature
is slightly above T' = 60 K [93], which is higher than the specified minimum value [90].
The sample carrier is positioned with face down orientation into the microscope stage,
while the tunneling tip is approached from below.

In the following, focus is put on the basic modes of operation. A presentation of more
sophisticated applications of STM may be found in Refs. 85 and 86.

Modes of operation

In STM the most prominent modes of operation are topographic and spectroscopic imag-
ing. Topographic imaging may either be done with a constant current during the scan or
with the tip at a constant height. However, topographic images always include spectro-
scopic information at the same time and may only be regarded as an approximation to
the real topography of a surface. In contrast, it is possible to focus on spectroscopy only.
This can be performed either locally on interesting spots or as a kind of spectroscopic
grid in a wider scan range. The following paragraphs are dedicated to the different
details and capabilities, but also drawbacks of these modes.

Constant current mode
In constant current imaging the tip is brought into close vicinity (<1nm) of a sample
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Figure 3.9: (a) Constant current imaging. An atomically sharp tip is scanned over a sample surface
with the tunneling current I held constant. The tip follows the sample’s height profile with unchanged
distance s. The necessary height adjustment is realized by a piezo drive, with the z-piezo voltage
proportional to the dilatation Az. Therefore, the sample corrugation is represented by a z(x,y) profile
(bottom). (b) Constant height imaging. The same setup as in (a), but with the tip held at constant
height z. The distance between tip and sample s is no more fixed. The resulting change in I during a
line scan is plotted as an I(x,y) profile (bottom), which reflects the change in sample corrugation.

surface, and a bias voltage is applied to the sample, see Fig. 3.9(a). This mode requires
a constant tunneling current throughout the scan. This also implies that the distance
s between tip and sample is kept fixed (neglecting any electronic contribution to the
tunneling current here). The tip is then scanned along a lateral direction (x,y). Any
change in surface height while scanning would result in a change of the tunneling current,
according to Eq. 3.13. Therefore, the current signal is fed into a feedback loop, which
adjusts the voltage U,, applied to the vertical piezo drive, to keep the current at its
setpoint value. This voltage naturally corresponds to a linear shift in piezo dilatation,
and is therefore a direct measure of the surface corrugation [86]. The z-piezo voltage
may thus be plotted as a height profile in dependence of the lateral position, i.e.,

z(2,y) o< BU(z,y), (3.18)

as shown in the bottom of Fig. 3.9(a). The calibration constant /5 depends on the
experimental setup and needs to be obtained on a reference specimen.

The major drawback of this mode is the rather long duration for image capturing due
to the finite frequency of the feedback loop for level adjustments. On the other hand,
the danger of damaging or even destroying a tip by crashing into the surface, especially
on samples with larger height contrast, is rather small. Eventually, one has to keep in
mind that constant current imaging always includes electronic information and may not
be seen as a topographic view on the sample alone.
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Nevertheless, constant current imaging is the ideal mode to map the local atomic
arrangement at the metal coated semiconductor surfaces studied in this thesis. All
measurement shown hereafter were performed in constant current mode at RT. Bright
contrast in the STM figures corresponds to elevations in the constant current scan. Image
processing afterwards includes subtraction of a linear background, drift correction, and
elimination of horizontal scars. Deviations from these general settings and procedures
are stated for the corresponding images.

Since constant height imaging has not been used in the STM experiments presented
in this thesis, the following lines do only briefly outline the fundamental concept. The
experimental setup is basically the same as in the constant current mode. Here, the
z-piezo is decoupled from the feedback loop. Therefore, no height adjustment to the
tip occurs (z = const), which is scanned along the in-plane directions x and y, see
Fig. 3.9(b). The varying signal of the tunneling current is plotted in dependence of the
tip position /(z,y) and reflects the surface corrugation.

Spectroscopic imaging

The mechanism of scanning tunneling spectroscopy (STS) bases on probing the LDOS in
dependence of the applied bias, as has already been introduced in Sec. 3.2.1. In general,
an I(U) curve is obtained at a fixed lateral position on the surface. The sample LDOS
is then approximately described by the first derivative of the tunneling current [95]

drl eU
ik eng(eU)T (eU, elU) + 6/0 ns(E)

d(e0) T(E,eU)|dE. (3.19)
Basically, Eq. 3.19 reflects the LDOS in the sample ng(eU), however, with a superim-
posed background due to the transmission probability, which depends on the bias voltage
U and the distance s, according to Eq. 3.17. While the first dependency represents a
monotonic background, the second leads to difficulties in interpreting LDOS features at
different sample locations, with topographic and spectroscopic information being mixed.
For a better resolution of pure spectroscopic features in the d//dU curve, one usually
needs to compensate for the dependence on the conductance I/U by normalizing the
differential conductance as (df/dU)/(I/U). Tunneling spectroscopy has only once been
used to compare spectral features from ARPES and many-body LDA+DCA calculations
in Sec. 7.2.3, hence, further details on the method shall be omitted here.

3.3 Photoelectron spectroscopy

Photoelectron spectroscopy (PES) has developed to a standard technique in materials
science today [77, 96, 97]. Its most convincing capability is the precise determination
of the stoichiometric elemental composition in solid samples, which is therefore also
known as electron spectroscopy for chemical analysis (ESCA) [98]. The basic principle
of photoemission relies on the famous interpretation of the photo effect by A. Einstein
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Figure 3.10: (a) Principle of PES. Photons with energy hv excite electrons in a sample, which
pass through a retarding lens system and a spherical deflection analyzer, before being analyzed on a
MCP with regard to their energy and angular distribution. (b) Close-up to the sample surface. The
photoemission intensity I is a function of electron kinetic energy FEyi,, momentum p, and spin o .

in 1905 [99]. He explained earlier observations of photoemitted electrons from a solid
by H. Hertz [100], in assuming the light to consist of photons as quanta of light with
discrete energies hv (h as Planck’s constant and v as the photon frequency). According
to this description, photons with sufficiently high energy excite electrons with respective
binding energy Ep in a solid. These photoelectrons can then be detected with a kinetic
energy

Ekin = hv — EB — (bA (320)

outside the solid (¢4 ~ 4 — 6 eV as material-specific work function). In describing light
as a current of particles with discrete energy, it was proved that the kinetic energy of
the emitted photoelectrons simply depends on the wavelength of the incident photons
and not on the intensity of the light source.

This fundamental principle is illustrated in Fig. 3.10. Monochromatized radiation hv
impinges on a sample and excites electrons within, which then pass a spherical deflecting
analyzer to be subsequently detected at a multi channel plate (MCP) with regard to their
angular (0, ¢) and kinetic energy distribution. The resulting signal of a photoemission
experiment is thus the intensity I depending on Ey;, and momentum p, which is related
to the angular distribution. It is further possible to detect the spin polarization o with
an appropriate experimental setup, as described in Sec. 3.3.2.

Electrons in a solid may either occupy discrete core level states with high binding
energy or valance states close to the Fermi energy Er, see Fig. 3.11. In order to excite
an electron from a given binding energy into the vacuum, an incident photon energy high
enough to overcome the binding strength EFz+ ¢4 is required, according to Eq. 3.20. The
photoexcited electrons are then detected outside the solid with respect to their kinetic
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Figure 3.11: General scheme of the electron energy distribution N(Ep) in the photoemission process
after [77]. Electrons inside a solid with binding energy Ep are excited by a photon of energy hv into
free electron states in the vacuum. The binding energy is referred to the Fermi level Er, whereas the
kinetic energy refers to the vacuum energy FEy,.. The potential Vy and the energy Ey relate to the
position of the valence band minimum. Er and E,,. are separated by a material-specific work function

da.

energies. All states are dressed with a certain energy broadening due to the finite lifetime
of the excited state and the limited experimental resolution. The resulting electron
distribution N (FEy,) may be regarded as a replica of the DOS within the solid [77].

Three-step model of photoemission

In contrast to the rather straightforward introduction to the photoemission process given
above, there exist a couple of factors which complicate the interpretation of PES data.
Therefore, the description of photoemission is often reduced to the non-interacting case
with neglect of many-body effects. In addition, the sudden approximation assumes the
process to be instant with no time for the system to relax. For a further facilitation, the
generally approved three-step model has been introduced, which divides the photoemis-
sion process into three independent stages [101, 102]:

e Absorption of a photon with energy hv by an electron in the initial bulk state and
excitation of the photoelectron into the final state.

e Travel of the photoelectron to the surface of the sample.
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e Escape of the photoelectron into the vacuum after passing the surface barrier
potential.

Although, from an exact theoretical viewpoint, a separation into three discrete steps
may seem unphysical, the three-step model reproduces the photoemission process quite
accurately.

In addition to the energy-dependent electronic structure in Fig. 3.11, ARPES provides
momentum-resolved spectra, derived from the angular distribution of the photoelectrons.
Here, the valence and surface band dispersion of a solid in k-space is obtained. The
electron wave vector in vacuum K is related to its momentum by K = p/h, and its
modulus is fully determined from the kinetic energy by K = \/2m¢Fyy,/h. Thus, its
three components

K, ) sin 6 cos ¢
K=| K, | = %\/2meEkin sin # sin ¢ (3.21)
K, cos

are obtained from the angular electron distribution under consideration of energy and
momentum conservation laws [97]. Here, it should be noted that the photon momentum
in ARPES is usually small compared to the size of the Brillouin zone (BZ). Therefore,
only direct transitions with k; — ky = 0 in the reduced BZ, or k; — ky = G in the
extended BZ scheme, do occur. k; and k¢ are the wave vectors of initial and final states,
respectively. G is a reciprocal lattice vector.

As the interest is to obtain the electronic band structure E(k) inside the solid, one
needs to determine the corresponding momentum k from the in-vacuum momentum K.
In the three-step model of PES the transition of the electron from Bloch states inside
the sample to free electrons states in the vacuum is achieved by wave matching on either
side of the solid-vacuum interface. Due to translational invariance in the surface plane
and the small photon momentum, the in-plane momentum is usually conserved at the
solid-vacuum transition and one achieves

1 sin 6 cos
kH:(kkaZZKm=:hV2W%Ehn( ¢). (3.22)

sin @ sin ¢

This is visualized in Fig. 3.12, where it also becomes evident that the vertical electron
momentum is not conserved at the transition from solid to vacuum (k; # K ) due to
the potential change. For the determination of the perpendicular electron momentum
in the solid k; it is necessary to model the final Bloch states as exactly as possible [97].
These may be taken from band structure calculations, if available. Otherwise, one could
approximate the final state band dispersion as nearly free electron states with dispersion

:m@wk@

By(k) = —-— |, (3.23)
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Figure 3.12: Momentum relations for an electron passing the potential barrier at the solid-vacuum
interface. The component perpendicular to the interface is not conserved in contrast to the parallel
part of the momentum vector.

Here, Ej is the minimum of the valence band, as given in Fig. 3.11. In combination with
E; = Fyin + ¢4 and Eq. 3.22 one finally obtains the perpendicular electron momentum

1
k, = ?L\/Qme (Exn c0s2 0 + Vp). (3.24)

Therein, Vy = |Ey| + ¢4 denotes the inner potential, which corresponds to the bottom of
the valence band with binding energy Ejy (see Fig. 3.11). Unfortunately, V{ is unknown
and has to be either approximated theoretically or to be obtained experimentally. The
latter requires a tunable photon source as, e.g., synchrotron radiation (refer to Sec. 3.3.2
for details) to scan the periodicities in the E(k, ) dispersion. However, in some cases
it might be sufficient to work with a value of Vj = 10eV, which is often a rather good
estimate for the inner potential [103, 104]. In studying 2D systems like surfaces, the
dispersion along k| becomes negligible, and the electronic band structure is completely
determined by the Fi,(kj) dependency.

Surface sensitivity and energy regimes

It is important to note that PES is a very surface sensitive technique. This is due to the
small escape depth of electrons inside a solid, which strongly interact with other electrons
and phonons on their way towards the surface. While the latter is mostly relevant for
low kinetic energies, the scattering with other electrons has the strongest impact on
the mean free path in typical PES energy regimes. As has already been discussed in
Sec. 3.1, the escape depth does only slightly depend of the respective kinetic electron
energies, and the chemical composition of the sample is negligible. This behavior is well
described by the universal curve for the electron mean free path, given in Fig. 3.1 of
Sec. 3.1. It should also be noted that UHV conditions are mandatory for high quality
PES experiments. On the one hand, this minimizes the probability of electrons colliding
with rest gas atoms or molecules on their way to the detector. And on the other hand,
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owing to the reduced probing depth, rest gas adsorbants on the surface would otherwise
complicate or even hinder probing the desired surface electronic structures.

Photoemission experiments are generally intersected into different regimes depending
on the photon energy [77]. In the low energy range (< 100¢eV) ultraviolet photoelectron
spectroscopy (UPS) is suitable to obtain the valence band structure in solids. This
technique is often used in combination with a hemispherical deflection analyzer (HDA)
allowing for ARPES. Due to the small photon momentum one typically deals with direct
transitions, which allows to obtain “k-resolved” spectra. On the other hand, in x-ray
photoelectron spectroscopy (XPS) photon energies above 1000 eV are utilized to probe
both valence states and core levels of a solid. Yet, the resolution is about one order of
magnitude reduced compared to UPS in valence band spectroscopy. Furthermore, the
photon momentum is comparable to the BZ size, and thus, indirect transitions lead to
“k-averaged” spectra. Depending on the spectroscopic information to be captured, there
exist multiple variants of PES nowadays. In this thesis we will focus on ARPES and its
variant SARPES in Sec. 3.3.2.

3.3.1 Theory of angle-resolved photoelectron spectroscopy

The most common approach in the interpretation of photoemission data is the three-step
model, introduced in the preceding section. Therein, the overall photoemission intensity
is given by the product of all single steps. The first step (1) contains the properties of the
initial electronic structure. Step (2) deals with the scattering probability of the electron
on its way to the surface, defined by an effective mean free path. Inelastic scattering
contributes as secondary electron background to the overall intensity. Eventually, in
step (3) the transmission probability is included, which is mainly determined by the
material-specific work function. The following theoretical discussion is primarily based

on Refs. 77, 97, and 105.

The non-correlated case

A realistic description of photoemission from a solid should treat the whole process as
a complex many-body problem. A system consisting of N electrons is brought into an
excited state with N — 1 remaining electrons after absorption of the photon, thereby
generating a core hole. This core hole then interacts with the remaining N — 1 electrons
and mainly affects the less well screened sea of valence electrons. That is the reason,
why initial and final states can strongly deviate from each other, resulting in a complex
intensity distribution (see discussion on p. 43 ff.). This includes satellites and/or asym-
metries in the line shape of a state. Furthermore, it will be necessary to specify different
transition probabilities between initial and final electron states.

As a starting point, it is feasible to describe the transition probability wy; between
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an initial state ¥; and a final state ¥ in the N-particle system by Fermi’s Golden Rule

wp; = 2;; (WY | Hi | \Ifﬁv>j25 (EY — BN —hv), (3.25)

with the d-function accounting for energy conservation [97]. EN = EN~!' — El and
E}V = E}V ~1 + E,,, are initial and final state energies, respectively. The interaction
with the electromagnetic field, associated with the photon, is introduced by the small

perturbation
e e
w=5—(A-ptp-A)x
’ 2mec( PP ) MeC

A - p, (3.26)

with A = A(r,t) being the vector potential of the electromagnetic field. Here, a few ap-
proximations are made. Two photon processes are excluded, and translational invariance
in the solid is assumed. Furthermore, the dipole approximation VA = 0 was employed.
This is plausible, since the photon wavelength (e.g., A = 103 A for hv = 10 eV) is much
larger than atomic distances [77]. Thus, A may be taken as constant, because PES is
restricted to a small region at the crystal surface.

Based on stage (1) in the three-step model, it is convenient to factorize the wave
functions in Eq. 3.25 into an electron part and a contribution of the remaining (N —1)-
electron system. This is applicable, since we do this within the sudden approximation,
which assumes the photoemission process to occur instantaneously without any relax-
ation of the electron system left behind [97]. Following this approach, the final state
wave function is factorized to

vy = Aok (3.27)

with the wave function <I>1J§ of the electron and the final state wave function of the

(N — 1)-electron system \Ifjcv ~1. The antisymmetric operator A ensures the compliance
of the Pauli principle. At this stage, it is possible to choose an excited state wave function
UN=1 with energy EN~! for the final state. Then the total transition probability has to
sum over all excited states m. In a similar way, the initial state is given by

TN = AUV = Adke, OV (3.28)

in second quantization with the annihilation operator ¢y, which describes the removal
of an electron from the initial N-particle system. With these ingredients the matrix
element term in Fermi’s Golden Rule (Eq. 3.25) is rewritten as

<‘I’§fv | Hint | ‘Iffv> = <q)l; | Hing | ¢§<> <‘I’7]7Vfl | ‘I’szl>- (3.29)

Therein, <(I>1]§ | Hiy | <I>f> = M}, denotes the one-electron dipole matrix element, and
the second term is the overlap integral. Based on the derivation so far, it is possible
to give an expression for the intensity in the photoemission experiment, including all
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possible transitions between initial and final states, as well as all excited states m in the
remaining (N — 1)-particle system:

I(K, Byn) = Y wy; o S |MF,
fii fri

S femil?6 (Bun + BN —EN — W) (330)

Here, |cp.il” = ’<\I!£,V;1 | o _1>‘2 is the probability for an electron released from state i
to leave the remaining system in the excited state m. From Eq. 3.30 it becomes evident
that the total intensity only consists of single delta shaped peaks at the “Koopman’s”
binding energy (Hartree-Fock orbital energy) EX = —ey, if the excited state myq is
equal to the initial state (U)'~' = WN-1). In this case of absent correlation all |l
with m # mq will be zero. Nevertheless, for enhanced electron-electron correlations,
there exist multiple |Cm,i|2 # 0, and thus, a corresponding number of satellite lines,
accompanying the main peak, will appear in the total intensity spectrum.

The correlated case — Fermi liquid theory

Electronic correlations in photoemission are best described within the Green’s function
formalism [97]. Therein, the time-ordered one-electron Green’s function G(t — t') may
be interpreted as the probability that an electron added to a state with Bloch vector k
at a time ¢ = 0 is still found in this state at the later time |t — #/|. The utilization of a
Fourier transform then results in G(k,w) = G*(k,w) + G~ (k,w). Therein,

(ot o)
GH(k,w) = Zw — EN*1 4 EN 4+ ip

m

(3.31)

is the one electron addition (G7) and removal (G~) Green’s function at zero temperature.
¢ (c) is the creation (annihilation) operator, which adds or removes an electron from
the initial N-particle system. 7 is a positive infinitesimal, and the convention A = 1 is
set in the following. After some additional transformations, one obtains the one-particle
spectral function A(k,w) = A'(k,w) + A~ (k,w), which is derived from the retarded
Green’s function G(k,w) = G*(k,w) + [G™(k,w)]" as

Ak, w) = —(1/7) Im G(k,w). (3.32)
Therein,

A (e,w) = [0 w5 (w - XY 4 EY) (3.33)

describe the one-electron addition (A™) and removal (A~) spectra, respectively. These
may experimentally be obtained in inverse photoelectron spectroscopy (IPES) and PES.

In a photoemission experiment the spectral function is not directly accessible. But
there exists a straightforward relation to the photoemission intensity

I(k,w) = Ik, v,A)f(w)A(k,w) (3.34)
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2
with Iy being proportional to the squared one-electron transition matrix element ‘M}‘Z

Y

and therefore also depending on the vector field A. The Fermi distribution f(w) =

(e“’/ keT 4 1) - takes into account that occupied states are probed only. The dependency
of the intensity on the matrix elements has a significant impact on a photoemission
experiment. It may lead to strongly reduced intensities or even full suppression of
specific features in the spectra at different photon energies (see also p. 43 ff.). Similarly,
the polarization of the incident radiation influences the experimental spectra. On the one
hand, this may be problematic if only a single photon energy is available, as it is the case
for inert gas discharge lamps, being used in a typical laboratory environment. Here, one
might miss important spectral information. On the other hand, with a tunable photon
source (synchrotron radiation) one may selectively attenuate features in the electronic
band structure. This gives some kind of orbital preference at hand. And eventually,
selection rules can be exploited by utilizing different polarizations.

The description of photoemission within the Green’s function formalism so far does
not include correlation effects. These are easily taken into account by introducing the
electron proper self-energy

Sk, w) = ¥'(k,w) + i (k,w). (3.35)

The real part of the self-energy leads to a mass renormalization in the spectral function,
whereas the imaginary part adds a lifetime broadening for an electron with energy e
and momentum k. In this way, the Green’s function is given by

1
w—e — 2(k,w)

Gk,w) = (3.36)
The spectral function, which is directly linked to the measurable intensity in an ARPES
experiment (Eq. 3.34), is consequently expressed by

1 ¥'(k,w)

1
Ak,w) = - ImG(k,w) = - oo ko) 1 k) (3.37)

Therefore, and due to the applicability of Kramers-Kronig relations, it is possible to
determine the self-energy from high quality ARPES experiments. This sort of evaluation
allows then to discuss electron-electron correlation effects, which enter into the electronic
band structure. In the following, the two cases of an electron system with interactions
switched either “on” or “oft” shall be discussed.

Let us first consider the uncorrelated case with zero electron self-energy, i.e., X (k,w) =
0. Here, the wave function is a single slater determinant with a distinct eigenstate upon
electron addition or removal. Therefore, the one-electron Green’s function G(k,w) =
1/(w— e £in) has a single pole at the energy €. This in turn gives a delta-peak
shaped spectral function A(k,w) = d(w — €x) at zero temperature, which is displayed
in Fig. 3.13(a). Thus, for each k there is only one single peak at the band energy ey,
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Figure 3.13: (a) Spectral function for zero electronic correlations. A single line with energy ey displays
the band dispersion. Due to the absence of correlations, EDC curves exhibit sharp delta-peaks at the
band energy €. (b) The corresponding momentum distribution n(k) is characterized by a sharp drop
at the Fermi vector kg. (c) Spectral function for the interacting case, deviating from the initial band
dispersion €y (straight line with green bars at former EDC maxima). Both the one-electron removal
(A~ ) and addition (AT ) parts of the spectral function show a pronounced lifetime line shape broadening,
a mass and energy renormalization (deviation from ey dispersion), and a clear QP peak in close vicinity
to kp. Spectral weight is transferred to momenta above (below) kg in A~ (A1) at zero temperature,
which shows up as reduced discontinuity (Z < 1) in the momentum distribution at kg in (d). Figures
are according to [105].

and the dispersion is given by the solid line crossing the Fermi level at kg. Here, only
states k < kg are occupied according to the Fermi-Dirac distribution f(w,T). The
corresponding momentum distribution function n(k) in Fig. 3.13(b) shows an instant
cut-off from 1 to 0 at kg, accordingly.

Now, the electron-electron correlations shall be switched on adiabatically to maintain
the system in equilibrium. This is described within the Ferms: liquid theory, which
assumes a sea of interacting particles, whose properties are transformed to a system of
non-interacting particles. This concept was initially proposed by L. Landau and can
be understood as follows [56, 97]. Any electron added to the system has a certain
probability of being scattered out of its initial Bloch state with the system remaining
in an excited state. In this case an electron-hole pair is created, which shows up as a
side band to the main peak in photoemission, and the momentum distribution exhibits
a discontinuity Zx < 1 at kg, as is shown in Fig. 3.13(c) and (d). Consequently, there
is spectral weight below the Fermi energy for k > kg even at zero temperature. The
initial electron may now be regarded as a single particle, dressed by all its surrounding
excitations, the so-called quasi-particle (QP). For a small size of the self-energy, the
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spectral function can then be intersected into a coherent pole part (main line) and an
incoherent part without poles (excitation spectrum):

Fk/’/T
(w—e€)" + e

A(ka (,U) = Ach + Ainch = Zx Ainch- (338)
In this way, the self-energy is contained within the ARPES spectra. The corresponding
Green’s function, which includes all many-body effects, as electron-electron and electron-
phonon interactions, is then:

Zx

Gk,w) =G + Gineh = —————= + Ginen- 3.39
(k,w) b+ Ginch w—el*(+sz+ h (3.39)

In this formalism, the QP weight, also known as pole strength or coherence factor, Zy =
(1 — 9%/ /dw) ™" defines the degree of correlation with e = Zy(ex+ ') and Ty = Z, |X"],
and the self-energy considered at w = €. Thus, this leads to a renormalization of the
electron mass (m, — m?), the band energy (e, — €.), and the line width I'y, which is
related to the finite lifetime 7, = 1/T'x. The modified dispersion with its inherent peak-
sharpening in approaching kg [Fig. 3.13(c)] clearly deviates from the non-interacting
case (green bars along the solid € line). In summary, the main hallmarks of a Fermi
liquid are [77]:

(i) A renormalization of energy from e in the non-interacting case to €}, as well as
the renormalized band mass (m. — m}). The renormalization is expressed in the
real-part of the self-energy ¥’ o« w. That implies a smaller renormalized energy
(€ < ex) and an enhanced electron mass (m} > m.).

(ii) A finite QP lifetime broadening due to electron-electron interactions, given by the

imaginary part of the self-energy 3" oc w?.

(iii) An incoherent background, originating from the excitation of electron-hole pairs.

(iv) Spectral weight outside the F'S at zero temperature, which is related to a reduction
of the Fermi step from Zy, =1 to Zy < 1.

As A(k,w) also describes the probability of adding/removing an electron to/from a
many-body system, there exist a few sum rules, which are given below [97]:

/OO dwAa (k,w) + /OO dwAipen(k,w) = /OO dwA(k,w) =1 (3.40)

with - -
/ dwAa(k, w) = Z, / dwApen (k,w) = 1 — Ze. (3.41)

In ARPES, the electron addition spectra are not accessible, and thus, it may be more
appropriate to give the following sum rule in the end

/O:O dwf(w)A(k,w) = n(k). (3.42)
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It connects the momentum distribution with the one-particle removal spectral function.

A common example of a Fermi liquid system is the 2D metal 17—TiTey [106], which
shows the behavior described above. Eventually, it should be noted that for the limiting
case of Zi = 0 one leaves the Fermi liquid regime and derives at a 1D Luttinger liquid,
where there is no more sharp Fermi step, but a power law behavior in the photoemission
spectrum.

Final state effects

Whenever PES data are evaluated, one has to keep in mind that these reflect the final
(electron) states, which can significantly deviate from the original initial (hole) states
due to modifications in the photoexcitation and photoemission process. The following
discussion is based on the description presented in Ref. 77.

The most relevant final state effect concerns the observable binding energy Ep of a
certain state in a photoemission experiment. It may notably differ from the total energy
of the initial state EY of the N-electron system. Therefore, Eq. 3.20 must more precisely
be written as

Exin =hv — (EY 7' = EY) — ¢4, (3.43)
where E}V ~1is the total energy of the final state in the excited system. Accordingly, the
binding energy is just the difference between the total energies, i.e., Egp = E}V -1 EN.
The problem arising here is that the total energies cannot be calculated exactly. There-
fore, the most common approach is the “Koopmans’s approximation”, which simply
assumes that the binding energy corresponds to the energy —e; of the orbital k, from
which the photoelectron has been excited. However, this still neglects the influence of
the ionized orbital on other orbitals, i.e., the relaxation of the many-electron system
is not taken into account so far. In a more accurate way, one thus needs to include
both the intra-atomic orbital relaxation and the extra-atomic flow of electrons towards
the ionized orbital. In a many-body picture the relaxation energy can approximately be
identified with the self-energy (Eq. 3.35) [77], which is contained in the spectral function.

Line widths in PES spectra are affected from broadening mechanisms in both initial
and final states. Therefore, the experimentally observed line width

. (Tn/lonr]) + (Te/[veL]) (3.44)
exp — .
‘(1/vhl) [1 — (mevh” sin? 9/hk‘|>} — (1/vey) [1 — (meve” sin? G/hk”)”
includes both the width of the initial hole state I'y, and the final electron state I'. [77].
Therein, m, is the free-electron mass, vj1, ey, Uy||, Ve are the group velocities (Vga =
h1OE,/0k,) of hole (x = h) and electron (z = ¢) states normal (v =1) and parallel
(cv =J|) to the surface, and 6 is the angle defined by the surface normal and the direction
of detection. In the common experimental situation of normal emission, i.e., 8 = 0,

Eq. 3.44 is reduced to

I _ Fh+re|vhj_/vej_|
P 1 - |UhL/UeL| .

(3.45)
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By further assuming a weak dispersion of the initial state compared to the final state,
one finally ends up with the even more simplified form

Fexp :Fh+Fe ’UhJ_/'UeJ_’. (346)

In 2DESs, as studied in this thesis, the perpendicular group velocity of the hole state
(vp1 ) becomes zero, since a band dispersion in the surface states along the surface normal
is absent. In consequence, the experimentally observed line width in a 2D system equals
the one of the hole state, i.e., I'ex, = I'y. Therefore, in PES of surfaces line widths can
primarily be related to the initial states.

Furthermore, the dipole matrix element (Eq. 3.29), which couples initial and final
states, can induce additional modifications to the spectra [51]. This mainly concerns

e the effectiveness of light absorption in the dipole transition, which is influenced by
the polarization and energy of the electromagnetic radiation,

e the availability of a final state at a certain momentum, required for the direct
transition in the ultraviolet (UV) radiation regime, and

e intensity modulations due to diffraction of excited electrons in the crystal. These
depend on the respective electron wavelength and crystal orientation.

Hence, an enhancement or a damping in the photoemission signal is oftentimes related
to matrix element effects, and needs to be disentangled from other possible physical
mechanisms. Such modifications again accentuate the importance of final state effects
in the evaluation of PES data.

Final states in spin-resolved photoemission
Besides degenerate electron bands, also the spin in a spin-polarized initial state can
be altered in the photoemission process under certain circumstances. The following
discussion is based on the argumentation, presented in Refs. 51 and 107.

A spin-polarized initial state may arise from the exchange interaction or the SOI, as
introduced in Sec. 2.1. Changes to the initial state spin polarization in a solid system
can in principle be induced by:

e Chiral sample effects: Modifications of the spin polarization relating to the
sample crystal symmetries have been reported both theoretically and experimen-
tally for Pt(111) [51]. Here, the photoemitted electrons become spin-polarized
along the direction normal to a mirror plane. Likewise, it has been suggested
that the Au(111) surface should exhibit similar characteristics in normal emission.
Possibly, spin polarization at chiral samples reflects a general trend in the (111)
oriented fcc crystal surfaces and needs to be disentangled from the initial state
spin polarization.
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e Final state interference: The occurrence of this effect in solids would require the
simultaneous occupation of two final states with different orbital angular momen-
tum, following the dipole selection rule Al = +1. Resonant interference of these
final states in photoemission then gives rise to highly spin-polarized electrons, even
if linearly polarized or unpolarized radiation is used. However, such an excitation
is not possible, if the initial states stem from s type orbitals, as it is often the case
in experimental surface systems with notable SOI. Otherwise, a certain degree of
hybridization or contributions from other orbitals would be required in the initial
states.

e Matrix element effects: These do only become relevant, when circularly polar-
ized radiation is used. Here, the size and degree of polarization in the initial state
may be changed significantly. Yet, when using linearly polarized or unpolarized
light, the spin polarization induced in the final states does not exceed 10-20 % of
the initial state value. Therefore, the SARPES experiments shown in this thesis
took use of (horizontal) linearly polarized radiation in the UV regime only. More-
over, also changes in the direction of light polarization and the photon energy are
not expected to modify the initial state spin polarization notably.

3.3.2 Experimental aspects and instrumentation in
photoelectron spectroscopy

Light sources

Photoemission experiments may be intersected into different categories with regard to
their respective excitation energies, e.g., XPS and UPS. This requires suitable light
sources for the desired experiment. In general, there exist laboratory light sources,
like inert gas discharge lamps and x-ray tubes on the one hand, and large synchrotron
radiation facilities on the other hand. While the first only provide distinct excitation
energies, synchrotron radiation enables researchers to utilize tunable photon energies
and allows to choose the polarization. Recently, UV laser sources have been introduced
in low energy ARPES experiments [108].

Since all photoemission experiments shown in this thesis are synchrotron-based, the
following paragraph will introduce the basic concept behind and some experimental
aspects.

Synchrotron radiation

The largest flexibility and variability in photoemission experiments is provided by syn-
chrotron radiation facilities. Modern third generation storage rings are dedicated light
sources, which means that their main purpose is to produce radiation, rather than being
a source for high kinetic energy particles. The photoemission experiments discussed
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Table 3.1: Typical parameters of third generation synchrotron radiation facilities, given for the two
storage rings SLS and ALS. The brilliance is photon energy dependent and refers to the undulators
“UE212/424” (SLS; hv = 20¢eV [110]) and “U50” (ALS; hv = 100 €V [111]), which were used for the
experiments in this thesis. All other data are taken from [109].

Facility, Storage-ring Current Circum- Brilliance (photons/s
Country energy (GeV) (mA) ference (m)  /mrad?/mm?/0.1%BW)
SLS, 2.4 400 288 3 x 1017
Switzerland
AL

5 1.9 400 198 7 x 108
USA

later in this thesis have been conducted at the Swiss Light Source (SLS) and the Ad-
vanced Light Source (ALS). A couple of reasons exist to favor synchrotron radiation
over laboratory sources. Among these, the photon energy dependent

photons/s

4
(mrad)?(mm? source area)(0.1 % bandwidth) (347)

Brilliance =

of an insertion device (see discussion below) describes the amount of photons available
per second, source area, and angular spread in relation to the bandwidth [109]. Tt is
a measure of the quality of light delivered by the storage ring. A high value leads
to enhanced count rates in ARPES experiments, and thus yields short measurement
intervals, which are important in spectroscopy of sensitive surfaces, degenerating with
time. Modern facilities reach high brilliance values, as listed in Tab. 3.1.

The basic layout of all synchrotron radiation sources is shown in Fig. 3.14(a) [109].
Each synchrotron needs a source for charged particles, which are electrons in most
cases. These are generated in the electron gun by thermionic emission, before being
accelerated to ~ 100 MeV in the linear accelerator (LINAC). The adjacent booster
ring is an additional pre-accelerator, which enhances the electron energies to the GeV-
range (close to the speed of light), before injection into the main storage ring occurs.
Therefore, the motion of the electrons has to be treated relativistically. The main
consequence is that radiation, due to the electron’s circular motion, is emitted in a small
cone tangentially to their path in forward direction.

Modern storage rings are operated in the top-up mode, which means that injection
happens quasi continuously, and the ring current is maintained at its setpoint value.
The storage ring is equipped with bending magnets to keep the electrons on their quasi-
circular path, quadrupole magnets for beam focusing, and sextupole magnets for cor-
rections due to chromatic aberration. Radiation from the bending magnets has a wide
emission cone and a large energetic spread. In contrast, insertion devices represent an
even more flexible alternative to extract radiation from the beam of electrons. After its
generation the radiation is shaped, filtered, weakened, and controlled with a front-end

46



3.3 Photoelectron spectroscopy

<> beamline/experiment
_, bending magnet

insertion device RF cavity

electron gun

(b)

Figure 3.14: (a) General layout of a synchrotron storage ring. Charged particles (usually electrons)
are generated in the electron gun, before gaining kinetic energy in the LINAC. The following booster
ring enhances the electron’s kinetic energy to the final value, which corresponds to almost the speed
of light. After injection into the main storage ring energy losses are balanced in RF cavities. The ring
itself consists of bending magnets at the corners, connecting straight sections with insertion devices
along these. Radiation for experiments is produced at both the bending magnets, with a wide cone of
light and a large spread in energy, and in the insertion devices. (b) The latter consist of linear arrays of
magnets with alternating field orientation (period Aip ), which force the electrons to follow an undulated
path of flight. At the positions of highest deflection a maximum of radiation is generated, with small
cones of light adding up to the total intensity produced by the insertion device. The amplitude of the
undulating electron path is highly exaggerated for better visualization.

aperture, before striking onto a monochromator, which selects a certain wavelength to
be used in the adjacent experiment. The radiative loss in kinetic energy is restored in
radio frequency (RF) driven cavities, installed along the ring.

Insertion devices consist of a linear array of magnets with alternating magnetic field
(period Aip), as it is shown in Fig. 3.14(b). The electrons traveling along its lateral direc-
tion are bent with alternating directions onto an undulating path of motion. Radiation
is emitted throughout their passage, being highest at the positions of largest deflection,
as indicated by the radiative cones. Insertion devices are intersected into two different
subgroups, i.e., wigglers and undulators [109]. Wigglers consist of fewer but stronger
magnets than undulators. The undulation amplitudes in a wiggler are larger, and the
single radiation cones do not overlap. Yet, in an undulator, the narrower cones overlap,
and in contrast to the broad energy spectrum of a wiggler, constructive interference leads
to a distinct spectrum with one main resonance line and a couple of higher harmonics.
For a monochromatic beam these higher harmonics are efficiently suppressed, and the
full width at half maximum (FWHM) of the main line is additionally sharpened by a
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monochromator.

The flexibility of an undulator bases on the possibility to adjust the magnetic field,
which allows the experimenter to tune the photon energy of choice. The polarization of
light is linear for both wiggler and undulator, as shown in Fig. 3.14(b). By shifting the
upper or lower row of magnets by 1/4 \ip, the electrons follow a helical path, and the
radiation becomes circular [109]. In combination with a plane grating monochromator,
a sharp spot of radiation with narrow bandwidth and high photon flux is available.
These are excellent conditions for a variety of photoemission experiments, which are not
possible in a standard laboratory environment.

These outstanding capabilities have been utilized for photoemission studies in this
thesis. Experiments on Au/Ge(111)-(v/3 x v/3) have been performed at the Surface and
Interface Spectroscopy (SIS) undulator beamline at the SLS, using the High Resolution
Photoemission Spectroscopy (HRPES) and the COmplete PHotoEmission Ezperiment
(COPHEE) for band mapping (total energy resolution of the setup AE, = 20meV) and
spin-resolved photoemission, respectively [110]. The beamline covers a photon energy
range from 10 to 800eV and allows use of linearly (horizontal/vertical) and circularly
polarized light, with a spot size of 50 x 100 um? on the sample (at hv = 200¢V). The
respective experiments are subject of Ch. 6.

Measurements on Sn/Si(111)-(v/3 x v/3) were conducted at beamline 7.0.1 at the ALS,
making use of the electronic structure factory (ESF) endstation [112]. The available
photon energies range from 78 — 1200 eV with linear polarization only and with a spot
size of 50 x 50 pm? on the sample.

Experimental setup of angle-resolved photoelectron spectroscopy
The theoretical concepts of ARPES have already been discussed in section 3.3.1. Here,

some experimental aspects will be illuminated further.

Electron spectrometer
Spectrometers of the HDA type have a common layout, that includes three main sections:

e A lens system, which focuses and retards the electrons.

e The deflector, consisting of two concentric hemispheres at different radii, with the
electrons traveling in a radial electric field between them.

e A detector, which amplifies the incoming electrons with position sensitivity and
converts them into an electric signal.

The functional principle of such a spectrometer shall now be discussed briefly on the
basis of Fig. 3.15. Electrons with kinetic energy Fii,, excited by an incident beam of
light, enter the retarding lens system (red) under an angular acceptance angle 2a. The
lens system consists of a gridless array of electrostatic lenses within a linear tube, serving
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Figure 3.15: Cut through a HDA. (Red) Photoexcited electrons within the angular acceptance 2a
enter the lens system, where they are retarded to the pass energy F, and focused on the entrance slit.
(Green) Electrons between the two HDA spheres are separated with respect to their kinetic energy onto
elliptical trajectories by a radial electric field. Only those electrons at E, +1/2 AFE travel on the mean
radius (Rout + Rin)/2 and traverse the exit slit. (Blue) MCP for angle- and energy-resolved detection
of photoelectrons.

two main functions: i) retarding the electrons to the pass energy E,, and ii) imaging the
electrons from the sample onto the entrance slit. Depending of the desired experiment,
the lens system can be operated at a fized retarding ratio (FRR), or with a fized analyzer
transmission (FAT) [113]. In FRR the pass energy of the electrons at the entrance slit
is defined by

E, = Exin/R, (3.48)

with R being the retarding ratio. In FAT however, the pass energy is given by
E, = —qkAU (3.49)

and is thus only defined by the voltage AU = U,y — Uiy, applied to the hemispheres (k
is a calibration constant). In this thesis it was only made use of the FAT mode, which
is most suitable for ARPES.

The retarded electrons (mean kinetic energy E,) at the entrance slit of width S; enter
the space between the inner and outer hemispheres (green) with potential difference AU.
The resulting radial electric field in between forces them to travel on elliptical trajectories
to the exit slit (width S2). Only those electrons with kinetic energy Fy, = E, £1/2AFE
(AE ~ 1/5 E,) follow orbits that allow them to exit the analyzer. Electrons with higher
(lower) energy hit the outer (inner) hemisphere before reaching the exit slit. In this way,
only the small energy window AFE is detected at the same time. For imaging on a larger
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energy scale the retarding voltage is swept in a window of desired range, thus recording
intensity from higher or lower kinetic energies additionally. The detector unit (blue)
usually consists of a MCP for simultaneous 2D electron amplification and a fluorescence
screen, with a charge-coupled device (CCD) behind for detection and conversion into an
electrical signal. The whole configuration is effectively shielded by a p-metal housing
against disturbing external fields, yielding values far below the earth’s magnetic field.

Depending on the experimental purpose, one out of three different modes of operation
can be chosen [113]. These are: i) the spatially resolved mode, where the image plane
of the sample is directly projected onto the entrance slit; ii) the transmission optimized
mode, where electrons from a small spot on the sample are projected with high angular
acceptance onto the entrance slit. This is most suitable for XPS studies; iii) the angular
resolved modes image electrons within a small angular range (down to 0.05°), which is
needed for 2D detection in ARPES (band mapping).

The energy resolution of the analyzer is an important quantity especially in angular re-
solved band mapping, where small spectroscopic features are scrutinized. The resolution

of the HDA o )
1 2 Q
AE.;, = E, - B T ) + 1 (3.50)
may be tuned by adjusting slit widths, the pass energy, and the angular acceptance.
However, any improvement in energy resolution always involves a decreased photoemis-
sion signal. Thus, in order to maintain a reasonable signal-to-noise ratio, the analyzer
settings should be limited to suitable values, depending on both the material system
under observation and the brightness of the photon source. Furthermore, setting the
analyzer to a high resolution is only useful, if other broadening mechanisms are smaller.
In general, the total resolution in a PES experiment is given by a convolution of the ana-
lyzer resolution AE,, (see Tab. 3.2), the lifetime broadening of the respective electronic
state AElifetime, and the line width of the excitation source AE poton [113]. Assuming
Gaussian profile shapes, the total FWHM is obtained as

1/2
AEtot = (AEgn + AEIQifetime + AE}%hoton> . (351)

In particular, this becomes relevant for the determination of the Fermi level Er in
photoemission spectra, which is done in this thesis by fitting the function

+ e E—E
fur(B,T) = 1 + eo( E — Ep) + = ,ff,; r) (3.52)

ekBTer + 1

to a metallic band edge in an energy distribution curve (EDC). Here, the Fermi distri-
bution is multiplied by a linearly increasing density of states (fit parameters c3 and ¢;),
while a linear background is also accounted for (¢; and ¢3). The full broadening of the
Fermi edge 4kpTeq (kp is the Boltzmann factor) which one observes in the experiment,
is basically a convolution of three independent contributions, i.e., i) the true broadening
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Table 3.2: Analyzer energy resolution AE,, in dependence of the pass energy E, for different entrance
slits. All parameters relate to the VG Scienta R4000 HDA, installed at beamline 7.0.1 at the ALS [114].

slit no. 1 2 3 4 5 6 7 8 9
shape curved  straight  curved  straight  curved — straight curved  straight  straight
width (mm) 0.1 0.2 0.2 0.3 0.3 0.5 0.5 1.5 4.0
length (mm) 25 30 25 20 25 30 25 30 30
E, (eV) AE,, (meV)
2 0.5 1 1 1.5 1.5 2.5 2.5 7.5 20
5 1.25 2.5 2.5 3.75 3.75 6.25 6.25 18.75 50
10 2.5 5 5 7.5 7.5 12.5 12.5 37.5 100
20 5 10 10 15 15 25 25 75 200
50 12.5 25 25 37.5 37.5 62.5 62.5 187.5 500
100 25 50 50 75 75 125 125 375 1000
200 50 80 80 150 150 250 250 750 2000

4kpT at Ef for the temperature T, given by the Fermi distribution, ii) the line width
of the light source AE hoton, and iii) the analyzer resolution AE,,. 4kpTes covers a
region from ~ 10 to ~ 90 % of the intensity around Ep. The lifetime broadening of the
respective state shall be neglected here. For simplicity this convolution is replaced by
the pseudo Fermi function foz(FE,T) with the effective temperature Tog in Eq. 3.52. This
approach simplifies the deconvolution of the three components in the energy broadening
to
AkpTus = [(4hpT)? + AE% + AR 0] (3.53)
Since all terms in brackets are known in the experiment, one can derive an estimate
of 4kgT.¢ in case of a metallic edge at the given temperature 7. If the result ranges
significantly lower than the 4kgT.g obtained from fitting with Eq. 3.52, metallicity is only
marginal or even absent, and in turn, the respective state is insulating. As an example,
typical estimates for measurements at 7' = 10K and 7' = 300K are 4kpT.g ~ 28 meV
and 4kpTer ~ 107 meV, respectively (AE,, = 15meV, AE ,oton = 23 meV; cf. Tab. 3.2).
An additional benefit of an HDA is that the determination of a sample’s work function
is obsolete, since analyzer and sample are in electrical contact, and the Fermi energies
are at the same level. The kinetic energy measured by the spectrometer i, and its
work function ¢,, are connected to the corresponding values in the electron’s frame by

hoton

FEyin + ¢4 = By, + Gan. (3.54)

According to Eq. 3.20, with calibrated, and thus known ¢,,, the PES signal can be
evaluated without knowledge of ¢ 4.

Endstations at the synchrotron
The ARPES measurements in this thesis were performed using a VG Scienta R4000
HDA, installed at both the HRPES (SLS) and the ESF (ALS) endstations. It has a
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Figure 3.16: 3D visualization of the electronic band structure of Au/Ge(111)-(v/3 x \/3), obtained
by FS mapping in the second SBZ at T = 130K (hv = 35¢eV). Dark contrast corresponds to high
photoemission intensity. The FS map (on top) and the two band maps along the cutting edges have
been normalized to maximum intensity and symmetrized, with respect to the C3, symmetry of the
system. Red lines indicate the zone boundaries. Details on the band structure may be found in
Sec. 6.2.1.

mean radius of 200 mm and an angular acceptance 2o = 38°, with an angular resolved
range of £15°. The angular resolution is 0.1° at very small beam spot sizes (~ 0.1 mm),
and an energy resolution of AFE,, = 1.8meV, or even lower than 1 meV under optimal
experimental conditions, is achievable [114]. Different entrance slits with either curved
or straight shape are positioned on a rotary array. Due to geometrical considerations,
curved slits lead to an undistorted energy scale but a trapezoidal distortion on the
angular axis. For straight slits the opposite is true. The achievable analyzer resolution
AFE,, in dependence of the pass energy is given in Tab. 3.2 for each slit.

Each of the two endstations is further equipped with a 6-axis goniometer, which may
be cooled down to ~ 10K, utilizing a liquid helium flow cryostat. It further provides
full flexibility in sample positioning in front of the analyzer for FS mapping. In this
way, single 2D band maps at selectable positions in k-space can be recorded in a slice-
by-slice procedure. For this, the goniometer’s polar angle is turned in small steps to
capture an array of band maps. These are then stacked to a 3D cuboid, that contains
the complete electronic valence band structure in the predefined energy and in-plane
momentum range. An example is provided in Fig. 3.16, showing the electronic band
structure of Au/Ge(111)-(v/3x+/3) in the 2nd surface Brillouin zone (SBZ) at T = 130 K.
This ARPES cuboid contains multiple band maps along two orthogonal scan directions
in reciprocal space. Depending on the respective settings, 3D FS mapping can cover
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even larger momentum areas than comprised by a whole SBZ. A part of the cuboid has
been cut off in order to visualize the band dispersion in energy direction. Details on the

band structure of Au/Ge(111)-(v/3 x v/3) may be found in Sec. 6.2.1.

Spin-resolved photoelectron spectroscopy

In PES there are three main observables to be detected. Two of them are already covered
in an ARPES experiment, i.e., the kinetic (or binding) energy of an electron and the
respective momentum. The electron spin as third quantity is not obtained so far and is
subject of investigation in spin-resolved ARPES (SARPES) experiments. This technique
has been used to determine the spin texture in Au/Ge(111)-(v/3 x v/3) in Sec. 6.3.

The spin polarization is defined as the vector of expectation values of the electron spin
operator S for a certain state or ensemble of states:

2
P = ﬁ(<S€E>7<Sy>?<Sz>) = (mepy?Pz)u (355)
with P < 1 [115, 116]. For a beam of photoelectrons with total intensity I = I + I¥
the three spatial components

I~ I3

L+ 13
of the polarization vector P are related to the spin-sensitive intensities I and I¥ along
the respective coordinate axis (a« = z,y, z), with parallel (1) or antiparallel (]) spin
orientation.

In an ideal spin polarimeter a beam of spin-polarized electrons with defined disper-
sion Fyi,(k) enters a spin separator, which divides the total intensity I into the two
partial intensities I and I}, depending on their respective spin orientation. Thus, a
Stern-Gerlach type experiment with a particle beam passing a magnetic field, with a
gradient transversal to the direction of motion, would be favorable. However, this kind
of experiment does not work for charged and low-mass particles, such as electrons [115].
Today, most experiments designed for the spin-sensitive separation of electrons are based
on relativistic scattering at a thin foil target of a heavy element, as originally described
by N. F. Mott in 1929 [117]. The mechanism behind can be understood as follows [118].
Imagine an electron traveling at a relativistic speed v in the electric field

(3.56)

o

E=—"r (3.57)

of a target atom with atomic number Z. The position vector r denotes the electron’s
distance from the center of the atomic core here. The electric field then transforms to
the magnetic field B = ¢72(v x E) in the rest frame of the electron (see also Sec. 2.1).
By utilizing the electron’s orbital angular momentum L = m.(r x v), one derives
Ze Ze
B=—(vxr)=———L (3.58)

c2r3 mecr3
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detector L

detector R

Figure 3.17: Schematic visualization of a Mott backscattering experiment. A beam of relativistic
electrons with intensity I and polarization perpendicular to the scattering plane (x,z) impinges on a
thin gold foil. Due to the SOI in the Au atomic core potentials, the backscattering direction is spin-
sensitive, which becomes visible in form of an asymmetric number of counts in the respective detectors.

The electron’s spin magnetic moment pus = —(2up/h)S = —ppo then interacts with
the magnetic field, which thus leads to a SOI-induced contribution

Zepp

VSO = —Ms B=- L-o (359)

2m.c2r3
to the scattering potential. Note that a factor 1/2 is added to account for the Thomas
precession here [118]. As a consequence of the SOI in Eq. 3.59, the angle-dependent
scattering cross section is affected by the spin polarization of the incident electrons.
Those with a spin component perpendicular to the scattering plane (z,z) possess a
larger probability to be scattered to the left or right, respectively, depending on the sign
of the vertical spin orientation (1, up or |, down). Accordingly, a left-right asymmetry

L R
L= Ny — Ny (3.60)
NI+ NE

in the backscattered signal is observed for a beam of spin-polarized electrons. Here, N
(NE) is the count number in the left (right) detector. This basic concept of a Mott
backscattering experiment is shown schematically in Fig. 3.17 [118].

The typical target of choice is gold, since it offers a good compromise between material
inertness and high atomic number (Za, = 79) [119]. Energy sensitive silicon diodes,
which are positioned to the left and right of the target within the scattering plane,
serve as detectors. In case of an electron beam which is 100 % spin-polarized, one
obtains the maximum scattering asymmetry A, max = S, with the Sherman function S
defining the analyzing power of the scattering experiment [118, 120, 121]. Accordingly,
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the polarization is connected to the asymmetry by

AO{
P, = 5 (3.61)
Unfortunately, the polarimeter efficiency in a Mott scattering experiment, defined by
the figure of merit

N
=N,
with N the number of detected electrons and Ny the number of incoming electrons, is
rather bad (e ~ 107*...1073). This disadvantage is partly overcome by utilization of
synchrotron radiation with its high photon flux.

For a complete determination of the spin asymmetry transverse to the incoming elec-
tron beam, two additional detectors (detector B and detector F) are added to the setup.
These must be rotated by 90° around the beam axis with respect to detectors L and
R. However, such a setup is still not suited to determine the z-component of the spin.
This disadvantage is overcome in the COmplete PHotoEmission Ezperiment (COPHEE)
apparatus, which provides ARPES in conjunction with a 3D spin polarimeter. All three
spin components are obtained by two separate Mott stages, positioned at an angle of
90° to each other, with a total number of eight detectors, see Fig. 3.18(a). Electrons
with a given spin orientation are first projected onto the entrance slit of an Omicron
EA125 HDA for energy separation. Hereafter, the beam of electrons is deflected alternat-
ingly into both Mott detectors at a chopper frequency of 2 Hz, with the spin orientation
unaffected by the deflecting fields [119]. Both Mott detectors operate at high voltage
(~ 40kV), thus providing the required relativistic speed [49]. The special geometry of
the Mott detectors (each rotated by 45° with respect to the electron beam) guarantees
a full 3D spin detection:

s?, (3.62)

€

e Polarimeter I: Detection of the spin y (detectors I,L and I,R) and z component
(detectors I,B and I,F).

e Polarimeter II: Detection of the spin z (detectors ILL and IILR) and (again) z
component (detectors II,B and II,F).

In this way, a complete 3D data set, containing i) the total measured intensity I(Ey,, k)
and ii) the spin polarizations P, (Exin, k), Py(Ekin, k), and P,(Eyin, k), is collected either
as a momentum distribution curve (MDC) (line of constant energy FE,) or as an en-
ergy distribution curve (EDC) (line of constant momentum k). Based on these data,
one can calculate the spin-resolved intensities related with a spin-polarized band. A
comprehensive description of COPHEE data evaluation is given in Sec. A.2.

The experiment itself can be performed at various temperatures, since the 5-axis
goniometer allows for liquid nitrogen and helium cooling, as well as direct current heating
[see Fig. 3.18(b)]. Further installed equipment includes UV and x-ray sources, an Ar™ ion
sputter gun, electron beam evaporators, and a LEED optics for sample characterization

95



3 Experimental techniques

(a) VUV Ra/niiation (b)

Hemispherical 8 =4
Analyzer — Electron c
Y | Lens % CP E
Sample Manipulator
Sample

Preparation

LEED Chamber

p-Metal Chamber

Deflector — ﬂ:_m:._l 7 ﬁ
rotated m/oM{oN i

Analysis
Chamber

EAI2S
e

\

=
Polarimeter Wl | {
System 1 %ﬁ
ft ]

Polarimeter |
Py,P,

[ N\
Mottt
(Detector!
N 4

Figure 3.18: (a) Principle of 3D spin detection at the COPHEE endstation. Spin-polarized photoelec-
trons from the sample are guided through a lens system to a HDA, where only those with the desired
kinetic energy pass. These electrons are further guided and deflected at a frequency of 2 Hz alternatingly
into one of the two polarimeter stages, oriented at an angle of 90° to each other. Polarimeter I scans the
y and z spin asymmetry, and polarimeter I the x and z spin asymmetry. (b) Drawing of the COPHEE
endstation. Sample preparation under UHV conditions is performed in the preparation chamber by
utilization of a 5-axis goniometer, with the surface quality controlled by a LEED optics. The adjacent
analysis chamber is separated by a gate valve. Both drawings are taken from [122], Copyright (2002)
by the University of Zurich.

prior to the SARPES experiment. The HDA may further be used in a spin-integrated
mode with the Mott detectors switched off, while three channeltrons are used for electron
detection. The Sherman function of the COPHEE apparatus, which is relevant for
the detection efficiency (see Eq. 3.62), was determined as S = 0.068 from an earlier
calibration. The resolution in energy is 120 meV for spin-sensitive and 100 meV for spin-
integrated measurements at £, = 5¢eV [122]. The angular resolution has not been tested,
but is assumed to be lower than 1° [122].
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4 Semiconductor substrates

4.1 Surface reconstructions of Si(111) and Ge(111)

The realization of triangular lattices at crystalline surfaces strongly depends on a suitable
substrate, that presets the necessary 120 ° rotational symmetry along the surface normal.
Such a situation is given at the (111) surfaces of elements located in group IV of the
periodic table. In particular, the elemental semiconductors silicon and germanium be-
long to this group, and moreover provide advantageous electronic properties, since both
have indirect RT band gaps of Eg,, = 1.107eV and Eg,, = 0.67€V in size, respectively.
Si and Ge possess the diamond cubic crystal structure, which basically consists of two
fec lattices, being shifted by (1/4,1/4,1/4) g with respect to the lattice constant g, see
Fig. 4.1(a). This common crystal structure does also result in a variety of other similar
physical properties, which are summarized in Tab. 4.1. In particular, the lattice con-
stants differ only slightly between both materials, with that of Ge surmounting the Si one
by about 4 %. The respective surface lattice constant a = |a;| = |ag| = 3/4sin(70.5°)g
is then easily obtained from its bulk pendent g by consideration of the tetrahedral coor-
dination of each atom. It marks an important parameter necessary for the description
of surface reconstructions.

The (111) surface is obtained by cleaving the crystal along the plane perpendicular
to the [111] direction, which ends up with two possible surface terminations. The first
option is an intact surface bilayer, which is the natural cleavage plane, whereas the
second option is a missing top layer (MTL) situation, where the upper sublattice “A” of
the bilayer is missing. These two possibilities exhibit strongly deviating energetics, as
the number of unpaired orbitals differs by a factor of three between the bilayer and the
MTL cut. The following discussion sets the focus on the intact bilayer configuration,
which is depicted in Fig. 4.1(b). It represents a bipartite lattice, consisting of a deeper
hexagonal lattice “B” and a higher one “A”. One further denotes three different locations
on the surface, i.e., Ty, Ty, and Hs, which will become relevant as adsorption sites for
the different kinds of adatoms in the following chapters.

So far we have only discussed ideally truncated crystals, neglecting the energetics at
the surface. In fact, the cleavage disrupts the bonds between the Si (Ge) atoms and
leaves half-filled sp® hybridized orbitals [dangling bonds (DBs)] behind. This leads to

1 H;: hollow site, with the next atom below located in the fourth substrate layer; T;: atop site, with
the next atom below located in the bilayer (first/second substrate layer). The index i corresponds to
the symmetry related to the lattice site.
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™ atom from sublattice A

® atom from sublattice B

Figure 4.1: (a) Schematic visualization of the cleavage plane perpendicular to the [111] direction in
the diamond cubic lattice (lattice constant g). (b) The topmost bilayer of the unreconstructed (111)
surface, built up by atoms from the two hexagonal sublattices “A” and “B”. The colored circles represent
the different lattice sites relevant for adsorption processes. The surface basis vectors a; and as define
the size of the (1 x 1) surface unit cell (area outlined in red).

an unstable situation, and the system tends to lower the surface energy by minimizing
the number of DBs per unit cell. In turn, this includes a lattice distortion at the
surface with slight propagation into the bulk due to the bending of the bonds. This
second process consumes a certain amount of energy. Thus, the interplay between band
structure energy by the saturation of DBs on the one hand, and the elastic energy
necessary to distort the lattice on the other hand, determines the energetic stability at
the surface. For Si(111) the idealized (1 x 1) reconstruction after the cleave is unstable,
and a (1 x 2) reconstruction is observed instead [125]. This phase has a surface energy

Table 4.1: Selection of fundamental physical properties of the bulk semiconductors Si and Ge, the
noble metals Ag, Pt, and Au, and the metal Sn under normal conditions. Among these, g denotes the
bulk lattice constant, and a is the corresponding (111) surface lattice constant. Cf. Refs. 123 and 124.

Element Atomic Covalent g (&) a (A)  Density  Melting Electron Bulk band
weight radius (A) (g/cm®)  point (°C)  configuration gap (eV)

Si 28.0855 1.11 54309  3.840 2.330 1414 [Ne] 3s2 3p? 1.107

Ge 72.64 1.22 5.6575  4.000 5.323 938.3 [Ar] 3d"° 452 4p? 0.67

Ag 107.8682  1.53 4.0853  2.889 10.490 961.78 [Kr] 4d' 5s!

Sn (a-Sn)  118.710 1.41 5.8318  4.123  7.310 231.93 [Kr] 4d™ 552 5p? 0.08

Pt 195.084 1.28 3.9242  2.775 21.09 1768.3 [Xe] 4f 5d° 65

Au 196.967 1.44 4.0782  2.884 19.300 1064.18 [Xe] 4f 5d%° 65!
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4.1 Surface reconstructions of Si(111) and Ge(111)

lowered by 0.36 eV with respect to the (1 x 1) unit cell [126]. If one additionally provides
a certain activation energy (thermal anneal), an irreversible transition from the meta-
stable (1 x 2) phase to the even more stable Si(111)-(7 x 7) surface reconstruction occurs
(energy lowered by 0.403 eV [127]) at elevated temperatures of 7'~ 500 — 700° C [128].

Si(111)-(7 x 7)

The Si(111)-(7x7) phase [129], as the most stable reconstruction at RT, is accurately de-
scribed within the dimer adatom stacking fault (DAS) model, proposed by K. Takayanagi
et al. in 1985 [130], which is in agreement with STM investigations performed soon af-
ter [131]. Fig. 4.2 shows this model in both top view and side view representation. It
is clearly visible that strong deviations from the ideally truncated crystal [Fig. 4.1(b)]
dominate this phase. The number of DBs per unit cell is lowered by the 12 Si adatoms
in the (7 x 7) unit cell, that reside on top of Ty lattice sites. An even further decrease
in surface energy is supported by the formation of 9 Si dimers, that surround the left
triangular half of the unit cell along its boundary. This however, involves a stacking
fault in the substrate underneath within this region [dark shaded area in Fig. 4.2(a)]. In
sum, the saturation significantly reduces the total energy of the surface, as the number
of DBs is decreased from 49 per (7 x 7) unit cell in the ideally truncated (111) surface
to 19 for the reconstructed surface. An additional prominent feature is the corner hole,
being associated with a DB atom, which marks the origin of the (7 x 7) unit cell. There
are also six restatoms at T; sites within the bilayer, whose DBs remain unsaturated.

Ge(111)-(2 x 8)

Similarly as for Si(111), the cleaved Ge(111) surface exhibits a (1 x 2) reconstruction,
before an irreversible transition to the most stable ¢(2 x 8) phase occurs at ~ 300°C
[132]. The corresponding structural model of the Ge(111)-¢(2 x 8) surface reconstruction

O Adatom
O Restatom
¢ Corner hole

faulted half unfaulted half (b)

Figure 4.2: (a) Top view of the (7 x 7) unit cell at the reconstructed Si(111) surface, as described
within the DAS model; according to Ref. 130. The unit cell is subdivided into two halves due to a
stacking fault in the left half (dark shaded). Further main characteristics are 1 corner hole, 12 adatoms,
and 6 restatoms per (7 x 7) unit cell. (b) Side view along the longer diagonal in the (7 X 7) unit cell,
illustrating the stacking order.
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Figure 4.3: Top view of the structural model for the surface bilayer of the Ge(111)-c¢(2 x 8) phase.
The unit cell (shaded area) comprises four adatoms and four restatoms.

is shown in Fig. 4.3. The new unit cell includes four adatoms at T} lattice sites and
four restatoms. The adatoms itself form a (2 x 2) sublattice, in which one DB atom
remains unsaturated (restatom). Here, the reduction of DBs per unit cell again leads to
a lowering of band structure energy, that overcompensates the elastic energy necessary
to deform the lattice, while the adatoms induce additional strain in the surface. In
contrast to Si(111), there exists no dimer formation, and the stacking order remains
intact in the whole unit cell.

Both Si(111) and Ge(111) feature reversible transitions to a (1 x 1) high-temperature
phase. Upon cooling to RT the respective (7 x 7) and ¢(2 x 8) phases reoccur again.
In comparing the electron charge distribution in the unit cell, one finds differences be-
tween Si(111) and Ge(111) in their stable RT reconstructions. For Ge the charge is
redistributed such that restatom orbitals are fully occupied, and those of the adatoms
become empty. This is in contrast to Si(111), where partly occupied adatom DBs re-
main. In consequence, the surface band structure of Si(111) exhibits metallic character,
whereas that of the Ge(111) is semiconducting [125].

4.2 The (1/3 x v/3) reconstruction on Si(111) and
Ge(111)

The well-ordered surfaces of Si and Ge represent an ideal basis for the controlled de-
position of thin metallic adlayers. Growth characteristics may differ significantly and
lead to thin epitaxial films, islands, or the formation of silicide (germanide) compounds.
In reducing the thickness of the metallic adlayer to the atomic limit, a quantization in
direction perpendicular to the surface can be achieved. This involves drastic deviations
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(a) T, adsorption  (b) H, adsorption (¢) T, adsorption  (d) T, adsorption
/ A f

0

Figure 4.4: (a)—(c) Adsorption of adatoms with respect to the different lattice sites Ty, Hs, and T}
in the dilute (v/3 x v/3) phase on Si(111) and Ge(111). The (v/3 x \/3) unit cell (red) exhibits an
enlargement by /3 and a rotation of 30° with respect to the (1 x 1) unit cell of the substrate (green).
(d) Trimerized adsorption at Ty sites in the 1 ML dense phase.

of several physical properties from their behavior in the bulk. Since electrons are strictly
confined within the surface, such well-ordered adlayers are considered as pure 2DESs.

Experimentally, the metal deposition is settled in the sub-ML to ML thickness range.
1ML is defined as the coverage obtained by 1 adatom per (1 x 1) unit cell of the
underlying substrate, and thus amounts to 7.83 x 10'* atomscm=2 for Si(111) and to
7.22 x 10" atomscem ™2 for Ge(111). Suitable elements for deposition are monovalent
representatives like alkali atoms, but also noble metals, e.g., Ag, Au, and Pt. More-
over, the tetravalent metals Sn and Pb mark a second class of well suited adsorbate
atoms. Importantly, the different electronic configuration (see Tab. 4.1) of monovalent
and tetravalent atom species has a strong impact on the bonding characteristics at the
substrate surface. Depending on the exact coverage and further growth parameters like
the temperature, various surface reconstructions can be realized. Similarly to the bare
substrate, the delicate interplay of band structure energy and lattice energy determines
the stability of the respective phase. Among the various surface reconstructions, the
adatom-induced (y/3 x v/3) R30° phase represents the most prominent and widely stud-
ied representative. Its formation is favored by the threefold symmetry of the substrate
and leads to an energetic stabilization of the surface by reducing the number of dangling
bonds. This new unit cell, enlarged by v/3 and rotated by 30 ° with respect to the (1 x 1)
substrate unit cell, is typically established at coverages of 1/3 ML (dilute phase), 1 ML,
and 4/3 ML (dense phases). Different adsorption sites may be favored, and even trimer-
ization of adsorbate atoms has been reported [133]. This is visualized in Fig. 4.4(a)—(c),
where the three most common bonding configurations in the dilute phase are drawn.
These are characterized by adatoms located at the different adsorption sites Ty, Hz, and
T;. In the dense (\/§ X \/§) phases one often observes adsorbate nucleation, such as
the trimerization around T} lattice sites shown in Fig. 4.4(d) for 1 ML coverage. Often-
times, metal-metal distances at the surface are found to be close to their respective bulk
value, which is indicative of a highly stable surface. Importantly, the monovalent noble
metals typically induce (v/3 x v/3) reconstructions at 1 ML metal coverage, whereas the
tetravalent group-IV atoms in (v/3 x v/3) configuration exist both as dense and dilute
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phases. Essentially, the last-mentioned represent an experimental approach to realize
a triangular lattice that suffers from spin frustration, a scenario already pointed out in
Sec. 2.2. The details of adsorbate bonding and their relevance for different structural
models will be discussed in the respective experimental sections.

In addition to the metals listed above, (v/3 x v/3) reconstructions on Si(111) and
Ge(111) have also been realized for Al, In, T (group III), and Bi (group V) [134-
137]. This leads to a large number of adsorbate-substrate combinations established at
various coverages, which involve diverse physical properties. By exchanging or altering
one or more of the ingredients that define the final 2DES, i.e., substrate, adsorbate
species, temperature, and coverage, the experimenter is given a strong tool to tune
the strength of certain properties as, e.g., localization, electronic correlations, electron-
phonon interaction, and SOC effects. In this regard, the present thesis scrutinizes the
three individual 2DESs Pt/Si(111)-(v/3 x v/3), Au/Ge(111)-(v/3 x v/3), and Sn/Si(111)-
(v/3x+/3) in Chs. 5, 6, and 7, respectively. As will be demonstrated therein, these small
changes in the elemental composition lead to three different classes of surface physics
explored in a 2DES, i.e., i) chiral structures at surfaces, ii) complex spin patterns due
to the SOI, and iii) highly correlated Mott-Hubbard physics in a frustrated triangular
lattice. For the adsorbate elements used, a choice of relevant fundamental properties is
also listed in Tab. 4.1.

4.3 Preparation of semiconductor substrates

The experimental realization of high quality semiconductor surfaces strongly demands
a clean preparation on both the ex situ and in situ side. Basically, a pure and long-
range ordered periodic crystalline surface is advantageous for scattering experiments
like LEED, but it is also mandatory for ARPES. However, defects or impurities, which
have not been removed prior to the experiment, or even worse, have been incorporated
unintentionally during the preparation can strongly degrade the signal and/or alter the
physical properties. The following sections describe the efforts necessary to prepare
flat and well-ordered surfaces of Si(111) and Ge(111), that are free from impurities and
exhibit a low level of defects at the same time.

4.3.1 Si(111)

Crystalline silicon substrates were purchased in two different charges from “CrysTec
GmbH Kristalltechnologie”. “Charge 1” was delivered as 2" single-side polished wafers,
cut perpendicular to the [111] normal. The wafers are highly n-doped (dopant As) to
achieve a low specific resistance of p = 0.004-0.01 2 cm, mandatory for direct current
heating, STM, and PES even at LT (=~ 10K). Prior to preparation, small samples of
10mm x 2.5mm x 0.5 mm (length x width x height) in size were formatted by utilizing
a table-top diamond cutter. “Charge 2” contains two 3" wafers, also cut perpendicular
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to the [111] normal, which have already been formatted to small samples (10 mm X
2.5mm x 0.38mm) by the manufacturer. The substrates are highly n-doped (dopant
Sb) with a specific resistance p < 0.01 Q2 cm. The single-side polished wafers are covered
by a protective photoresist, that minimizes the risk of scratches during transport and
storage.

Ex situ

The preparation of silicon substrates outside the vacuum is performed within a flow-box
to keep the amount of particles from the environmental air at a low level. The whole pro-
cedure consists of five different steps, which are carried out sequentially, as it is shown in
Fig. 4.5. In the first step the protective photoresist on top of the polished sample side is
removed in acetone (standard analytical grade), with the beaker placed in an ultrasonic
bath for 2 min (only necessary for wafer “charge 2”). This step is repeated in unused ace-
tone for the same duration to ensure a complete removal of remnants. While this proce-
dure already guarantees a high degree of cleanliness, surface science experiments require
even enhanced purity standards. Therefore, remaining carbon-hydroxides are removed
within three independent and sequential steps, that comprise swaying in the purissimo
grade organic solvents acetone (purity > 99.5%), 2-propanol (purity > 99.8%), and
methanol (purity > 99.8%) for 2min each. Finally, residual methanol is blown off by
dry nitrogen, before the sample is mounted on a sample carrier (for sample carrier design
see Fig. 3.8 in Sec. 3.2.2). At this time, the cleaned silicon substrate is still covered by
its native and robust oxide SiOs, that protects the surface against impurities from the
surrounding air, like water, rest gas atoms/molecules; and particles. Immediately before
introducing the sample carrier into the load-lock entry of the vacuum chamber, dry ni-
trogen is used again to remove particles that might have been captured unintentionally
during transport.

2 x2min 2 min 2 min 2 min

acetone acetone purr.  2-propanol purr. methanol purr.

o P NE N
— — = - e, /

o o e -

ultrasonic bath swaying blow-off

Figure 4.5: Ex situ preparation cycle for Si(111) substrates. The protective photoresist on top of the
polished substrate is effectively removed by two repeated cleaning steps in acetone. Remaining carbon-
hydroxide impurities are cleared during three subsequent cleaning stages in purissimo grade organic
solvents. Methanol remnants from the last step are removed by dry nitrogen, prior to mounting the
substrate on a sample carrier.
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In situ

At an adequate base pressure of p, < 1 x 10719 mbar within the vacuum chamber sample
and sample carrier are degassed for at least 12h at a temperature of T' =~ 600 °C. This is
achieved by an electric current, that generates thermal heat when flowing through the
substrate. By this means, water and other rest gas atoms/molecules, being stuck to the
surfaces, are effectively desorbed. During the degassing the pressure is monitored and
kept below p = 1 x 1072 mbar, until it saturates in the p,-range again. The substrate,
now free of adsorbed rest gas layers, is still covered by its native oxide. This is easily
decomposed and stripped off without residues at elevated temperatures [125]. This
flash procedure consists of up to three intense and rather short heating cycles, where
the sample is rapidly heated to T" =~ 1250°C and held at this temperature for 10s.
Afterwards the sample is cooled down to RT at a constant rate of d7'/dt = 40°Cs™,
which becomes smaller at lower temperatures due to the absence of heat convection
in the vacuum. The flashing induces a reaction of the robust SiOs with the substrate
atoms, i.e.,

Si0, + Si — 2Si0. (4.1)

The remaining loose SiO is easily sublimed at the same elevated temperature. Contrary,
the cooling is needed to “heal” the surface and reorder its atoms. The repetition of this
process ensures that the oxide removal is complete.

The reordered surface at RT exhibits the well-known (7 x 7) surface reconstruction,
which is easily verified by LEED and STM. These techniques allow to judge the ef-
fectiveness of the flash procedure, which manifests itself by a long-range ordering and
complete oxide removal. Both are necessary prerequisites for further metallic adlayer
deposition in order to create a 2DES. Fig. 4.6(a) shows a LEED image of the (7 x 7)
reconstructed Si(111) surface at RT, that proves the high surface quality obtained in the
preparation process. It features sharp (7 x 7) superstructure spots on a low background,
being suggestive of large terraces with long-range ordering and few defects. The LEED
image agrees well with the reciprocal surface lattice of a (7 x 7) reconstruction shown
in Fig. 4.6(b). Due to the electron’s finite penetration depth of ~ 5A into the crystal
(compare to Fig. 3.1 in Sec. 3.1), only the topmost Si substrate layers contribute to the
LEED pattern. In this context, the most intense spots relate to (1 x 1) lattice points
of the underlying substrate. Large area STM images [Fig. 4.6(c)] confirm the presence
of broad and flat terraces (width ~ 100nm). A close-up to the atomic level unveils
details of the surface reconstruction. In Fig. 4.6(d) unoccupied electronic states (bias:
+1.0V, 0.5nA) are imaged. Bright protrusions are related to the adatoms in the DAS
model, which has been introduced in Sec. 4.1. It should be noted that we deal with
maxima in the electron density, which do not necessarily correspond to atom locations,
since directional bonds are present. Additional prominent features are the corner holes,
that mark the origins of the (7 x 7) unit cells (blue parallelogram). There are also a
few defects visible as missing protrusions or enhanced intensity spots. However, their
number is rather low and does not hinder long-range ordering. Adjustments to the
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RN

Figure 4.6: (a) LEED image of (7 x 7) reconstructed Si(111) at RT. Dark contrast corresponds to
high intensity. The 1/7-order spots (green) are less pronounced than the intense spots (yellow), related
to the substrate. (b) Reciprocal surface lattice of the (7 x 7) reconstruction with 1/7-order spots in
between main (1x 1) points. (c¢) Large area filled states STM image at RT of the flashed Si(111) surface,
exhibiting broad and flat terraces; bias: -1.0V, 0.5nA, 500 x 403 nm?. (d) Empty states close-up on
one of the terraces with the (7 x 7) unit cell indicated; bias: +1.0V, 0.5nA, 17.7 x 15.1 nm?. The bright
intensity maxima are attributed to the adatoms. (e) Filled states close-up on the same terrace; bias:
1.0V, 0.5nA, 17.7 x 15.1 nm?.

preparation described above did not prove to enhance the quality obtained, but rather
led to worse results in some cases. Turning to the occupied states (bias: -1.0V, 0.5nA)
in Fig. 4.6(e), a contrasted view at the atomic scale is provided, where the corner holes
are less pronounced. Bright protrusions still relate to the adatoms, whose DBs form a
partly filled band, and are thus observed at both bias voltage polarities [125]. Notably,
one half of the unit cell appears slightly darker than the other. This is attributed to the
existence of a stacking fault in one half, as described within the DAS model.

4.3.2 Ge(111)

For germanium-based surface systems, substrates from “CrysTec GmbH Kristalltech-
nologie” were purchased as a 2" single-side polished wafer with n-type doping (dopant
Sb) and the specific resistance p = 0.13-0.2 Q2 cm. Samples cut from the wafer are 10 mm
x 2.5mm x 0.45mm (length x width x height) in dimension. A protective photoresist
covers the polished surface again.

Ex situ

Like in the Si(111) case sample cleaning includes the removal of the photoresist in ace-
tone prior to elimination of remaining hydrocarbons by the organic solvents acetone,
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Figure 4.7: Additional ex situ cleaning of Ge(111) subsequent to the procedure presented in Fig. 4.5.
The hydro-carbon freed sample is etched in a Piranha solution (H2SOy, HyOo, and H2O) to remove the
native Ge oxide and contaminants within. Two rinsing steps in triple distilled water eliminate Piranha
solution remnants afterwards. Subsequent to drying by nitrogen, thin artificial GeOy layers are grown
on top of the substrate in an oven flooded by synthetic air. A final cooling to RT completes the ex situ
preparation of Ge(111).

2-propanol, and methanol during three sequential swaying steps. This procedure has
already been illustrated in Fig. 4.5. Unfortunately, the remaining native GeO, differs
significantly from SiOs. Basically, it contains cracks due to its large lattice mismatch
with Ge, and it has a certain solubility in contact with water [138]. Hence, impuri-
ties can permeate towards the Ge substrate. In addition, the Ge oxide layer is robust
against in situ flashing. Therefore, the native oxide is removed and exchanged by a
thin artificially grown oxide layer during the ex situ preparation. This extended ez situ
recipe (Fig. 4.7) is adopted from a detailed study concerning the preparation of Ge(001)
surfaces by C. Blumenstein et al. [139].

After cleaning by organic solvents, the nitrogen dried sample is etched for 10s at
T =~ 80°C (self heating) in a solution of HySOy4, HoO,, and HyO, mixed at a ratio of 7:2:1,
which is known as Piranha solution. This etchant represents an effective oxidizer, capable
of removing organics and metal contaminations [139]. The etching rate is assumed to
be lower for Ge(111) than for Ge(001) due to its larger surface robustness. Accordingly,
etching the (111) surface of Ge for the enhanced period of 10s [in comparison to 5s for
Ge(001)] is adequate, and does not only remove the oxide but also a couple of substrate
layers and detrimental impurities within both. The subsequent swaying in triple distilled
H,O (contaminants < ppb) for 15s abruptly stops the etching process and removes
remnants of the Piranha solution, whereas a second rinsing step for 60s is needed to
minimize the concentration of impurities, that may react with the now unprotected
surface. To prepare the sample for thermal oxidation, all remaining droplets of water
are blown off by dry nitrogen. In the following stage the sample is heated to T ~ 380 °C
for 5min in an oven flooded by synthetic air (79.5% Ny and 20.5% O;) to avoid the
incorporation of hydrocarbons. The elevated temperature provides the thermal energy,
necessary to activate the oxidation process. This results in a homogeneous growth of
thin and amorphous, artificial GeOs layers, that enclose contaminants and protect the
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surface prior to the in situ treatment. The resulting GeO, layers are much thinner
than their native counterpart, as has been shown for the (001) oriented surface [139]. A
subsequent cooling, again under a synthetic air athmosphere, precedes mounting of the
ex situ prepared Ge sample on a sample carrier. Finally, eventual particles, stuck during
transport to the vacuum chamber, are blown off by dry nitrogen.

In situ

In situ preparation of Ge(111) starts with sample and sample carrier degassing for at
least 12h at T ~ 600 °C in an UHV environment (p, < 1 x 1079 mbar). Meanwhile, the
pressure is monitored and always kept below p = 1 x 10~ mbar, until it stabilizes again
around ~ py. Different from the Si(111) and Ge(001) preparation, a thermal flash or
anneal does not effectively remove the capping GeO, layers, which is most probably due
to an enhanced stability of bonds at the Ge(111)/GeOs interface. Instead, several cycles
of Art-ion bombardment, followed by thermal annealing, are mandatory to effectively
remove the grown oxide from the surface, and to initiate the ordering to a ¢(2 x 8) surface
reconstruction. Nevertheless, the additional ex situ preparation steps represent a useful
measure, as they significantly reduce the amount of carbon impurities. Ar-sputtering
is performed at an impact energy of E,.+ = 1000eV and an argon partial pressure
par ~ 107 mbar in the discharge region of the sputter gun for 20min. Subsequent
annealing is achieved by direct current heating at 7" = 900°C for ¢ = 30s with the
pressure always kept below p = 1 x 10~ mbar. The anneal is stopped by a soft cooling
to RT at a rate of d7'/dt = 15°Cs™', which allows for surface “healing” and atom
reordering. After 3-5 sputter/anneal cycles LEED and STM images are used to judge
the quality of the ¢(2 x 8) reconstructed Ge(111) surface. The exact number of cycles
depends on the chambers used for preparation, which are equipped with different sputter
sources and sample holders/manipulators (distinct heating characteristics).

The LEED image in Fig. 4.8(a) with its well resolved 1/8th- and half-order spots
verifies long-range periodic ordering at the Ge(111) surface. Different colors highlight
first-order spots (yellow) and superstructure spots (red, green, and blue), which are
related to the three domains with 120° rotational symmetry, present at the Ge(111)
surface. In comparison to the reciprocal surface lattice of the ¢(2 x 8) surface recon-
struction, which is illustrated in Fig. 4.8(b), the missing of 1/4th-order spots in LEED
is apparent. This has been attributed to a small surface structure factor for these peaks
[140]. Nevertheless, faint signatures of the 1/4th-order spots have been reported in re-
flection high energy electron diffraction (RHEED) and also recently in a highly resolved
LEED study [141, 142]. STM measurements of Ge(111)-¢(2 x 8) have not been in the
focus of this thesis, yet, ordered domain are known to be about five times smaller than
for Si(111)-(7 x 7), i.e., 20nm compared to 100 nm in width [125]. For completeness,
Figs. 4.8(c) and (d) show atomically resolved areas of unoccupied and occupied states,
respectively (taken from Ref. 142). In comparison with the structural model introduced
in Fig. 4.3, the four bright protrusions per unit cell in (c¢) are identified as the adatom
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Figure 4.8: (a) LEED image of ¢(2 x 8) reconstructed Ge(111) after four sputter/anneal cycles, ac-
cording to the preparation procedure described in the text. Dark contrast corresponds to high intensity.
The presence of sharp 1/8- and half-order spots, and the low background are suggestive of long-range
periodic ordering with only few defects. Yellow circles indicate first-order spots, whereas red, green, and
blue circles highlight selected superstructure spots, which relate to the three different domains present
at the surface. (b) Reciprocal surface lattice of Ge(111)-c(2 x 8). Colors are assigned as in (a). (c)
Empty states (bias: +1.2V; 0.1nA, 6.7 x 6.1 nm?) STM image with c(2 x 8) unit cell (blue). Bright
protrusions are due to adatoms. (d) STM image of the same area for filled states (bias: -1.2V; 0.1nA,
6.7 x 6.1 nm?). Bright protrusions relate to restatoms, and less intense spots correspond to adatoms
here. Figures in (c) and (d) are taken from Ref. 142, Copyright (2009) by the American Physical Society.

DB orbitals. Thus, it becomes evident that adatoms host unoccupied surface states. In
contrast, in occupied states four bright and four less intense protrusions per unit cell
are observed, which are ascribed to the restatoms and the adatoms, respectively. In
conclusion, occupied states are mainly localized at the restatoms, yet, also a small con-
tribution is found at the adatom positions. The latter are located closer to the tunneling
tip, yielding an enhanced adatom related signal. The findings above also support the
interpretation of a charge transfer from the adatoms to the restatoms. The positions
of the protrusions agree well with the atomic locations in the structural model, and do
thus indicate a small lateral bending of the DBs.
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on a semiconductor surface

2DESs, established by a metal coating of 1 ML on a (111) oriented semiconductor surface,
often result in a stable (v/3 x v/3) reconstruction [143]. Such systems have been studied
for several atom species. Among these, the noble metal adatoms gold and silver on
Si(111) and Ge(111) have been extensively analyzed by STM and theoretical modeling
in the past [133, 143-147]. In particular, for noble metal atom species the electronic
configuration is dominated by d and s orbitals, which differ significantly from the sp?
hybridized orbitals of the semiconducting substrate (see Tab. 4.1). In this way, the
variety of 2DESs with different properties is extended beyond the group-IV adatom
induced (v/3 x v/3) systems, which will be discussed in Ch. 7.

5.1 Noble metal induced (1/3 x v/3) reconstructions
at (111) semiconductor surfaces

Structural models

A crucial point in the analysis of the noble metal based (v/3 x v/3) surface reconstruc-
tion is the atomic configuration, which determines the specific electronic properties.
These systems develop at a nominal coverage of 1 ML, and for both Au and Ag on the
surfaces of Si(111) and Ge(111) the local atomic geometry is well understood today
(133, 144, 146, 148, 149]. In spite of the closely resembling adsorbate and substrate
atoms, there exist significant deviations in their respective atomic arrangement. Two
different structural models have been discussed in the literature, i.e., on the one hand
the conjugate honeycomb-chained trimer (CHCT) model for Au-induced (v/3 x v/3) re-
constructions, and on the other hand the honeycomb-chained trimer (HCT) model for
Ag-(V/3 x V/3) systems [133, 150, 151]. All models (see Fig. 5.1) feature a metal adsor-
bate (blue spheres) coverage of 1 ML and a MTL, i.e., there exists an additional half
layer of substrate atoms (green spheres) on top of the substrate bilayer (gray spheres).
The main difference consists in the atom relaxation within these top layers. In the
CHCT model metal atoms move from their initial H; sites towards T} positions, which
leads to one metal trimer per unit cell, as depicted in Fig. 5.1(a). The three substrate
adatoms relax away from their T} sites in order to increase their distance from the trimer
units. All other relaxations, including subsurface and vertical displacements, are disre-
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(a) CHCT model

Figure 5.1: Structural models of noble metal induced (v/3 x \/3) reconstructions on Si(111) and
Ge(111). (a) CHCT model for the atomic arrangement of a noble metal adsorbate (coverage 1 ML) with
respect to the top bilayer of a (111) semiconductor surface (gray spheres). In this MTL configuration
semiconductor adatoms (green spheres) are bound to the substrate at Ty lattice sites. The adsorbate
metal (blue spheres) trimerizes around T lattice sites. The (v/3 x v/3) unit cell is indicated in red
color. (b) HCT model, with trimers formed by substrate adatoms instead of adsorbate atoms. (c) The
IET model in close resemblance to (b), yet, inequivalent and twisted adsorbate atom subunits (marked
by triangles) within the (v/3 x v/3) unit cell occur. Atom diameters and distances are not to scale in

(a)(c).

garded at this point for simplicity. The CHCT model is commonly accepted for both
Au/Si(111)-(v/3 x v/3) [133, 146] and Au/Ge(111)-(v/3 x /3) [80, 148, 152]. In contrast,
the related Ag/Si(111)-(v/3 x v/3) and Ag/Ge(111)-(v/3 x v/3) surfaces could not be
explained within the CHCT model. It turned out that surface relaxations differ signif-
icantly, leading to trimers of MTL atoms around 7T} lattice sites instead of trimerized
adsorbate atoms [149, 153]. In this HCT model the metal atoms are only slightly shifted
from their initial Hs locations in the opposite direction as in the CHCT model [150],
see Fig. 5.1(b). The HCT model was even found to represent a more stable situation
than present at the Si(111)-(7 x 7) surface [150]. Moreover, and in contrast to the other
noble metal induced (v/3 x v/3) surface reconstructions, Ag/Si(111)-(v/3 x v/3) exhibits
a structural phase transition at 7' ~ 150K to a LT phase [154]. It has further been
revealed experimentally and by means of theoretical modeling to be of an order-disorder
type [155, 156]. This reversible transition requires small changes of the HCT model,
which are accurately introduced by the inequivalent triangle (IET) model [144, 147],
depicted in Fig. 5.1(c). Therein, slight lateral shifts in both adsorbate and MTL atom
locations, combined with a small rotation of the Si and Ag triangles by +6° and —6°
with respect to their pristine orientation in the HC'T model occur. In consequence, this
symmetry breaking transition leads to the emergence of two inequivalent triangular Ag
subunits within the unit cell (indicated by solid and dashed triangles).

Beyond these structural differences, a coarse approach to the electronic nature of the
systems can be obtained by simple electron counting. This yields 12 electrons within
the (v/3 x v/3) unit cell, stemming from three substrate adatoms, each with three DBs,
and three adsorbate atoms, providing one electron each in case of noble metals (refer to
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Tab. 4.1). This even number of electrons then ought to lead to fully occupied bands,
which means insulating behavior. In fact, this turns out to be a false assumption for all
these systems. Obviously, electron counting with integer numbers is not eligible here,
since it disregards the possible presence of several overlapping bands with partial filling.

Adsorption of Pt at the Si(111) surface

Besides the noble metal induced surface reconstructions, given in brief review above, a
fascinating additional representative is Pt/Si(111)-(v/3 x /3), which unfortunately has
not received a comparable attention so far. In contrast to silver and gold, platinum does
not possess a filled d shell, see Tab. 4.1. Experimental studies on the Pt-Si interface did
mostly focus on thin film deposition, i.e., platinum coverages ranging up to 40 MLs [157—
159]. Also, the formation of the platinum silicides Pt3Si, Pt2Si, and PtSi has been in the
focus of several publications [159-162], since silicides bear some technological importance
in the development of Schottky diode interconnects with high barrier potentials [160]
and in catalysis applications. At low coverage, i.e., in the ML regime, Pt/Si(111) has
been analyzed by electron diffraction and Auger electron spectroscopy (AES) in the
1980s [157, 163-165]. Based on these experiments, it is known that for very small
coverages (< 1ML) single atoms and small clusters cover the (7 x 7) reconstructed
Si(111) surface. For depositions above 1 ML, platinum starts to react with the Si surface
[160, 165], although there have also been reports that Pt-Si mixing already begins in the
sub-ML regime [166]. Other studies suggest that Pt atoms are favorably incorporated
at interstitial positions within the topmost Si(111) bilayer, where they induce strain
[159]. At increased Pt coverages the strain related elastic energy then initiates further
platinum diffusion into the bulk and intermixing with the substrate atoms.

In the low coverage regime two surface reconstructions have been reported, i.e., a
(V7 x /7) and a (/3 x v/3) phase. The (/7 x v/7) reconstruction is observed after
annealing (Pt coverage 1 ML and above) at temperatures from 7" = 450-650°C, and
the (v/3 x v/3) phase evolves after annealing at even higher temperatures (T = 600
1000°C) [157, 163, 164]. Excess platinum exhibits a strong tendency to diffuse into the Si
substrate, if the sample temperature reaches the respective eutectic point (7"~ 830°C)
[161, 167]. Hence, the preparation of Pt/Si(111)-(v/3x+/3) does not strictly require exact
knowledge of the initially available amount of platinum on the surface. This subsurface
diffusion of Pt atoms has also been reported in growth studies of atomic Pt nanowires
at the Ge(001) surface, where Pt atoms tend to maximize their coordination with Ge
atoms [168]. This is further supported by density functional theory (DFT) calculations,
that report an energetically favored subsurface diffusion for Pt atoms on Ge(001) [169].

Knowledge on the exact platinum coverage that induces the (v/3 x v/3) reconstruction
on Si(111) is of fundamental importance to correctly describe the atomic arrangement
at the surface. P. Morgen et al. suggested 1/3 ML in two early AES studies [157, 165].
However, the exact platinum coverage, required to form this reconstruction, remains
uncertain. The robustness against excess Pt simplifies the experimental realization of

71



5 Adsorption of a chiral structure on a semiconductor surface

Pt/Si(111)-(v/3 x v/3), yet, it does not seem preferable to work with Pt amounts exceed-
ingly higher than necessary. Diffusion into the bulk might alter the electronic properties
at the Pt/Si interface due to an enhanced substitution of subsurface Si atoms. Recently,
A. Wawro et al. have studied the (\/3 X \/3) phase in between platinum silicide islands
with STM in high resolution and reported adatom localization at only one discrete lat-
tice site in agreement with the suggested Pt coverage of 1/3ML [161, 162]. Yet, the
main concern in their analyses was silicide formation. Similarities and differences with
the results shown in this thesis will be pointed out in the following sections. Besides
these basic studies on the local atomic configuration at the surface, ARPES experiments
were not appropriate to draw definite conclusions with regard to the electronic structure
so far. This is most probably due to small sizes of reconstructed domains, as will also
be discussed later.

5.1.1 Preparation of Pt/Si(111)-(v/3 x v/3)

The in situ preparation of Pt/Si(111)-(v/3 x v/3) resumes at the final stage of Si(111)
substrate treatment, as described in Sec. 4.3.1, i.e., a long-range ordered Si(111)-(7 x 7)
surface is needed for further processing. All data shown for Pt/Si(111)-(v/3 x v/3) base
on “charge 17 Si(111) substrates. Platinum is evaporated from a rod (purity 99.99 %) by
use of an electron beam evaporator (“Focus EFM 3”), operated at a base pressure lower
than 1 x 10~ mbar during evaporation. A platinum amount of 1-1.5 ML in coverage is
deposited onto the Si(111) surface, which is held at RT. In the next step the sample
is annealed at T = 900 °C for 3min and cooled down during 30 s subsequently. Several
anneal cycles (> 3) lead to a stable (v/3 x /3) pattern in LEED, see Fig. 5.2(a).
Further annealing at various temperatures (up to 1000°C) and durations do not alter
the LEED pattern significantly, which is indicative of the high stability of this phase
over a broad temperature range in agreement with earlier reports [161, 162]. As a side
note, it should be mentioned that a complete platinum removal by thermal flashing up
to the Si melting temperature is not possible. Besides reflections related to the Si(111)
substrate (marked by yellow circles), additional spots (green circles), rotated by 30 ° and
with larger periodicity, are clearly visible. In comparing this pattern to the reciprocal
lattice of a (v/3 x v/3) reconstructed surface in Fig. 5.2(b), the realization of the correct
surface reconstruction is verified. Nevertheless, the blurred appearance of the 1/3-order
spots could indicate the presence of domains with local (\/3 X \/§) periodicity which are
smaller than the coherence width in LEED [163]. The mean FWHM of the 1/3-order
spots in Fig. 5.2(a) is evaluated as Ak = 0.127 A=, which is about 12 % of the (v/3x/3)
SBZ size. A simple estimate of regularly ordered real-space domain dimensions is then
obtained by application of Heisenberg’s uncertainty relation: Az = 2m/Ak = 49.5 A
This is obviously a low value compared to the large Si(111)-(7 x 7) terraces, presented
in Sec. 4.3.1.
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Figure 5.2: (a) LEED image of Pt/Si(111)-(v/3 x v/3) at RT with integer- (yellow) and 1/3-order
(green) spots of substrate and reconstruction. (b) Corresponding reciprocal surface lattice with the
(V3 x v/3) and (1 x 1) unit cells indicated. Colors are used as in (a).

5.2 The atomic geometry of Pt/Si(111)-(1/3 x v/3)
inspected by scanning tunneling microscopy

By utilizing STM, the atomic arrangement at the Pt/Si(111)-(v/3 x v/3) surface is un-
veiled in the following [H3]. Parts of the results base on data obtained by F. Sandrock in
his diploma thesis [170]. STM imaging and data processing follow the general descrip-
tion given in Sec. 3.2.2, p. 32. To begin, an overview of the global atomic arrangement
at the surface is presented, which reveals the presence of a dense network of domain
boundaries. In the next section key elements of the atomic structure of domains and
their surrounding domain walls are identified and analyzed. On this basis, a refined
structural model is proposed in the end.

5.2.1 Domain sizes and distribution

A good impression of the global appearance of Pt/Si(111)-(v/3 x v/3) in STM can be
obtained by a large area image that captures the basic geometries at the surface. In
this regard, Fig. 5.3(a) sheds light on a dense network of domain walls (bright contrast)
on a Pt covered single terrace. These domain walls stretch along three different direc-
tions with threefold-rotational symmetry and enclose (v/3 x v/3) reconstructed domains
(dark contrast). Domain sizes are rather small, as has already been assumed by the
LEED spot broadening before. Repeated annealing at various temperatures does not
alter the topography or the domain sizes notably. An evaluation of five different empty
states STM images yields the domain size distribution, provided in Fig. 5.3(b). Based
on this diagram, one may derive an average domain size of 1020 A2, In approximat-
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Figure 5.3: (a) Large-area empty states STM overview image of a single terrace at the Pt/Si(111)-
(v/3 x /3) surface; bias: +1.2V, 0.5nA, 80.0 x 68.8 nm?. The bright network of protrusions is related
to domain walls, that separate (v/3 x \/3) reconstructed domains (dark contrast). The intense patch
in the middle is attributed to a large Pt cluster, while small bright spots are due to tip artifacts. (b)
Distribution of domain sizes, evaluated from five different empty states STM images [H3], Copyright
(2010) by the American Physical Society.

ing the typical domain shape as a regular triangle, one obtains a triangle edge length
that convincingly agrees with the estimation of 49.5A from LEED before. Turning to
the related Au/Si(111)-(v/3 x v/3) surface, domain sizes are of comparable order, but
otherwise do strongly depend on the adsorbate coverage [143, 145, 146]. In contrast,
the Ag/Si(111)-(v/3 x v/3) surface displays huge domains (extension: 200-300 A) [153].
Unfortunately, the dense network of domain walls in Pt/Si(111)-(v/3 x v/3) means poor
long-range ordering, which implies a huge k-space broadening, e.g., in ARPES experi-
ments.

Access to the atomic level in both empty and filled states is provided by Fig. 5.4(a)
and (b), respectively. The close-up in (a) reveals that the network of domain walls
consists of single boomerang shaped sections, that do only align with the threefold-
symmetric high symmetry directions (112) of the substrate, as has also been observed
in Au/Si(111)-(v/3 x v/3) [143, 145]. Interestingly, the apexes of single segments within
equivalent domain walls always point towards the same direction, regardless of the exact
wall they belong to. This can be understood as a forced registry locking in coupling
between Pt and the Si(111) surface. Domain walls running along the three possible
high symmetry directions often join in a common tripoint, whose optical appearance
depends on, whether the boomerang apexes point towards or away from the tripoint.
The observations above also hold for similar images, not shown here, and agree with
earlier results from the literature by A. Wawro et al. [162].

The darker protrusions in between domain walls are arranged in a local (/3 x v/3)
periodicity. A height profile along the indicated direction shows that the domain walls
“surmount” the domains by up to 1A in vertical direction. However, in turning to the
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Figure 5.4: (a) Close-up STM image of the empty states (bias: +1.2V, 0.5nA, 13.4 x 11.4nm?) in
Pt/Si(111)-(v/3 x \/3). Boomerang shaped segments of the domain walls “surmount” reconstructed
domains in between, as validated by the height profile along the indicated path in the bottom panel.
(b) STM image of the same area for filled states (bias: -1.2V, 0.5nA, 13.4 x 11.4nm?). The height
contrast is inverted, and domains seemingly “lie” above the domain walls, as clarified by the height
profile (bottom) [H3], Copyright (2010) by the American Physical Society.

filled states in Fig. 5.4(b), the height contrast is inverted, and the domain walls “lie”
about 0.15 A below the (v/3 x v/3) domains, which is in agreement with earlier results
[161, 162, 171]. This reveals that the height contrast represents a strong electronic effect,
originating from the LDOS, and that it is not a representation of the true topology. In
filled states the dark contrast in between domains corresponds to the domain walls, and
the boomerang shape of its segments is barely visible. Such a strong bias dependency
is not observed for the protrusions within the (v/3 x v/3) domain. This becomes even
more evident in comparing the respective height profiles, displayed in the bottom panels
of Fig. 5.4, where the vertical corrugation is almost equal for both polarities. This
behavior probably indicates a metallic nature of the (\/§ X \/§) reconstructed domains.
As an additional conclusion, unoccupied states orbitals should be highly localized on the
domain walls, which is at least valid for the two different bias voltages presented here.

Domain phase shift

An additional result that can be extracted from the STM data is an obvious phase
shift between neighboring (v/3 x v/3) domains [H3]. The domain walls should then be
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Figure 5.5: (a) Filled states STM image of a phase-slip domain boundary (dashed rectangle) with two
adjacent domains of different phase in Pt/Si(111)-(v/3 x \/3); bias: -1.2V, 0.5nA, 6.5 x 5.6 nm?. In-
domain protrusions of neighboring domains feature a phase shift of Axc with respect to the substrate.
(v/3 x /3) unit cells fixed to the substrate registry are given in red color for both domains. Blue
color highlights a boomerang shaped domain wall segment. The contrast has been enhanced for better
visibility of domain wall segments. (b) Origin of the phase shifted domains. Pt atoms within the same
domain adsorb at only one of the equivalent bonding sites “A”, “B”, or “C”, which allows three shifted
(\/§ X \/§) unit cells. Each is anchored at one of these adsorption sites, and thus has a distinct phase
relationship to the (1 x 1) substrate unit cell. Accordingly, the domains are phase shifted by Aap
or Axc in dependence of the unit cell anchoring position. Pt atoms are displayed by black spheres
(trimers), whereas smaller spheres represent Si atoms of the topmost substrate bilayer (for a detailed
discussion refer to text) [H3], Copyright (2010) by the American Physical Society.

regarded as phase-slip domain walls like those in Au/Si(111)-(v/3 x v/3) [145]. This
becomes even more visible in Fig. 5.5(a), which images the charge density distribution
for filled states (bias: -1.2V, 0.5nA), centered on a domain wall (dashed rectangle). The
(v/3 x v/3) domains to the left and right exhibit a hexagonal array of bright protrusions
with one intense spot within the unit cell (red parallelogram). On the basis of the present
STM data, the mean distance between adjacent protrusions is evaluated as (6.7+0.1) A,
and the average vertical corrugation is ~ 0.15 A. Obviously, this spacing is equal to the
surface lattice constant a s of a (v/3x1/3) reconstruction on Si(111) (refer to Tab. 4.1)
[H3]. The domain wall itself exhibits barely visible boomerang shaped segments in filled
states (blue color), and it separates the two domains. Evidently, these have a different
registry locked to the substrate, resulting in a phase shift between the left and right
domain.

The reason for the occurrence of phase-slip domains can be found on the basis of the
simple model with threefold-rotational symmetry, depicted in Fig. 5.5(b). It presents
the geometric atomic configuration within the two topmost substrate layers and the Pt
layer. In close relationship to the CHCT model, platinum trimers are located at T} lattice
sites, however, with a slight rotation (structural details are presented later in Sec. 5.2.3).

76



5.2 The atomic geometry of Pt/Si(111)-(v/3 x \/3) inspected by scanning tunneling microscopy

Importantly, there exist three different T, sites for Pt trimer localization within one
(v/3 x v/3) unit cell, labeled “A”, “B”, and “C”. In consequence, three different domains
exist, each characterized by Pt trimers anchored at site “A”, “B”, or “C”, respectively.
Hence, phase shifts Axg = 1/3a V3.Si and Axc = 2/3a V350 with respect to the surface
lattice constant a,3;, occur between neighboring domains. For the left domain, shown

in Fig. 5.5(a) the (v/3 x v/3) unit cell is placed in a way that the protrusion (related to
the Pt trimer) is anchored at site “A”. Shifting the unit cell by an integer number of its
surface lattice vector into the right domain unveils that the locations of the protrusions
with respect to the unit cell have changed. This difference agrees well with a phase shift
Apc in comparison with the model in Fig. 5.5(b). The existence of phase-slip domains
at the Pt/Si(111)-(v/3 x v/3) surface has also been proposed on the basis of the notable
width of the fractional order spots seen in LEED [163].

Comparison and discussion

In comparing these first STM results with those reported for the related Au/Si(111)-
(v/3 x v/3) surface [146], one remarks unambiguous similarities. Likewise, the most
prominent feature in Au/Si(111)-(v/3 x v/3) is a network of domain walls, which encloses
(v/3 x v/3) reconstructed domains of comparable size [143, 145, 171]. However, the do-
main wall density, and thus, the domain sizes strongly depend on the initial Au coverage
[145]. For Ag/Si(111)-(v/3 x v/3), larger deviations are reported. This mainly concerns
the domain sizes, which are ~ 4-6 times larger in that surface system [153]. Moreover,
the electronic contrast in atomic scale empty states STM images at RT does not feature
intensity maxima in a hexagonal arrangement [147]. Instead, a honeycomb pattern is
observed here. The electronic properties of Au/Si(111)-(v/3 x v/3) are characterized by
metallic states, as has been evidenced in photoemission experiments [172, 173]. In turn,
it might be possible that Pt/Si(111)-(v/3 x v/3) possesses similar electronic properties.
ARPES experiments could help clarifying this question in the future.

Lattice mismatch

The differences and similarities, in spite of the close relationship between all three surface
2DESs, provoke the question on their respective origins. In this regard, the formation
of domains and their particular sizes represents a major aspect to be scrutinized. In
Pt/Si(111)-(v/3 x v/3) the notable surface disorder on a short length scale (~ 10nm)
most likely arises from a lattice mismatch

o Qgsyubstrate — Qadsorbate
fadsorbate—substrate - (51)
Qadsorbate

between the substrate and the adsorbate [H3, 174]. The lattice repetition period at the
surface of bulk Pt(111) (ap, = 2.78 A) does strongly deviate from the larger periodicity
on Si(111), i.e., ag; = 3.84 A (see also Tab. 4.1).! Utilizing Eq. 5.1 and these values, a

INote that the bulk interatomic distance equals the surface lattice constant for (111) fec crystal surfaces.
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lattice mismatch fp;_g; = 38 % is derived. Hence, it is very likely that strain plays a
dominant role in the formation of domain walls here. In Au/Si(111)-(v/3 x v/3), where
domains of similar size exist, the lattice mismatch between Au (ax, = 2.88 A) and Si is
slightly reduced (fau_si = 33 %). However, in Ag/Si(111)-(v/3 x v/3) domains are found
to be very large, whereas the surface lattice constant ar, = 2.89 A is comparable with
the one of Au (aa,), which results in fag_si & fau—si. Therefore, a correlation of domain
sizes and strain due to a lattice mismatch can only be a part of the whole story.

Orbital character

In addition to a structural origin, also the particular character of the valence electrons
needs to be considered. Here, as a common property Au and Ag share a full d shell, while
their outermost s orbitals are occupied by a single electron. In contrast, the electronic
configuration of Pt is [Xe] 4f'45d?6s' (see also Tab. 4.1). Thus, one of the platinum d
electrons remains unpaired, while its s shell is half-filled, although partial occupation in
terms of d1%7°s° (0 < § < 1) is possible likewise [H3]. Despite the different electronic
configurations, both Au/Si(111)-(v/3 x v/3) and Pt/Si(111)-(v/3 x v/3) exhibit domains
of similar size, whereas the ordered regions at the Ag/Si(111)-(v/3 x v/3) surface are
significantly larger. More likely, the directional d orbitals will determine the bonding
strength as a consequence of relativistic effects [175]. In this context, the 5d metals were
reported to exhibit more robust bonds than the 4d metals [175]. Thus, it is likely that
the long-range character of both the Au and Pt 5d orbitals enables the development of
robust bonds to the Si substrate, which in consequence might favor the formation of
rather small domains.

Energetic stability

A third reason for the observed differences and similarities in these triangular surface
systems can be found in their respective cohesion energies, which reflect the energetic
stability of an adsorbate [H3]. On the one hand, the cohesion energy of gold is rather
large (5.8€eV), whereas the respective value is significantly smaller in the case of silver
(2.9eV) [176]; see also Tab. 5.1. On the other hand, it has been argued that Ag-Ag bonds

Table 5.1: Surface bond lengths and cohesion energies of bulk noble metal adatoms on Si(111) and
Ge(111) in 1 ML (v/3 x \/3) configuration.

System surface bond length (A)  Adatom cohesion energy (eV)
Au/Si(111)  2.83 [133] 5.8 [176]
Au/Ge(111)  2.81 [80, 148] 5.8 [176]
Ag/Si(111) 3.4 [144] 2.9 [176]
Ag/Ge(111)  2.94 [177] 2.9 [176]
Pt/Si(111) 3.1 & 0.1 [H3] 3.8 [176]
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are energetically less stable than Ag-Si bonds [150]. For Ag/Si(111)-(v/3 x v/3), both
facts can be associated with the huge domains observed experimentally, which evidently
are more preferential than accumulation of Ag atoms in form of domain walls. The
cohesion energy of platinum (3.8eV) exceeds the corresponding value of silver, while it
is still much smaller than the one of gold. According to the experimental observations,
this size of the cohesion energy is obviously sufficient to induce the growth of domain
walls in a dense network here.

Furthermore, the energetic differences are also reflected in the two stable, yet dis-
tinct, atomic configurations for Au/Si(111)-(v/3 x v/3) and Ag/Si(111)-(v/3 x V/3), i.e.,
the CHCT and the HCT model. According to Y. G. Ding et al., the surface energy
of Au/Si(111)-(v/3 x v/3) is smaller for the CHCT model compared with the related
HCT structure [133]. Here, it should be noted that additional stability is gained by the
development of strong metal-metal bonds, which represent a typical property of adatom
trimers in surface systems described within the CHCT model as, e.g., Au/Si(111)-
(v/3 x v/3) and Pt/Si(111)-(v/3 x v/3). For diatomic molecules of gold and silver the
bonding strengths differ significantly, i.e., 2.29¢V (Au-Au) and 1.69¢eV (Ag-Ag) [148].
This deviation supports the general observation that in Au-induced (v/3 x v/3) recon-
structions trimers are formed, whereas the formation of Ag trimers is less favorable. In
contrast, the presence of robust silicon bonds in Ag/Si(111)-(v/3 x v/3) favors the HCT
surface structure.

In conclusion, it will be a delicate mixture of strain due to lattice mismatch, orbital
character of the elements involved, and surface energy, that leads to the formation of
rather small domains in Pt/Si(111)-(v/3 x v/3).

5.2.2 Sub-structure of protrusions at the atomic level

The lack of knowledge on the exact platinum coverage in the literature cast doubts
on the validity of any structural model proposed for Pt/Si(111)-(v/3 x v/3). In this
view, the one suggested by A. Wawro et al., based on a 1/3ML Pt coverage within
(v/3 x v/3) reconstructed domains, should be regarded critically [162]. According to
that study, single Pt atoms reside in the middle of a triangular unit made up by the
three general adsorption sites Ty, 77, and Hs. This seems confusing, since no other
related surface system is known, where adsorbate atoms are located at such interstitial
sites. Moreover, it lacks any physical reason that would favor this adsorption site for
Pt atoms. In addition, the authors of that study claim that the apexes of boomerang
shaped domain wall segments should be related to substrate atoms. However, they also
admit the impossibility to attribute these spots to either T, or Hj sites by use of STM
only. Furthermore, the obvious deviation from the commonly accepted models for noble
metal adsorption, i.e., the CHCT, the HCT, or even the IET model, which all assume a
coverage of 1 ML, clearly contradicts the proposed model.

In order to unveil the true atomic geometry, it is a logical consequence to scrutinize
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5 Adsorption of a chiral structure on a semiconductor surface

lateral distance (A)

+1.2V 0.5nA empty states

Figure 5.6: (a) Empty states STM image of a single protrusion within the (v/3 x v/3) unit cell in
Pt/Si(111) that exhibits a sub-structure of three intensity maxima in a triangular arrangement; bias:
+1.2V, 0.5nA, 7.4 x 6.6 A2. Contour lines serve as a guide to the eye to visualize the height contrast.
The straight lines indicate the directions of the height profiles in (b) along two adjacent sub-protrusions.
The average sub-protrusion distance dpi_py = 3.1 A is derived by fitting the profiles with a Gaussian
function [H3], Copyright (2010) by the American Physical Society.

single protrusions at the atomic level, and in particular, their appearance next to the
domain walls. In this regard, a closer look to the empty states STM image in Fig. 5.4(a)
reveals that single protrusions inside of (v/3 x v/3) domains exhibit a more triangular
shape than suggestive of single Pt atoms with their spherical s orbitals. A close-up to
such a triangular protrusion is given by the empty states STM image in Fig. 5.6(a) in
high resolution (bias: +1.2V, 0.5nA). Indeed, a sub-structure with triangular arrange-
ment is observed, that consists of three individual protrusions with slight difference in
height. The height profiles in Fig. 5.6(b), taken along the directions A, B, and C, sup-
port this finding. By fitting their line shapes with a Gaussian function, a spacing of
dpi—py = (3.1+£0.1) A between the two peak positions is obtained independently of the
individual direction of the height profiles. According to the CHCT model, this distance
is interpreted as the length between two Pt atoms within a single ¢rimer. The respective
spacing for gold atoms in a trimer at the surface of Au/Si(111)-(v/3 x v/3) has been
calculated by Y. G. Ding et al. as ~ 2.83A (see also Tab. 5.1) [133]. This value is
in good agreement with the distance of nearest-neighbor atoms in a bulk Au crystal
(~2.9 A). In the same way, it turns out that the deviation of dp;_p; from the Pt bulk
nearest-neighbor distance (~ 2.8 A) is only little larger. Therefore, one may safely con-
clude that also the experimental in-trimer spacing of Pt atoms is well consistent with
the corresponding bulk value.

An additional argument for the interpretation above is provided by the bias-dependent
protrusion shape analysis in Fig. 5.7. Therein, the protrusion shapes in filled and empty
states are compared with calculations of the charge density distribution in the related
surface system Au/Si(111)-(v/3 x v/3) by Y. G. Ding et al. [133]. As has already been
stated, the protrusions visible in (a) filled states STM images (bias: -1.2V, 0.5nA) do
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PYSi(111)-(vV3x+3) Au/Si(111)-(V3x'3)

( C) electronic charge
density 2 A above Au trimer

filled states: empty states:
-2eVio Ep Erto +4 eV

filled states: -1.2 V empty states: +1.9 V

Figure 5.7: (a) Filled (bias: -1.2V, 0.5nA, 2.2 x 1.9nm?) and (b) empty (bias: +1.9V, 0.5nA,
2.8x2.3 nm2) states STM images for scrutiny of the protrusion shapes within a ( V3 x \/§) reconstructed
domain of Pt/Si(111), overlaid by the outer iso-charge density line from (c). (c) Electronic charge density
calculated for filled (-2eV to Er) and empty (Ep to +4¢V) states in Au/Si(111)-(v/3 x v/3) within the
CHCT model [133]. Thin black contours are lines of equal charge at a distance of 2A above a single Au
trimer (blue color) [H3], Copyright (2010) by the American Physical Society. Calculations are adopted
from [133].

not allow to conclude a triangular arrangement within one single intensity peak. Yet,
in the empty states image (b), taken at even larger bias (+1.9V, 0.5nA) than in the
images shown before, the triangular protrusion shape is equally visible. Thus, there
exists no obvious bias dependency of the protrusion shape in the positive voltage regime
under investigation. Fig. 5.7(c) shows charge density calculations for Au trimers in
the CHCT configuration of Au/Si(111)-(v/3 x v/3) in filled (-2eV to Er) and empty
(Ep to +4¢V) states slightly above (2A) the Au trimers (adopted from [133]). The
iso-charge lines for both bias polarities exhibit a triangular shape, however, with its
apex direction inverted. Importantly, the lateral charge gradient at the triangle edges is
much more pronounced for empty states, visible by its high density of iso-charge lines.
Based on these calculations, one would expect to observe a Au trimer by its triangular
charge density distribution more easily in empty states STM images. Taking this as
a valid assumption also in the case of the related Pt atoms, one may attribute the
triangular shape in Fig. 5.7(b) to a platinum ¢rimer instead of a single platinum atom.
This interpretation is indicated by an overlay of the calculated outer iso-charge line. In
agreement, the filled states STM graph has no sign of a triangular protrusion shape,
as has been presupposed by its smaller lateral charge gradient. Otherwise, one would
expect a reversal by 180° in the triangle orientation.

In conclusion, the bias-dependent protrusion analysis above provides an additional
striking argument for the existence of Pt trimers on the Si(111) surface instead of single
atoms. Importantly, this involves a Pt coverage of 1 ML instead of 1/3ML, as earlier
suggested by other groups [157, 162, 165]. A further essential result, derived from the
analysis above, concerns the orientation of the trimers. Their apexes are assumed to
point in the direction of nearest-neighbor trimers, as described in the original CHCT
model [see Fig. 5.1(a)]. Yet, it turns out as a surprise here that they actually point
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5 Adsorption of a chiral structure on a semiconductor surface

towards nezt-nearest-neighbor triangles. In consequence, each trimer must be rotated
by 30 ° from its orientation defined in the pristine CHCT model. Such an unusual atomic
alignment is remarkable, since it involves a symmetry breaking of the surface, and hence,
the atomic structure of Pt/Si(111)-(v/3 x 1/3) represents a rare example of chirality on
a semiconductor surface [H3].

5.2.3 Domain wall structure and refined structural model

The surprising finding of a 1 ML coverage within (v/3 x v/3) reconstructed domains due
to the presence of rotated Pt trimers still leaves room for speculation on the atomic
structure and Pt density inside the domain walls. It would further be intriguing to ask
which local arrangement within the walls induces the phase shift, and how the domain
walls couple to the enclosed domains. Answering these questions would contribute to
the development of the still unknown structural model for Pt/Si(111)-(v/3 x v/3).

In this regard, the detailed in-domain wall protrusion analysis presented in Fig. 5.8
is appropriate to clarify these issues. In Fig. 5.8(a) an empty states STM image (bias:
+1.9V, 0.5nA) of a few domains, surrounded by domain walls that exhibit a pronounced
boomerang shape, is depicted. The domain boundaries are quite reminiscent of the ones
seen by STM in Au/Si(111)-(v/3 x v/3) [171]. More details of the atomic domain wall
structure become visible in the close-up (inset) of the region marked by the red box,
which focuses on three adjacent domain wall segments. The main finding of this refined
inspection is that the domain wall is constituted of three adjacent rows of protrusions.

height (A)

position (A)

Figure 5.8: (a) Empty states STM image focusing on the protrusion shape within the domain walls at
the Pt/Si(lll)—(\/§ X \/§) surface; bias: +1.9V, 0.5nA, 11.6 x 10.8 nm?. Inset: close-up (2.0 x 1.6 nm?)
of the region within the red box. A domain wall sub-structure of three protrusion rows with a local
(2 x /3) periodic arrangement is unveiled. (b) Height profiles along the three colored lines indicated
in (a) validate the existence of a middle protrusion row (dashed line) [H3], Copyright (2010) by the
American Physical Society.
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The existence of the less intense middle row is evidenced by three height profiles along
the colored lines in Fig. 5.8(b). Its position is indicated by the dashed lines in (a) and
(b). The two outer rows, each being part of the two neighboring domains, are spaced
by (7.7 £0.1) A, which closely corresponds to 2ag; = 7.68 A. In contrast, the spacing in
domain wall direction is the same as within the domains and relates to the /3 dilation
for all three rows. Yet, the middle row protrusion is shifted by 2.2 A in domain wall
direction with respect to the protrusions in the outer rows. These observations allow to
attribute a local (2 x v/3) periodicity to the domain walls, as has also been observed
for the domain walls in Au/Si(111)-(v/3 x /3) [146, 171]. In the latter system the Au
density in the chains is assumed to be higher than in the domains, therefore being called
“heavy domain walls” [146].

In the next step the results presented so far shall be merged into a structural model
which is capable of describing the Pt trimer rotations, the domain wall geometries, and
the phase shifts between the domains. In view of this, the CHCT model is chosen
as a robust basis here. The fundamental idea is then to utilize the domain walls as
a landmark on the surface to detect the trimer orientation and registry with respect
to the substrate [H3]. For this purpose, the empty states (bias: +1.9V, 0.5nA) STM
image in Fig. 5.9(a) represents an excellent basis, as it features both a pronounced
domain wall sub-structure and trimer shaped in-domain protrusions. The triangular
shaped spots, which are associated with Pt trimers, are overlaid by groups of three
spheres arranged in a (\/§ X \/§) periodicity, that represent atomic positions in the left
(orange) and right domain (green). Both domains to the left and right of the vertically
running domain wall are phase shifted by Aag = 2.2 A, which conforms to 1 /3 of the
V/3-dilated Si surface lattice constant a v3si- The left (yellow) and right (bright green)
outer domain wall protrusion rows also consist of trimers, which exhibit a spacing of
A =T7.7A = 2ag;, that interrupts the regular array of trimer rows within the (v/3 x v/3)
domains. The protrusions of the shifted middle row do not exhibit a triangular shape
and are less intense in STM than the surrounding trimers. Therefore, it is proposed that
each middle row intensity spot, enclosed within a (2 x v/3) unit cell, represents a single
Pt adatom (blue spheres).

This approach also results in the following finding. For a domain wall with its
boomerang shaped segments pointing downwards (indicated in blue), the apexes of the
Pt trimers in the domains always point to the left, regardless to which domain they
belong. This seems to be a common property of the Pt/Si(111)-(v/3 x v/3) surface,
that holds for all empty states STM images. This finding also remains valid for domain
walls that point along the two other equivalent (112) high symmetry substrate directions
as, e.g., visible in the top right corner of Fig. 5.8(a) for a second, but rotated domain
wall, adjacent to the right domain. In comparison with the filled states STM image in
Fig. 5.5(a), these empty states data also reveal that, although the contrast is reversed,
the same atomic structure of the domain boundary is detected. Thus, it is unlikely that
electronic effects obscure the domain wall atomic structure.
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Figure 5.9: (a) Empty states STM image of two domains, intersected by a vertically running phase-slip
domain wall in Pt/Si(111)-(v/3x+/3); bias: +1.9V, 0.5nA, 6.1 x 6.4 nm?. The lines indicate phase shifts
Aap and A between the domains and outer domain wall protrusion rows, respectively. The colored
spheres highlight atomic positions, superimposed on the STM data for left (orange) and right (green)
domains, left (yellow) and right (bright green) outer domain wall protrusion rows, as well as middle
row protrusions (blue). (b) Domain wall model for Pt/Si(111)-(/3 x v/3) based on the CHCT model.
Rotated Pt trimers, arranged in (v/3 x v/3) periodicity on top of the Si(111) surface bilayer, are located
at Ty sites. Color coding agrees with the conventions in (a). Domain wall segments in boomerang shape
(outlined in blue) include trimers from the outer domain wall protrusion rows and a single Pt atom at
Hs sites in a local (2 x \/3) periodicity. For further details refer to text [H3], Copyright (2010) by the
American Physical Society.

Refined structural model

Based on the discussion so far, and by supposing the CHCT model to represent a valid
basis also for Pt/Si(111)-(v/3 x v/3), which is a reasonable assumption due to the close
relationship to Au/Si(111)-(v/3 x v/3), one may construct a refined structural model.
This is visualized in Fig. 5.9(b), where Pt trimers are locked to T} lattice sites of the
underlying Si(111) top bilayer, as it is the case in the original CHCT model [compare
to Fig. 5.1(a)]. The trimer positions agree with the STM data presented in Fig. 5.9(a).
In comparison with Fig. 5.9(a), the construction also uncovers the exact location of the
single Pt atoms of the domain wall middle row. These can only reside at Hj lattice
sites, since no other adsorption site, i.e., neither T nor T4, would be consistent with
the middle row shift of 2.2 A along the domain boundary. As a key signature, this
model points out that the Pt trimers need to be rotated by 30 ° around a perpendicular
rotational axis with respect to their positions in the original CHCT model. This is
mandatory for compliance with the fact that the apexes of the Pt trimers point in
between two adjacent trimers, as revealed by STM. Based on the findings above the
refined structural model in Fig. 5.9(b) is constructed [H3]. It essentially comprises the
following key aspects.
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In-domain protrusions in STM images are due to Pt trimers instead of single atoms.

Neighboring domains are phase shifted against one another.

e Domain walls possess a local (2 x v/3) periodic arrangement.

The middle domain wall row is composed of single Pt atoms.

Each Pt trimer is rotated by 30° with respect to the substrate.

As a consequence of this symmetry-breaking configuration, the Pt/Si(111)-(v/3 x /3)
system represents a rare example of chirality at such a semiconductor surface. Intuitively,
both left-handed and right-handed chirality should exist alongside each other, i.e., one
would assume that enantiomeric domains are formed, where the trimer rotation is either
30° clock-wise or 30° anti-clockwise. This must not be confused with domains as in
Fig. 5.9 which are characterized by a registry shift with respect to the substrate [H3].
Interestingly, in the present case there exists only one type of chirality, since the trimer
orientation is the same within all domains. These findings are in contrast to the results
obtained from Au/Si(111)-(v/3 x v/3), where no trimer rotation was observed. In that
surface system, and contrary to Pt/Si(111)-(v/3 x v/3), the domain wall was suggested
to contain Au trimers at Hjs sites along the middle row instead of single atoms only
[146]. Turning back to Pt/Si(111)-(v/3 x 1/3), the middle row protrusions were ascribed
to Si atoms in the structural model proposed by A. Wawro et al. [162]. However,
based on their data no definite determination of the according lattice sites was possible.
Regardless of the question, whether the middle wall protrusions are identified as Pt or as
Si atoms, one may conclude that the atomic configuration of the Pt/Si(111)-(v/3 x v/3)
surface reconstruction is best described by the refined CHCT model, developed in this
thesis. This also implies that both domains and domain walls always possess a platinum
adatom coverage of exactly 1 ML. In turn, the domain wall density cannot depend on
the deposited amount of Pt, as has been confirmed in STM measurements for different
initial adsorbate coverages.

Finally, it is worth discussing possible driving mechanisms behind the surprising Pt
trimer rotation. In one probable scenario, the bond distance between the Pt atoms and
their nearest Si neighbors is readjusted such that a more stable situation is achieved.
More generally expressed, the rotation would result from the local reduction of lattice
strain then [H3|. It has further been suggested that a symmetry lowering induced by a
6° trimer rotation in Pd/Si(111)-(v/3 x v/3) stabilizes that surface [178]. Similarly, the
triangle rotation in the Ag/Si(111)-(v/3 x v/3) IET phase or the rotation of Pt trimers
found here could be understood. In particular, among the known metal-semiconductor
surface adsorbate systems, the IET model [see Fig. 5.1(c)] is the only other one which
involves a surface chirality, yet being weaker there (only 6° rotation). This assignment
relies on a profound basis, including STM and DFT modeling [144], while theoretical
calculations are still needed to provide further support for the structural model, pro-
posed here for Pt/Si(111)-(v/3 x v/3). Besides the class of noble metal induced 2DESs,
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5 Adsorption of a chiral structure on a semiconductor surface

other examples of chiral surfaces are known from the literature. This includes, e.g., ho-
mochirality triggered by electromigration on Si(110) [179], In clusters with two distinct
chiralities on Si(111) [180], high-index metal surfaces [181], and strain-induced chiral-
ity on oxygen-adsorbed Cu(110) [182]. As an outlook, it is worth noting that a chiral
surface like Pt/Si(111)-(v/3 x v/3) could be a promising candidate for enantio-selective
adsorption of chiral organic molecules and for catalytic processes [H3]. It would be an
intriguing task to study such local effects and reactions with STM or related imaging
techniques at the atomic scale.
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6 Spin-orbit interaction at a
semiconductor surface

The electronic manipulation of spins, and the generation and detection of spin currents in
semiconductors and their interfaces are of fundamental importance in the development of
semiconductor-based spintronics. In particular, the injection of spin-polarized currents
can be achieved by use of magnetic coating layers. In this regard, the applicability
and potential of the half-metallic ferrimagnet magnetite [183] and thin films of iron on
semiconductors [184] have been evaluated. However, major hurdles are the necessity of
low-impedance contacts and the quality of the interfaces here. Moreover, control of spin
currents in the absence of external magnetic fields will be highly relevant for applications.
An intriguing approach to this basic issue is given by the Rashba type SOI at crystalline
surfaces [19].

In 1996, S. LaShell et al. have reported a splitting in the parabolic L-gap surface
state of Au(111) and correctly interpreted this to result from SOIs [20]. Their famous
article has set the stage for a series of fascinating studies on the SOI at a variety of
solid state surfaces. This includes the (111) orientations of related single crystals, like
Bi [21, 185] and Sb [186]. A further important class are the surface alloys, i.e., single
crystal surfaces, where usually every third atom is replaced by a heavy substitute atom.
Examples comprise binary alloys, such as Bi/Ag(111) [22, 187], Sb/Ag(111) [188], and
Pb/Ag(111) [22], but also ternary alloys, e.g., Bi,Pb;_,/Ag(111) [189]. All these systems
have the (111) surface orientation and the presence of heavy atoms at the surface in
common, which represents a main prerequisite for strong SOIs. Thus, the effect of spin
separation can be very large in these systems. However, exploitation for spintronic
applications demands the absence of bulk conduction, which otherwise dominates the
overall signal and hinders the detection of spin separated currents. Therefore, conducting
states, located in the bulk band gap of an insulating material, are preferable. In this
regard, the Si(111) and Ge(111) surfaces represent a promising basis, and the deposition
of Bi and TI at 1 ML coverage has been shown to cause surface states which are split
due to the SOI [24, 25]. Although the band offset in momentum £k is comparably large
at both surfaces (2ky > 0.2 A~!, see Tab. 6.1), the spin-split bands are completely filled,
and these systems are in fact insulating. Conducting and spin-split surfaces states at the
same time have so far only been realized in the dense S-phase of Pb/Ge(111)-(v/3 x /3)
[26].

With the increased utilization of SARPES for the study of these systems, it turned
out that a conventional spin alignment as in the Rashba effect [19] must be regarded as
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an exception and has only been verified experimentally for Au(111) [52]. Importantly,
due to the presence of additional potential gradients at the surface that deviate from a
strict perpendicular orientation, the spin patterns are rather complex in general. This
involves out-of-plane spin orientations with threefold symmetry, first observed for the
surface alloy Bi/Ag(111) [22, 187], and later also for the metal coated semiconductor
system T1/Si(111)-(1 x 1) [25]. These findings also extend to the field of 3D topological
insulators, where recent theoretical studies for BisTes have predicted an even more
complex spin texture due to Dresselhaus type contributions to the SOI [27, 28, 55]
(cf. discussion in Sec. 2.1).

Tab. 6.1 lists a selection of surface systems that exhibit band splittings due to the
SOI at surfaces. Systems that include bismuth as a very heavy element possess the
largest splittings in momentum. Importantly, conductive metal induced reconstructions
on semiconductors are limited to the cases of Pb/Ge(111)-(v/3 x v/3) and Au/Ge(111)-
(v/3 x1/3), as will be elucidated in the following sections for the latter. Finally, it should
be noted that the observation of such spin splittings is not only restricted to 2DESs,
but can also occur in quantum well films on semiconducting substrates, e.g., Pb films
on Si(111) [190], and in quasi-1D surface systems as, e.g., Au/Si(557) [191, 192] and
Bi(114) [193].

6.1 Atomic geometries at the Au/Ge(111)-(v/3 x v/3)
surface

A novel and promising path towards the realization of strong SOIs at the surface of
a semiconductor can be found in noble metal induced reconstructions, which contain
particularly heavy elements (high atomic number Z). These involve different electronic
and orbital properties (cf. Tab. 4.1) and are candidates to exhibit Rashba physics with
conducting spin-split surface states. Here, the adsorption of Au on Si(111) [143, 146, 173]
and Pt on Si(111) [H3], but to some extent also the one of Ag [143, 153, 173| on the
same surface should be highlighted. Among the huge variety of metal adsorbate induced
surface reconstructions which are known to form 2DESs on Si(111), the (v/3 x v/3) phase
is the most common one [H5]. Due to its easy preparation and in particular triggered
by its potential technological importance, both structural and electronic properties of
Au/Si(111)-(v/3 x v/3) are well understood today. Likewise, Au deposition on the related
Ge(111) surface generates a corresponding system, albeit the few studies so far were
mainly restricted to the structural properties [80, 148, 152]. Details on the valence band
structure are essentially unknown, and available angle-resolve photoemission spectra
suffer significantly from poor experimental resolution [197]. Thus, the ARPES data in
the present study are the first to access the electronic band structure of Au/Ge(111)-
(v/3 x v/3) in detail [H5]. In addition, the delicate spin texture at the FS is unveiled for
the first time [H6].
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Table 6.1: Selection of spin-orbit coupled low-dimensional electron systems. For comparison the conductive behavior, the maximum size
of the splitting 2kq, the Rashba parameter ar, and the respective spin orientations, if procurable, are listed.

System category  System Adatom cov.  Conduction 2k, AN/LV ag (eV A)  Method Spin orientation reported  Reference
Au(111) — metallic 0.025 0.33 ARPES, 3D SARPES  in-plane only 52, 187, 194

single crystal
Bi(111) — metallic 0.10 0.56 SARPES in-plane 185, 187
Pb/Ag(111)  1/3ML metallic 0.05 2.36 3D SARPES in- & out-of-plane 22

surface alloy Bi/Ag(111)  1/3ML metallic 0.26 3.05 ARPES, 3D SARPES  in- & out-of-plane 22, 187
Bi/Cu(111) 1/3ML metallic 0.028-0.096  0.62-1.0 ARPES & DFT in- & out-of-plane 195
Bi/Si(111) 40 bilayers metallic — 3D SARPES in- & out-of-plane 196

thin films
Pb/Si(111) 8 ML metallic 0.070 0.04 3D SARPES in-plane only 190

atomic wires Au/Si(557) 0.2ML metallic 0.05 3D SARPES in- & out-of-plane 192
Bi/Si(111) 1ML insulating 0.210 23 SARPES in-plane 24

metal on Bi/Ge(111) 1ML insulating 0.16 1.8 ARPES & DFT in-plane 50

semiconductor T1/Si(111) 1ML insulating 0.4 SARPES in- & out-of-plane 25

2DES Pb/Ge(111)  4/3ML metallic 0.04 0.335 SARPES in-plane 26
Au/Ge(111) 1ML metallic 0.025 0.10 3D SARPES in- & out-of-plane this study, H6
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6.1.1 Structural model

Until the 1980s, most studies of (v/3 x v/3) surface reconstructions did not involve a
definite clarification of the atomic structure at the surface. However, at least since
the proposition of the HCT structural model for Ag/Si(111)-(v/3 x v/3) in 1988 by
T. Takahashi et al. [151], the focus has turned to scattering techniques, being sensitive
to the local coordinates of different atom species at the surface. In this regard, surface
x-ray diffraction (SXRD) has prevailed as a highly reliable tool, in particular due to
its sensitivity towards in-plane atomic coordinates. Yet, the technique is less reliable
with respect to perpendicular distances due to the poor momentum transfer normal
to the surface, which results from the grazing incidence experimental setup [80]. This
deficiency can be partly resolved by measuring “crystal truncation rods”, while the
accuracy in determining out-of-plane atomic positions is still limited by the goniometer
range. In contrast, [V-LEED allows for a more precise determination of atom coordinates
normal to the surface plane, while at the same time the in-plane coordinates are less
accurately identified. In addition, these two complementary experimental techniques are
usually accompanied by total energy calculations within the DF'T. Therein, a probable
structural configuration is assumed, with the initial atomic coordinates often taken from
the experiment. In allowing the atoms to relax until the desired degree of precision
is reached, the total energy of the surface is minimized. In this way, DFT provides a
reliable measure for the energetic stability of a particular atomic configuration. In many
cases these calculations corroborate the experimental findings, which in turn enhances
the general acceptance of the corresponding structural model.

Early experiments on Au/Ge(111)-(y/3 x v/3) were mainly concerned with the growth
characteristics, without further characterization of atomic geometries at the surface [198].
Epitaxial growth of Au on Ge(111), i.e., for Au coverages exceeding 1 ML, follows the
“Stranski-Krastanov” type, which leads to the formation of islands after completion of
a smooth top layer [152]. For 1 ML coverage the SXRD experiments by P. B. Howes et
al. [148] were then the first to prove the existence of Au trimers at the surface, and thus
the validity of the CHCT model for this system. The structural model with the atomic
coordinates from diffraction is depicted in Fig. 6.1. In the top view representation (a)
it can be clearly seen that Au atoms (orange) nucleate as trimers around 74 adsorption
sites, being at the same time embedded in a MTL of Ge adatoms (green). The latter are
slightly bent away from their initial 7'y lattice sites in order to increase their distance
from the trimer. The close vertical spacing between Au trimers and Ge adatoms becomes
more evident in the side view (b). Soon after the SXRD experiments, speculations
arose on the basis of STM and XPS measurements, whether the surface should be
more precisely described by a slight modification to the original CHCT model [199].
In this refined configuration (M-VI, see Fig. 6.2 and Tab. 6.2) Au trimers are located
at T lattice sites, with the Ge adatom density reduced to 1/3ML at the same time.
Nevertheless, this model is energetically unfavorable, as unveiled in the following by total
energy DFT calculations. Also an IV-LEED study [80] verifies this view, as it speaks
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(a) top view (b) side view

Au
Ge adatom

1st Ge
- 2nd Ge
* 3rd Ge
4th Ge
. 5th Ge
6th Ge

f) Au ™ Ge adatom o Ge, 1stlayer o Ge, 2nd layer o Ge, sub-surface

Figure 6.1: CHCT structural model for Au/Ge(111)-(v/3 x \/3) in top view (a) and side view (b) with
relative distances, as derived by SXRD [148]. Atom sizes are not to scale, but rather represent the
distance from the spectator. Lattice sites Hs, T4, and T; are indicted by colored circles, and the unit
cell is outlined in red. Graphics are according to [148].

again in favor of the originally proposed CHCT structural model, which is also valid for
the related Au/Si(111)-(v/3 x v/3) surface [133)].

DFT total energy calculations of different atomic configurations

Despite the agreement between the SXRD and IV-LEED results for this surface, there is
still a lack of DF'T total energy calculations. Yet, at least two important reasons for such
theoretical modeling should be mentioned at this point. First, these could strengthen
the experimental findings or give valuable hints towards necessary modifications of the
model. And second, in calculating the total energy of this model in comparison with that
of other potential structural models, one obtains a measure of the energetic stability of
the surface. This is important, since it is known from the Ag/Si(111)-(v/3 x v/3) surface
that the IET model describes the most stable configuration at LT, whereas increased
temperatures induce the structural phase transition to the RT HCT phase [144, 154].

Thus, besides the so far accepted CHCT model, seven slightly varying models have
been scrutinized with regard to their respective total energy per unit cell by A. Fleszar
[200]. These include the six modified atomic configurations M-I-M-VI and the well
known HCT configuration, which are sketched in Fig. 6.2. The initial atomic coordinates
for the CHCT configuration were adopted from the SXRD study by P. B. Howes et al.
[148]. Details on the calculations will be published elsewhere [200]. All models feature
a Au coverage of 1 ML, but differences exist in the Ge adatom density, the Au trimer
locations, and their respective orientations with respect to the substrate. From Fig. 6.2
it is clearly visible that

e CHCT, M-III, M-IV, and HCT include 1 ML of Ge adatoms, the so-called MTL
configuration.
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0ge = 1 ML 0ge = 0 ML 0co = 1 ML 0ge = 1/3 ML

uoIe)ol JeWL] Ny ,0E

1 ML Au: T, adsorption 1 ML Au: T, adsorption

Figure 6.2: Schematic top view representation of the eight different structural models for Au/Ge(111)-
(v/3 x \/3), inspected by DFT total energy calculations [200]. The atomic color coding is as follows:
Au atoms (orange circles), Ge adatoms (green circles), Ge 1st layer atoms (gray circles), Ge 2nd layer
atoms (black circles). The models differ in Ge adatom coverage (0.), Au trimer location (T, and Ty
adsorption sites), and orientation (30° rotation), as indicated by the colored boxes. Initial vertical atom
distances are the same within all models.

e M-I and M-II have no germanium adatoms, i.e., they possess a completed Ge
bilayer below only.

e an even more exotic configuration exists for M-V and M-VI, which involve a frac-
tional Ge adatom coverage of 1/3 ML.

e the Au trimer adsorption site is T4 in the four models in the left half of Fig. 6.2
(blue box), whereas it is T in the right half of the figure (red box).

e M-II, M-IV, and M-VI are characterized by a Au trimer rotation of 30° with
respect to the surface normal (yellow rectangle).

The results of the DFT total energy calculations are summarized in Tab. 6.2. The main
finding is that the CHCT structural model, suggested by SXRD and IV-LEED, is indeed
the most stable configuration of Au/Ge(111)-(v/3 x v/3). Its energy is set to zero for a
quantitative comparison with the surface formation energies of the other seven models.
One notices that the HCT structure represents the second most stable configuration
with a surface formation energy of 0.93eV per unit cell. This is a rather large value,
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Table 6.2: Surface formation energy of the different structural models for Au/Ge(111)-(v/3 x \/3) in
Fig. 6.2, calculated by DFT [200]. The Au coverage is always 1 ML.

Structural model — Ge adatom coverage (ML)  Surface formation energy / unit cell (eV)

CHCT 1 0

HCT 1 0.93
M-I 0 3.09
M-I 0 2.59
M-ITT 1 4.46
M-IV 1 428
M-V 1/3 6.67
M-VI 1/3 6.64

and thus, the HCT model should be excluded as a starting point for band structure
modeling. Concerning the surface formation energies of all other models inspected, the
calculations return significantly higher values, hence, rendering them even less probable.
In particular, the very unfavorable M-VI configuration corresponds to the one proposed
by M. Géthelid et al. [199], which has been discarded due to its contradiction with the
SXRD and IV-LEED studies. In conclusion, all further calculations (including band
structure modeling) shown within this thesis are based on the CHCT structural model.

The atomic coordinates in the favored CHCT model have been determined within an
extended relaxation scheme, that uses a 63 atom slab [200]. Calculations were conducted
as long as the force acting on the atoms has dropped below the threshold of 0.0257 VA~
In this way, an excellent agreement for the Au-Au bonding length inside the trimer
(2.805A) with the earlier results from SXRD (2.81 A) and IV-LEED (2.81 A) is found
80, 148]. Also good conformity is achieved for the Au-Ge bonding length (DFT: 2.522 A,
SXRD: 2.51 A, IV-LEED: 2.50 A), i.e., the distance from a Au atom within the trimer to
the nearest Ge adatom in the MTL. Apart from these surface atomic positions, also the
perpendicular locations are well comparable with those of the former studies. Even the
vertical subsurface buckling (~ 0.2 A) in the Ge bilayers, not seen in SXRD, but reported
in the IV-LEED study, could be verified. The respective perpendicular coordinates are
compared in Tab. 6.3.

6.1.2 Experimental realization

The experimental preparation of flat and long-range ordered surfaces with only few
defects is essential for mapping the band structure of a 2DES in high resolution. In the
case of Au/Ge(111)-(v/3 x v/3) this is a rather delicate process due to the rich phase
diagram, depicted in Fig. 6.3. Although the desired (v/3 x v/3) phase exists over a wide
coverage range from # = 0.1-1.0 ML independently of the temperature, one strives to
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Table 6.3: Comparison of perpendicular coordinates of atoms in Au/Ge(111)-(v/3 x \/3), derived from
SXRD, IV-LEED, and DFT. Layer denominations correspond to those given in Fig. 6.1(b).

Layer SXRD [148]  IV-LEED [80]  DFT [200]
Au 0.0A 0.0A 0.0A
Ge adatoms 0.42 A 0.51 A 0.440 A
st Ge 3.022 A 2.95A 2.873 A
ond Ge 3.794 A 3.63A 3.542 A
3rd Ge 3.794 A 3.87A 3.780 A
4th Ge 6.244 A 6.10 A 6.035 A
5th Ge 6.244 A 6.32 A 6.193 A
6th Ge 7.061 A 7.06 A 6.955 A

exactly achieve completion of a full Au ML (red line). Only in this case, the surface
is fully (v/3 x v/3) reconstructed, whereas for lower coverages both (/3 x v/3) islands
and an I(2 x 2) phase, consisting of Au and Ge atoms, evolve side by side [152]. This
additional phase is reminiscent of the high-temperature Ge(111)-1(2 x 2) reconstruction,
though Au atoms are involved here additionally. In LEED, it is easily detected by
the presence of half-order spots, split into two peaks. Therefore, LEED represents a
very reliable tool to adjust the Au coverage to 1 ML, which is given at full coverage by
(v/3 x \/3) areas, i.e., the [(2 x 2) features must have completely vanished. In any case,
less than 1 ML Au means an improper situation for ARPES experiments and urgently
needs to be avoided. On the other hand, excess Au, i.e., coverages 6§ > 1 ML, leads to
the formation of 3D islands [148]. Fortunately, these also grow in height and do not
significantly cover (v/3 x v/3) reconstructed areas for small amounts of surplus gold. As
an example P. B. Howes et al. specified the surface area covered by such islands as 0.6 %
for 1.25 ML Au coverage [148], which is negligible with respect to the large amount of
additional gold atoms. Therefore, excess Au at the surface is much less critical than a
Au deficiency.

The precise pretreatment of Ge(111) substrates according to the recipe given in
Sec. 4.3.2 establishes the basis in preparing the Au/Ge(111)-(v/3 x v/3) surface. In
this regard, a sharp ¢(2 x 8) pattern in LEED is mandatory for the subsequent depo-
sition of gold. For this purpose, pieces of a high purity Au foil (purity > 99.99 %) are
evaporated from a molybdenum crucible within an electron-beam evaporator (“Focus
EFM 37). Deposition occurs with the substrate kept at RT, until an amount of > 1 ML
of Au covers the Ge(111) surface. Gold evaporation onto a hot sample represents a
possible alternative and should lead to the (\/3 x v/3) phase likewise [202]. This could
be verified by LEED, whereas STM measurements indicate an enhanced cluster and
impurity density at the surface. Thus, the demand for high quality samples in ARPES
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Figure 6.3: Schematic phase diagram for the deposition of Au onto the Ge(111)-c(2 x 8) surface,
according to [201]. In dependence of the deposited amount of gold 6 and the temperature T several
phases develop. The (v/3 x v/3) reconstruction is established for Au coverages slightly above 0.1 ML,
but for a fully (v/3 x \/3) reconstructed surface, completion of one Au ML is mandatory (red line). The
shaded areas mark overlapping regions between neighboring phases.

and SARPES experiments speaks in favor of the RT deposition. Consequently, all data
shown in the following are based on the RT deposition type. Subsequent to the gold
evaporation, the sample is annealed at 7' ~ 700 °C during 3 min by direct current heat-
ing within the manipulator stage. The final cooling to RT is induced by cutting off the
heating current within 10s. In this way, the Au-induced (v/3 x v/3) reconstruction on
the Ge(111) surface is formed. The bonding of the gold atoms to the substrate is very
stable, since a complete adsorbate removal by thermal flashing up to the Ge melting
point is not possible [148, 198].

The quality of preparation is checked by STM and LEED, as it is shown in Fig. 6.4(a)
and (b), respectively [H5]. STM imaging and data processing follows the general de-
scription in Sec. 3.2.2, p. 32. The STM image of unoccupied states reveals that the
Au/Ge(111)-(v/3 x +/3) surface consists of large terraces (width > 100nm), that are
separated by steps of a single Ge(111) bilayer in height. The close-up to the atomic level
in the inset unveils a hexagonal array of protrusions in unoccupied states, that is related
to a (\/§ X \/§) periodicity with respect to the distances at the Ge(111) surface. The
corresponding unit cell is placed on top to illustrate the surface geometry. According to
the CHCT model, each protrusion corresponds to one gold trimer. The Au-Au bonding
length inside one trimer has been determined as 2.81 A by SXRD [148], which is little
smaller compared to the Au-Au nearest-neighbor distance in the bulk (2.88 A). Most
likely, this results from the reduced coordination at the surface. The long-range ordered
surface is only slightly disturbed by point defects, which cover less than 2 % of the surface
area. The bright protrusions seen in STM are probably Au clusters (diameter < 5nm),
since they exhibit a curved appearance in height profiles and have no atomically flat
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Figure 6.4: (a) Large area STM image of the empty states at the Au/Ge(111)-(v/3 x \/3) surface; bias:
+1.6V, 0.5nA, 250 x 250 nm?. The extended terraces are fully (v/3 x v/3) reconstructed and exhibit
a low defect density. The inset presents a slightly smoothed close-up to the atomic level on one of the
terraces. It features a hexagonal pattern of protrusions in (v/3 x \/3) periodicity (unit cell given in
white) with respect to the Ge(111) substrate; +1.2V, 1.0nA, 3.0 x 3.0nm?. (b) Corresponding LEED
image with integer (yellow) and fractional order spots (green), that relate to the (v/3 x \/3) surface
reconstruction [H5], Copyright (2011) by the American Physical Society.

plane on top. Their occurence is most likely due to a slight amount of excess Au at the
surface, i.e., # > 1 ML. In all, both the cluster and the point defect densities are rather
small. Thus, a significant influence of defects, step edges, and clusters on the ARPES
spectra should not be expected. This impression is confirmed by the very low background
noise in the LEED image in Fig. 6.4(b), taken at RT. Moreover, intense and sharp in-
teger and fractional order spots are observed. The latter relate to a (v/3 x v/3)R30°
unit cell with respect to the Ge(111) substrate. Here, a potential broadening of the
fractional order spots could be indicative of phase-slip domains, which are not visible in
the large area STM image without atomic resolution. Such phase-slip domain bound-
aries were also observed in Au/Si(111)-(v/3 x v/3) [145] and in Pt/Si(111)-(v/3 x v/3) in
this thesis [H3] (cf. Sec 5.2.1). In this regard, the analysis of the 1/3-order spot profiles
returns a mean FWHM of Ak = 0.067 A1 in reciprocal space. Since optical defo-
cussing can lead to an artificial spot broadening, three alternative LEED images of the
same sample at different lens parameters have been evaluated additionally. By utilizing
Heisenberg’s uncertainty relation, one obtains a length estimate for periodically ordered
regions Az = 21 /Ak = 93.5A in real space. In comparison with the value obtained
for the Pt/Si(111)-(v/3 x v/3) surface (Aky = 0.127 A% Az = 49.5A) one notes that
periodically ordered areas, assuming a triangular domain shape, are typically almost
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four times larger in dimension here. A similar analysis, applied to the most intense frac-
tional order spot in SXRD, even yields a correlation length of 420 A [148]. However, the
terrace widths still exceed these values significantly, which leads to the conclusion that
several phase shifted domains, each being periodically ordered, must exist on the same
terrace. In contrast to Au/Si(111)-(v/3 x v/3), where the domain sizes strongly depend
on the initial gold coverage [145], an influence of the respective preparation conditions
on the domain sizes could not be observed for Au/Ge(111)-(v/3 x v/3).

6.1.3 Phase-slip domains analyzed by scanning tunneling
microscopy

In connecting to the LEED fractional order spot broadening, and due to the relationship
with Pt/Si(111)-(v/3 x v/3), it appears questionable that phase-slip domains might be
absent on the Au/Ge(111)-(v/3 x v/3) surface. Again, atomically resolved STM is the
tool of first choice to shed light on this issue. Insight is gained by the unoccupied states
STM image in Fig. 6.5(a). Therein, to the left and right two different domains exist,
that exhibit the hexagonal array of bright protrusions in (v/3 x v/3) periodicity which is
already known from the inset in Fig. 6.4(a). Both are separated by a domain wall, which
is highlighted by the dashed line. Apparently, it does not display any prominent shape
in the empty states image, which is different from the observation for the Pt/Si(111)-
(v/3 x v/3) and the Au/Si(111)-(v/3 x v/3) surfaces [H3, 171]. It has also been reported
that these domain walls do only align with (112) high symmetry directions [152], as in
Pt/Si(111)-(v/3 x v/3). Moreover, it is easily seen that the two domains have a different
registry with respect to the substrate. In principle, there must exist three phase shifted
domains, depending on the location of the adatom trimers at either site “A”, “B”, or
“C” within a (\/3 X \/§) unit cell. This follows from the model shown in Fig. 5.5(b) of
Sec. 5.2.1. Based on this model the present STM images should be further scrutinized.
Following these objectives, the (v/3 x v/3) unit cell (blue) placed on top of the left
domain is anchored with its corners to the bright protrusions. This corresponds to
trimers that are located at lattices sites “A” in the model introduced for the Pt/Si(111)-
(v/3 x v/3) surface in Fig. 5.5(b). Shifting this unit cell by an integer number of surface
lattice vectors across the domain wall involves a redistribution of the bright protrusions
to the lattice site “B” within the (/3 x v/3) unit cell. This corresponds then to a registry
shift Apg. Turning to the filled states STM image in Fig. 6.5(b), it is remarkable that
the network of bright protrusions is replaced by a honeycomb arrangement of intensities,
that encloses a hexagonal array of dark holes in (v/3 x v/3) periodicity. This appearance
is similar to STM images obtained at the surfaces of Ag/Si(111)-(v/3 x v/3) [203] and
Ag/Ge(111)-(v/3 x v/3) [204] for certain sample bias settings. Yet, it has to be stated
again that the structural model valid for those surfaces is HCT instead of CHCT. Thus,
the similarities in STM images do not result from a common structure, but rather
represent analogies in the LDOS for certain bias polarities here. Inspection of domain
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Figure 6.5: (a) Empty states STM image of Au/Ge(111)-(v/3 x \/3) with the focus on a domain wall
(dashed line), that separates two adjacent phase shifted domains; bias: +1.2V, 1.0nA, 4.4 x 4.0 nm?.
(v/3 x v/3) unit cells (blue), spaced by an integer number of surface lattice vectors, are overlaid on
the hexagonal array of bright protrusions. This provides evidence of a phase shift Ayg between both
domains. (b) Filled states STM image with focus on a similar domain wall (dashed line); bias: -1.6 'V,
0.2nA, 4.4 x 4.0nm?. In contrast to (a), a hexagonal array of dark holes is observed. The same phase
shift is evidenced here likewise.

registries in Fig. 6.5(b) yields the same phase shift Axp between the two domains as
obtained from empty states before. Interestingly, in filled states the domain wall becomes
visible as a linear array of bright protrusions, spaced by the v/3 elongated surface lattice
constant of Ge(111) a5 g, These domain wall protrusions “surmount” the adjacent
domains by ~ 4 A in occupied states (bias: -1.6 V). However, this does not represent the
real surface topography here, but rather results from a strong electronic effect, since the
protrusions disappear in unoccupied states STM images [see Fig. 6.5(a)]. In contrast, for
the related Pt/Si(111)-(v/3 x v/3) system the atomic domain wall substructure could be
revealed at both bias polarities, although the contrast changes notably between positive
and negative tunneling voltages as well (see Sec. 5.2.1). Most likely also in Au/Ge(111)-
(v/3 x 4/3) lattice strain between Au and Ge triggers the formation of domain walls at
the surface.

The bias dependency of the protrusion shapes in the domains is mostly comparable
with earlier studies [152, 199]. For negative sample bias, a periodic arrangement of one
bright protrusion per unit cell was also observed by L. Seehofer and R. L. Johnson [152].
Surprisingly, the authors reported a honeycomb pattern for positive sample bias ranging
from +0.03V to +1.5V, with the tunneling current set to 1 nA. This is contrary to the
STM image in Fig. 6.5(a), which was recorded at the same settings (bias: +1.2V, 1.0nA),
but shows a hexagonal pattern instead, as has also been found by M. Gothelid et al. for
positive sample bias. Hence, the observations of L. Seehofer and R. L. Johnson have to
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be seen critically. Clarification of this issue would require a more detailed study of the
structural appearance in STM, which is obviously highly influenced by the electronic
charge distribution. This objective is beyond the scope of this thesis, and thus remains
to be scrutinized in future experimental studies.

In comparison with other noble metal induced (\/§ X \/3) surface reconstructions,
the most closely related Au/Si(111)-(v/3 x v/3), which is also described by the CHCT
model, exhibits a hexagonal pattern for all bias polarities [205]. In contrast, Ag/Si(111)-
(v/3 x +/3) has a protrusion arrangement in filled states (bias: < —0.8 V) that is highly
reminiscent of Au/Ge(111)-(v/3 x v/3) filled states images [Fig. 6.5(b)] [206]. However,
a honeycomb pattern is observed for less negative bias, i.e., from -0.8 to 0V and in
empty states [206]. Similarly, the Ag/Ge(111)-(v/3 x /3) surface exhibits a change
between filled and empty states from a hexagonal arrangement of “holes” to a honeycomb
protrusion network [207]. Roughly interpreted, this means that Au/Ge(111)-(v/3 x v/3)
appears similar to Ag/Si(111)-(v/3 x v/3) and Ag/Ge(111)-(v/3 x v/3) in filled states,
whereas it resembles Au/Si(111)-(v/3 x v/3) in empty states.

6.2 The electronic band structure of

Au/Ge(111)-(v/3 x V/3)

In addition to the basic knowledge on the atomic configuration at the Au/Ge(111)-
(\/§ X \/§) surface, available from the literature and the experiments described above,
this section is dedicated to present the first analysis of the electronic band structure
by ARPES at different temperatures [H5]. The capabilities of F'S mapping, which are
exploited here, have already been introduced in Sec. 3.3.2. The corresponding 3D infor-
mation on the electronic band structure will be analyzed, evaluated, and discussed in
the following.

As a starting point, a coarse attempt to derive an initial guess of the band filling can
be obtained by electron counting, i.e., adding up all unpaired electrons within a single
surface unit cell. For (v/3 x v/3) reconstructed Au/Ge(111) there are three Au atoms,
each providing a 6s electron, and three Ge adatoms with nine electrons within the sp?
hybridized orbitals. Thus, in total an even number of electrons is available. Supposing
the correctness of this simple estimate at this point, the electronic properties would be
governed by completely filled bands, which in turn means an insulating surface.

Before going into details, the geometries and dimensions in k-space shall be introduced
briefly. In real space, the surface unit cell describes the lattice periodicity of the respec-
tive surface reconstruction. Typical dimensions for the surface systems under inspection
are summarized in Tab. 4.1 of Sec. 4.1. The corresponding equivalent in k-space is the
surface Brillouin zone (SBZ), that defines the k-space periodicity. For the (v/3 x v/3) re-
constructed surfaces the first and second SBZs are depicted in Fig. 6.6 as solid hexagons.
The dashed hexagon, rotated by 30°, represents the (1 x 1) SBZ of the substrate, and
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Figure 6.6: Reciprocal space geometries for the first and the second hexagonal SBZ (solid hexagons)
of (v/3 x \/3) reconstructed surfaces. The dashed hexagon signifies the (1 x 1) SBZ, related to the
substrate. The two high symmetry directions [112] and [101] stretch from T, the principal center of the

first SBZ, across the high symmetry points T; K;, K;, and M;, where the index i denotes the respective
order of the SBZ, i.e., i = 0: first SBZ, i = 1: second SBZ, etc., [H5], Copyright (2011) by the American
Physical Society.

Ty marks the center of the first (\/3 x v/3) SBZ. Following the high symmetry directions
[112] and [101] departing from there, all relevant high symmetry points in k-space are
covered. These are I}, K;, K;, and M;. The index i marks the respective order of the
SBZ, i.e., i = 0: first SBZ, i = 1: second SBZ, etc. In analyzing certain properties in
the electronic band structure, e.g., the size of the Fermi vector kg, it is important to
“know where you are”, i.e., one needs to specify the k-space dimensions. For (v/3 x 1/3)
reconstructed surfaces on both Si(111) and Ge(111), Tab. 6.4 provides the respective
distances in relation to the I'y principal symmetry point.

So far, the literature provides almost no vital information on the occupied electronic
band structure in this system. B. J. Knapp et al. have studied the Au/Ge(111)-(v/3x+/3)

Table 6.4: In-plane reciprocal space distances in the first and second SBZ between selected high
symmetry points and the Ty point for a (v/3x+/3) reconstruction on Si(111) and Ge(111). For reciprocal
space geometries, refer to Fig. 6.6.

7

Direction Substrate Ko M, K; M, Iy
[112] Si(111) 0.630A~"  0945A-"  1.260A! —
[101] Si(111) — 1.636 A1 — 0.545A-1  1.091A-!
[112] Ge(111)  0.605A-1  0.907A-"  1.209A-" —
[101] Ge(111) — 1.571 A1 — 0.524 A1 1.047A!
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surface by ARPES already in 1989 [197]. However, these experiments did suffer signifi-
cantly from poor spectrometer resolutions at that time. Accordingly, the measurements
failed to resolve surface states in the vicinity of Er, apart from a weakly dispersing one
at ~ 2.4 eV binding energy, but with the surface remaining insulating due to the absence
of a Fermi level crossing. A contrasting conclusion was later drawn by G. Le Lay et al.,
who argued that Au/Ge(111)-(v/3 x v/3) should be metallic [205]. This was attributed to
a shift in the Ge 3d core levels with respect to the Ge(111)-¢(2 x 8) surface, that pushes
the Fermi level below the valence band maximum (VBM). Apart from these contrasting
and coarse studies, no further information on the occupied electronic band structure is
available so far, and the following sections are the first dedicated to this.

6.2.1 The band structure in angle-resolved photoelectron
spectroscopy

A general impression of the electronic band structure is best obtained by FS mapping.
In this way, a variety of spectral features can be recorded at the same time. Here, the
correct determination of the Fermi level is of fundamental importance. Usually, an angle-
integrated spectrum, i.e., an EDC without momentum dependence, from a metal surface
which is in direct contact to the sample itself is fitted following the procedure in Sec. 3.3.2,
p- 50. The Fermi energy should be the same for metal and sample then. Usually, the
tantalum clamping strips that keep the sample fixed are used for this purpose. Yet,
for the present surface system an unusual potential offset between the metal clips and
the surface makes this approach impossible. As a good alternative, angle-integrated
EDCs are derived from two band maps captured along both high symmetry directions
of the sample. By fitting these curves with Eq. 3.52, it is found that the Au/Ge(111)-
(v/3 x v/3) surface is indeed metallic, and accordingly Ep is determined precisely. The
constant energy contour at Ep, i.e., the FS, is then derived by cutting the ARPES
cuboid at exactly this energy.

The Fermi surface topology

Now we shall turn to a closer inspection of the FS topology in Fig. 6.7(a). As a main
finding, three metallic states are observed, that cross the Fermi level [H5]. The largest
Fermi vector belongs to the band S1, that exhibits a roughly hexagonal shape with six
straight segments, connected at corners that are aligned with the Ty—Kg and To-K, high
symmetry directions. The band is rather weak in intensity in the first SBZ and features
a notable broadening in momentum. The more intense and less broadened H1 state is
observed closer to the I'y zone center. It has a warped contour, with its corners oriented
in the same direction as it is the case for S1. Very close to I'y a third round shaped state
H2 is found. This state is partly superimposed by the band B1, which is of bulk origin,
since its binding energy depends on k|, as verified by changing the photon energy hv. It
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Figure 6.7: (a) FS of Au/Ge(111)-(v/3 x /3) in the first SBZ at T = 10K, captured at the photon
energy hv = 25eV. The four FS sheets S1, H1, H2, and Bl are tagged with labels. Bright contrast
corresponds to enhanced photoemission intensity, and the straight lines indicate the zone boundaries.
(b) FS in the second SBZ at T = 10 K, captured at the photon energy hv = 35 eV. The nesting vector
qgs1 interconnects straight parallel sheets within the S1 Fermi contour. The FSs in (a) and (b) represent
integrated F'S maps in an energy range of Er £ 0.025 eV. Further processing includes symmetrization
by adding up photoemission intensities with respect to the threefold-symmetry of the substrate to even
out momentum-dependent matrix element effects. A moderate Gaussian filter was applied afterwards
[H5], Copyright (2011) by the American Physical Society.

has been suggested that its maximum must be located above Er due to a surface band
bending effect [202].

Repetition of the FS mapping within the second SBZ leads to the FS shown in
Fig. 6.7(b). In contrast to the first SBZ, the S1 state is notably enhanced in inten-
sity, whereas the H1 state is barely visible. H2 is also mostly suppressed, and B1 is not
observed here. This change in intensity most likely results from photoemission matrix
element effects, yet, leaving the band shapes unperturbed. A variation of the photon
energy does not influence the intensity ratio between of surface states and bulk states
significantly. The photon energy has thus been chosen by optimizing the signal-to-noise
ratio in angle-resolved measurements. The energies hv = 25eV and hrv = 35€V turned
out to be best suited to record the band dispersion within all details.

Band structure details

The next and consequential step in the revelation of the electronic band structure of
Au/Ge(111)-(v/3 x v/3) is capturing high-resolution band maps along M and T'-K
in both SBZs. In this way, one is able to scrutinize the band dispersion F(kj) for the
metallic states as well as for completely filled states, that do not become visible at
the FS. In Fig. 6.8 such band maps are displayed for the first (top panels) and the
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second (bottom panels) SBZ along I-M (left panels) and T-K (right panels). A total
number of seven bands is observed, which are classified according to DFT calculations
by their respective orbital origin as bulk-like (B), hole-like Ge derived surface states or
resonances (H), and electron-like Au derived surface states or resonances (S). As already
known from inspection of the FSs in Fig. 6.7 there are three metallic states S1, HI,
and H2. In addition, a fourth state H3, which crosses Er, is observed very close to T'y.
Here, it is worth noting that bulk bands play a more important role within the first
SBZ [Fig. 6.8(a) and (c)] compared to zones of higher order. Accordingly, B1 and B2
are highly pronounced in the first SBZ, but are barely seen in the second SBZ, which
agrees well with their bulk-like origin. The hole-like H states are also more pronounced
in the first SBZ and become less intense, when turning to the second SBZ, which is most
likely due to photoemission matrix element effects. Most strikingly, the intensity of the
electron-like band S1 changes dramatically between both zones, yet, retaining its huge k-
space broadening. Moreover, it features an almost parabolic curvature. Finally, the fully
occupied state S2 has its band maximum at 350 meV binding energy and & = 0.43 A1
and it is mostly of weak intensity and significantly broadened.

Concerning the metallic states, Fermi level crossings are derived as kj p 51 = 0.33 A1
ke = 0.143 A7 and Ky g2 = 0.072 A~% along T-K. For the I-M direction kj s g1 =
0.31 A1, kyrm = 0.117 A1, and kj,pr2 = 0.072 A~" are obtained (cf. Tab. 6.5). These
values correspond to band fillings of 32 %, 95 %, and 98 %, respectively.! This finding
of fractional order filling for all states is contrary to the attempt to describe the con-
ducting character by simple electron counting within the (v/3 x v/3) unit cell, which
resulted in the assumption of an insulating behavior. Yet, here we deal with a partial
band filling scenario, that actually leads to conducting behavior. While simple electron
counting may be a suitable approach in other systems, the ARPES results reveal that it
is not appropriate in case of Au/Ge(111)-(v/3 x v/3). Here, the presence of fractionally
occupied and overlapping bands does not allow to count with integer electron numbers.
In addition, hole-like and electron-like bands exist which stem from various orbitals of
different character. The band curvatures of all states are very steep, resulting in very low
effective electron masses m?. These have been determined at Er by m} = hkp/vp (vp:
Fermi velocity) and range from 0.05m, to 0.09 m.. Such rather small masses lead to the
conclusion that electronic correlations are rather insignificant in Au/Ge(111)-(v/3 x v/3).
This is contrary to strongly correlated surfaces, which are typically characterized by a
high band mass, e.g., m* = 1.2m, in Sn/Si(111)-(v/3 x v/3), see Sec. 7.2.3. According
to the Drude model of charge transport, the electron mobilities are strongly enhanced,
i.e., o< 1/m?. This could represent a promising basis for future semiconductor-based
electronic applications.

A closer inspection of the faint, but sharp states H1, H2, and H3 reveals that these
bands disperse at a fixed distance in momentum to each other. Also a certain comparabil-

!The band filling is derived by dividing the kj-area in which the respective band disperses below Ep
by the area of the complete (\/3 X \/g) SBZ.
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Figure 6.8: (a) Electronic band structure revealed by ARPES along T-M in the first SBZ of
Au/Ge(111)-(v3 x v/3); T = 10K, hv = 25eV. Dark contrast corresponds to high photoemission
intensity. The metallic states S1, H1, H2, and H3 are observed together with the completely filled state
S2. Bl and B2 originate from the bulk. Intensity noise above Er is an artifact due to data normalizing.
(b) Band structure along the same direction in the second SBZ for an enlarged binding energy range;
T = 130K, hv = 35¢eV. (c), (d) ARPES band maps along the T-K high symmetry direction. The
settings agree with those in (a) and (b), respectively. All spectra shown have been normalized for each
EDC with respect to the highest intensity, prior to symmetrizing around the T point [H5], Copyright
(2011) by the American Physical Society.
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Table 6.5: Parameters obtained from an analysis of the Au/Ge(111)-(v/3 x\/3) ARPES band structure
of the main surfaces states S1 (subdivision into S1p and Slg in DFT, see Sec. 6.2.2), H1, and H2, i.e.,
band type (e: electron-like, h: hole-like), Fermi vector k| p, effective electron mass m}, and band filling.
The angular resolution is in the order of 0.005 A='. Values in parentheses are derived from the DFT
band structure calculations in Sec. 6.2.2.

Band type ke (T - K)) kjr (T; — M) mk band filling
S1 (S1a) e 0.33 (0.288)A=1  0.31 (0.287) A" 0.06m, 32%
S1 (S1p) e 0.33 (0.287) A=Y 0.31 (0.247)A-'  0.06m, 32%
H1 h 0.143 (0.147) A=*  0.117 (0.113) A= 0.09m, 95 %
H2 h 0.072 (0.033) A=*  0.072 (0.035)A=1  0.05m, 98 %

ity with the band structure found by ARPES for the related Pb/Ge(111)-(v/3 x v/3) sur-
face, established a 1 ML lead coverage, is obvious [208]. In that study, the relevant states
were attributed to germanium orbitals. Another remarkable feature is a change in band
curvature for H1 and H2 along the T-M direction slightly above (E — Er ~ —0.15¢V)
their crossing point with the S1 surface state. A summary of all relevant parameters,
extracted for the states S1, H1, and H2 from the ARPES data, is listed in Tab. 6.5.

Spectral broadening of the S1 surface state

Special attention is attracted by the very intense surface state S1 in the second SBZ. Its
low effective electron mass (0.06m,) is related to the steep dispersion with a minimum
at F — Er ~ —1.0eV. The band also features a significant broadening in momentum,
which is evaluated as Ak = 0.064 A~! (FWHM) at the Fermi energy. Yet, in the ideal
case of an infinitely large surface which is free from defects, any intrinsic broadening
should be absent in the ARPES spectral function A(k,w) at the Fermi energy. Also
the experimental resolution of the analyzer (~ 0.005A~') is much smaller than the
broadening. A possible reason to explain this observation may be found in impurities
and surface defects, which can impose a notable scattering potential. Such irregularities
can consist of atomic Au-Ge exchanges and domain walls that induce a registry shift
with respect to the substrate. As a consequence of the STM results in Sec. 6.1.2, Au-Ge
substitutional defects should not play a crucial role here. On the other hand, phase
shifted domains are observed, and the broadening of the 1/3-order LEED spots was
determined as Ak = 0.067 A~'. Thus, small phase-slip domains will notably contribute
to the overall S1 band broadening. Nevertheless, in comparison to the sharp H states,
which relate to surface and subsurface Ge atoms according to the DFT (see Sec. 6.2.2),
the large size of the S1 band broadening cannot fully be explained by domain wall
scattering alone.

Alternatively, correlations are not supposed to play a role here. This can be un-
derstood in comparison with the dilute phases of group-IV adatoms on Si(111) and
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Figure 6.9: (a) Close-up to the dispersion of the S1 surface state in Au/Ge(111)-(v/3 x \/3) along
T-M in the second SBZ in close vicinity to Ep; T = 10K, hv = 35 eV. Bright contrast corresponds to
high photoemission intensity. The possibility of two spin-split bands hidden in the broadened S1 band
requires the two labels S1n and Slg. (b) MDC line profiles (black dots) captured along the dashed
colored lines in (a). A fit with two Voigt line shapes (green and red curves) results in the overall fit
profile (blue). The black curves centered at the single peak maxima suggest the possible curvature of
Si1a and Slg, with a distinct splitting 2ko = 0.028 A=! in momentum.

Ge(111) (see Ch. 7). Au/Ge(111)-(v/3 x 1/3) is established in the dense 1 ML adsorbate
phase, where three Au atoms share approximately the same space as one single Sn or
Pb atom has at the Si(111) surface for its own. Even more important is the difference in
the atomic orbitals involved. While the Au terminated surface is mainly influenced by
widely spread s orbitals, the Sn- and Pb-induced reconstructions exhibit rather local-
ized p.-like orbitals. Thus, both the lower adsorbate atom density and the difference in
atomic orbitals suggest that localization, and hence, electronic correlations should be less
important in Au/Ge(111)-(v/3 x v/3). Finally, the effective electron masses determined
above are an urgent hint to exclude this possibility, too.

Another option would be a band splitting due to SOIs which, in the present material
system, is not resolvable in conventional ARPES, but could contribute to the observed
k-space broadening. In this regard, the Au/Ge(111)-(v/3 x +/3) surface exhibits the
necessary ingredients, i.e., a heavy adsorbate element (Z, = 79) and a symmetry
breaking at the surface (SIA type), which involves a notable potential gradient. To
further elucidate this, a MDC profile analysis can serve as a first step towards the
identification of a band splitting, while only SARPES is able to provide a definite proof
of this assumption. Fig. 6.9(a) presents a close-up of the S1 surface state near the
Fermi energy. The possible existence of two spin-split surface states is indicated by
renaming the state into its split parts S1x and Slg (k) rs1,| > |k, rs15])- As in the
conventional Rashba effect, and for an idealized parabolic dispersion, one would expect
these two states to disperse in parallel in approaching the Fermi level from higher binding
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energies. In order to scrutinize the presence of such a band situation hidden within S1,
three MDCs at £ — Er =0eV, E — Er = —40meV, and E — Fr = —80meV along the
dashed lines in (a) are plotted in dependence of their respective in-plane momentum in
Fig. 6.9(b). All three profiles (black dots) exhibit a notable broadening, as already stated
above. Moreover, these curves display a plateau-like shape in the region of maximum
intensity, possibly indicative of two bands hidden in one single peak. In particular, this
is well observable for 80 meV binding energy rather than directly at Er. The next step
is to fit each MDC with two Voigt line profiles (green: Sla, red: Slg). During this
procedure the fit curves for each MDC were required to have equal amplitudes, equal
Gaussian widths, and equal Lorentzian widths. Finally the peak-to-peak distance was
adjusted in such a way that an optimized fit was obtained for all three MDCs. The
overall fit curve (blue) is then simply the sum of the two single components (red and
green). It accurately reproduces the experimental MDC line shape. Contrary, fitting
with only one Voigt profile does not reproduce the data that precisely. The potential
dispersion of both split bands is indicated by the black solid lines that are positioned at
the maximum amplitude location of each single band fit curve. The splitting between
the two bands is derived as 2ko = 0.028 A=,

Thus, a SOI-induced band splitting in combination with scattering at phase-slip do-
main walls can account for the intense momentum broadening of S1. It should be
emphasized at this point again that a fitting of this type may only be seen as a first and
coarse approximation to the exact spin splitting. Moreover, details on the orientation
of the spin polarization vector can only be accessed by SARPES.

Nesting in the Au/Ge(111)-(v/3 x v/3) Fermi surface

Besides the possibility of a spin-orbit induced band splitting, the remarkable and almost
hexagonal shape of the S1 FS [see Fig. 6.7(b)], with its straight segments in between the
'K and T-K directions, is suggestive of F'S nesting. This in turn is a prerequisite for
the establishment of a charge density wave (CDW), which was earlier believed to be the
mechanism that describes the RT to LT phase transition in Pb/Ge(111)-(v/3 x v/3) and
Sn/Ge(111)-(v/3 x 4/3) [40, 209]. This possibility shall now be discussed with regard to
the potential nesting at the FS of Au/Ge(111)-(v/3 x v/3).

Basically, a CDW is a phase that in particular may develop in 1D crystalline systems
below a certain critical temperature 7, [36]. It belongs to the class of electronically
driven phase transitions and is a prime example of electron-lattice interactions. Famous
representatives of a CDW are the lattice distortions in the quasi-1D transition metal
bronzes and the Krogmann’s salts [36]. A simple model of a CDW is given by a 1D chain
consisting of single atoms, spaced by the distance a, each hosting one electron. As shown
in Fig. 6.10(a), this involves a spatially constant charge density p(r) and the dispersion
of a free electron gas at half filling in reciprocal space. Now, one analyses the reaction of
the free electron gas to an external and time-independent perturbation, which is given
by the “Lindhard” response function x(q), that depends on the “nesting vector” q. For
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Figure 6.10: 1D model case for the CDW transition in an atomic chain. (a) For T > T, the atoms,
each occupied by one electron, are spaced by a, and an equal charge density p(r) in dependence of the
location r along the chain is found. In reciprocal space, a half filled band scenario with Fermi vectors
kg, spaced by the nesting vector q, exists. (b) Below T, the charge density is modulated with a period
doubling 2a along the chain, followed by a likewise periodic distortion of the lattice. In turn, a band
gap 2A opens at the new zone boundaries +kp = +7/(2a).

our 1D model case this function diverges at q = 2k, i.e., the charges in the chain are
redistributed for an external perturbation of that size. Importantly, pairs of occupied and
unoccupied states, located at +kr and spaced by q, mainly contribute to the response
of the system. Here, it turns out that the dimensionality is an important factor for the
instability of a certain system towards a CDW. This is due to the respective shape of
the F'S, which mainly consists of two straight and equally spaced planes in the 1D case.
Hence, there exist multiple pairs of states which are spaced by equivalent vectors q, and
thus, the response of the electron gas will be strong. Coupling to higher dimensions
reduces the amount of states spaced by equivalent vectors q, and the response becomes
weaker. Therefore, nesting is strongest in 1D, whereas systems of higher dimensionality
become less unstable towards the development of a CDW. Finally, the situation of our 1D
model system below the critical temperature 7, shall be discussed in Fig. 6.10(b). Here,
the charge density is periodically modulated, which is followed by a likewise periodic
distortion of the lattice. The buckling of the atoms consumes a certain amount of
energy, which must be gained in some way to stabilize the CDW. This is achieved by
lowering the occupied and raising the unoccupied states at £kg coupled by q, as shown
in the top of Fig. 6.10(b), i.e., a band back folding occurs at the new zone boundaries
kr = £7/(2a), which reflect the modified lattice periodicity. Concomitantly, an energy
gap of 2A in size opens, and the system turns its character from metallic to insulating.
The resulting new LT lattice constant arr = n - a is called commensurate, if n is an
integer number, which means a favorable situation for real surface systems that couple
to a substrate. In the atomic chain model with half filling we deal with the commensurate
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case, thus, the band back folding at +kr involves a real-space period doubling arr = 2a
[210].

In turning again to the Au/Ge(111)-(v/3 x v/3) surface, nesting is roughly achieved for
the three pairs of opposite straight sections of the S1 band.! Although we do not deal
with a 1D system here, there are sufficient states at the F'S interconnected by equivalent
nesting vectors qs;. Following this idea, one can derive the size of the nesting vector
las1| = 0.62 A-1. With respect to the threefold symmetry of the system, two additional
and equivalent nesting vectors can be drawn, rotated by 120° and 240°, respectively.
The size of the nesting vector corresponds to a real-space distance of 2.9 ag;. However,
this value does not agree with any multiple of the (v/3 x v/3) reconstruction, which would
comply to a commensurate nesting condition. In turn, this decreases the likelihood to
observe a CDW phase transition. In fact, ARPES experiments performed between 10 K
and RT do not show any signature of a CDW phase transition at all. This result agrees
with an unchanged LEED pattern within the same temperature range. The absence of a
CDW may probably be ascribed to a lack of lock-in energy of a possible CDW triggered
lattice distortion with the underlying substrate, as also suggested to suppress the CDW
formation in the dense S-phase of Pb/Ge(111)-(v/3 x v/3) [211].

Furthermore, an instability towards a CDW is characterized by a singularity in x(q)
for a specific wave vector q. For the related surfaces of Sn/Ge(111)-(v/3 x v/3) and
Pb/Ge(111)-(v/3x+/3) the possibility of a CDW formation has been studied theoretically
[14]. Tt was found that the susceptibility is not enhanced at the positions of the relevant
(3 x 3) zone boundaries in k-space, which means an unfavorable situation with respect
to a CDW formation. Another property which is involved in the transition probability
is the rigidity of the surface lattice. An important parameter to be considered in this
context may be the cohesion energy of the adsorbate atoms, which reflects the energetic
stability of the surface. Since this value is rather large in case of gold (5.8 eV, [176]), it
is likely that interatomic bonds are strong here (see Tab. 5.1). Such a more rigid surface
lattice could certainly contribute to suppress the formation of a CDW in Au/Ge(111)-

(V3 x V/3).

Band structure of related surface systems

Most closely related to Au/Ge(111)-(v/3 x v/3) is the Au/Si(111)-(v/3 x /3) surface,
which is also described within the CHCT model. As reported for Au/Ge(111)-(v/3 x v/3)
and Pt/Si(111)-(v/3 x v/3) in this thesis, the existence of phase-shifted domains has been
proved there, too [145]. Hence, it is advisable to look for similarities in the electronic
band structure in both systems. K. N. Altmann et al. have scrutinized Au/Si(111)-
(v/3 x v/3) along T-M by means of ARPES [172]. The respective band structure is
shown in Fig. 6.11 along the high symmetry direction I'-M within the first and second
SBZ [172]. In comparison, there are at least three apparent analogies in the electronic

'This consideration still assumes a spin degenerate band and neglects the spin splitting evidenced by
DFT and SARPES in Secs. 6.2.2 and 6.3.
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Au/Si(111)-(«/3><_«/3)

Figure 6.11: Electronic band structure of the related 2DES Au/Si(111)-(v/3 x \/3), inspected by
ARPES (RT, hv = 34¢V) along the T-M high symmetry direction in the first and second SBZ [172].
Dark contrast corresponds to high photoemission intensity. The surface states S1, S2, and the bulk
band B2 are highlighted by fit curves to the respective ARPES band curvatures. Photoemission data
and fit curves are extracted from [172], Copyright (2001) by the American Physical Society.

band dispersion: i) Au/Si(111)-(v/3 x v/3) exhibits a small electron pocket (S1), centered
around the I point, with a filled bandwidth of 210 meV. This metallic state is only visible
in the second SBZ. It has its pendant in the Au/Ge(111)-(v/3 x v/3) S1 state, which is
barely visible in the first SBZ. The absence of this band in the first SBZ for Au/Si(111)-
(v/3 x v/3) might be related to a worse experimental resolution, the sample quality, and
to the dense network of domain walls, reported for the system. ii) There are no H states,
as found for Au/Ge(111)-(v/3 x 4/3) in this thesis, whereas bulk band features could be
identified in the first SBZ likewise (e.g., B2). iii) A fully occupied surface state (S2),
which has approximately the same dispersion as the S2 state in this thesis, is observed.
This state should thus be of the same origin, i.e., it must be Au derived, which is indeed
verified for Au/Ge(111)-(v/3 x v/3) in the following section by means of DFT. The
F'S has later been examined by J. N. Crain et al. [173]. Different from Au/Ge(111)-
(v/3 x 1/3), it appears to be of circular shape and much smaller in diameter. Moreover,
it is strongly broadened, most likely due to the small anti-phase domains present at that
surface. In all; the striking similarities concerning the electronic band structure are most
probably due to their strong structural relationship and the similar orbitals involved in
the bonding at the surface. In Ag/Si(111)-(v/3 x v/3) a similar electron pocket has been
reported [173], although metallicity merely results from doping due to excess silver at
the surface there.
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6.2.2 Advanced density functional theory modeling of the
electronic band structure

The determination of the electronic band structure in many-body systems is a major
issue in solid state physics. In this regard, the density functional theory (DFT) serves
as a well established tool for clarification [212, 213]. Its concept shall be outlined on the
basis of the reviews in Refs. 214-216 in the following. The main idea is to derive the
position-dependent density of electrons in the ground state. Further properties as, e.g.,
the total energy of the system, are functionals of the electron density and may thus be
derived from it. This basic concept is known as the “Hohenberg-Kohn theorem” in the
literature [214-216].

The determination of the electron density in the ground state of an N-electron system
requires to define N single-particle wave functions, the “Kohn-Sham functions”, which
are solutions to the Schrodinger equation in an effective potential [214, 216]. The cor-
responding one-electron Schrédinger equations are known as “Kohn-Sham equations”.
This approach drastically reduces the complexity of the problem, since the Kohn-Sham
functions are independent solutions to the Kohn-Sham equation. In this way, the elec-
tron density for each Kohn-Sham function is calculated, and the overall electron density
is then derived by summing over these. A general issue is to determine the exact effective
potential, which comprises three main contributions [216], i.e., i) the external potential,
that describes the interaction of the electrons with the atomic nuclei, ii) the “Hartree”
term, which introduces the electrostatic interaction among the electrons, and iii) the
exchange-correlation potential for inclusion of many-body effects. The effective poten-
tial is part of the Kohn-Sham equations, but also depends on the electron density of the
system, and thus also on the solutions of the Kohn-Sham equations. Here, it becomes
evident that a self-consistent solution must be found in an iterative way. Thus, after
determination of the effective potential, the Kohn-Sham equations are solved again for
this corrected potential, which then returns a further refinement of the potential, and
so on. Unfortunately, the exact exchange-correlation energy functional is not known.
However, in dependence of the properties and the respective problem to be scrutinized,
several approximations have been proposed to overcome this lack. For many solid state
systems, like the ones discussed in this thesis, the local density approzimation (LDA) has
been established as a standard. It locally approximates the exchange-correlation energy
by the one of the uniform electron gas (jellium model). The exchange-correlation energy
is then an explicitly parametrized functional of the electron density. While the LDA is
exact for the uniform electron gas, it has also proved to be very useful for describing
real-world materials with slightly varying charge density. Although the LDA provides
accurate results in many cases here, it features some inherent shortcomings, such as the
underestimation of energy band gaps in insulators and semiconductors. Moreover, it
does not exclude the electrons’ self-interaction and is thus error-prone by nature. The
latter deficiency can be reduced by introducing a self-interaction correction (SIC) to the
LDA in some cases [217].
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In a first step, calculations within the LDA shall be used to strengthen the CHCT
configuration as the correct structural model for Au/Ge(111)-(v/3 x v/3) again. In
comparing the results of theoretical band structure modeling with those from ARPES,
several adjustments can be applied to the calculations in an iterative way, until a reliable
agreement is reached. Second, the LDA allows to allocate different atomic orbitals to
the states observed in experiment. In addition, the distribution of the respective wave
functions within the slab facilitates to conclude, whether a band should be identified as
a surface state, a surface resonance, or a bulk state. And finally, inclusion of the SOI to
the calculations will shed light on the spin texture.

The DFT band structure presented in the following has been modeled within the
LDA [H5]. A periodic slab array, consisting of 19 layers of germanium, one hydrogen
layer at the rear side, and the gold monolayer on top was constructed. The initial
atomic coordinates were set to those values derived from the SXRD experiments in
Ref. 148. The vacuum separation between neighboring slabs amounts to 7.7 A in order
to exclude an overlap of the wave functions. The calculations have utilized a mixed-basis
code, which is distinguished by the fact that in addition to plane waves also localized
Gaussian functions of angular momentum [ = 2 are positioned at the locations of the
Au atoms [H5, 218, 219]. While in standard LDA a quite acceptable agreement with
the experimental band structure of Au/Ge(111)-(v/3 x v/3) is already achieved, the
binding energy is notably underestimated. In particular, this becomes obvious with
regard to the deviating band minimum position of the mainly Au derived state SI.
Since alternative structural models could be excluded (see Sec. 6.1.1), any mismatch
between the experimental and the calculated band structure must be related to the
inherent limitations of the DFT. Here, the self-interaction error leads to the largest
discrepancies. Considering the atom species involved, it mostly affects the localized 5d
states of gold. These are located close to the Fermi level and are of relevance in the
bonding with the germanium atoms. In order to account for this deficiency, a SIC is
introduced in a similar way, as has been described for II-VI compounds in Refs. 220
and 221. Accordingly, the d part in the LDA pseudopotentials of Au is altered so that
an acceptable agreement between the band structure of bulk Au in experiment and in
theory is achieved.

The resulting LDA-SIC band structure, that further includes SOlIs, is presented in
Fig. 6.12. At first glance the good overall agreement with the ARPES band structure in
Fig. 6.8 is quite obvious. All relevant bands reported experimentally are well reproduced,
including their respective curvatures [H5]. However, the Fermi level had to be shifted by
+110meV in order to achieve a better agreement between experimental and theoretical
kp-values, which are summarized in Tab. 6.5. In spite of this general agreement, a
deviation in the minimum binding energy of the S1 band bottom of ~ 200 meV in size
persists. This is ascribed to a potential self-doping effect in the experiment, where excess
Au at the surface is believed to inject additional charge carriers into the surface states,
leading to a rigid band shift to higher binding energies. Alternatively, K. Nakatsuji et
al. suggest that the shift in energy might be due to a surface band bending [202]. In
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Figure 6.12: The electronic band structure of Au/Ge(111)-(v/3 x v/3) calculated by the LDA-SIC
within the DF'T. Four metallic surface states S1a /Slg, H1, H2, and H3 are obtained in good agreement
with ARPES. Black color indicates a predominant Ge origin of the respective states, whereas red color
signifies a predominant Au origin. Larger symbols correspond to a near surface localization of the state,
and small symbols refer to an enhanced bulk character. The Fermi level Ef is shifted by +110meV
with respect to the Fermi energy returned from the calculations in order to enhance the agreement with
the experimentally obtained Fermi vectors [H5], Copyright (2011) by the American Physical Society.
The blue dashed line corresponds to the Fermi energy chosen in comparison with the spin information
obtained from SARPES (shift: +180meV).

addition, the classification of bands into electron-like surface states and resonances (S),
hole-like surface states and resonances (H), and bulk band features (B) bases on the
ratio of surface/bulk localization of the respective wave functions. Accordingly, large
symbols in Fig. 6.12 represent states that are localized at the surface, which is the case
for S1 and S2, while H2 and H3 are only partly of surface character (smaller symbols). In
particular, H2 and H3 exhibit a notable delocalization of their wave functions from the
surface into the bulk, that leads to an overlap with the projected bulk band structure.
Accordingly, these bands must be assigned to surface resonance states. Another vital
information provided by DFT modeling is the orbital origin of the respective bands,
which is signified by the symbol color. Red color denotes states that are predominantly
derived from Au atoms, whereas for black color Ge orbitals dominate. This classification
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is made by inspecting the integrated charge of a specific state with respect to its in-plane
momentum and depth in the slab construction. In case that more than 50 % of the charge
of the relevant band is, e.g., located within the Au layer, this state must predominantly
originate from Au orbitals. In particular, this is true for the quasi-parabolic S1 surface
state. Similarly Ge derived states have a charge majority located in a germanium layer.

Spin-orbit coupling effects

Apart from these first and important theoretical details on the band structure, Fig. 6.12
also reveals that SOIs play a crucial role at the Au/Ge(111)-(v/3 x v/3) surface. In
this regard, the most obvious finding is that the Au derived surface state S1 exhibits a
significant spin splitting of 2ky = 0.040 A~! along the T-M direction due to a notable
potential gradient at the surface. Such a rather large splitting is eligible to explain the
band broadening of Ak = 0.064 A-'seen in ARPES. In particular, the total broadening,
which is a convolution of instrumental resolution, scattering at phase-slip domain walls,
and the band splitting, must be highly dominated by the latter. The splitting is even
predicted to be larger than the one approximately derived by the MDC fitting in Fig. 6.9
(2ko = 0.028 A=1). With these new insights, the separate notations S1, and Slg, earlier
suggested in Sec. 6.2.1 based on ARPES only, are now generally introduced. Another
essential aspect of the calculated band structure is that the splitting is almost absent
along I-K. This means that the SOI at the surface of Au/Ge(111)-(v/3 x v/3) does
not act isotropically, but rather shows significant deviations from a conventional Rashba
scenario. Here, the DF'T calculations also indicate that the potential landscape at the
surface must be somewhat complex with clear deviations from a strict homogeneous and
perpendicular electric field. At first sight, such an anisotropic band splitting seems to
contradict the ARPES finding of a rather constant broadening of the S1 band along its
whole F'S. However, assuming that we deal with a faint unresolved spin-orbit splitting
here, a satisfying agreement is found as follows. According to the DFT calculations, the
spin-orbit splitting is of constant magnitude for almost all in-plane momenta along the
FS. The only exception exists in a very narrow region close to the I'-K direction, where
the splitting is reduced (see Sec. 6.3). Hence, the vanishing spin splitting predicted by
the DFT is highly localized in k-space. In an ARPES experiment a certain amount of
averaging over adjacent k-space momenta is inevitable and limits the achievable angular
resolution. Consequently, this can lead to the observation of an overall band broadening
larger than the one predicted theoretically along the I'-K axis.

With respect to the other electronic states, S2 also shows a large splitting induced by
SOIs, whereas smaller splittings are found for H1, H2, and H3. Notably, the splitting
of the H1 surface resonance is almost entirely of the Rashba type, i.e., the spin momen-
tum vector is approximately oriented orthogonal to the momentum and field vectors.
However, the following section will restrict the discussion to the prominent Au derived
S1 state due to four striking reasons. i) S1 has the largest spin splitting, ii) it features
an intense signal in photoemission, which is relevant for the high statistics needed in
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SARPES, iii) it has no crossings with other bands in a sufficiently large energy win-
dow below Ef, and iv) S1 shows metallic behavior, which could be favorable for future
spintronic applications.

6.3 The complex spin texture at the surface of

Au/Ge(111)-(v/3 x v/3)

The theoretical prediction of a strong band splitting due to SOIs in the metallic surface
2DES Au/Ge(111)-(v/3 x v/3) is of particular relevance, since its experimental real-
ization would represent a valuable step in view of an electronic manipulation of spins
[23]. Recent reports dealing with the spin texture at related surface 2DESs established
on semiconductor surfaces have shown that heavy atoms may induce an exceptionally
large Rashba splitting. In particular, this applies to the bands formed by Bi and TI
reconstructions on Si(111), which are insulating surfaces [24, 25, 222]. Yet, a manda-
tory requirement for controllable spin currents in electronic transport applications is the
presence of conducting spin-split states [H6]. A recent, and so far unique, example of
conducting spin-split surface states was presented in 2010 by K. Yaji et al. in the dense
B-phase of Pb/Ge(111)-(v/3 x v/3) [26]. Utilizing SARPES, the authors were able to
give evidence of a sizable Rashba type band splitting in the hexagonally warped surface
state. Importantly, recent speculations on the interplay of crystalline anisotropies and
the corresponding potential gradients at the surface have pointed at the relevance of
additional in-plane electric fields [25, 223]. Unfortunately, the experimental setup in the
study of K. Yaji et al. was limited to the detection of the in-plane spin orientation only,
leaving potential out-of-plane components of the spin polarization vector unresolved.
In general, a homogeneous and perpendicular built-in electric field, as at the Au(111)
surface, is rather an exceptional case. Typically, out-of-plane and in-plane potential
gradients are assumed to intermix, resulting in a variety of complex and anisotropic
spin patterns. Thus, a complete 3D determination of the spin polarization at the FS of
spin-orbit coupled surface systems is advisable. In this regard, experimental evidence of
a symmetry-dependent rotation of the spin polarization vector out of the surface plane
has been found for T1/Si(111)-(1 x 1) and for surface alloys [22, 25]. An example is
given in Fig. 6.13(a), where the measured spin polarization along the surface normal
(z) of the l4 state in Pb/Ag(111) is depicted (graph taken from [22]). Here, it turns
out that a Rashba type spin orientation, i.e., planar and orthogonal to the momentum
vector, is only maintained along the I'-M direction, whereas a rotation out of the surface
plane is found elsewhere. This modified spin pattern exhibits an undulating character,
following the 120° rotational symmetry of the surface. Contrary to the spin vector
orientation in the original Rashba model, such a modified spin pattern can be described
by an effective Hamiltonian, which includes both Rashba- and Dresselhaus-like spin-orbit
terms [43, 224, 225]. In this context, complex spin patterns in surface 2DESs should

115



6 Spin-orbit interaction at a semiconductor surface

(a)

[ I | T
™ 'K '™M T'K
0.1- Ia
_ & oy
S \
S 0.0 ,
S hv=24eV
g E, = 0.15eV
017 ki=038 A"
— N N\ e —> 7S
0.2

0 20 40 60 80 100 120
Azimuthal Angle (deg)

Figure 6.13: (a) Pb/Ag(111) surface alloy: Measured z component of the spin polarization in SARPES,
depending on the azimuthal direction in k-space for the band 14 at 0.15eV binding energy; graph taken
from [22], Copyright (2008) by the American Physical Society. The spin lies in plane along T-M only,
whereas it undulates from downward to upward for directions in between, as is schematically visualized
in the inset. (b) Topological insulator BisTes: Projection of the spin vector in the Dirac fermion band
onto the surface plane, as obtained from first principles calculations; graph taken from [27], Copyright
(2011) by the American Physical Society. The innermost arrows reflect the spin orientation close the
Dirac point, where the band is of circular shape. Arrows away from the center correspond to higher
binding energies, with the band curvature altered to hexagonal and finally warped shape. The color
coding reflects the spin z orientation, which is out of (into) the surface for red (blue) color, while green
represents an in-plane spin alignment.

generally be discussed.

Importantly, this discussion of topical interest also extends to topological insulators,
which currently experience lively interest in solid state physics [226]. It has recently
been predicted by first principles calculations that an even more complex spin pattern,
involving undulations and an additional in-plane spin rotation, should exist in the warped
FS of the 3D topological insulator BisTes [27, 28, 55]. This behavior is visualized in
Fig. 6.13(b), where the spin orientation (arrows) in the Dirac fermion state, projected
onto the surface plane, is plotted (graph taken from [27]). The spin lies fully in plane
(green color) and is orthogonal to the in-plane momentum vector close to the Dirac
point (innermost arrows), where the constant energy surface is of circular shape. Yet,
its orientation is drastically modified at the warped FS, which is located in the region of
ks, k, = 0.1 A. Here, similar as in Pb/Ag(111), the spin alignment remains unchanged
only along the mirror symmetric directions (green), while in between an out-of-plane
spin undulation (red: out of the surface; blue: into the surface) with threefold rotational
symmetry is found. Remarkably, also additional in-plane rotations of the spin can be
spotted close to the mirror symmetric directions. Although indications of such a spin
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pattern have been found in SARPES [227], unambiguous experimental verification is
still missing. Quite generally, it is an alluring perspective to scrutinize such complex
spin textures not only in the Dirac fermion state of topological insulators, but also in
metallic bands of related surface structures.

The spin-polarized Fermi surface in density functional theory

Inspired by the complexity and variety of possible spin textures in surface 2DES, it means
a vital task to clarify the spin polarization in Au/Ge(111)-(v/3 x v/3) by both DFT and
3D SARPES. Since the relevant physics happen at the FS; it is a good starting point for
the spin analysis to extract a plot of the band topology and spin pattern at Er from the
DFT calculations, as shown in Fig. 6.14.1 First of all, the experimentally observed S1
surface sheet with its six straight segments in hexagonal appearance is well reproduced
[H6]. As already known from the DFT band map in Fig. 6.12, the S1 band is significantly
spin-split into the subbands S1, and Slg by 2ky = 0.040 A~ along the M-T-M direction,
while the splitting collapses to almost zero along the K-T-K direction. In the next step,
the orientation of the spin polarization vector P on each of the two subbands S1, and Slp
shall be scrutinized. Its orientation in reciprocal space is represented by colored arrows,
where red, blue, and green mean that P points out of the surface, into the surface, or
is aligned in the plane, respectively. A coarse inspection of the spin pattern yields that
the in-plane circulation of the spin is counter-clockwise for S1, and clockwise for Slg,
which is conform to the situation in Au(111) [20]. The latter surface represents an ideal
Rashba spin-orbit splitting, i.e., the spin is always aligned in plane and orthogonal to
the momentum vector. However, the present DFT FS unveils that such a strict situation
is only valid along the K-T-K  directions in Au/Ge(111)-(v/3 x v/3). In between, the
spin polarization vector abruptly turns out of the momentum plane by up to 75°, with
only slight variations in the perpendicular direction along the straight FS segments.
Notably, the z orientation is inverted when regarding the adjacent FS segments of the
same subband. This leads to an overall undulating behavior of the z component of the
spin polarization vector, corresponding to the C5, symmetry of the surface. Moreover,
the perpendicular spin alignment is also inverted, when comparing the adjacent and
rather parallel F'S segments of S14 and Slg. A surprising additional finding is that the
in-plane component of the spin is neither orthogonal to k; nor tangential to the Fermi
sheets in between the two high symmetry directions. In fact, it exhibits a pronounced in-
plane rotation, that becomes strongest in close vicinity to the K T-K' azimuth. Such a
complex spin pattern has not been observed experimentally so far for any surface 2DES,

'The Fermi level in the DFT is adjusted by +180meV, which is necessary to account for a remaining
inconsistency in the self-interaction error. As a result, theory and experiment are well compatible with
regard to the size and shape of the F'S, while also the orientation of the spin polarization vector at the
FS is in good agreement. The adjustment corresponds to the blue dashed line in Fig. 6.12, which is
different from the initial shift by +110meV, based on a comparison with ARPES only. However, the
overall agreement is even better due to the inclusion of the spin information here.
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Figure 6.14: FS of the S1 surface state (black contour line) in Au/Ge(111)-(v/3 x \/3) calculated
for the first SBZ within the LDA-SIC code. The band exhibits a momentum-dependent splitting 2kg
into the subbands S1p and Slg due to the SOI. The orientation of the spin polarization vector P is
given by small arrows at 60 distinct locations for each subband. The arrow lengths correspond to the

proportion of the in-plane orientation, while color coding signifies an additional orientation of up to
75° out of (red) or into (blue) the momentum plane. The longest arrows (green) represent full in-plane
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spin alignment, which is only the case along K-T-K_directions. Larger arrows beneath the S1 FS with
red/blue color code are used to emphasize the undulating behavior of the out-of-plane component of the
spin polarization vector between adjacent straight segments of the FS. For MDC scans, as indicated by
the dashed line, a local coordinate system (x,y, z) is used. Contributions of H1 and H2 are omitted for
clarity, and the Fermi energy is displaced by +180 meV to improve the agreement with SARPES [H6],
Copyright (2012) by the American Physical Society.

apart from being theoretically proposed for the topological insulator BiyTes [27], as
presented above. It would thus mean an important contribution to topical fundamental
research to provide experimental verification of the scenario predicted here.

The spin-polarized Fermi surface in 3D SARPES

The COPHEE setup, which has been introduced in Sec. 3.3.2, is the ideal experiment to
validate the theoretical prediction above, since it provides access to the spin polarization
along all quantization axes (3D SARPES). Furthermore, even very little band splittings
or overlapping bands with a distinct polarization can be separated therein due to the
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high sensitivity of the two-step fitting routine (see Sec. A.2) [49, 116]. Nevertheless, the
poor statistics in Mott scattering, in spite of the utilization of synchrotron radiation,
restrict the applicability to MDC or EDC scans, rather than capturing full spin-resolved
band maps or even FSs. Since the S1 surface state is strongly dispersing, MDCs repre-
sent the more appropriate approach to resolve the spin structure here. In Fig. 6.14 the
dashed line indicates the orientation of such a scan profile along the M-T'-M direction.
All MDCs have been captured at 70 meV binding energy to enhance the statistics in com-
parison with a scan exactly at E, since the rather coarse energy resolution (120 meV) in
SARPES experiments integrates over a broad energy range. Fortunately, the S1 band is
the only one present in the specified energy window near k) g g;. SARPES measurements
were further restricted to the second SBZ, where the S1 photoemission band intensity is
strongest and neighboring states are mostly suppressed. Utilization of linearly polarized
light ensures that the measured spin polarizations mostly comply to the initial states,
whereas additional contributions added during the excitation into the final states are
rather low, as has been discussed in Sec. 3.3.1 [51, 107].

The spin-resolved intensities along the specified scan direction, corrected by the in-
strumental Sherman function S = 0.068, are presented in Fig. 6.15(a)—(c). These curves
exhibit a clear profile consisting of two peaks with their maxima located at kj g1, as
already derived by ARPES. While both curves still almost coincide for the x direc-
tion (a), a pronounced shift between the profiles is found for the y (b), and even more
explicitly for the z direction (c).! This corresponds to a splitting between intensities
for positive (1, spin up) and negative (|, spin down) spin alignment with regard to the
quantization axis of the respective detector. Hence, the present SARPES data exhibit a
clearly resolved band splitting [H6|. The splitting is anti-symmetric with respect to the
zone center I, e.g., the peak maxima along the positive (negative) z quantization axis
are shifted to lower (higher) kj-values. On the basis of these data, one can easily envis-
age that the spin on the outer Fermi sheet, i.e., S15 to the right side of the I' point, is
oriented in positive y direction and negative z direction, while it has no component along
x. Returning to the calculated spin pattern in Fig. 6.14, it turns out that this result from
SARPES is in excellent agreement with the theory. The same conformity is also found
to the left of I’ and for the inner contour S1g, which evidences the helical circumference
and undulating z component of the spin. In conclusion, the spin pattern obeys the Cj,
symmetry, and time-reversal symmetry remains intact in Au/Ge(111)-(v/3 x v/3).

In addition to these important results, Fig. 6.15(d) shows the total intensity MDC
I(ky), which is just the sum of the single spin-resolved intensities in (a)—(c). The spin
information is lost in this plot, and it alone does not provide more information than
already available by a conventional ARPES MDC like the ones in Fig. 6.9(b). However,
in conjunction with the spin-resolved data and under exploitation of the two-step fitting
routine (see Sec. A.2), fitting with two Voigt line shapes per peak leads to an excellent

!The quantization axes always refer to the coordinate system shown in Fig. 6.14, which is fixed to the
MDC scan line.
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Figure 6.15: (a) Spin-resolved intensities for the x quantization axis along the M-T-M direction in the
second SBZ of Au/Ge(111)-(v/3x+/3) after correction with the Sherman function S = 0.068; T' = 300 K,
hv = 35¢eV. Red upward (blue downward) triangles correspond to the electron spin aligned with the
positive (negative) quantization axis of the x Mott detector. (b), (c) Spin-resolved intensities for the y
and z quantization axes. (d) Total spin-integrated intensity I(ky), i.e., the sum of the curves in (a)—(c).
The purple and yellow curves are the best fits to the data within the two-step fitting routine and allow
allocation of the two spin-split bands S1a and S1g [H6], Copyright (2012) by the American Physical
Society.

overall reproduction of the total intensity. Therefore, the separate profiles S15 (purple)
and S1p (yellow) do quite reliably reflect the peak shapes hidden in the spin-integrated
MDC data. The size of the band splitting is expected to be largest along this scan
direction, according to the DFT results, i.e., 2ky = 0.040 A~'. The peak-to-peak sepa-
ration determined by fits of multiple MDC scans in SARPES along the same direction
is 2k = 0.025 A~', and thus smaller. Yet, the latter value is close to the one estimated
from ARPES MDC fitting before (2k, = 0.028 A‘l). Therefore, one has to conclude
that while theory succeeds in the prediction of the spin vector orientation at the FS, a
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slight discrepancy remains in the size of the splitting. This is most likely related to the
inherent inaccuracies in LDA-based semiconductor band structure modeling in general.

The SARPES data so far have provided striking evidence of the spin-orbit induced
band splitting with large out-of-plane spin orientations, that deviates from a conven-
tional Rashba situation. It would furthermore be vital to clarify the spin texture at
the K-T-K azimuth, where the spin is assumed to be fully in-plane oriented. More-
over, the important prediction of in-plane spin rotations in the regions between the two
high symmetry directions calls for experimental inspection. In this regard, the F'S has
been mapped by seven location sensitive MDC scans (indicated by straight lines, top of
Fig. 6.16). The spin-resolved intensities I (k) and I}(k}) (o = z,y,2) gained in this
way are transformed to the corresponding measured spin polarizations P, (k) by use of
Eq. A.6. The resulting values are plotted in Fig. 6.16 for the seven distinct scan posi-
tions (SPs) 1-7. A good starting point is to discuss the measured spin polarization of
SP 7, which would also be obtained from evaluation of the data to left of I in Fig. 6.15.
Here, a strong polarization in the z direction is confirmed, whereas it is found to be
much smaller for the y component. This agrees well with the theoretical prediction
of a significant out-of-plane spin orientation along I'-M, accompanied by just a small
in-plane component orthogonal to k|, i.e., along the y direction. The finding of a very
little, but still finite polarization along the x axis is not reflected by the DFT, but it can
most likely be ascribed to an averaging over a specific area in k-space, defined by the
detector acceptance angle. Moreover, a limited precision in moving to a specific location
in k-space by tilting the goniometer is inevitable. Also, the sample is usually inclined in
the sample carrier, which further limits positioning to a finite accuracy. Fortunately, the
distance between neighboring SPs is large enough to allow for a complete mapping of
the designated region. In progressing along the SPs to SP 1, which intersects the I'- K
azimuth, the measured z polarization decreases in favor of both the y and x components.
Exactly at SP 1 the spin is fully aligned in plane in agreement with the expectation from
the calculated spin pattern at the F'S.

Determination of the band-specific spin polarization

Although the preceding evaluation and discussion of the SARPES data has already
provided a convincing agreement with the theory, it is not possible to compare theory
and experiment quantitatively at this point. This deficiency is overcome by further
processing the data within the two-step fitting routine, which is reviewed in the appendix
(Sec. A.2). In short terms, the routine can be described as an incremental step-by-step
fitting process of the spin-integrated data I(kj) by a judicious number of Voigt line
shapes (in this case two), followed by fits to the measured spin polarizations P, (k) (red
curves in Fig. 6.16), until an eligible accuracy in both steps is reached. Furthermore, the
unpolarized background signal is removed from the SARPES data here. The parameters
obtained in the second step of fitting comprise the angular orientation and the length
of the band-specific spin polarization vector P = (P,, P,, P,). Therefore, the direction
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Figure 6.16: Measured spin polarizations Py (k) (left panels), P,(k|) (middle panels), and P.(ky)
(right panels) along seven site-specific SARPES MDCs at the F'S in the second SBZ of Au/Ge(111)-
(v/3 x V/3) (SPs 1-7); T = 300K, hv = 35eV. The spin quantization axes correspond to the local
coordinate system displayed in the upper part of the figure. The red curves represent fits to the data
within the two-step fitting routine (see Sec. A.2). The z spin polarization increases from zero at SP 1

to its largest value at SP 7, while the y and x components are largest for SP 1 [H6], Copyright (2012)
by the American Physical Society.
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Figure 6.17: (a) Band-specific z component P, of the spin polarization vector for the seven distinct
SPs obtained from DFT (empty symbols) and SARPES (filled symbols) in Au/Ge(111)-(v/3 x /3).
Both theory and experiment exhibit rather high and constant values apart from a collapse to zero at
SP 1. (b) Representation of the y and (c) x components P, and P, of the band-specific spin polarization
vector [H6], Copyright (2012) by the American Physical Society.

of the spin in k-space can be specified for each subband at the respective SPs. In this
way, both experimental and theoretical spin polarization vectors become quantitatively
comparable. The components P,, P, and P, of the spin polarization vector are plotted
for both subbands S1, and Slg in dependency of the seven distinct SPs in Fig. 6.17.
Inspecting the z component first (a), one notices that both theory and experiment unveil
rather high values from SP 7-SP 2. The SARPES deduced P, ranges from the maximum
0.94 at T-M (SP 7) to 0.77 close to the I-K azimuth. Importantly, exactly at the
intersection with the T-K line P, fully collapses to zero. This breakdown occurs in such
a small momentum region that its details remain unresolved in SARPES due to k-space
averaging. This abrupt change from out-of-plane to in-plane spin vector orientation
is validated by the DFT calculations, that even use a higher data point density close
to SP 1 in order to grasp more details of the slope region. On the other hand, the y
component (b) remains at lower values but increases from SP 4 to SP 1, where it is close
to unity. Theory supports this finding, and P, remains on a low level apart from SP 1
here. Finally, the x component stays low for all SPs; i.e., P, ~ 0-0.5. Theory again
validates this view, except of a sign change at SP 1. Here, the spins exhibit strong in-
plane rotations close to SP 1, but snap back to an alignment orthogonal to k| directly
at SP 1. This relaxation of the in-plane spin rotations at the K azimuth remains
unresolved in the SARPES data due to the inevitable k-space averaging. Nevertheless,
this quantitative comparison has proved the general agreement between the experimental
and the theoretical spin pattern once more.

The SARPES spin polarization vectors from Fig. 6.17 are finally merged into a 3D plot
along the theoretical F'S of S15 and S1g in Fig. 6.18. This plot features the undulating
spin characteristics between neighboring FS arcs. In general, it represents a striking
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6 Spin-orbit interaction at a semiconductor surface

Figure 6.18: 3D plot of the spin pattern derived from the SARPES experiment along the theoretical
FS contours S1x and Slg in Au/Ge(111)-(v/3 x /3). Orientations of the spin vectors follow the values
given in Fig. 6.17 and obey the Cs, symmetry of the surface. The numbering indicates the SPs [H6],
Copyright (2012) by the American Physical Society.

visualization of the complexity and beauty of the spin texture at the Au/Ge(111)-(v/3 x
V/3) surface revealed experimentally [H6]. In particular, a radial rotation of the in-plane
spin-vector, accompanied by a sizable undulation of the perpendicular spin component,
has not been observed before at a semiconductor surface [H6]. Obviously, the specific
atomic structure of Au/Ge(111)-(v/3 x v/3) must be responsible for such a complex spin
pattern. In this regard, it is important to recall that the Au atoms reside at almost
the same height as the Ge adatoms, which both form the very edge of the crystal (see
Fig. 6.1(b) in Sec. 6.1.1). Thus, one may proceed from the assumption that Au and Ge
orbitals will be notably hybridized at the surface. In turn, additional non-perpendicular
field gradients intermix with their perpendicular counterpart, and the SOC will depend
to some extent on the crystal symmetries of the surface.

As a consequence, the spin orientations of S15 and Sl are coupled to the Cs, sym-
metry, as has already become visible in the analysis above. In particular, symmetries
within the real space structural model are imprinted on the spin landscape in reciprocal
space [H6]. As becomes evident from inspection of the surface geometries in Fig. 6.1(a),
there exists a mirror symmetric plane along the (112) directions, which are represented
by the K T K azimuth in k-space. However, the (101) directions, which correspond
to M-T'-M in reciprocal space, do not feature a mirror symmetry. In a system with
non-degenerate states and time-reversal symmetry, the electron spin must be oriented
perpendicular to the mirror plane along KT K [H6]. This requirement is reflected in
the spin pattern, where indeed the spin polarization vector lies fully in plane and is
orthogonal to the momentum vector along this direction. Combining time-reversal sym-
metry and the mirror symmetry of the KT-K direction, it follows that the spin of a
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Figure 6.19: Evolution of the SOI-induced spin splitting 2kq of the S1 state in Au/Ge(111)-(v/3x V/3),
derived from DFT and SARPES in dependence of the SP [H6], Copyright (2012) by the American
Physical Society.

non-degenerate state must also be perpendicular to the M-T-M azimuth. Unlike before,
this only concerns the in-plane spin orientation, yet allowing for a non-vanishing z com-
ponent here, which is in agreement with the results. In addition, it follows from these
symmetry requirements that the perpendicular spin component of a particular band,
i.e., S1p or Slp, must change its sign between two adjacent F'S segments separated by
the mirror symmetric K-T-K direction. In consequence, the spin topology at the FS
is characterized by the undulation of the out-of-plane spin component with threefold
symietry.

An important aspect, which has not been discussed so far, is the strength of the SOI
at the Au/Ge(111)-(v/3 x v/3) surface. It is usually quantified by the Rashba parameter,
which is related to the size of the splitting by Eq. 2.10. Fig. 6.19 compares the splitting
in momentum 2k, with respect to the SP at the FS for both theory and experiment.
For a large region (SP 7-SP 4) along one straight FS segment the DFT values remain
constant at about 0.04A~', and thus overestimate the experimental splitting, which
slightly decreases from 0.025 A~' at SP 7 to 0.013A~" at SP 1. In approaching the
K azimuth, the DFT derived splitting gradually decreases to almost zero. The slight
discrepancy between experiment and theory found in the region close to K can again
be attributed to the k-space averaging in experiment, but it also relates to the short-
comings of the DF'T. Nevertheless, the deviations remain at an acceptable level and do
not contradict the overall good agreement found. On the basis of the largest SARPES
derived band splitting at SP 7 and the effective band mass of S1, i.e., m} = 0.06 m,,
the Rashba parameter is calculated as ap = 0.10eVA by use of Eq. 2.10. Obviously,
the effect is weaker than at related surfaces (see Tab. 6.1) due to their different atomic
structures [202]. As an example, K. Sakamoto et al. studied Bi/Si(111)-(v/3 x v/3) by
SARPES and found a large Rashba splitting of 2ky = 0.210 A~" [24]. The same authors
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6 Spin-orbit interaction at a semiconductor surface

also analyzed T1/Si(111)-(1 x 1) (2ky = 0.4A~1) [25]. Both systems involve elements
which are heavier than Au and are thus supposed to exhibit a stronger SOC at the
surface.

6.3.1 Theoretical modeling of the spin texture

Despite the close analogy between theory and experiment concerning the complex spin
texture in Au/Ge(111)-(v/3 x v/3), the potential origin of this symmetry related spin
configuration remains obscure. A pure Rashba situation, with in-plane spins orthogonal
to the momentum vector, can definitely be excluded here. Similarities exist to other
systems that exhibit an out-of-plane orientation of the spin polarization vector P like
the Tl-induced (1 x 1) surface reconstruction on Si(111) [25]. Even an undulation in
the z component, that depends on the threefold symmetry at the surface, is found in
the surface alloys Bi/Ag(111) and Pb/Ag(111) [22] (see introduction of Sec. 6.3), and in
thin film systems composed of multiple MLs of Bi and Pb on top of Si(111) [196, 228].
In close analogy, the insulating system Bi/Si(111)-(v/3 x v/3) also exhibits a vertical
spin-component which is coupled to the surface symmetries [229]. And finally, it has
recently been proposed on the basis of a tight-binding model that the existence of an
out-of-plane spin component is a general property in related honeycomb lattices [223].
Yet, up to now there exists no other experimental example of in-plane spin rotations,
as observed for Au/Ge(111)-(v/3 x v/3) here, and a plausible explanation is still to be
delivered.

Assistance in answering this question can be gained by turning to the novel class
of 3D topological insulators [226]. Surprising similarities may be found for one of its
representatives, i.e., BisTes (see introduction of Sec. 6.3). By means of ARPES it was
shown that a single massless Dirac fermion state, centered at the I' point, is established
in the bulk band gap [230]. By definition its two branches belong to opposite spin
directions. Without additional doping the Dirac point is located 0.34eV below the
Fermi level. Yet, the FS topology is highly energy-dependent and turns from warped
over hexagonal to round shape upon approaching the Dirac point. The exact location
of the Fermi level is controlled by adding Sn atoms as dopants, which then replace the
respective amount of Bi atoms in the lattice. Interestingly, the warped and hexagonal
FSs of the undoped and slightly doped crystal bear some resemblance to the FS of
Au/Ge(111)-(v/3 x v/3) [230]. Likewise, the (111) surface of BiyTes possesses the Cs,
symmetry, and a recent theoretical study by L. Fu was dedicated to reproduce and
understand the FS, the energy dispersions, and the spin texture of BisTes by utilizing
the powerful k - p theory [55]. While the general form of the Rashba Hamiltonian in
Eq. 2.7 reproduces the isotropic shape of the Dirac fermion state, L. Fu found that it
is necessary to introduce a third-order term in k to the k£ - p Hamiltonian in order to
accurately model the FS warping away from the Dirac point. Since this additional term
couples to the z spin Pauli matrix, it was concluded that momentum-dependent out-
of-plane spin orientations, i.e., those obeying the ('3, symmetry, must exist along the
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6.3 The complex spin texture at the surface of Au/Ge(111)-(v/3 x v/3)

FS. This has been validated in a SARPES experiment [28], where it was also shown
that the theoretically determined P, values exceed their experimental counterparts, like
it is the case in Au/Ge(111)-(v/3 x v/3). In a subsequent ab initio study by S. Basak
et al. in-plane spin rotations away from an orthogonal orientation of the spin and
momentum vectors were found in between the I'-M and I'-K high symmetry directions
[see Fig. 6.13(b)] [27]. These could only be reproduced by introducing a fifth-order in k
“Dresselhaus” term to their k - p Hamiltonian. That study is thus the first to predict a
spin pattern of similar complexity as the one found for Au/Ge(111)-(v/3 x v/3) in this
thesis. It was even claimed that the necessity for the fifth-order SOC term in k is not
restricted to topological insulators alone, but is a “generic property of surface states in
strong spin-orbit coupling materials” [27], where the electron spin must not be supposed
to be orthogonal to the momentum vector as a rule. In addition to these highly relevant
results, also other studies have discussed the importance of higher order SOC terms to
correctly model such complex spin textures [224, 225, 231].

With these striking similarities at hand, it seems conclusive to adopt the model Hamil-
tonian

H(k) = Eo(k) + v(keoy — kyor) + MNEL + k2o, +i¢(KLop — K o), (6.1)

proposed by L. Fu and extended to fifth-order in k£ by S. Basak et al., with the intention
to reproduce the Au/Ge(111)-(v/3 x v/3) FS in Fig. 6.14 [27, 55, H6]. The Hamiltonian
is invariant under time-reversal and C, symmetry operations [H6]. Ey(k) describes the
degenerate parabolic band dispersion with circular shape at the FS. o,, 0,, and o, are the
Pauli spin matrices, v, A, and ¢ are k-dependent fit parameters, and kv = k, iky, 04 =
o, x10,. The second term in Eq. 6.1 is the analog to the Rashba Hamiltonian in Eq. 2.7.
It possesses the full O(2) symmetry and leads to a spin splitting which is isotropic in
momentum. This is reflected in the spin pattern of the resulting surface of constant
energy, i.e., the spins are planar, vortical, and orthogonal to the in-plane momentum
vector. Contrary, the third term reduces the rotational symmetry to the C's, symmetry.
It describes the hexagonal warping of the F'S and introduces the out-of-plane undulation
of the spin polarization vector. This vertical spin component alternates from downward
to upward orientation between the adjacent hexagonal segments of the constant energy
surface. Up to this point, the in-plane spin components remain unaffected, and the spin
vector is still orthogonal to the momentum vector at each location along the energy
contours. This changes by introducing the final term of fifth-order in k, which correctly
models the planar rotations of the spin in the Dirac fermion state, predicted to occur
in between high symmetry directions by the ab initio calculations [27]. While it also
contributes to the warping of the energy contours, like already realized by the term of
third-order in k, it mainly introduces the rotation of the in-plane spin components to a
more radial orientation. Both last two terms in Eq. 6.1 have the lowest possible order in
k that still maintains the C'3, symmetry. This is a prerequisite to adopt this Hamiltonian

and apply it to the Au/Ge(111)-(v/3 x v/3) system.
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Figure 6.20: (a) FS of the S1 surface state in Au/Ge(111)-(v/3 x /3) from DFT calculations, replotted
from Fig. 6.14. (b) FS of the outer and (c) inner S1 contours S1x and S1g obtained from fitting the
ab initio F'S in (a) with Eq. 6.2. The arrows correspond to the length and orientation of the in-plane
component of the spin polarization vectors. Red (blue) color signifies an additional perpendicular
component directed out of (into) the surface plane. For green arrows no z spin component exists [H6],
Copyright (2012) by the American Physical Society.

Modeling the band shape and the spin pattern in Au/Ge(111)-(v/3 x v/3) with ne-
glection of the whole dispersion, i.e., at Er only, allows to drop the k£ dependency in the
fit parameters v, A, and (. This is a reasonable approximation, since the main interest
lies within the spin texture directly at Er, where the relevant physics take place, and
comparability with the ab initio calculations and the experiment is given. Fitting the
band structure obtained by the DFT calculations, and replotted in Fig. 6.20(a), leads to
a quite exact reproduction of both the FS shape and the spin texture. It also turns out
that the ratio between v and A determines the strength of F'S deformation from circular
to hexagonal or warped form due to the cubic Dresselhaus term. The hexagonal warping
itself is introduced by the last two terms in the Hamiltonian in Eq. 6.1, and it is thus
coupled to the SOIs. Yet, this is not the case in Au/Ge(111)-(v/3x/3), where the hexag-
onal FS contours are primarily induced by the crystal symmetry alone, as evidenced by
the DFT calculations. Consequently, the ab initio FS is already hexagonally deformed
without inclusion of SOIs. Therefore, it is plausible to account for the FS deformation
already by a spin-independent term, that needs to be added to the Hamiltonian. This
leads to the modified form

Hk) = [ —C+an(kS + k)] oo

2m}
‘ (6.2)
v (kyoy — kyoy) + AkL + k2 )o, +iC(kl oy — kP o_),

which is of lowest order in k£ and preserves both time-reversal and Cj5, symmetry [H6].
Therein, C' and ¢, are k-independent constants, and og is the spin identity matrix. In
contrast to Eq. 6.1, the terms in brackets, which act on o, already reproduce the hexag-
onal shape of the FS accurately for spin degenerate states. The sixth-order term leads
to the hexagonal warping here. Contrary, the last three terms are needed to correctly
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6.3 The complex spin texture at the surface of Au/Ge(111)-(v/3 x v/3)

Table 6.6: Best parameters obtained from fitting the DET FS of Au/Ge(111)-(v/3 x+/3) in Fig. 6.20(a)
with the model Hamiltonian given in Eq. 6.2. For comparison, experimentally derived values are given
in brackets.

m’ (m.) C (eV) ¢ (eVA®) v (eVA) A (eVA3) ¢ (eVA?)

e

0.4 [0.06] 0.77 [E — Ep = —1.0] 70 0.1 [ag = 0.1] 7 55

introduce the SOI. The DFT FSs of S1, and Slg are then fitted with Eq. 6.2, until
a reliable reproduction of both shape and spin pattern is obtained. The fit parameters
extracted for the most accurate fit at £ = 0, which is shown in Fig. 6.20(b) and (c),
are listed in Tab. 6.6. In comparing the fitted FSs with the one obtained from DFT
(a), an outstanding agreement is found, which demonstrates the applicability of Eq. 6.2
to model the complex spin dependency in the FS of Au/Ge(111)-(v/3 x v/3). In this
context, it is not surprising that the modulus of the fit parameter v = —0.1eVA, which
corresponds to the Rashba parameter ar (see Eq. 2.7), does exactly agree with the
value found in SARPES. However, the electron effective mass m; is higher than derived
experimentally, which might be related to the fact that the fitting is an approximation
to the DF'T and not to the experiment. This does also become evident in the S1 band
minimum in the DFT, which agrees well with the parameter C' in Eq. 6.2.
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7 Collinear antiferromagnetic order
in a triangular lattice

Triangular lattices have provoked intense research activities in the past, since they suffer
from geometric frustration and may exhibit strong electronic correlations at the same
time. In case that a single electron is located at each lattice site, we deal with a spin
1/2 Heisenberg AF on a triangular lattice. Here, spin frustration cancels any long-range
collinear AFM spin ordering (cf. Fig. 2.4). However, it has been suggested that the
ground state of such triangular systems may develop a 120° Néel AFM order [70], which
further reduces the surface energy. Alternatively, P. W. Anderson proposed that the
state of lowest energy should be a resonant valence bond (RVB) state [15]. This is the
ground state of a QSL [232], where quantum fluctuations prohibit the development of an
ordered phase even at lowest temperatures. Nevertheless, the interplay of spin frustration
and correlations is not only a theoretical construct, but is assumed to play a prominent
role in experimental systems as, e.g., k-(BEDT-TTF);Cuy(CN)3 with a possible QSL
ground state [233, 234], x-(BEDT-TTF),X as a magnetic Mott insulator relevant for
the superconducting behavior found in this system [235], and Na,CoO, - yH,O a further
magnetic Mott insulator with potential topological superconductivity [236].

This chapter addresses the role of electronic correlations and its interplay with geo-
metrical frustration in 2DESs, induced by the deposition of group-IV adatoms onto the
(111) oriented semiconductor surfaces of Si and Ge. In particular, the delicate choice
of the adatom-substrate composition allows to tune characteristic intrinsic properties,
such as the on-site and inter-site Coulomb repulsions, the exchange interaction, and
the degree of charge carrier localization. This last-mentioned property is highly influ-
enced by the adatom species and its orbital character. Here, the huge variety of 2DESs
must be intersected into the high adatom (dense phases) and the low adatom (dilute
phases) coverage regime. The first class of systems is usually less correlated, with a
layer thickness equal to or exceeding 1 ML. In consequence, such surfaces will not be
discussed in detail here. In contrast, correlations are of significant relevance in the dilute
regime, established at 1/3 ML adsorbate coverage, where electron localization is strongly
enhanced due to the larger adatom spacing (~ 6-7A). Here, usually a (v/3 x /3) sur-
face reconstruction is stabilized by reducing the number of DB orbitals compared to
the pristine substrate surface. The remaining half-filled orbitals are mostly of p, type
with a strong lateral confinement, which further enhances electronic correlations [14].
In consequence, a narrow half-filled surface state develops, which is sensitive towards
instabilities as, e.g., the electron-phonon and the electron-electron interaction [14]. Such
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7 Collinear antiferromagnetic order in a triangular lattice

Figure 7.1: 3D plot of the Sn/Si(111)-(v/3 x \/3) surface seen in filled states STM data (bias: -1.0'V,
0.5nA), artificially augmented by auto-correlation of a defect-free ordered area. Maxima correspond to

the positions of single Sn atoms at the surface. The overlaid mesh serves to illustrate the triangular
lattice realized in Sn/Si(111)-(v/3 x \/3).

conditions may represent the basis to stabilize an insulating ground state as described in
the Mott-Hubbard model (cf. Sec. 2.2). Moreover, the dilute adatom systems do not only
serve as a template for the study of strongly correlated phenomena, but also represent
an experimental realization of a triangular lattice (see Fig. 7.1).

In order to understand the mechanisms behind the variety of reported phase transi-
tions and ground states, it will be crucial to scrutinize the competition of electronic and
structural instabilities. In addition, different symmetries and disorder will be critical
here. These key issues will be addressed in the following sections.

7.1 Electronic correlations in two-dimensional
electron systems at surfaces

7.1.1 Prototypical two-dimensional Mott-Hubbard insulators
at surfaces

Several prototypical surface systems have been studied in order to elucidate their poten-
tially strong electronic correlations. Among these, two prime examples of Mott-Hubbard
physics in two dimensions shall be introduced in the following.

K/Si(111)-B-(+/3 x v/3)

A well known representative is K/Si(111)-B-(v/3 x v/3), being closely related to the
adatom systems which are subject of the present thesis. Its atomic structure can be
understood as an ideally truncated Si(111) crystal with a complete bilayer on top. In
the lower part of the bilayer every third silicon atom is replaced by a boron one. Directly
above, i.e., at the T4 adsorption sites, a potassium atom is found. In all, this gives rise
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7.1 Electronic correlations in two-dimensional electron systems at surfaces

to a (v/3 x v/3) reconstruction, as shown in Fig. 7.2(a). The electronic properties of this
system have first been calculated within the LDA, predicting a half-filled metallic band
[237]. Surprisingly, H. H. Weitering et al. revealed that this is actually not the case, by
combining k-resolved inverse photoelectron spectroscopy (KRIPES) and ARPES [12].
Here, the presence of two weakly dispersing (~ 0.2¢eV), thus strongly localized surface
states S; and Sy was evidenced in unoccupied and occupied states, respectively [see band
dispersion in Fig. 7.2(c) along the symmetry direction indicated in (b)]. These bands
possess an almost k|-independent spacing of 1.3 eV at RT, which has been interpreted as
the effective on-site Coulomb repulsion U.g, with S; consequently being the UHB and Ss
the LHB. In other words, a correlation-induced band gap is reported here, whose actual
size, the conductivity gap, is much smaller (~ 0.1eV at RT) due to a phonon mediated
vibrational band broadening mechanism [12]. Importantly, these findings entail that
local magnetic moments exist at the K adsorption sites, which should couple antifer-
romagnetically. However, as we deal with a triangular lattice here, spin frustration is
present. In consequence, the authors proposed K/Si(111)-B-(v/3 x v/3) to represent the
first experimental realization of a 2D triangular lattice AFM Heisenberg system [12].
More recently, a novel (2v/3 x 2v/3) ordering at LT has been observed in LEED and
STM on the same surface [238]. Its electronic character is explained as a bipolaronic
insulating phase [238], contrary to the correlated Mott-Hubbard state. These contra-
dictory findings are most probably related to the difficulty in determining the exact
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Figure 7.2: (a) Structural model of K/Si(111)-B-(v/3 x \/3) in top view representation, with the
parallelogram indicating the unit cell. The inset (side view) highlights atomic geometries from the first
to the fourth layer around one adsorption site (red circle). (b) SBZ scheme indicating the (inverse)
photoemission scan direction in (c). (¢) ARPES and KRIPES spectra along the dashed line in (b). The
spectral features S1 and So (UHB and LHB) are approximately spaced by Ueg for all in-plane momenta.
All figures are taken from [12], Copyright (1997) by the American Physical Society.
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7 Collinear antiferromagnetic order in a triangular lattice

potassium coverage at the surface [239]. In this regard, it has recently been observed
that a slightly larger amount of K atoms, i.e., 1/2 ML instead of 1/3 ML, induces a
(21/3 x 2v/3) surface reconstruction, which involves a large perpendicular distortion of
Si adatoms [240]. The new structural order and the concomitant electronic properties
are best compatible with a band insulator, whereas electronic correlations are discarded
here [240]. Thus, it turns out that the precise control of the alkali atom coverage is
essential to tune the electronic properties in the K/Si(111)-B surface system.

6H-SiC(0001)-(v/3 x v/3)

A second example is 6 H-SiC(0001)-(v/3 x v/3), whose geometrical structure is quite
similar. For the 6H polytype the lattice consists of silicon atoms in fourfold diamond
type coordination with carbon atoms, as it is shown in Fig. 7.3(a). The top bilayer
is composed of a lower C lattice and an upper Si lattice. On top, silicon adatoms
occupy each third T adsorption site, and therefore induce a (v/3 x v/3) surface re-
construction. By applying ab initio DFT calculations as a first approach to the elec-
tronic band structure of this system, one also derives a half-filled surface state [241],
which would imply metallic behavior. However, further scrutiny by ARPES [242] and
KRIPES [243] experiments contradicts this first guess, and instead unveils the existence
of two distinct spectral features, interpreted as LHB and UHB at £ — Er = —1.3eV and
E — Er = +1.0€V, respectively, see Fig. 7.3(b). These peaks in the DOS were also seen
in STS at E — Ep = —1.1e¢V and E — Er = +0.9€V [13], and in consequence regarded
as a further validation of an impressively large Mott insulating band gap (U > 2.0eV),
that already exists at RT.

Together with K/Si(111)-B-(v/3 x v/3), this system belongs to the group of undistorted
and triangular wide gap Mott insulators, established at an isoelectronic semiconductor
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Figure 7.3: (a) Structural model of 6 H-SiC(0001)-(v/3 x +/3) in top view (left) and side view (right)
representation. Si adatoms at T, adsorption sites generate an overall ( \/3 X \/3) surface reconstruction
(unit cell indicated by the parallelogram); figure taken from [72], Copyright (1999) by the American
Physical Society. (b) Momentum-integrated electronic band structure from both PES and IPES with
two prominent spectral features at E— Ep = —1.3eV and E — Er = 4+1.0 eV divided by U; figure taken
from [13], Copyright (1999) by the American Physical Society.
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surface. Here, one deals with a Coulomb repulsion larger than the bandwidth, i.e.,
U > W, in the presence of spin frustration, which ends up in a non-collinear AFM spiral
SDW insulating ground state [14]. While the charge carriers are uniformly distributed
here, the spin ordering induces a magnetic SBZ of (3x3) periodicity. In addition, it would
be interesting to study correlations in these surfaces also by novel many-body techniques
that include interactions beyond the nearest-neighbor lattice sites, as provided by, e.g.,
the LDA+DCA, which was also utilized in this thesis (see Secs. 7.2.4 and 7.2.5). This
would allow to investigate the details of electronic and magnetic interactions at a more
precise level here.

7.1.2 Two-dimensional surface reconstructions of group-I1V
adatoms on Si(111) and Ge(111)

A further class of 2DESs of significant relevance are Si(111) and Ge(111) surfaces covered
by 1/3ML of lead or tin. The early reports on a transition from a metallic (v/3 x v/3)
phase at RT to a LT (3x3) phase in a-Pb/Ge(111), and soon after also in a-Sn/Ge(111),
have attracted much attention in the solid state physics community [40, 209]. Despite
the manifold of available experimental and theoretical studies, it is not yet understood
completely which exact mechanisms stand behind these transitions. Yet, it is clear that
the half-filled surface state in the metallic phase must play a dominant role here, while the
absence of a pronounced nesting in the F'S queries the possibility of an insulating CDW
ground state. Instead, it seems plausible that significant electron-electron repulsions
will favor a Mott insulating or a SDW phase [14], where a corrugation of the surface is
negligible. This would resemble the cases of the 2D Mott insulators K/Si(111)-B-(v/3 x
v/3) and 6H-SiC(0001)-(v/3 x v/3), introduced before. In Tab. 7.1 the different phases
of the four relevant systems Pb/Ge(111), Pb/Si(111), Sn/Ge(111), and Sn/Si(111) are
listed with respect to the corresponding critical temperatures. They all have the (y/3 x
v/3) reconstruction as common RT phase which is described by the structural model
depicted in Fig. 7.4(a). Adatom adsorption takes place on top of the ideally truncated
(111) surface which is completed by a full bilayer. Here, each third 7'y adsorption site is
occupied by a tin or lead adatom, thereby saturating three DBs from the substrate. Since
all adatoms are located at the same height [see side view representation in Fig. 7.4(b)],
no larger unit cell than (\/3 X \/3) is needed to account for the periodic structures at
RT. Concerning the electronic band structure, simple electron counting may serve as a
starting point to catch a glimpse at the conducting behavior. The single tin or lead atom
in the (v/3 x v/3) unit cell provides 4 electrons, and the DB orbitals from the substrate
contribute three charge carriers [cf. Fig. 7.4(a)]. Therefore, one gains a total of seven
electrons per unit cell, which is followed by the conclusion that the electronic properties

!The prefix o denotes the dilute, i.e., 1/3 ML coverage, phase of group-IV adatoms on Si(111) and
Ge(111). Asmost parts of this chapter deal with a-phase 2DESs, the prefix will be omitted for simplicity
wherever possible.
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7 Collinear antiferromagnetic order in a triangular lattice

Table 7.1: Different phases of the dilute, i.e., a-phase, Pb- and Sn-induced 2DESs on Ge(111) and
Si(111) in dependence of the temperature T'. The respective conducting behavior is given in parentheses
(met: metallic, ins: insulating). A backfolding (BF) of the surface state related to a (3 x 3) symmetry,
if observed in ARPES, is indicated also.

T (K) Pb/Ge(111) Pb/Si(111) Sn/Ge(111) Sn/Si(111)
300 (V3 x V/3) (met)
<250 (V3 x v/3) (met) (V3 V/3) (met)
<210 | (3x3) (met + BF) (v/3 x v/3) (met + BF)
< 86
<76 Jassy (met) (3 x 3) (met) (8 3) (met + BF)
<60 sy (V3 x v/3) (ins + BF)

at the surface should be governed by a half-filled metallic band.

C/Si(111)-(v/3 x v/3)

Before turning to the lead- and tin-induced reconstructions, the C/Si(111)-(v/3 x v/3)
surface should be mentioned first [244]. Its band structure is again predicted to be
dominated by a half-filled metallic band, residing in the bulk band gap. This 2DES is
suggested to exhibit an electronically induced phase transition to a distorted (3 x 3)
ground state, characterized by two distinct sublattices due to a vertical distortion of the
carbon atoms. Moreover, band energy and electron correlations arrange in a favorable
way to stabilize a unique kind of ground state in a 2D surface system, i.e., a delicate
equilibrium between distortion, magnetic order, and insulating behavior is realized at
the same time. In turn, it is proposed that the C/Si(111)-(v/3 x v/3) surface comprises
features from both the undistorted magnetic Mott-Hubbard insulators K/Si(111)-B-
(v/3 x v/3) and 6H-SiC(0001)-(v/3 x v/3), as well as from (3 x 3) distorted metallic
phases like those in Pb/Ge(111) and Sn/Ge(111) (see following paragraphs). Finally, it
is claimed that this surface would represent the 2D counterpart of the Mott insulator
and CDW model system 17-TaS, [245]. Experimental studies are rare so far, and it
remains in intriguing task to uncover these fascinating properties by various techniques.

Pb/Ge(111)

Pb/Ge(111) was the first system of the group-IV quartet which moved into the focus
of broad scientific interest. Below 7.; = 250K, J. M. Carpinelli et al. observed a
transition from a plane (v/3 x v/3) order to a distorted (3 x 3) lattice in STM [40].
The complementary appearance of protrusions in the charge density between filled and
empty states was interpreted in terms of a CDW formation at reduced temperatures. In
consequence, this was claimed as the first experimental observation of a surface CDW
phase transition, triggered by FS nesting. The distorted ground state was suggested
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Figure 7.4: (a) Schematic representation of the atomic geometries in the dilute a-(v/3 x v/3) RT
configuration of Pb/Ge(111), Pb/Si(111), Sn/Ge(111), and Sn/Si(111) in top view. Purple spheres
correspond to Sn (Pb) adatoms, and gray spheres depict substrate atoms in first and second layer. (b)
Side view representation along the adatoms labeled 1-5 with the substrate shown down to the sixth
layer. All adatoms reside at the same height. (c¢) Top view of the distorted LT phase with two (pink) out
of three adatoms per (3 x 3) unit cell at a lower height than the third one (blue) (1U2D configuration).
(d) Respective side view representation along the adatoms (1-5) with the two stable perpendicular
positions “U” and “D”. Atom sizes and distances are not to scale in all drawings.

to be stabilized by electronic correlations, and it has been proposed that even inter-
site Coulomb repulsions should play a role here [14]. Compatible with such a picture,
the opening of an electron correlation energy gap (Eg.p ~ 0.065€V at T' = 100K) was
observed in electron energy loss spectroscopy (EELS) [40]. The findings above were
substantiated by means of LEED and ab initio calculations [40]. In contrast to the
CDW system 17-TaSs, correlations were claimed to be a pure consequence of the CDW
and not an inherent property of this system.

However, it did not take long until the CDW nature of this transition was doubted.
Although F'S nesting would agree with a (3 x 3) lattice reordering, and this is an essential
prerequisite for the CDW formation [36], only small sections of the FS are actually well
nested, as pointed out by ARPES experiments [246] and susceptibility calculations [14].
Moreover, the electronic band structure in ARPES is not very reminiscent of a highly
correlated electron system [246] and was even proved to be metallic in the LT phase
against the conclusions drawn by J. M. Carpinelli and coworkers [247]. As a further
detail, not resolved before, the p, type surface state consists of two distinct subbands
[246], which are present in the ARPES spectra of both the RT (v/3 x v/3) the LT (3 x 3)

137



7 Collinear antiferromagnetic order in a triangular lattice

phase [247]. The only notable differences in the band structure are a more pronounced
subband splitting of the surface state at LT and a band backfolding corresponding to the
new (3 x 3) symmetry, yet, the surface remains metallic [246, 247]. The close analogy
between the ARPES band structure at RT and LT suggests that both phases should base
on the same atomic structures, and the phase transition should be rather a consequence
of thermal disordering [247]. Finally, SXRD provided crucial evidence of a buckling of
the surface with two out of three Pb atoms located ~ 0.4 A below the third one at LT
[248]. This finding argues in favor of a pure structural phase transition to a distorted
ground state, being “stabilized by a gain in electronic energy” [248]. In conclusion,
and contrary to the undistorted magnetic Mott insulators K/Si(111)-B-(v/3 x v/3) and
6H-SiC(0001)-(v/3 x v/3), Pb/Ge(111) is a less correlated 2DES [14].

Much later (in 2005) a second phase transition in Pb/Ge(111) at T, = 76K was
reported, which turned the distorted (3 x 3) phase to a disordered one, described as
glassy [249, 250]. This new LT phase was argued to originate from competing interaction
forces, relevant at different length scales, that lead to a lack of long-range order [250].
Yet, the nature of this ground state is still under dispute, since it has been proposed
that the glassy phase was just a product of hindered surface conductivity at LT [251],
which results in a strong bias dependency in STM images, suggestive of disorder.

Sn/Ge(111)

A further closely related representative is the isovalent Sn/Ge(111) surface, which also
aggregates in a (v/3x+/3) reconstruction at RT [252]. Likewise, it features a temperature-
induced and fully reversible phase transition to a (3 x 3) LT phase upon cooling below
T. = 210K [209]. Also in Sn/Ge(111) a complementary appearance of protrusions in
the charge density between filled and empty states was found in STM [209]. Therefore,
Sn/Ge(111) was proposed as a second example of a CDW, stabilized by correlations
in the LT phase [209, 253]. Interestingly, on the basis of EELS, ARPES, and STS it
was revealed that both phases are metallic [209, 254, 255], in disagreement with a MIT.
The FS is not well nested, since its shape is rather curved, and parallel sections are
absent [14, 209]. Moreover, it is also not commensurate with any lattice superstructure.
In consequence, FS nesting was no more supposed to play a role in this transition
[209]. This makes a CDW rather unlikely for describing the (v/3 x v/3) — (3 x 3)
phase transition in Sn/Ge(111). Instead, a variety of alternative driving mechanisms
have been proposed in the literature. Among these, it has been suggested that the
phase transition should be due to the softening of a surface phonon [256], a charge
disproportionation [257], or defect-controlled density waves [258-260]. Especially the
latter scenario has been defended by some authors for a while against the contradictory
results presented by others. It was argued that CDW domains are pinned by point
defects, with three different domains existing. These should be related to the registry
of the respective pinning center (defect). It was further argued that the defect locations
are not arbitrarily distributed at LT, but rather display a kind of short-range relation
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[258]. At RT, defect hopping occurs, that annihilates the CDW phase. Others discarded
such a prominent role of defects [247], and also the relevance of electronic correlations
was severely doubted [254, 255].

A possible explanation could be found in the electronic band structure close to the
Fermi level in ARPES. Similar to the bands in Pb/Ge(111), two weakly dispersing
surface states at an almost constant spacing in energy are observed close to Er [see
Fig. 7.5(a)], while the lower binding energy one even crosses the Fermi level [261]. More-
over, indications of a band backfolding with respect to the (3 x 3) SBZ symmetries exist
at LT in both surface states, yet, metallicity is preserved at all temperatures. Interest-
ingly, this metallic state is split into two separate subbands both in the LT (3 x 3) and in
the RT (v/3 x v/3) phase [261]. A second and even more crucial point in Sn/Ge(111) is
the existence of two distinct components (intensity ratio 1:2) in the Sn 4d core level line
shape [254, 261]. Thus, both valence and core level photoemission data are suggestive
of two different bonding environments of the Sn adatoms. On this basis, J. Avila et
al., who denied the occurrence of a CDW, introduced a new model, the so-called “dy-
namical fluctuation model”, which agrees with an order-disorder transition and correctly
reflects the diverse aspects of the phase transition in Sn/Ge(111) [254]. In this sense,
the (v/3 x v/3) structure at RT is the disordered state of the LT (3 x 3) phase.

The dynamical fluctuation model

The dynamical fluctuation model is similar to what is known for the Si(001) surface,
that exhibits a phase transition from a RT (2 x 1) to a LT ¢(4 x 2) phase. The RT
configuration originates from asymmetrically buckled surface dimers, that perform a
thermally activated flip-flop motion [95, 262]. In a “slow” technique, such as STM,
which operates at a frequency orders of magnitude below that of the flip-flop oscillation,
the imaged height contrast is a time average, with all dimers displayed at a mean height.
Thus, the dimers appear to be symmetric, and the buckling remains hidden. However,
by recording current traces in STM, the frequency of perpendicular atom oscillations
becomes resolvable. In this mode the tunneling tip is positioned directly above an
atom, with the feedback loop switched off. This means that the tip remains at a fixed
perpendicular position, while the tunneling current is recorded for a given time interval.
Hence, any change in the tunneling current must originate from a shift in perpendicular
position of the atom. For the Si(001) surface dimers, a reduction of the oscillation
frequency upon temperature lowering was indeed observed in this way [262].

In turning back to Sn/Ge(111), the dynamical fluctuation model assumes the Sn
adatoms to fluctuate rapidly between two stable vertical positions at RT [up “U” and
down “D”, see Fig. 7.4(a) and (b)], and in average a (v/3 x v/3) periodicity is seen
in STM [254]. For sufficiently reduced temperatures, these motions may freeze out,
and the adatoms will be pinned to one of the two stable vertical sites. This ends
up with two out of three adatoms at a “D” position and the third one at an “U”
position, the so-called “one up two down” (1U2D) configuration [Fig. 7.4(c) and (d)],
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which is energetically more stable than the competing 2U1D ordering [257]. It shall be
mentioned as a side note here that even the down atoms show a little perpendicular
displacement, which is rather hard to resolve [255, 263]. In consequence, with frozen
vertical fluctuations, STM reveals a (3 x 3) reconstruction at LT. Here, the current
trace recording technique has been exploited to probe the validity of the dynamical
fluctuation model, and indeed, a smaller oscillation frequency at reduced temperatures
is observed [264]. Accordingly, the (v/3 x v/3) reconstruction at RT should be interpreted
as a mingled phase of fast fluctuating (picosecond timescale), randomly distributed, but
local (3 x 3) configurations which suffer from a lack of long-range order [247]. Thus,
the fast method XPS (subfemtosecond timescale) still observes two components in the
Sn 4d levels at RT, while LEED requires long-range ordered structures and fails to
detect a (3 x 3) superstructure. Also a corresponding band backfolding in ARPES is
not expected to be observed at RT for the same reason [247]. Further evidence for the
validity of the dynamical fluctuation model is provided by a combined study including
STM, STS, and ab initio methods [255]. The order-disorder character of this transition
is supported by x-ray standing waves (XSW) [265], SXRD [252], and photoelectron
diffraction (PED) experiments up to 7' = 500 K [266], which evidence the corrugation
in the Sn layer to be present throughout a large temperature range above the transition
temperature T, = 210K [266]. The lateral height difference between up and down Sn
atoms is specified as ~ 0.3 A [266], which does well agree with a theoretical estimate of
0.35 A [254].

The ground state of Sn/Ge(111)
Despite the manifold of diverse studies on Sn/Ge(111), it was not before 2006 that
R. Cortés et al. reported a second reversible phase transition at 7, = 30K back to a
(v/3 x v/3) reconstruction, by utilizing LEED and STM [267]. The structural change was
found to be accompanied by the opening of a band gap (Eg, ~ 60meV at T = 15K)
seen in ARPES, which is reprinted in Fig. 7.5(a). This turns the system from metallic to
insulating. The new LT phase was attributed to a magnetic, undistorted Mott insulating
ground state by LDA+U calculations [16]. A CDW type phase transition was excluded
due to the higher periodicity of the LT (v/3 x v/3) SBZ and due to the specific shape
of the insulating band in ARPES, which does not agree with a CDW related band
backfolding picture. Instead, the rather uniform reduction of spectral weight at Fr in
momentum space was interpreted as a signature of a Mott-Hubbard insulating ground
state. Assuming a symmetric gap around the Fermi level, as suggested by the plot
in Fig. 7.5(a), the LHB and the UHB should be spaced by Uz =~ 0.5eV, which is
somewhat smaller than in the prototypical 2D Mott systems K/Si(111)-B-(v/3 x /3)
and 6H-SiC(0001)-(v/3 x v/3).

Nevertheless, speculations on the true nature of the ground state were soon again
fueled by two independent reports, arguing that the surface remained metallic and (3 x 3)
ordered down to very low (4K and 2.5 K) temperatures [255, 268]. The LT (v/3 x v/3)
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Figure 7.5: Sn/Ge(111): (a) ARPES band dispersion of the two equidistant surface states in the
(3 x 3) LT phase (T = 120 K, left panel) and in the postulated Mott insulating (v/3 x v/3) LT phase
(T = 12K, right panel) along T-M3 in the (3 x 3) SBZ. The spectra are symmetrized with respect
to Ep, and bright contrast corresponds to high photoemission intensities. The band maps in (a) are
taken from [267], Copyright (2006) by the American Physical Society. (b) dI/dU graphs from STS at
two different temperatures in the postulated Mott insulating (v/3 x v/3) LT phase. Conductivity at Ep
is maintained, and empty states STM images (sample bias: +1.0V, 0.1nA, 5 x 5nm?) still exhibit a
(3 x 3) surface periodicity (unit cell outlined in yellow) down to T = 2.5 K. Spectra to the left (right)
are recorded on empty (filled) states STM images; sample bias: +1.0V (-1.0V). The inset represents
the normalized conductivity spectrum at T = 20 K in a wider bias range. All graphics in (b) are taken
from [268], Copyright (2008) by the American Physical Society.

ordering was shown to be very sensitive to the tunneling conditions, and a “bias-specific
electronic state change” [255] as well as a “tip-surface interaction” [268] mechanism were
adduced to explain the earlier observations of R. Cortés and coworkers. Besides doubts
concerning the structural change below 7" = 30 K, also the STS data down to T'=2.5K
clearly speak against an insulating state of any kind [268]. This becomes obvious in
Fig. 7.5(b), where differential conductivity spectra at 7" = 20K and 7" = 2.5K are
reprinted from the study of S. Colonna et al. [268]. Here it is evident that, although
the LDOS at Er is indeed strongly reduced, it does not fully vanish, thus maintaining
the metallic nature of Sn/Ge(111) at LT. Moreover, empty states (sample bias: +1.0V)
STM images [right panels of Fig. 7.5(b)] do not reflect the postulated change to a
(V3 x V/3) periodicity. In addition, the ARPES data of the LT phase [Fig. 7.5(a)]
did only cover the I'-Ms direction, which invokes the question, whether there might
still be a Fermi level crossing along I'-Kj, keeping the surface metallic. Likewise, the
LDA+U calculations indicate that an unusually large on-site Coulomb repulsion U =
4 eV would be necessary to open up a correlation band gap here [16], while the actual
gap size is rather small. In this sense, it had earlier been suggested that correlations in
Sn/Ge(111)-(3 x 3) could narrow the conducting surface state, yet leaving the surface
metallic [269]. In addition, it might be advisable to raise the question, whether the
choice of substrate dopants and the corresponding dopant concentration can influence
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7 Collinear antiferromagnetic order in a triangular lattice

the surface conductivity and the characteristics of a phase transition, too. In summary,
one must conclude for Sn/Ge(111) that the existence of a Mott insulating ground state
is unlikely due to at least four reasons:

A marginal, but finite conductivity at Er in STS at LT.

The observation of a (\/3 X \/§) protrusion arrangement at LT in STM is highly
dependent on the tunneling conditions.

Available gapped ARPES data do not cover the full k-space.

An extremely large Coulomb repulsion U is necessary to open up the band gap,
according to LDA+U calculations.

In the end, the ground state of Sn/Ge(111) rather exhibits the characteristics of a “bad
metal” than those of a Mott-Hubbard insulator. Nevertheless, electronic correlations
notably govern the spectral features at LT. Further experimental and theoretical efforts
will be necessary to unambiguously determine the true nature of the Sn/Ge(111) ground
state.

Pb/Si(111)

Compared to Pb/Ge(111) and Sn/Ge(111), the silicon-based representative Pb/Si(111)
has been much less studied so far. This is related to the more difficult preparation of
Pb/Si(111) and the achievable defect density, which is typically larger than in Pb/Ge(111)
[270]. Yet, it is well known that the system also exhibits an intrinsic phase transition
from (v/3 x v/3) to a (3 x 3) distorted 1U2D configuration, as the temperature falls
below T, = 86 K [270]. In contrast to Pb/Ge(111), there are no indications of a missing
long-range order, and in particular, a glassy phase has not been reported here. Similar
as in the Sn/Ge(111) surface system, the Pb 5d core levels are split into two components
at a ratio of = 1 : 2 above the transition temperature [271]. This has been interpreted
in terms of a charge fluctuation model in close relation to the dynamical fluctuation
model. Also the role of defects in the phase transition has been discussed, yet, apart
from local perturbations no further influence on the transition was substantiated [272].
Unfortunately, the role of correlations and magnetic ordering has not been addressed
by ARPES so far. Yet, due to the distorted nature of the surface below 7., a magneti-
cally ordered Mott insulator does not represent a favorable LT phase. Instead, it would
not be surprising to observe ground state characteristics closely related to the likewise
distorted “bad metals” Pb/Ge(111) and Sn/Ge(111). In conclusion, Pb/Si(111) is the
least studied system in the group-IV adatom induced 2DESs and still bears potential
for future studies.
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Sn/Si(111)

The fourth and last representative in the group-IV adatom induced reconstructions is
Sn/Si(111). In view of the three related surfaces introduced above, there is no structural
difference for Sn/Si(111) at RT. The validity of the Ty adsorption model in Fig. 7.4(a)
and (b) has been proved by SXRD and XSW [273, 274]. Three out of four Sn direc-
tional bonds are saturated by backbonding to the Si(111) substrate, while the remaining
perpendicularly oriented p,-like DBs are located at a rather large in-plane distance. As
typical of all these isoelectronic surfaces, simple LDA-based band structure calculations
yield a narrow half-filled surface state [275]. Nevertheless, subsequent ARPES [276]
and KRIPES [277] experiments point out that the LDA derived band structure is far
from being exact, and a more appropriate theoretical approach will be necessary for a
convincing description here.

As a first assumption, Sn/Si(111) might behave similarly as Sn/Ge(111). The elec-
tronic band structure determined by ARPES is governed by a narrow surface state that
crosses the Fermi edge at RT [276, 278, 279]. Also a band backfolding at additional
symmetry points, suggestive of a (3 x 3) order, is found here. Interestingly, no geometric
change occurs between RT and 7" = 70K [279] contrary to Sn/Ge(111), and it seems
questionable, whether a structural phase transition also appears in Sn/Si(111). Yet, this
possibility is corroborated by a splitting found in the Sn 4d core levels, suggestive of
two distinct Sn atom coordinations at the surface [279]. This is further supported by an
XSW study, which agrees well with a respective lattice distortion [274]. However, and
despite the studies speaking in favor of a (3 x 3) periodic distortion of the tin layer, the
Sn/Si(111) system remains the only representative without a change in the (v/3 x v/3)
surface periodicity between RT and LT in LEED and STM experiments [17, 279, 280].
This is also supported by means of PED, that reveals only a negligible perpendicular
distortion of the Sn atoms (< 0.06 A) [17], being five times smaller than in the rip-
pled Sn/Ge(111) system. In conclusion, the splitting in the Sn 4d core levels cannot
automatically be attributed to a lattice distortion in the tin layer.

The absence of any apparent vertical buckling in the Sn layer might be explainable by
the less pronounced hybridization of the Sn atoms with the Si atoms below compared
to Sn/Ge(111). It has further been suggested that a LT (3 x 3) phase is not observed
due to a partial softening of a surface phonon [256], in contrast to Sn/Ge(111), where
this softening is fully established. Therefore, the (3 x 3) reconstruction is not a stable
option at the Sn/Si(111) surface. The most probable scenario is still a description within
the dynamical fluctuation model [254, 279], which has been introduced for Sn/Ge(111)
before. In contrast to that system, no freeze-out to a (3 x 3) order, i.e., the 1U2D
stable situation, is observed within the temperature range studied, which is down to
T = 2.3K [281]. Yet, this does not exclude a freezing at even lower temperatures. In
this regard, a potential perpendicular oscillation of the Sn adatoms has also been probed
by recording current traces in STM [281]. F. Ronci et al. succeeded to resolve a time-
dependent oscillatory behavior in the tunneling current, that exhibits a temperature
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dependency described by an Arrhenius law down to 7" = 15 K. However, a freeze-out of
motions is not detected. Interestingly, quantum tunneling of the tin atoms is assumed to
govern the signal below T' = 15 K, since the oscillation frequency remains constant below
that temperature. Further support for the validity of the dynamical fluctuation model
in Sn/Si(111) is given by XSW [274]. Finally, also theoretical calculations indicate
that perpendicular atomic fluctuations of local (3 x 3) order are present over a wide
temperature range, while a phase transition does not occur [256]. Hence, it is very likely

that the dynamical fluctuation model is also valid for Sn/Si(111)-(v/3 x v/3).

Electronic correlations in Sn/Si(111)
The quite localized nature of the Sn DBs provokes the question, whether correlations
would have a significant impact on the electronic properties. In this sense, the undis-
torted Sn/Si(111)-(v/3 x v/3) surface might represent an experimental realization of a
strongly correlated 2D triangular lattice. To clarify this issue, G. Profeta and E. Tosatti
performed ab initio LDA+U calculations [16], which, in addition to the pure LDA, ac-
count for on-site Coulomb repulsions in an approximative way. Indeed, their main finding
is a magnetic insulating ground state of the Mott-Hubbard type here. This phase is fully
developed at U = 4¢eV, although the correlation band gap already opens at U = 2¢V.
Yet, the actual size of the Hubbard U is still controversial, and constraint LDA calcu-
lations have revealed a much smaller estimate of Uz = 1.15€eV [269]. Moreover, as a
result of the narrow bandwidth (W ~ 0.4¢eV), a smaller U should already be sufficient
to enter the highly correlated regime here [74]. Therefore, a more precise estimate of
the on-site Coulomb repulsion in Sn/Si(111)-(v/3 x v/3) still remains an open issue.
From the experimental side, a temperature-induced band gap opening at 7, ~ 60 K
was reported by S. Modesti et al., who utilized STS and ARPES [17]. This was inter-
preted as a verification of the theoretically proposed transition to an insulating Mott-
Hubbard ground state. The band gap opening in STS is resolved as a dip to zero
conductance (estimated gap size ~ 40meV) below T, see Fig. 7.6(a). Unfortunately,
the LT tunneling spectrum lacks clear-cut peaks, that could identify the positions of the
LHB and the UHB. Above the transition temperature the conductivity dip evolves into
a pseudogap with marginal metallicity, that still remains visible at 7" = 290 K. Hence,
Sn/Si(111)-(v/3 x v/3) should be interpreted in terms of a “bad metal” at RT. With the
absence of any perpendicular buckling in the Sn layer in mind, the elevated temperature
phase then represents a sort of undistorted bad metal [17]. Spectra in ARPES likewise
show a reduction of spectral weight at Er when cooling from 7' = 290K to T' = 30K,
which is in agreement with the opening of a band gap [17]. A further study utilizing mi-
cro four-point-probe measurements even claims that the surface remains metallic down
to T, = 15 K [282], where the transition to a small gap insulator, probably of the Mott-
Hubbard type, occurs. Interestingly, surface doping, by substituting sodium or indium
atoms for tin atoms, induces a rigid band shift and significantly enlarges the transition
temperature to T, = 260K for both dopants. Here, the dopant atoms might act as
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Figure 7.6: (a) Averaged and normalized dI/dU spectra of Sn/Si(111)-(v/3 x +/3) at three different
temperatures, measured apart from defects (full dots); plots are taken from [17], Copyright (2007)
by the American Physical Society. Empty dots in the T' = 290 K spectrum correspond to the calcu-
lated normalized conductance. (b) Illustrative diagram, suggesting the possibility of three different
correlation-induced phases at the Sn/Si(111)-(/3 x /3) surface; according to [16].

localization centers for the electrons, thereby increasing correlations. Thus, one could
interpret this experiment as a demonstration of a band filling controlled MIT. Apart
from the disagreement in transition temperature, these results substantiate the findings
of S. Modesti et al.

Magnetic order in Sn/Si(111)

As a consequence of the Mott insulating ground state in Sn/Si(111)-(v/3 x v/3), G. Pro-
feta and E. Tosatti have also discussed potential magnetic orders [16]. Here, a single
electron is located at each Sn atom site, and a 2D triangular grid of local magnetic mo-
ments exists. The whole system may then be regarded as a Heisenberg type magnet with
inter-site AFM exchange coupling. However, in a triangular lattice, long-range collinear
magnetic ordering is prohibited due to the inherent spin frustration (cf. Fig. 2.4). Nev-
ertheless, by profound calculations within the local spin density approximation + U
(LSDA+U) scheme it turned out that AFM ordering, most probably the 120° Néel
type, is dominant in the Mott insulating LT phase [16]. It is further likely that short-
range AFM ordering persist up to at least T = 100 K, although possibly influenced by
quantum fluctuations. As the 120° AFM coupling includes a larger magnetic unit cell
of (3 x 3) periodicity, band backfolding with respect to this order should be observ-
able experimentally. In this context, one may interpret the spectral intensity seen in
ARPES at the T point in two independent studies [17, 276] as a band backfolding purely
resulting from a magnetic order, since there exists no intensity in the corresponding
single-particle LDA band structure [275]. In contrast to Sn/Ge(111), a structural dis-
tortion is not needed then. Unfortunately, no experimental study that directly addresses
the magnetic ordering in Sn/Si(111)-(v/3 x /3) exists until today, although other the-
oretical studies support the idea of an AFM ordered ground state [18, 74]. In addition,
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a competition with a spin liquid has been pointed out [16]. The complex interplay of
various phases is visualized in the illustrative phase diagram in Fig. 7.6(b), which is
according to Ref. 16. Accordingly, the Sn/Si(111)-(v/3 x v/3) surface will stabilize an
AFM ordered Mott insulating state in the highly correlated regime (large U), while for
elevated temperatures T and for reduced correlations a transition to a pseudogap metal
is postulated. Interestingly, also the possibility of d-wave superconductivity is pointed
out, achievable by reducing the Coulomb interaction. This could be reached by, e.g.,
adding dopants to the surface, which will change the band filling away from 1/2; or
by heavy substrate doping to control the bandwidth [compare to Fig. 2.3(c)] [16]. A
possible origin of the temperature-induced transition from the AFM Mott insulating
phase to the pseudogap metallic one could be a lack of spin entropy, which is stabilized
by short-range AFM ordering [16]. As a side note, it should also be mentioned that
a magnetic undistorted Mott insulator is also a basic ingredient for high-temperature
cuprate superconductors [11, 16]. Nevertheless, it will be demonstrated in Sec. 7.2.5 by a
combined approach of experiment and theoretical modeling that the surface magnetism

in Sn/Si(111)-(v/3 x v/3) does not agree with the proposed 120° Néel AFM order.

At this point it should finally be stated again that Sn/Si(111)-(v/3 x v/3) is the only
system that remains undistorted and develops a small, but unambiguous band gap at
LT. In combination with the unresolved issues of correlation strengths and the type of
magnetic order, Sn/Si(111)-(v/3 x v/3) represents the most promising candidate in the
circle of isoelectronic group-IV 2DESs to be studied.

7.2 Sn/Si(111)-(v/3 x v/3) in view of electronic
correlations and competing magnetic orders

7.2.1 Experimental realization

In addition to the requirement of cleanliness, as in any surface preparation process, for
Sn/Si(111)-(v/3 x v/3) it is mandatory to precisely control the amount of tin deposited
onto Si(111)-(7 x 7) in order to obtain exactly the desired phase. This becomes more
obvious when regarding the structural phase diagram in Fig. 7.7. It features a pattern
of partly overlapping phases in dependence of the temperature 7" and the tin coverage 6.
Accordingly, the (v/3 x v/3) phase formation starts at a nominal coverage 6 > 0.1 ML.
Yet, the first relevant (\/§ X \/§) phase, i.e., the «-phase, is established not before
0 = 1/6 ML. It represents the low coverage limit of the intermediate phase, which
is best described as a surface alloy Si,Sn;_,/Si(111)-(v/3 x v/3) of Sn and Si atoms
(0.5 > x > 0) that occupy T4 lattice sites, i.e., there exists one Sn or Si adatom per unit
cell. The upper limit is formed by the dilute a-phase at 1/3 ML tin coverage, which is
most relevant. a-Sn/Si(111)-(v/3 x 4/3) will be predominantly inspected in the course of
this chapter, as it represents the experimental realization of a triangular lattice. Apart
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Figure 7.7: Structural phase diagram for the deposition of Sn in the sub-ML to ML coverage (0)

range onto Si(111)-(7 x 7) substrates in dependence of the temperature T, according to [283]. The most
relevant a-phase is reached at exactly § = 1/3 ML. Overlapping areas indicate coexisting phases.

from the high-temperature and high-coverage regime, there exists one additional stable
RT phase that evolves for # > 0.3 ML, i.e., a (24/3 x 24/3) reconstruction. This higher
periodicity superstructure develops in form of islands on top of a-(v/3 x v/3) ordered
areas. While its presence is less critical for scanning probe techniques, it has to be strictly
avoided in ARPES experiments, where the photon beam inevitably excites electrons from
all phases present at the surface. Therefore, precise control of Sn deposition, typically
gauged by LEED, is the key parameter in preparation of a-Sn/Si(111)-(v/3 x /3) .
The experimental realization of the a-Sn/Si(111)-(v/3 x v/3) surface 2DES follows
the pretreatment of Si(111) substrates, according to the recipe given in Sec. 4.3.1. All
experimental data shown in the following sections are derived from Si(111) samples of the
wafer “charge 2”. Tin (foil, purity 99.99 %) is evaporated from a pyrolytic boron nitride
crucible, as part of an electron beam evaporator (“Focus EFM 3”), until the (7 x 7)
ordered Si(111) surface is covered by a tin amount of 1/3ML. During this process the
sample is kept at RT. Adatom surface diffusion is then triggered by annealing the sample
at ~ 700° C for 3min in a direct current heating stage [284]. Moderate cooling down to
RT afterwards is ensured, by continuously decreasing the current to zero within 1 min.
Annealing at higher temperature should be avoided, since it may lead to enhanced Sn
desorption and cluster formation. However, in preparing lower density phases, this is a
reasonable approach to continuously decrease the initial Sn coverage by time [277, 285].
In contrast to Pt/Si(111)-(v/3 x v/3) and Au/Ge(111)-(v/3 x v/3), a full adatom removal
by flashing at T' = 1250 °C is feasible, as verified by the absence of the Sn 4d line shape
in XPS afterwards. The initial Sn deposition was calibrated by use of a quartz micro
balance and by thorough inspection of the LEED diffraction pattern after the anneal.
Remaining (7 x 7) reflexes indicate a coverage below 1/6 monolayer, while a streaky or
diffuse background in between 1/3-order spots is related to the intermediate phase [285].
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7 Collinear antiferromagnetic order in a triangular lattice

Upon development of (2v/3 x 2/3) islands, corresponding order spots become visible in
LEED. Therefore, the a-phase is characterized by a LEED pattern with 1/3-order spots
only and the lowest possible background noise. Since excess Sn can be stripped off the
surface, one can approach the a-phase by further annealing, if the correct coverage has
not been reached in a single step.

The ~- and the intermediate phase

According to the diagram in Fig. 7.7, the ”y—(\/g X \/§) phase is established at a nominal
Sn coverage of 1/6 ML [286]. This involves that only half of the Ty Sn adsorption sites
in the model of Fig. 7.4(a) and (b) are occupied by a Sn atom. As the surface tends to
minimize its energy, the remaining DB orbitals must be saturated in some way. This is
achieved, by placing Si atoms from the substrate at these empty sites instead. Hence,
the y-phase can be regarded as a surface alloy, i.e., Si,Sn;_,/Si(111)-(v/3 x /3) with
z = 0.5, where Sn and Si atoms are displaced by 0.75 A in perpendicular direction from
one another [277]. The ~-phase exhibits a streaky (3 x 3) type diffraction pattern in
LEED and a meandering network of bright protrusions in occupied states STM images.
The same is true for slightly enhanced Sn coverages in the intermediate phase, see Fig. 7.8
top panels. The ~-phase is also known as mosaic phase in the literature and has also
been reported to exist in Pb/Ge(111) and Pb/Si(111) for lead coverages below 1/3 ML
[287]. The meandering network does not show any signature of long-range ordering and
is arbitrarily spread at the surface. However, a Fourier transform of such STM images
reveals the presence of weak (3 x 3) besides (v/3 x v/3) spots in agreement with LEED
[285]. This reflects the disposition of the system to develop a local (3 x 3) order due to
perturbations. For increasing tin coverages (0.5 > x > 0) the (3 x 3) streaks in LEED
start to become weaker and pass over into a diffuse background noise [285]. In STM the
meandering network evolves towards a more homogeneous (v/3 x /3) protrusion array,
which is completely developed in the a-phase only. Interestingly, the electronic band
structure at RT is strongly dependent on the Sn coverage and exhibits semiconducting
behavior in the v-phase, with a band gap of 0.3-0.5€eV in size due to charge exchange
between Sn and Si atoms [277, 288]. Upon increasing the Sn coverage at the expense of Si
atoms in the (v/3 x v/3) unit cell, the surface turns to metallic character, as evidenced by
KRIPES for x < 0.05 [277]. Moreover, also the high-coverage (2v/3 x 21/3) reconstructed
areas exhibit again semiconducting behavior, as revealed by STS [289].

In order to clarify, whether the meandering protrusions reflect the atomic height con-
trast or rather display the electronic charge density, Fig. 7.8 presents a bias-dependent
series of STM images at the very same area in the intermediate phase. In comparison
with the results given in Ref. 285, one may estimate the Sn coverage as 6 ~ 0.2 ML,
which corresponds to Sig4Sngg/Si(111)-(v/3 x v/3). In occupied states (top panels) the
meandering network is present over a wide bias range (—2.0 to —0.4V), while close
to the Fermi level (—0.2 and —0.1V) the contrast is significantly weakened. Proba-
bly, dark areas in between the protrusions are due to Si substitutional atoms, since the
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Figure 7.8: Bias-dependent electronic charge density in STM of the intermediate Si,Sny_,/Si(111)-
(V'3 x \/3) phase (x ~ 0.4). All images show the same surface area. Filled states (top panels) are
characterized by a meandering network of bright protrusions, while empty states (bottom panels) exhibit
a patchwork of small equal charge density areas (0.1nA, 17.9 x 14.6 nm?).

bright protrusions cover more than 60 % of the surface area. Moreover, this is in agree-
ment with the dark contrast in occupied states seen for Si substitutional defects in the
a-phase (see Sec. 7.2.2). In turning to the unoccupied states (bottom panels), the im-
pression of a meandering network is completely lost. Instead, small patches of (v/3 x v/3)
reconstructed areas that differ in intensity exist (+0.1 to +1.0 V). For large positive sam-
ple bias (+2.0V) the electronic charge density does more resemble the occupied states
again. From images taken at the same tunneling conditions after a given time interval
(~ 30min) has passed, it can also be stated that adatom diffusion is negligible at RT.
In conclusion, STM imaging of the intermediate phase with 6 ~ 0.2 ML reveals a strong
bias-dependent electronic contrast, that does not definitely allow to allocate protrusions
to either tin or silicon adatoms. It is further likely that charge transfer between silicon
and tin atoms plays a crucial role here [277].

The a-phase

In increasing the Sn coverage to # = 1/3ML, one ends up with the a-Sn/Si(111)-
(v/3 x v/3) phase, which represents the high-coverage limit of the intermediate phase.
It is characterized by the missing of (3 x 3) related features in LEED, accompanied by
a maximum peak-to-background ratio. An addition, as given by the structural phase
diagram in Fig. 7.7, the absence of (2v/3 x 21/3) superstructure spots has to be checked
carefully in order to avoid phase mixing in ARPES. Fig. 7.9(a) presents a LEED image
at RT, taken from a Si(111) surface with optimized Sn coverage (# = 1/3 ML) after
annealing. Only (v/3 x v/3) superstructure spots and (1 x 1) peaks from the substrate
are present, while the background noise is barely visible, which is suggestive of a low
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Figure 7.9: (a) LEED image at RT of a-Sn/Si(111)-(v/3 x v/3). Sharp and intense diffraction spots in
first-order (Si(111) substrate, yellow) and 1/3-order (surface reconstruction, green) evidence the high
quality of preparation. (b) Filled states STM image of the a-phase; bias: -1.0 V, 0.5nA, 5.8 x 7.0 nm?.
The protrusions in a hexagonal arrangement and the dark hole are related to Sn atoms and to a Si
substitutional defect, respectively. The (/3 x v/3) unit cell is given as black rhomboid. (c) STM image
of the empty states with the same assignment of bright protrusions and dark hole as in (b); bias: +1.0V,
0.5nA, 8.8 x 6.1 nm?. Streaks in between protrusions are related to a tip artifact. Both STM images
have been Fourier-filtered to enhance the quality of presentation.

defect density at the surface.

The conclusions drawn above are next confirmed by STM. The occupied states image
in Fig. 7.9(b) shows a regular periodic array of bright protrusions in a hexagonal ar-
rangement. The mean distance between adjacent peaks (6.6 = 0.1 A) does well coincide
with the lattice repetition period a5 g; of a (v/3 x v/3) reconstructed Si(111) surface (cf.
Tab. 4.1). Thus, and in accordance with the literature, the protrusions are attributed
to single Sn atoms located at Ty lattice sites [compare to Fig. 7.4(a)]. The dark hole,
surrounded by six even brighter protrusions, must originate from a silicon substitutional
defect, following the discussion in Ref. 290. A more detailed investigation of defects is
presented in the next section. In turning to the unoccupied states in STM [Fig. 7.9(c)],
one finds a rather similar distribution of the electronic charge density apart from the
defect, which is no more accompanied by an enhanced contrast of its six neighboring
protrusions. This leads to the conclusion that STM images are much less governed
by an electronic contrast in the a-phase than in the ~-phase. Therefore, with excep-
tion of defects, STM can be regarded as a reliable tool to map the topography of the
a-Sn/Si(111)-(v/3 x v/3) surface.

Additional STM data acquired at 7" = 60K (not shown here) do not exhibit any
signature of a modified charge density. These results are in good agreement with earlier
data by F. Ronci et al. [281], H. Morikawa et al. [280], and S. Modesti et al. [17], who
did not observe a change in the electronic charge density even down to 7' = 2.3 K. This
is consistent with the absence of a structural or electronic phase transition at a certain
critical temperature in Sn/Si(111)-(v/3 x v/3). Nevertheless, it does not exclude the
existence of a phase transition beyond the temperature range covered. In agreement with
the dynamical fluctuation model, a freezing of high-frequency perpendicular motions of
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the Sn atoms, as reported for Sn/Ge(111)-(v/3 x v/3) [264], might still occur at very low
temperatures.

7.2.2 The role of defects in surface ordering

In general, and if defects are not the main concern of an experiment, the defect density
should be reduced to the lowest level possible, since they may hinder the development of
long-range order. Precisely keeping to the recipe given in Sec. 7.2.1 results in long-range
ordered (v/3 x v/3) reconstructed surfaces with only few defects. Thorough evaluation of
STM images of several different samples allows to safely exclude that the defect densities
exceed 4% of the whole reconstructed area in any case. This order of magnitude is in
good agreement with values reported by other groups [280, 291]. The defect density
can be tuned by Sn desorption during thermal annealing. Although even lower defect
densities have been reached in this way, a completely defect-free Sn/Si(111)-(v/3 x 1/3)
surface has not been reported so far, and it seems questionable, whether this can be
realized at all. The experimental setup in ARPES (cf. Sec. 3.3.2) does not include STM
to determine the defect concentration simultaneously, thus, a definitive statement about
the defect densities of samples used in photoemission is not possible. Moreover, LEED
is not sensitive enough to resolve such slight differences. Therefore, the upper limit of
4% will be taken as the standard defect density in the following.

Defects act as scattering potentials, which can reduce the electron mean free path
significantly. For a density of 4%, each defect is followed by a second in a distance
of Az =5 xXaszg ~ 33 A in average. Since electrons are not scattered at each de-
fect site, this value must be regarded as a minimum for the electron mean free path.
The corresponding k-space broadening Ak is estimated by applying Heisenberg’s un-
certainty relation Ak = 27/Axz = 0.19 A-', which represents an upper limit to the
total momentum broadening. This is reflected in the broadening of the LEED 1/3-
order spots in Fig. 7.9(a), where the FWHM Ak = 0.064 A-1is actually much smaller.
In comparison with the LEED 1/3-order spot broadening in Au/Ge(111)-(v/3 x v/3)
(Aky = 0.067 A=) and Pt/Si(111)-(v/3 x v/3) (Aky = 0.127 A1), the corresponding
spectral width in ARPES should be of the same size as in Au/Ge(111)-(v/3 x v/3). How-
ever, the mechanism behind is a different, i.e., while it is most probably defect related
here, scattering at domain walls is most relevant in Au/Ge(111)-(v/3 x v/3) as also in
Pt/Si(111)-(v/3 x v/3). For Sn/Si(111)-(v/3 x +/3) there is no experimental proof of
phase-slip domains, although different adatom registries with respect to the substrate
must exist there, too. This implies the presence of only one single domain on a whole
atomic terrace. In conclusion, defects will be a main source of spectral broadening in
ARPES for Sn/Si(111)-(v/3 x v/3), in contrast to the broadening due to small domain
sizes in Au/Ge(111)-(v/3 x v/3), and in particular, in Pt/Si(111)-(v/3 x v/3).
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7 Collinear antiferromagnetic order in a triangular lattice

Types of defects

Defects at the Sn/Si(111)-(v/3 x v/3) surface do occur in six different variations. In
the following these are classified by their respective appearance in occupied states STM
images (see Fig. 7.10), their relative frequency of occurrence (given in parentheses), and
their probable physical origin [279, 290, 292].

A hole in the bright (v/3 x v/3) ordered array of elevations surrounded by a ring

of six more intense decorations (located ~ 0.2 A “higher”). This is the most
frequently observed defect (=~ 38%). Line profiles indicate a mean “depth” of
~ 1A with respect to the regularly ordered region. It originates most probably
from a silicon substitutional atom located at a T, lattice site, thereby replac-
ing a tin atom. Hence, the “depth” must not be interpreted as a topographic
feature alone, since electronic effects will be crucial here, i.e., a redistribution of
charges is likely to affect the appearence in STM. As a result, the surrounding Sn
atoms (decoration atoms) move upwards in order to lower their DB energies [292].
Closer scrutiny of these elevated protrusions unveils a threefold rotational symme-
try within the ring. Here, three out of six atoms are positioned ~ 0.05 A “higher”
than the rest. Obviously, this slight variation is induced by the symmetry of the
substrate.

A bright protrusion surrounded by six spots of weakened intensity (located =

0.2A “deeper”). This is the second most frequent type of defect (=~ 28%). The
decorating atoms exhibit the same three-fold rotational symmetry observed for
defect type “A”, with a perpendicular undulation amplitude of ~ 0.15 A. Similarly
as for type “A”, this decoration should be related to a charge redistribution between

1

-
-
-
-
-
-
N
-
-

(B

i
—

Figure 7.10: Filled states STM image of Sn/Si(111)-(\/3 x /3), that features five out of six different
types of defects (A-D, F); bias: -1.0V, 0.5nA, 17.2 x 11.0nm?. Small bright spikes are due to tip
artifacts. For further details refer to text.
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center and neighboring atoms. In the literature, this defect has been attributed to
a Sb substitutional impurity as a consequence of bulk to surface diffusion of the
substrate dopants [290]. Its frequency of occurence depends on the duration, the
thermal power, and number of cycles of the anneal step, which strongly supports
its dopant nature. This defect is found significantly more often than reported in
the study of S. T. Jemander et al. (< 1%) [290], which is consistent with the use
of lightly Sb-doped samples in their study in contrast to the high Sb doping level
of the Si(111) wafer “charge 2”, used here.

A purely dark hole without any decoration around (= 15%). This type of de-
fect is attributed to a tin vacancy, and hence, its appearance in STM is rather a
representation of the surface topography.

@ A bright protrusion without any decoration around (= 8 %).

Three bright protrusions, agglomerated in a triangular shape. This is the most
rarely observed defect (< 1%), and it is not present in Fig. 7.10.

An agglomeration of two bright protrusions that close to one another that a lateral
distinction is only possible, by analyzing line profiles along the binding axis (=

10%).

Defects with decoration, i.e., type “A” and “B”, might be interpreted in terms of Friedel
oscillations [293]). This phenomenon is known from metallic surfaces as an oscillatory
modulation of the charge density in the vicinity of step edges. With increasing distance
from the step edge the fluctuation is damped and is thus imaged as a decaying plane
wave. Transferring this concept to the present case, point defects replace the step edges
and may be interpreted as the center of a Friedel oscillation, with the defect decoration
as the circularly decaying modulation of the charge density. Damping must be rather
strong, so there is no change in the charge density visible in line profiles beyond nearest-
neighbor protrusions [290]. The corresponding decay length of the exponentially damped
electronic disturbances has been specified as 11 A at 120K [294]. This effect has also
been associated with a damped CDW in the literature [291, 295].

It should further be noted that there is a significant dependency of the defect ap-
pearance in STM on the tunneling conditions, i.e., most strongly depending on the bias.
This is already known from the “defect-rich” intermediate phase (cf. Fig. 7.8), where
a considerable change in the electronic contrast is observed at different tunneling volt-
ages. Likewise, the bias-dependent appearance of defects in the a-phase is a consequence
of a pronounced electronic contrast, and it does only partly represent true geometries.
This is particularly the case for defect decorations, where the most prominent change in
contrast is observed, when switching from negative to positive sample bias.
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7 Collinear antiferromagnetic order in a triangular lattice

Defect-induced local ordering

Interestingly, defects have also been reported to be responsible for faint signatures of
(3 x 3) ordering superimposed on a pure (v/3 x v/3) periodic diffraction pattern in
RHEED and LEED experiments [280, 285]. In Fig. 7.11 an occupied states STM image
of a defect-free (a) area is compared with surface regions of the same sample, with few
defects (b) and multiple defects (c) present. For larger defect densities there exists a
higher probability that defects are arranged in a very local (3 x 3) order, as indicated
by the large thomboid in Fig. 7.11(c), while (v/3 x v/3) ordering still prevails. The cor-
responding 2D Fourier transforms in (d)—(f) represent a customary approach to resolve
superstructure features in the reciprocal space representation which are hidden in the
original real space STM data. For the defect-free area the Fourier transform (d) displays
a regular array of (v/3 x v/3) ordered peaks only. However, for few defects (e) smeared
intensity features (arrow) develop at reciprocal space locations corresponding to a (3 x 3)
order. This effect becomes even more visible in the Fourier transform of the surface area
with multiple agglomerated defects (f). Here, six blurred but distinct intensity maxima
at (3 x 3) reciprocal lattice coordinates indicate the additional periodicity at the surface.
In comparison with the corresponding STM images on top, it becomes clear that local
defect ordering must be the source of the (3 x 3) spots seen in diffraction experiments.
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Figure 7.11: (a) Filled states STM image of a defect-free area on the Sn/Si(111)-(v/3 x \/3) surface;
bias: -1.0V, 0.5nA, 5.5 x 4.3nm?. (b) Adjacent region of the surface at the same tunneling conditions,
with few defects (8.0 x 6.7nm?), and (c) multiple defects present (8.5 x 6.7 nm?). Black rhomboids
indicate the unit cells of (v/3 x v/3) and (3 x 3) periodicity. (d)-(f) 2D Fourier transforms of the
respective STM images in (a)-(c), with reciprocal space intensity maxima corresponding to (v/3 x \/3)
order. White arrows point at features related to an additional (3 x 3) order.
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Importantly, this finding is independent of temperature, which again excludes a phase
transition in the range from 7'= 120K to RT [280].

7.2.3 The electronic band structure
Band structure calculations

As a basic approach to inspect the electronic band structure of Sn/Si(111)-(v/3 x v/3),
ab initio calculations within the LDA represent a valuable tool. Resuming the earlier
conjecture of seven electrons per unit cell by simple electron counting in Sec. 7.1.2, one
should expect to end up with a half-filled band here. This view is supported by LDA
calculations from the literature, which indeed provide evidence of a narrow metallic state
at half filling (bandwidth W ~ 0.3eV) within the Si bulk band gap [18, 275].

A concrete view on the LDA derived band structure of Sn/Si(111)-(v/3 x v/3) is
provided in Fig. 7.12(a), where the energy dispersion (Eq. A.2) of the surface state is
plotted. Importantly, higher order hopping terms are included here (see Sec. A.1 for
further details). The emergence of this narrow surface state is predominantly due to
Sn 5p, and, to a small amount, due to Sn 5s orbitals [18], although also Si orbitals
are assumed to be involved [74]. Prominent features are the minimum in energy at the
K point (E — Ep = —0.31eV) and the plateau at the M point (E — Er = —0.02¢eV).
The corresponding non-interacting DOS, derived from integration along I'~K-M-T), is
depicted in Fig. 7.12(b). It exhibits an asymmetric shape with respect to the Fermi
energy, and it has a pronounced peak close to Er in the occupied band energy region as
well as at the upper band edge in empty states. In the following discourse it will become
evident that the inclusion of the higher order hopping terms (Eq. A.2) is also crucial for
magnetic ordering.

Finally, it is worth taking a look at the F'S, derived from tight-binding model calcula-
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Figure 7.12: (a) LDA derived band structure of Sn/Si(111)-(v/3 x \/3), based on Eq. A.2. (b) Non-
interacting DOS, deduced from integration of the band dispersion (Eq. A.2) along T-K-M-T. The DOS
is asymmetric with respect to Er and features a pronounced peak in occupied states close to the Fermi
level. (c¢) Location of the single-particle band peak, extracted from a one-band tight-binding model in
the (v/3 x\/3) SBZ, in dependence of the binding energy (color code); figure taken from [18], Copyright
(2011) by the American Physical Society. The FS exists along the edge of light blue and dark blue

colors, and it exhibits a warped contour. The dashed hexagon inside corresponds to a (3 x 3) SBZ.
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tions [18]. It exists at the warped edge between light blue and dark blue in Fig. 7.12(c).
This prominent shape, which is somewhat reminiscent of the Au/Ge(111)-(v/3 x v/3) FS
(cf. Sec. 6.2.1), is only slightly nested with respect to a (3x 3) related lattice distortion as
part of a potential CDW transition (the dashed hexagon indicates the respective SBZ).
Therefore, and similar to the cases of Sn/Ge(111)-(v/3x v/3) and Pb/Ge(111)-(v/3 x v/3)
[209, 246], one should not expect an instability in Sn/Si(111)-(v/3 x v/3) towards the
formation of a CDW.

Fermi level determination in ARPES

In the experiment, the occupied electronic band structure, i.e., the one-electron removal
spectral function, is explored by ARPES. The correct determination of the Fermi level
Er is a quite difficult task in Sn/Si(111)-(v/3 x v/3). First, the Fermi edge, extracted
by use of Eq. 3.52 from UPS spectra of the tantalum clips which are in direct contact to
the sample, differs significantly between the left and the right clip. This is most likely
due to potential offsets caused by the photo current at the Schottky contacts which exist
between the clips and the sample. Hence, in this way allocation of Er is impossible.
A second approach, which has been successfully applied to Au/Ge(111)-(v/3 x v/3) in
Sec. 6.2.1, is to use angle-integrated EDCs from two band maps captured along both
high symmetry directions and to fit these with Eq. 3.52. Yet, this would require an
effective thermal broadening 4kpT.s which is 6-7 times larger than justifiable from the
contributing parameters (see Eq. 3.53).1 Therefore, the electronic band structure is
found to be insulating with no clear Fermi edge in the spectrum. This is in agreement
with the results of S. Modesti et al. [17]. Eventually, a notable surface photovoltage
effect is reported to complicate this task, too [17]. It is suggested to result from the
Schottky contact established at the Sn-Si interface, where one would expect a downward
band bending for n-doped substrates due to the generation of electron-hole pairs at the
surface. This generation process and the concomitant recombination rate depend on
the incident photon current, the photon energy, and the temperature 7' [296]. Hence,
changing the photon flux should shift the electronic states in energy. However, tuning
the beamline exit slits from nearly closed to fully open does not lead to a displacement
of the bands in energy at all. In conclusion, it remains unclear, whether or not a surface
photovoltage effect is of relevance here, and it will not be accounted for in the following.

Due to the difficulties in Fermi edge determination described above, an extrinsic as-
signment of the Fermi level is impossible. Instead, a third, intrinsic, and reliable ap-
proach has been used here. While the Fermi level is located closely below the conduction
band edge in the bulk of the n-type Si(111) samples, the surface states lead to a Fermi
level pinning at an approximately mid-gap position at the surface. In assuming the
general validity of this picture, the location of Er should not depend on the exact origin
or dispersion of the surfaces states, as long as these possess a sufficient DOS in the bulk

IThis evaluation is based on ARPES spectra recorded at T' = 33 K, but comparable results are obtained
at various temperatures from 7= 10K to T' = 300 K.
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Figure 7.13: LDOS obtained from ARPES (T = 70 K), STS (T = 78 K), and LDA+DCA (T = 60 K) at
the Sn/Si(111)-(v/3x +/3) surface. Tunneling spectra were recorded with a tungsten tip on a 15 x 15 nm?
sized grid with setpoint values Us, = —1.5 V and Is, = 0.5 nA. The photoemission LDOS results from
an integration of single EDCs between +0.38 A=! along T-M and T-K in k-space and has been scaled
such that the maximum amplitude of the LHB coincides with its STS analog. Both ARPES and STS
include a correction to the respective background noise. The LDA+DCA profile stems from integrating
the spectral function for U = 0.66 eV along the full T-K-M-T path in k-space. The intensity is also
scaled to fit to the STS LHB maximum amplitude.

band gap. Hence, there should also be no difference in the surface Fermi level posi-
tion between a pure Si(111)-(7 x 7) surface and a metal adatom induced 2DES, such as
Sn/Si(111)-(v/3 x v/3). For Si(111)-(7 x 7), the distance between the Fermi edge at the
surface and the the bulk VBM is known from the literature, i.e., Fr — Eygy = 0.63 eV
[297]. Note that only little volatility in the determination of this value is reported, and
results range from 0.58 to 0.65 eV [298]. At this point, one may take advantage of the fact
that the VBM can easily be extracted from ARPES band maps in Sn/Si(111)-(v/3 x v/3).
Thus, the general procedure for Fermi level determination used throughout this chapter
is to assign Er at 0.63eV above the bulk VBM in each spectrum.

The general applicability of the method is also cross-checked in Fig. 7.13 with the Fermi
edge from STS data at a comparable temperature. As an advantage of that technique,
Er is well defined, since it represents the zero voltage limit in //U scans. STS clearly
resolves a prominent feature at £ — Erp = —0.27¢V in the occupied states (LHB). For
comparison with ARPES, one needs to consider that STS probes a k-integrated LDOS,
which is mainly related to the spectral function at and in vicinity of the I' point [299].
Therefore, it is plausible to integrate the k-resolved ARPES band maps only within
a certain momentum window around this point to achieve comparability. A common
criterion to define the limits of this region is given, by demanding the tunneling current
to drop to 1/e of its maximum value at kj = 0 A=Y, i.e., I(Kjmit)/ (0 A7) = e The
momentum dependency of the tunneling current relates to the wave function of the
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7 Collinear antiferromagnetic order in a triangular lattice

electron U(x, s) at the location x as follows [299]:

2

I(ky) o W (x,5)|* o . (7.1)

%ag exp [— (/{2 + ‘k” + G‘2>1/2 s] exp [z (kl\ + G) -X}

Apart from the known parameters (see Sec. 3.2), ag denotes the expansion coefficients
of the wave function, and G is a reciprocal lattice vector. With the silicon work function
¢si = 4.83¢eV [300] and a typical tip-sample distance s = 8A the 1 /e criterion is ful-
filled for k& = 0.38 A-'. Accordingly, ARPES data along both T-M and T-K directions
are integrated in this momentum range symmetrically around the I' point and added
up afterwards. In comparison, one finds that a similar spectral feature exists at the
same binding energy as in STS, denoted as LHB. Although the spectral width is en-
hanced in ARPES, the maximum positions do agree well within an error bar of +0.02 ¢V,
which ascertains the correctness of the intrinsic Fermi edge determination in ARPES,
as described above.

The ARPES band structure

Since Sn/Si(111)-(v/3 x v/3) is indeed insulating at LT, there is no spectral intensity
directly at Er, and consequently, a F'S does not exist. Thus, the overall symmetries of
the electronic band structure of Sn/Si(111)-(v/3 x v/3) become best visible by a constant
energy contour, located at 0.1eV binding energy, which is shown in Fig. 7.14. A photon
energy of hv = 130eV has been selected to enhance intensities of the electronic band
structure close to Er, while matrix element effects do not lead to unfavorable extinction
at certain momentum vectors here. The sample was cooled to T' = 18 K to extend the
lifetime of the electronic states during the ARPES experiment, with the total energy
resolution consistently fixed to AFE; = 25meV in all measurements.! The constant
energy map in Fig. 7.14 is dominated by a hexagonal and slightly warped band, that
fully lies within the (v/3x1/3) SBZs. Its corners touch at the M points, where the band is
mirrored into neighboring SBZs. Yet, the k-space regions around the I' and the K points
at 0.1eV binding energy are basically free from spectral weight. Moreover, a notable
momentum broadening governs the electronic band structure. The defect broadening,
estimated above as Ak = 0.064 A-1 from LEED, cannot fully account for this alone.
Therefore, it probably also relates to an enlarged imaginary part of the self-energy, which
is indicative of a reduced QP lifetime due to electron-electron interactions. In comparison
with the FSs of Pb/Ge(111)-(v/3 x v/3) and Sn/Ge(111)-(v/3 x 1/3), striking similarities
are found. In particular, the roughly hexagonal shape and the reduced spectral weight
around the K points are eye-catching features in all three systems [246, 301].

'In this section data obtained at different temperatures are shown. This is basically for comparability of
STS and theoretical calculations, but also in cases, where spectra are not available at the same quality
level for a certain temperature. However, all spectral information remains comparable, since only data
within the LT phase are presented, i.e., T < 100K (cf. Sec. 7.2.4).

158



7.2 Sn/Si(111)-(v/3 x \/3) in view of electronic correlations and competing magnetic orders

-2.0 -1.0 0.0 1.0 2.0
K (A

Figure 7.14: Constant energy surface of Sn/Si(111)-(v/3 x v/3) from ARPES FS mapping in an inte-
grated energy window of £0.025 eV around E — Er = —0.1eV; hv = 130eV, T = 18 K. Bright contrast
corresponds to high intensity in photoemission, and overlaid hexagons indicate different SBZs [white
dashed: (1 x 1), orange: (V3 x v/3), blue: (3 x 3)]. The green triangle follows the high symmetry
directions covered by single band maps in Fig. 7.15. Experimental data were captured in k, < 0 A~!

regions and have been remapped into the k, > 0 A~! area with respect to the mirror symmetry of the
ky, = 0A~1 Iine.

More insight to the band dispersion itself is gained, by capturing band maps along
the high symmetry directions indicated by the green lines in Fig. 7.14. This has been
done in the second SBZ, since matrix elements are convenient there, and the bulk band
intensity is significantly reduced compared to the first, but also to the third SBZ. The
band dispersion along the whole path is summarized in Fig. 7.15 as the first derivative of
the ARPES intensity, i.e., —0I/0F. The most prominent feature is a weakly dispersing
state (bandwidth ~ 170 meV), which has a pronounced minimum (£ — Er = —0.44¢eV
— A) at the K point and a maximum (E — Er = —0.27e¢V — B) between the I' and
the M point. A second minimum exists at the I point (E — Ep = —0.34eV — C), and
a further maximum between the T’ and the K point (F — Er = —0.31e¢V — D), while
it exhibits a plateau at the M point (E — Ep = —0.31eV — E). The nature of this
band can be clarified by tuning the photon energy. In this way, it is found that there
exists no k; dependency, and thus, one must conclude that this band is a pure surface
state. Moreover, it follows the periodicity of the (v/3 x v/3) surface reconstruction, and
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Figure 7.15: The electronic band structure of the DB-induced surface state in Sn/Si(111)-(v/3 x
V/3) along both high symmetry directions obtained by ARPES; hv = 130eV, T = 28 K. For better
visualization the first derivative of the intensity, i.e., —0I /OF, is shown. Momentum scaling runs from
left to right for the band map left to the M point (blue dashed line), and vice versa to the right of
M, since the plot is merged from two distinct scans, each centered at I. The labels A-F refer to
characteristic extremal points in the band structure, which are discussed in the text.

intensity changes between neighboring SBZs are related to matrix element effects only.
Eventually, a second quasi-parabolic, but weaker band exists around the T point (F). It
relates to the bulk valence band, afore used to determine the Fermi energy.

Contrary to the LDA band structure, the weakly dispersing band is fully occupied,
and the surface must be insulating in consequence. Moreover, according to these calcu-
lations, there should be no intensity at the I' point originating from this surface state,
in contrast to experimental evidence. Furthermore, the band appears to be backfolded
at certain in-plane momenta that do not relate to (v/3 x v/3) symmetry lines, but rather
agree with the boundaries of (3 x 3) SBZs (blue hexagons in Fig. 7.14). In an earlier
ARPES study by J. Lobo et al. the spectral weight at I’ has been suggested to origi-
nate from a band backfolding as a consequence of an underlying (3 x 3) structural order
[276]. Yet, such an interpretation contradicts the absence of a (3 x 3) superstructure
in LEED. Thus, this order can only be local, and it excludes a possible (3 x 3) related
band backfolding in ARPES. It is more likely that randomly distributed short-ranged
(3 x 3) perturbations, as a building block in the dynamical fluctuation model, exist in
Sn/Si(111)-(v/3 x v/3), which however, cannot be visible in ARPES. As will be discussed
in Sec. 7.2.5, the unexpected intensity at I', the occurrence of additional non—(\/§ X \/5)
related symmetries, and their respective position in k-space relate to a magnetic ordering
instead.
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Electronic correlations in ARPES

As also seen in the constant energy surface, the band is significantly broadened in both
energy and momentum, which cannot be explained by a pure defect-related effect only
(Akj = 0.064 A~! from LEED, cf. Sec. 7.2.2). Instead, it is plausible to associate the
spectral broadening with correlation-induced contributions to the spectral function. In
particular, an enlarged imaginary part of the self-energy indicates a reduced QP lifetime
due to the electron-electron interaction. This is corroborated by the enhanced effective
electron mass m; = 1.2 m,, which has been determined by fitting a parabolic band to the
dispersion in the vicinity of I'-K. Despite the significant broadening, no spectral weight
is found above Ep, and the constant energy surface in Fig. 7.14 does only scratch the
trailing edge of the band. Since correlations appear to be strong and due to the weakly
dispersing behavior of the band, it is suggestive to argue that we deal with the LHB
of a Mott insulator here, which is in agreement with Refs. 16 and 17. Moreover, the
ARPES data do not show a signature of the UHB. Hence, the conduction gap size might
even surmount the order of 0.3 eV, postulated in LDA+U calculations for U = 4 ¢V [16].
Nevertheless, this extremely large value of U seems to be implausible, and it probably
results from an inherent shortcoming of the LDA+U approach, which neglects quantum
fluctuations [74]. By means of more appropriate many-body techniques, applied to the
problem, it will be shown in Sec. 7.2.4 that a much lower U is sufficient to describe the
correlations in this system.

At the end of this section, a brief comparison with STS data and the k-integrated spec-
tral function from LDA+DCA shall be presented in order to support the conclusion of a
correlation-induced Mott insulating state in Sn/Si(111)-(v/3 x v/3). Details concerning
the calculations can be found in Sec. A.1. Here, the reader is again referred to Fig. 7.13.
As a common property, the three curves are momentum-independent in this representa-
tion and act as some kind of gauge to the DOS. Differences in the temperature should be
negligible, since they all belong to the same LT phase (see Sec. 7.2.4). Closer inspection
reveals a prominent feature located at F — Er &~ —0.27¢eV, in all cases. In LDA+DCA,
which includes correlations, this is identified as the LHB. Neglecting small deviations in
the overall shape and widths of the peak, the good agreement may be seen as a striking
proof of a correlation-induced Mott insulating state in Sn/Si(111)-(v/3 x v/3). Turning
to the unoccupied states, a clear peak, shifted by ~ 50 meV between theory and STS; is
observed. Despite this somewhat less accurate agreement, assignment of the STS peak
to the UHB is strongly motivated by theory. Additional features in both ARPES and
STS which are absent in the calculated DOS must arise from bulk band contributions
which are not included in the LDA+DCA calculations.

7.2.4 The metal-to-insulator transition in Sn/Si(111)-(v/3 x v/3)

This section will address the role of correlations in the MIT, with a particular focus on the
size of the Hubbard U. An additional aspect will be the influence of the temperature 7.
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7 Collinear antiferromagnetic order in a triangular lattice

Control of both parameters allows to explore the phase diagram of Sn/Si(111)-(v/3 x v/3)
[Fig. 7.6(b)] in more detail.

Access to electronic correlations in theory

From a theoretical point of view, it is necessary to choose an appropriate technique
which is capable to include the phenomenon of electronic correlations in a reasonable
manner. In this sense, LDA must be seen as an inappropriate approach, which is not
that reliable for narrow band systems [14]. Instead, many-body calculations within
the LDA+U framework have been utilized in order to address potential correlation
phenomena. It turned out in this way that the LT physics present in the Sn/Si(111)-
(v/3 x V/3) surface are already adequately reproduced [16, 17]. This finding is consistent
with recent calculations based on the Hubbard model for a triangular lattice at half-
filling [302], where indeed a MIT is proposed to occur for a significantly large U/t
ratio. Interestingly, magnetic ordering of the 120° Néel type is found to develop in
the insulating phase as a result of nearest-neighbor AFM exchange. This is a quite
relevant prediction also for the properties of Sn/Si(111)-(v/3 x v/3), as later scrutinized
in Sec. 7.2.5.

An even more advanced approach than LDA+U is given by combining classical band
structure calculations with dedicated many-body techniques as, e.g., realized by merging
LDA and DMFT [74]. While in conventional DFT correlations are only included as an
average, the DMFT provides access to all on-site quantum fluctuations [74]. G. Li et
al. even went beyond this and combined DMFT with two powerful many-body tech-
niques, i.e., the variational cluster approach (VCA) and the dual fermion (DF) approach
[303, 304], which both base on the Hubbard model (cf. Sec. 2.2). The aim was to de-
termine a more precise estimate of the critical Coulomb repulsion U, for the MIT in
Sn/Si(111)-(v/3 x v/3) [18]. As long as only local fluctuations dominate, the DMFT is
usually the technique of choice. But, as soon as non-local correlations gain importance,
a sophisticated method such as the DF approach, will give more reliable results, since
correlations are included both locally and non-locally here. In turn, the electron proper
self-energy (cf. Sec. 3.3.1) will become momentum-dependent, and hence modify the
spectral function A(k,w), accordingly.

The metal-to-insulator transition as a function of the Hubbard U

The degree of correlation in an electron system is determined by the QP weight Z) at
the Fermi level (see Sec. 3.3.1). Thus, G. Li and coworkers started their recent analysis
[18] with a comparison of this quantity within both the DMFT and the DF approach
at T = 61 K and 7" = 300 K. Their results are replotted in Fig. 7.16(a), which is taken
from the respective study [18]. Beginning with the lower temperature (green curves),
it becomes clear that there is indeed a bandwidth-controlled, i.e., interaction-driven,
transition from metal to insulator with increase of U, evidenced by the full loss of QP
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Figure 7.16: Sn/Si(111)-(v/3 x v/3): (a) QP weight in dependence of the on-site Coulomb repulsion
U, calculated from DMFT (dashed line) and the DF approach (solid line). (b) Momentum-independent
spectral function A(w) for two different Coulomb repulsions, i.e., U = 0.52 eV and U = 0.63 eV. Figures
are taken from [18], Copyright (2011) by the American Physical Society.

weight at the Fermi level. Interestingly, the critical Coulomb repulsion differs between
the two methods applied, i.e., U.pmrr = 0.75¢V (dashed curve) and U.pr = 0.65¢V
(solid curve). In consequence, the relevance of non-local correlations, as included in the
DF approach, is striking. Moreover, this result, obtained by true many-body techniques,
reveals that the earlier reported values for U of up to 4 eV [16] are far from being realistic.
The correlation driven transition to an insulating ground state is further elucidated
by the k-independent spectral function A(w), presented for two distinct values of U
in Fig. 7.16(b). For U = 0.52¢V the surface is still metallic, and A(w) features two
incoherent peaks on both sides of the Fermi level, accompanied by a coherent QP peak
at Fr (w = 0). This result is independent of the technique applied, although there
are of course differences in the exact spectral function. However, in increasing U to
0.63eV, which is only slightly below U.pr = 0.65€eV, the spectral weight in the DF
approach has almost entirely shifted from FEr to the two incoherent peaks. Such a
behavior is the Hallmark of a Mott MIT driven by correlations, and the incoherent peaks
must be assigned to the LHB and the UHB, respectively. Moreover, this suppression at
U = 0.63¢V is a pure result of the inclusion of non-local correlations, since the QP weight
is only slightly reduced and still present in the DMFT. In addition, it is important to
note that despite this non-locality, a comparison of DF and additional VCA calculations
indicates that the short-range correlations are still dominating [18].

Similar results with respect to the determination of a more realistic critical U pa-
rameter have been reported by S. Schuwalow et al. [74]. They utilized combined DEFT
and many-body DMFT calculations and derived a critical U in the order of ~ 0.6¢eV,
accompanied by a weak first-order phase transition. The size of the Mott-Hubbard gap
was found to be Eg,, = 0.2eV for U = 0.7eV, with the Hubbard bands located at ap-
proximately 0.3eV above and below the Fermi level, respectively. These results are in
good agreement with the experimentally obtained parameters in this thesis and in the
literature, which are based on ARPES and KRIPES [276, 277, 279]. In conclusion, this
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also supports the finding by G. Li and coworkers that a smaller U is sufficient to induce
a transition from metal to an insulating state in Sn/Si(111)-(v/3 x v/3).

Temperature dependence of the metal-to-insulator transition

The second relevant parameter in the Mott MIT, besides U, is the temperature T.
Its influence shall first be discussed on the basis of Fig. 7.16(a). On the one hand, at
T = 61 K the increase of U triggers the transition, but a further decrease of T' (not shown)
does not influence the critical U parameter anymore [18]. On the other hand, above a
certain critical temperature 7,, the QP weight will not drop to zero even for a very large
U, but will instead remain at a finite value. This indicates that at elevated temperatures
the correlation-induced MIT does not occur. As an example Fig. 7.16(a) displays the
DMFT (red dashed line) and the DF (red solid line) QP weights at 7" = 300 K. These
do not differ significantly and eventually approach a finite value for large U. Thus,
no insulating state develops, and rather a pseudogap opening occurs, with the system
remaining metallic. Therefore, tuning the temperature is a second possibility to trigger
the MIT in Sn/Si(111)-(v/3 x v/3), as also evidenced experimentally [17, H7]. This
represents an additional proof of the Mott insulating ground state established in this
2DES. With respect to the nature of the phase transition, G. Li et al. propose that it
is a second-order one at zero temperature, while it is rather a bad first-order transition
at finite temperatures [18].

The possibility to trigger the MIT by altering the temperature T' shall now be scru-
tinized by combining ARPES data and theoretical calculations. The latter base on the
LDA+DCA (cf. Sec. A.1), which introduces correlation effects to the single-particle
calculations within the DFT step-by-step [305, 306]. It represents an alternative to con-
ventional many-body techniques, such as the DMFT, and has in particular prevailed
as a unique tool to answer issues of correlation and magnetic ordering in Sn/Si(111)-
(v/3 x V/3) [HT].

From the experimental side, S. Modesti et al. have shown ARPES data that reveal a
loss of spectral weight at the Fermi level in agreement with a transition from metallic
to insulating behavior upon decreasing temperatures [17]. In Fig. 7.17(a) these results
(black curves) are compared with ARPES data on Sn/Si(111)-(v/3 x 1/3) obtained within
this thesis (colored curves). EDCs at three different in-plane momenta along I-M in
the (v/3 x v/3) SBZ (labeled “17, “2”, and “3”) are depicted for RT and LT (T = 30K),
respectively. All LT spectra have a notable reduction of spectral weight at the Fermi
level in common, which provides evidence of a MIT upon temperature lowering. The
peak positions of the surface state do agree well, while higher binding energy features
differ slightly. Moreover, data from this thesis are less broadened in energy, possibly due
to a higher surface quality of the sample. In agreement with the full dispersion of the
surface state, shown for 7" = 28 K in Fig. 7.15, metallicity is absent in the full k-range
of the (v/3 x v/3) SBZ at LT. This is verified by the LDA+DCA derived DOS shown
in Fig. 7.17(b). Here, the Coulomb repulsion U = 0.66eV has been determined, by
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Figure 7.17: (a) Comparison of ARPES EDCs (hv = 130eV) at RT and LT (T = 30K) for three
distinct in-plane momenta (labeled “17, “2”, and “3”) along T-M in the (v/3 x v/3) SBZ of Sn/Si(111).
Intensities of the colored curves (data obtained in this thesis) are scaled to agree in their maximum
amplitude at the LHB peak with the corresponding maxima of the black curves (data from [17]). At
LT a clear reduction of spectral weight at Ep is visible. Original data and the graph layout are taken
from [17], Copyright (2007) by the American Physical Society. (b) DOS obtained from the momentum-
integrated ARPES dispersion (hv = 130eV) along T-K-M-T' (black lines) in comparison with the
LDA+DCA analog (U = 0.66 €V) at four different temperatures. Bulk band contributions have been
subtracted from the experimental DOS [H7], Copyright (2013) by Nature Publishing Group.

requiring the calculated DOS to be the best possible approximation to the experiment.
Importantly, this returns a Coulomb repulsion that also fulfills U > U. = 0.65eV [18],
which is sufficient to establish a Mott insulating ground state. It turns out that a good
overall agreement between the k-integrated spectral function from ARPES (black lines)
and theory (color shaded curves) is given at all temperatures investigated. Importantly,
spectral weight shifts to lower binding energies, as the temperature increases. This is
revealed to be rather a gradual process than an instant one. In particular, it turns out
that Sn/Si(111)-(v/3 x v/3) is metallic for T = 150 K and above, but remains insulating
for T'= 100K and below [H7]. Theory is able to specify the critical parameter, i.e., the
on-set temperature T, = 120 K of the transition. It should be noted that it is larger than
the T, reported by S. Modesti et al., i.e., T, = 60K, which in contrary was described
as a rather sharp transition. However, due to the presence of quantum fluctuations
an abrupt change from metal to insulator seems unlikely, and the gradual transition
found in this thesis does much more resemble a MIT of the Mott-Hubbard type. The
comparison in Fig. 7.17(a) also shows an even stronger reduction of spectral weight in
the ARPES data of this thesis, necessary in the gradual transition to explain the larger
T.. Finally, the marginal gain in spectral weight at the Fermi level at RT suggests that
Sn/Si(111)-(v/3 x v/3) in its metallic phase must be regarded as a bad metal with a
pseudo band gap.
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Comparison of correlations strengths

In merging the structural and electronic properties of Sn/Si(111)-(v/3 x v/3) obtained
within this thesis with those from the literature (see Sec. 7.1.2), it is justifiable to add
this system to the class of undistorted 2D Mott insulators at surfaces. This also means
that one has to distinguish between the related surface systems introduced before as
follows.

e Undistorted 2D Mott insulators
— K/Si(111)-B-(v/3 x v/3)
— 6H-SiC(0001)-(v/3 x v/3)
— Sn/Si(111)-(v/3 x V/3)

e Distorted bad metals
— Pb/Ge(111)
— Sn/Ge(111)

This division can further be substantiated, by comparing the Coulomb repulsion U. It
is somewhat larger in Sn/Si(111) (U = 0.66eV; [H7]) than in Pb/Ge(111) (U ~ W =~
0.4eV; [246]) and in Sn/Ge(111) (U = 0.55eV; [254]). Yet, this is far from K/Si(111)-
B (U = 1.3¢V; [12]) and 6H-SiC(0001) (U > 2.0eV; [13]), but obviously just enough
to drive Sn/Si(111)-(v/3 x 4/3) into its Mott insulating ground state. This tendency
does also become evident when comparing the relevant ratio of on-site repulsion U and
bandwidth W, as presented in Tab. 7.2. Here, Sn/Si(111)-(v/3 x v/3) exhibits the largest
value (U/W ~ 3.9) among the group-1V adatom systems.

Finally, the absence of a perpendicular atomic distortion in the 2D Mott insulators
makes them an ideal realization of triangular lattices that exhibit spin frustration. In
this regard, the delicate issue of magnetic ordering in Sn/Si(111)-(v/3 x v/3) will be
addressed in the following section.

Table 7.2: Magnitudes of the Coulomb repulsion U, the bandwidth W, and the ratio U/W for selected
2DESs. U in Pb/Ge(111) is an estimate from the literature only.

System U (eV) W (eV) Uu/w
6H-SiC(0001) 2.3 [13] 0.2 [242] 11.5
K-Si(111)-B 1.3 [12] 0.2 [12] 6.5
Sn/Si(111) 0.66 [H7]  0.17 [this study] 3.9
Sn/Ge(111) 0.55 [254] 0.2 [254] 2.8
Pb/Ge(111) 0.4 [14] 0.4 [246] 1.0
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7.2.5 Magnetic ordering in the presence of spin frustration

The phenomenon of spin frustration, as inherent to triangular lattices, and the concomi-
tant question on magnetic ordering despite the spin frustration in the Mott insulating
state [307], have been reasons for multiple theoretical studies involving the Hubbard
model. The main outcome of most many-body calculations is that such a system tends
to order in terms of a spiral 120° Néel AF for sufficiently large correlations (U/t ~ 9)
[302]. On the other hand, also the possibility of a spin liquid ground state, i.e., a RVB
state, has been proposed [234, 308]. On the basis of experimental data, it is likely that
the Mott insulators k-(ET)2Cus(CN)3 and NayIrsOg possess such a RVB state [309, 310].
Theoretically, magnetic ordering in triangular lattices is often effectively described by
model Hamiltonians, such as the classical Heisenberg one H = — 3=, ; J;;S;S; [69]. Here,
Jij introduces the pairwise exchange between the spins at lattice sites 7 and j. In lo-
calized systems it is often sufficient to restrict the exchange to nearest-neighbors, which
results in the formation of the non-collinear 120° Néel type AF [69]. However, two
different major scenarios have been discussed:

e Isotropic AFM exchange, i.e., J ~ J', with J and J' corresponding to nearest-
neighbor and next-nearest-neighbor exchange, respectively. In this first scenario,
the ground state will be the spiral 120° Néel AF, displayed in Fig. 7.18(a).

e In case of anisotropic exchange, i.e., J’ is enhanced, magnetic order is prohibited
by quantum fluctuations, and a 2D spin liquid ground state is favorable.

In this view, it was an unexpected result that a collinear AFM order is established at
a small J'/J ratio in a spatially anisotropic AF [311]. This marks a promising result,
since it offers a perspective to realize long-range magnetic order other than the usual
120° Néel AF, if anisotropy is sufficiently high.

120° Néel antiferromagnetic and collinear antiferromagnetic orders

In order to discuss a potential magnetic ordering in Sn/Si(111)-(v/3 x v/3), one should
start with the possibility of the spiral 120° Néel AF, depicted in Fig. 7.18(a), and
consider how it would modify the spectral function A(k,w). In the Fermi liquid regime
the momentum-dependent QP dispersion €, dominates in A(k,w). It basically follows
the LDA derived single-particle band (Eq. A.2), which is sketched in Fig. 7.18(c). So far,
this is the half-filled band situation, as typical of the class of dilute group-IV adatom
induced (v/3 x v/3) reconstructions on (111) semiconductor surfaces. The situation
changes drastically, when a SDW, as the spiral one in Fig. 7.18(a), is formed. Then,
each in-plane momentum vector k is intermixed with k+Q by exchange Bragg scattering.
Q denotes the magnetic ordering vector related to the (3 x 3) SBZ, see Fig. 7.18(b).
This leads to a SDW-induced band backfolding at (3 x 3) SBZ boundaries, as depicted
in Fig. 7.18(d). Here, the energy eigenstates |¥y) do not possess a sharp momentum
any more, i.e., |Uy) = uxlk) + vklk + Q), with the LDA derived eigenstates |k) and
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Figure 7.18: (a) Schematic representation of the spiral 120° Néel AFM spin ordering on a triangular
lattice. t and t' are the nearest-neighbor and next-nearest-neighbor hopping parameters, respectively.
(b) SBZs of the (v/3 x \/3) reconstruction and a possible (3 x 3) zone, corresponding to the larger
magnetic unit cell of the spiral AF. (c) QP band dispersion in the Fermi liquid regime, akin to the
corresponding LDA band dispersion (Eq. A.2). (d) QP (heavy line) and shadow band (light line)
dispersion, induced by a SDW band backfolding related to a (3 x 3) ordered AFM 120° Néel state. Q
denotes the magnetic ordering vector here [H7], Copyright (2013) by Nature Publishing Group.

lk+Q). The standard coherence factors within BCS theory uy and vy fulfill the condition
ui +v¢ = 1. They describe the SDW gap features which are due to the new AFM order
[312]. The spectral function now exhibits large spectral weight for ui > 1/2 (heavy
line) and small spectral weight for v < 1/2 (light line). In the ARPES experiment a
momentum-dependent distribution of spectral weight is the conspicuous consequence,
i.e., the probability to detect photoelectrons at k now relates to v and for k + Q to
vE. In conclusion, a SDW-induced Bragg scattering of electrons leads to shadow bands
[Fig. 7.18(d)], displaced by the magnetic ordering vector Q to momentum regions without
occupied states in the non-magnetic case [Fig. 7.18(c)]. Such a scenario is reminiscent
of the square lattice high-temperature superconducting cuprates [312].

A well approved theoretical tool to investigate magnetic ordering is to calculate the
static spin susceptibility x(q,w), where q is a reciprocal lattice vector. The respective lo-
cations of maxima in y(q,w) in the k-space then relate to the present kind of magnetism.
For Sn/Si(111)-(v/3 x v/3) this has been done in a recent study by G. Li et al. within
the DF frame [18]. Fig. 7.19 gives an overview, on how x(q,w) is modulated by the
on-site Coulomb repulsion U here. On the basis of the weakly nested tight-binding F'S
[Fig. 7.12(c)] one would not expect maxima in the spin susceptibility to locate directly
at the K points for small values of U. In fact, this can be observed in Fig. 7.19(a) for
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Figure 7.19: Sn/Si(111)-(v/3 x \/3): Color scale plots of the static spin susceptibility x(q,w) in k-
space, calculated within the DF approach at T = 61 K as a function of the on-site Coulomb repulsion
U, which is increased from (a) to (d). For U < U.pr = 0.65eV (a) x(q,w) peaks close to the K points,
while for U 2 U, pr (d) the maxima are located at the M points. Figures are taken from [18], Copyright
(2011) by the American Physical Society.

U = 0.42¢eV, which is far from the critical U.pr = 0.65€eV. Here, the peak positions (red
intensity) do not locate at the K points, but close nearby. This is also in agreement with
earlier calculations for the hypothetical triangular surface system Si/Si(111)-(v/3 x /3)
[14], where the susceptibility does not peak at high symmetry points. A further increase
in U [(b)—(d)] then leads to a general enhancement of the spin susceptibility. In agree-
ment with Ref. 302 and other studies, one should expect x(q,w) to peak at K in case of
a sufficiently large U, corresponding to the spiral 120° Néel order. Surprisingly, this is
not the case, but it unexpectedly occurs at M instead. Importantly, this means that the
spins do not align in terms of a spiral 120° Néel AF, but establish a collinear antiferro-
magnetic (CAF) spin pattern, which has been denoted as “row-wise (RW)-AFM” order
in Ref. 18. Nevertheless, the amplitude of x(q,w) is still high at the K points, which
might be interpreted as an indication of competing magnetic orders at the atomic scale.

Magnetic ordering addressed by combining ARPES and LDA+DCA

In returning to the ARPES band structure in Fig. 7.15, the band dispersion appears to
be backfolded at new symmetry lines, that do not agree with the original (v/3 x v/3)
lattice order. Moreover, in an earlier ARPES study of the Sn/Si(111)-(1/3 x v/3) surface
state dispersion a band back folding was also reported and claimed to correspond to a
(3 x 3) structural order [276]. However, only recently a connection to a possible SDW
[14], i.e., a magnetic order instead of a geometric one, has been drawn [16, 17]. Yet,
such an interpretation disagrees with the collinear AF suggested by G. Li and coworkers
[18]. Therefore, the following comparison of the single-particle spectral function from
ARPES and LDA+DCA is the first to scrutinize the possibility of an AFM ordering other
than the spiral SDW one. We will see in the subsequent discourse that this comparison
represents an ideal tool to investigate the magnetic ordering at the Sn/Si(111)-(v/3 x/3)
surface. Importantly, the LDA+DCA calculations base on the undistorted triangular
Sn/Si(111)-(v/3 x v/3) surface, with all Sn atoms residing in the same lattice plane.
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Figure 7.20: (a) Comparison of the dispersion of the LDA derived single-particle band (left) with the
corresponding spectral function A(k,w) (color scale plot) in ARPES (middle; T = 60K, hv = 130€V)
and LDA+DCA (right; T = 60 K) along the T-K direction of the (v/3 x v/3) SBZ in Sn/Si(111). White
arrows mark the in-plane momenta, where a band backfolding takes place, whereas red lines highlight
the EDCs at high symmetry points. Circles focus on the shadow bands at T, and dashed black lines
indicate the difference in band minimum energies between K and T'. (b) The same comparison as in
(a), but along the T-M high symmetry direction [H7], Copyright (2013) by Nature Publishing Group.

Thus, any symmetry in the band structure other than (\/3 X \/3) cannot arise from a
geometric superstructure.

A detailed comparison of the spectral function at 7" = 60K from experiment and
theory is presented in Fig. 7.20 [H7]. Here, one finds a good overall agreement, in what
concerns the dispersion of the surface state along the I'-K direction (a). Slight deviations
in the k-dependent intensity are most likely due to matrix element effects in the ARPES
data. Moreover, the experimentally obtained spectral function is notably broadened in
energy, a result of defect scattering, as elucidated in Sec. 7.2.2, and electronic correla-
tions. Importantly, there is no Fermi level crossing as in the LDA band (left panel), but
a faint spectral feature (yellow circles) is clearly seen at the T' point, which is referred to
as shadow band in the following. Nevertheless, spectral weight is notably smaller here in
comparison to the K point. A further observation is the unexpected band backfolding
(cf. Fig. 7.15) approximately around the Ms point (white arrows), which is also not
present in the LDA band. All these findings, and in particular the appearance of the
shadow band around T, suggest an electronic dispersion modified from (\/3 X \/3) to
(3 x 3), possibly due to a magnetic order in form of a spiral SDW [cf. Fig. 7.18(a) and
(d)] or, alternatively, a geometric surface reconstruction. In turning to the same com-
parison along the I-M direction (b), similar conclusions can be drawn, i.e., an absent
Fermi level crossing, a shadow band at T', and a band backfolding.

Closer scrutiny reveals that the whole situation in Sn/Si(111)-(v/3 x v/3) is much more
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complex and exciting. A band backfolding in agreement with the occurrence of a SDW
would demand a degeneracy of the shadow band at T with the QP band at K. However,
as indicated by the two dashed black lines in Fig. 7.20(a), the band energies do actually
not reside at the same binding energy. Moreover, inspection of Fig. 7.20(b) unveils that
the backfolding (white arrows) along I-M does not occur at Kz, but more closely to a
new symmetry line (M, /), corresponding to an enlarged unit cell of (2v/3 x 2v/3) order.
In conclusion, the first assumption of a (3 x 3) band backfolding of the SDW type must
be incorrect. Thus, the spiral 120° AFM ordering [Fig. 7.18(a)] does not represent the
true ground state in Sn/Si(111)-(v/3 x v/3). In addition, also a geometric (3 x 3) surface
reconstruction is not a feasible explanation of the spectral function observed, since only
one perpendicular location, i.e., only a single bonding configuration, has been allowed
in the LDA4+DCA for the tin atoms (see Sec. A.1).

In a second step, it shall now be clarified, whether any other kind of magnetic or-
der is established in Sn/Si(111)-(v/3 x v/3) despite the inherent spin frustration, i.e.,
whether still a magnetic Mott insulator is the ground state. Characteristic features in-
clude the emergence of shadow bands, and spectral weight, being transferred from the
area of minimum band energy around K to the region adjacent to the I' point, as visu-
alized schematically in Fig. 7.18(c) and (d). While the first indication has already been
evidenced in Fig. 7.20, the latter can be quantified from numerical calculation of the
average occupation number

(k) = [ O:o dEA(k, E)f(E,T) (7.2)

in the LDA+DCA. The Fermi-Dirac distribution f(F,T) ensures that only occupied
states are accounted for. Accordingly, Eq. 7.2 can be regarded as a measure to the occu-
pied spectral weight at a given momentum k. In order to trace back a transfer of spectral
weight between different momentum regions which is caused by electronic correlations,
one proceeds as follows in the LDA+DCA. The (v/3 x v/3) SBZ is intersected into nine
equal area clusters which describe three different momentum regions “A”, “B”, and “C”,
see Fig. A.1. Then n(k) is calculated within each region and plotted in dependence of
the Coulomb repulsion U (Fig. 7.21). Here, it becomes evident that ng;, the spectral
weight in sector “B”, remains independent of the actual Coulomb repulsion. This region
corresponds to the Fermi level crossing of the LDA band. Thus, this finding simply
relates to a shift of spectral weight from the QP peak to the incoherent parts of the
spectral function on both sides of EF, i.e., the LHB and UHB, without loosing spectral
weight in region “B”. This is consistent with the opening of a correlation-induced Mott-
Hubbard band gap. Yet, when turning to the region “A”, i.e., around the I' point, a
linear increase of ny upon enlarging the Hubbard U is observed. This is consistent with
the appearance of the shadow band in this sector. Note that for zero correlations there
is no spectral weight present in sector “A” at all. On the contrary, in region “C” a linear
decrease of nyi is found for increasing U. Thus, and since ny; remains constant, the com-
plementary development of curves “A” and “C” must be interpreted as a spectral weight
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Figure 7.21: Average occupation number n(k) in dependency of the on-site Coulomb repulsion U in
Sn/Si(111)-(v/3 x v/3). Colors correspond to the LDA+DCA sectors “A” (green), “B”(blue), and “C”
(light orange), defined in Fig. A.1. For increasing U a notable transfer of spectral weight from “C”
to “A”, ie., from the region around K to T is found. The dashed perpendicular line corresponds to
U = 0.66 €V, as derived in Sec. 7.2.4 [H7], Copyright (2013) by Nature Publishing Group.

transfer from the region around the K point to the one around T' [H7]. In the relevant
case of U = 0.66eV (dashed perpendicular line), found by approximating the DOS in
LDA+DCA to the ARPES one, about 20 % of the spectral weight has been redistributed
between “A” and “C”. All these findings are well consistent with the assumption of a
correlation driven MIT to a magnetic Mott insulating ground state.

The row-wise-antiferromagnetic order in Sn/Si(111)

The analysis above has clearly ruled out the (3 x 3) spiral SDW as the magnetic order
in the Mott insulating ground state. Instead, one has to raise the question, if the
RW-AFM order, suggested to occur in Sn/Si(111)-(v/3 x v/3) by G. Li et al. [18], is
a better candidate here. Therefore, it is necessary to point out which magnetic SBZ
is related to this CAF order in a triangular lattice. This shall be explained on the
basis of Fig. 7.22. In the real space lattice (a) the spins are oriented collinearly, while
alternating rows of up and down spins exist despite the frustration. The pink box
indicates the corresponding magnetic unit cell of (2v/3 x v/3) order. With respect to the
threefold symmetry of the Si(111) substrate, there must exist three different magnetic
domains, rotated against each other by 120°. Thus, in a reciprocal space experiment
as ARPES one will observe a superposition of these three domains [colored rectangles
in Fig. 7.22(b)]. This results in a combined magnetic SBZ of (2v/3 x 2+/3) periodicity
(pink hexagon). Thus, if the RW-AFM order is the true magnetic arrangement in
the Sn/Si(111)-(v/3 x v/3) system, band backfolding must occur with respect to the
(24/3 x 24/3) zone boundaries instead of the (3 x 3) ones. A first hint towards answering
this question has already been obtained from the spectral function displayed in Fig. 7.20,
where it turned out that the surface state is rather backfolded with regard to the M, s
than the Ms symmetry point. This important finding is now further scrutinized in
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Figure 7.22: (a) RW-AFM collinear ordering of spins on a triangular lattice despite spin frustration.
The magnetic unit cell is indicated by the pink box. (b) Schematics of the (2v/3 x 2v/3) CAF zone
(pink) within the geometric (v/3 x \/3) SBZ. The CAF zone stems from a superposition of three
rectangular (2v/3 x /3) zones, being rotated by 120° each (colored rectangles). Green and light red
hexagons correspond to clusters within the DCA scheme (see Sec. A.1) [H7], Copyright (2013) by Nature
Publishing Group.

Fig. 7.23(a), which displays the ARPES derived spectral function as a false color plot,
overlaid by the band dispersion from the LDA4+DCA calculations. While color coding in
ARPES is conform with Fig. 7.20, the line width of the calculated dispersion corresponds
to the momentum-dependent amplitude of the spectral function. First of all, the general
agreement between experiment and theory is obvious. It is also straight forward to see
that the shadow band at I' (pronounced by the inset with enhanced contrast) is located
at a lower binding energy than the QP peak at K. Band backfolding corresponding
to the (3 x 3) ordered SDW scenario in Fig. 7.18(d) is assumed to take place at Ms.
In fact, this is not the case, which becomes clear when regarding the dispersion in
both empty and filled states. Instead, a much better agreement is found for a potential
backfolding with respect to the M, 3 symmetry line [H7]. This is, what one would expect
to observe in case of the CAF ordering. Thus, one may conclude from the comparison
of ARPES, LDA+DCA, and the spin susceptibility calculations in Ref. 18 that a CAF
order is actually established in this isotropic triangular AF, despite the presence of spin
frustration.

In consequence, one has to ask, why the surface unexpectedly exhibits RW-AFM order,
and why it does not prefer the conventionally assumed 120° Néel order. For answer-
ing this question, G. Li and coworkers have calculated the tight-binding non-interacting
DOS with nearest-neighbor hopping terms only, as usually done when studying trian-
gular Hubbard models [18]. In a second step, additional next-nearest-neighbor hopping
parameters were included. The main result is a strong deviation in the non-interacting
DOS between both scenarios. Subsequently, on this basis also the spin susceptibility was
calculated. It is found to peak at the K points in the case of nearest-neighbor hopping
only. This would then correspond to the spiral 120° Néel magnetic ordering. However,
for next-nearest-neighbor hopping terms included, the situation changes dramatically,
and x(q,w) is found to peak at M now, as indicative of the RW-AFM order. There-
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Figure 7.23: (a) Comparison of the QP dispersion in Sn/Si(111)-(v/3 x /3) from the LDA+DCA
(red curve; T = 60 K) with the ARPES spectral function (false color plot; T = 60 K, hv = 130€V) in
the original (v/3 x \/3) SBZ (lower labels) and the (3 x 3) and (2v/3 x 2v/3) SBZs [upper numbering,
refer to (b)]. The inset is a replica of the shadow band region close to T (dashed box), modified to
display features with enhanced contrast. It evidences the non-degeneracy of the surface state between
T and K. (b) Drawing of the relevant SBZ geometries in k-space: dashed black hexagon (1 x 1), yellow
hezagons (v/3 x v/3), blue hezagons (3 x 3), green hevagons (2\/3 X 2\/5) The red path corresponds
to the momentum range covered in (a), with numbers indicating the locations of high symmetry points
[H7], Copyright (2013) by Nature Publishing Group.

fore, as a striking result, hopping processes beyond the nearest-neighbor lattice sites are
essential in precisely describing the magnetic properties at the Sn/Si(111)-(v/3 x v/3)
surface.

In conclusion, the discussion in this section has truly revealed that an unexpected
and long-range ordered collinear magnetic state, i.e., the RW-AFM order, prevails over
the more anticipated spiral 120° Néel AFM order or a disordered spin-liquid ground
state. In particular, the important role played by beyond nearest-neighbor interactions,
here included by higher order hopping terms, is a surprising, but nonetheless relevant
result in respect of future studies on frustrated triangular lattices. As an outlook, one
may suggest here that a detailed comparison of ARPES and LDA+DCA should be
regarded as a reliable tool to track complex spin patterns in frustrated magnetic 2DESs
at surfaces. This should in general be adoptable to other related surfaces, opening up
the opportunity to explore a variety of additional frustrated systems. Moreover, such
analysis might be suitable to answer the question, whether even a spin liquid might be
stabilized in the presence of geometrical frustration.
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The present thesis elucidates low-dimensional physical phenomena and properties oc-
curring in the 2D limit of a metallic adlayer on top of a semiconducting substrate. This
encloses the specific characteristics of the atomic arrangement at surfaces and extends to
the coupling of spin and orbital degrees of freedom. Moreover, the lateral confinement of
charge carriers at surfaces can lead to a strong electron-electron interaction which goes
beyond the picture of nearly free electrons. These aspects, among many others, have
been studied on the basis of the three different prototypical 2DESs Pt /Si(111)-(v/3x+/3),

Au/Ge(111)-(v/3 x v/3), and Sn/Si(111)-(v/3 x v/3).

Atomic ordering at the surface

Physical quantities in low dimensions, like the electronic band structure and the charge
density distribution, are essentially affected by the local atomic structure at the surface.
However, for several 2DESs the exact atomic arrangement is not fully understood today.
This is essentially true for Pt/Si(111)-(v/3 x v/3), whose structure was studied in detail
in this thesis.

Experiments by STM reveal the formation of reconstructed domains (size ~ 10nm?),
which contain (\/§ X \/§) ordered arrays of protrusions. The domains are surrounded by
a meandering network of domain walls. These boundaries possess anti-phase character,
i.e., adjacent domains are phase shifted. Such a dense network of domain walls was
suggested to arise from an intricate interplay of mechanic strain and surface energy in
this thesis. Closer scrutiny of protrusions inside the domains revealed for the first time
that these must arise from Pt trimers instead of single atoms. This is consistent with
a Pt coverage of 1 ML, which is three times larger than assumed in previous studies.
A detailed analysis of the boundary region between domains and their adjacent walls
disclosed a Pt trimer rotation of 30° with respect to the substrate. This represents
an unexpected symmetry breaking at the surface of a semiconductor and an exclusive
example of the adsorption of a chiral structure in the family of (\/§ X \/3) reconstructed
surfaces. Based on these results, a refined and novel structural model for Pt/Si(111)-
(\/§ X \/3) was proposed here, which is capable of describing all geometric properties
resolved in STM.

Structural details have also been considered for the related Au/Ge(111)-(v/3 x v/3)
system. Here, it was previously revealed that the surface is best described within the
CHCT model, which is now commonly accepted in the literature. Yet, total energy
calculations, which can provide a measure of the energetic stability of the surface, did
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not exist so far. Here, theoretical modeling within the LDA was successfully utilized to
exclude an instability of the surface towards an alternative atomic configuration. Exper-
imentally, the preparation process could be optimized so that large terraces, covered by
(v/3 x /3) ordered domains with a low defect density (~ 2 %), shape the overall image
of the surface. Similar to Pt/Si(111)-(v/3 x 1/3), the existence of phase-slip domains was
evidenced in STM, while periodically ordered domains were shown to be larger here.

Finally, also the atomic structure of Sn/Si(111)-(v/3 x /3), which is formed at the
smaller nominal adsorbate coverage of 1/3 ML, has been studied in this thesis. STM
measurements reflect the strongly localized nature of the Sn p, type orbitals and reveal
a high quality of surface preparation, characterized by a point defect density of less
than 4 % of the reconstructed surface area. A particular focus has been put on the six
different types of defects and on their arrangement at the surface, where in some cases
a very local (3 x 3) order is induced.

Based on the structural information obtained within this thesis, future studies could
focus on the adsorption of molecules on top of these surfaces. In particular, the chiral
structure of the Pt trimers at the Si(111) surface might serve as a basis for enantiomeric
adsorption. In addition, the catalytic character of Pt could facilitate reactions at the
atomic scale here.

Tunability of interactions

The single-particle spectral function, which is directly accessible in ARPES, represents
the key quantity to study interactions of charge, spin, and lattice in low dimensions.

i) Charge-lattice interactions: The electronic band structure of Au/Ge(111)-(v/3x/3)
has been scrutinized for the first time with respect to an instability towards the formation
of a CDW. This was motivated by the prominent shape of the FS, which is generated
by an intense and hexagonally warped surface state of Au origin, being suggestive of F'S
nesting. However, such a scenario was discarded in the present thesis, since both the band
structure and the respective LEED pattern remain unaffected in a wide temperature
range from 7" = 300K to T"= 10 K.

ii) Electron-electron interactions: Electronic correlations in surface 2DESs can be
tuned by careful selection of the adsorbate-substrate composition. Regarding this,
Au/Ge(111)-(v/3 x v/3) is less correlated, as indicated by the rather low effective elec-
tron masses near the Fermi level. The situation is different for Sn/Si(111)-(v/3 x v/3),
where the adsorbate layer thickness is reduced to 1/3 of a ML. The tetravalent tin
atoms introduce directional and strongly localized p, type orbitals at a large in-plane
spacing, which establishes Sn/Si(111)-(v/3 x v/3) as a model system for the study of
electronic correlations in a triangular lattice. Pure LDA band structure calculations fail
to correctly describe the system and predict a half-filled surface state. On the basis of
ARPES experiments at LT, clear evidence of a weakly dispersing and insulating surface
state was provided in this thesis. Its effective band mass is significantly enhanced over
that in LDA, and the spectral weight is depressed at Er, which must be regarded as
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an indication of the prominent role of correlations at this surface. In agreement with
many-body theory, this band has to be interpreted as the LHB of a Mott insulator.
These novel insights are consistent with previous reports that predict the surface to
transit to a Mott insulating ground state below 7' = 60 K [17]. The details of the phase
transition have been reinvestigated here, by comparing the temperature dependence of
the spectral function from ARPES with that derived from many-body LDA+DCA cal-
culations. This theoretical method is particularly suitable here, since it accounts for
electronic interactions beyond the nearest-neighbor lattice sites, which turned out to be
essential in the description of Sn/Si(111)-(v/3 x v/3). As a major result of this thesis,
the effective on-site repulsion is found to be much smaller than earlier assumed, i.e.,
U = 0.66 eV, which is sufficient to drive the system into its insulating ground state at
LT. In addition, the phase transition is revealed to be rather a gradual process from a
correlated insulator to a bad metal at T, ~ 120 K.

Besides the novel insights into interactions in 2DESs provided in this thesis, additional
studies can be envisioned here:

e Tunability of the Mott MIT: The evolution of the band gap in dependence of
the temperature, as successfully explored here by ARPES and many-body theory,
should also be addressed by STS. In this way, both the LHB and the UHB could be
probed simultaneously. In addition, further extrinsic parameters as, e.g., surface
dopants, should be used to scrutinize, whether a band filling controlled MIT could
be triggered. This would help to explore the phase diagram in more detail.

e Degree of correlations: It would be interesting to investigate, how strongly
the degree of correlations can be modified by combining different adatom and
substrate atom species. This would allow to fabricate custom-made correlated
electron systems involving distinct orbital characters.

e 2D superconductivity: Surface dopants could also be used in order to drive a
correlated 2DES into a superconducting state. In this regard, it has been proposed
that an unconventional d-wave superconducting phase should exist in Sn/Si(111)-
(v/3 x v/3) [16], see phase diagram in Fig. 7.6(b). Also a reduction of the Coulomb
repulsion U is suggested as a different route towards unconventional supercon-
ductivity and should be realizable by heavy substrate doping [16]. The associated
energy gaps should in principle be resolvable in STS and hopefully also in very-high
resolution ARPES experiments.

Magnetic order in a triangular lattice

Due to its strongly correlated nature and its triangular lattice structure, Sn/Si(111)-
(v/3 x v/3) was predestined to scrutinize the delicate interplay of electron-electron in-
teractions and spin frustrations. In particular, this concerns the key issue, whether a
magnetic order can be established in the lattice of non-magnetic Sn atoms despite the
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8 Summary and outlook

spin frustrations. By utilizing a novel approach, combining the complementary strengths
of LDA calculations, state-of-the-art ARPES, and many-body LDA+DCA modeling to
evaluate the spectral function, this question was successfully addressed in this thesis.

The general idea was that any magnetic superstructure which does not coincide with
the lattice periodicity should have its signature imprinted on the spectral function. In
fact, ARPES band maps display a band backfolding suggestive of a (3 x 3) order at LT,
accompanied by the formation of a shadow band in vicinity of the SBZ center. Such a
band backfolding could not be attributed to a higher order lattice periodicity, since all
Sn atoms reside in the very same plane, as presumed in the LDA+DCA calculations
and evidenced in STM. Moreover, the shadow band is absent in LDA band structure
calculations, which do not account for electronic interactions. Instead, its formation
must be related to a magnetic coupling of the spins in the Mott insulating ground state,
as unveiled by comparing ARPES with many-body LDA+DCA in this thesis. Surpris-
ingly, a closer inspection of the backfolding in experiment and theory revealed that the
magnetic superstructure does not relate to a (3 x 3) spiral AF, but it rather agrees
with a (2v/3 x 2v/3) collinear antiferromagnetic (CAF) order, as previously proposed
on the basis of spin susceptibility calculations [18]. The formation of this collinearly
ordered magnetic ground state despite spin frustrations is basically owed to electronic
interactions beyond the nearest-neighbor lattice sites, as included in the many-body
LDA+DCA calculations.

These inspiring results certainly call for extended experimental and theoretical studies,
which should address the following points:

e Magnetically resolving STM would represent the ideal tool to directly probe
the orientation and size of the local moments. This would further help to specify
the length scale on which the magnetic moments are coupled in phase. However,
the persistent dynamical fluctuations of the surface lattice atoms, present even at
LT, could complicate such measurements.

e The fundamental approach of combining single-particle LDA, ARPES, and
many-body LDA+DCA calculations to resolve magnetic orders in triangular lat-
tices still bears a huge potential to scrutinize other related surface systems besides
Sn/Si(111)-(v/3 x v/3). In particular, this approach could also help to clarify
the mechanisms behind the 2D superconductivity recently reported for 2DESs of
atomic layers of In and Pb on Si(111) [39].

Spin-orbit coupling in two dimensions

By utilizing explicitly heavy adatoms with rather delocalized s orbitals, one may quit
the regime of strong electronic interactions. Instead, SOC effects gain relevance, and the
surface states may lose their spin degeneracy. A key question concerns the spin texture
at the F'S, which, for most surface systems, turned out to be much more complex than
originally described in the Rashba model.
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To address SOC effects at surfaces, Au/Ge(111)-(v/3 x v/3) has been selected in this
thesis. Here, the main quasi-parabolic and Au derived surface state exhibits a significant
broadening in energy and momentum, as demonstrated by ARPES. This could not be
attributed to scattering at defects or domain walls alone. Yet, on the basis of advanced
DFT modeling, including a self-interaction correction, the broadening was assigned to
a SOI-induced band splitting into two superimposed, but fully spin-polarized subbands.
Particular interest arises from the complex spin topology predicted at the F'S. In contrast
to a conventional Rashba spin splitting, a significant canting of the spin out of the
surface plane, accompanied by a perpendicular undulation with respect to the surface
symmetries, was found theoretically here. Utilizing the 3D spin resolution in SARPES,
salient consistency with the calculated spin polarization could be obtained. Moreover,
additional in-plane rotations of the spin were evidenced for the first time in a surface
2DES. Interestingly, this closely resembles the spin texture theoretically proposed for the
3D topological insulator BisTes [27]. Such a spin pattern “beyond Rashba” was ideally
modeled in this thesis, by introducing higher order Dresselhaus momentum terms to the
original Rashba Hamiltonian.

Future experiments and theoretical approaches are suggested to focus on the following
issues:

e SOI at related surfaces: With regard to the complexity of the spin pattern, the
combined strengths of theoretical and experimental 3D spin determination should
be applied to other relevant semiconductor surfaces. A prime candidate would be
Au/Si(111)-(v/3 x +/3), which has a similar band structure, though implications
of the SOI are unknown today.

e Spin-flip processes: A further promising experiment has recently been proposed
for the related spin pattern at the F'S of the dense 3-Pb/Ge(111)-(y/3 x v/3) system
[313]. Accordingly, it should be possible to induce spin-flip excitations between
the two spin-polarized subbands by means of optical spectroscopy. Interestingly,
these possess a strong momentum-dependent excitation probability, which calls for
experimental clarification.

e Tunability of the spin pattern: It would be relevant to clarify, whether, and
if so, to which extent modifications to the spin pattern at the FS can be induced
by depositing additional heavy adatoms, such as Bi and Pb, on top of the recon-
structed Au/Ge(111) surface.

e Combining SOI and electronic correlations: As a novel and promising ap-
proach, one should try to merge the physics of electronic interactions and SOC in
a single 2DES. A possible route would be to use heavy adatoms which possess
localized orbitals at the same time (e.g., Pb). Particular interest arises from the
electronic band structure and the ground state characteristics in such a system.
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8 Summary and outlook

In conclusion, this thesis has demonstrated that low-dimensional physical properties
can be tuned specifically by careful selection of the relevant building blocks from the
atomic toolbox. The huge variety of options to combine different atom species allows
to assemble custom-made low-dimensional structures, which can be dominated by, e.g.,
electronic correlations or the SOC, as demonstrated in this thesis. In particular, the
beauty of the spin pattern in Au/Ge(111)-(v/3 x v/3), which lies at the interface to the
spin physics in 3D topological insulators, represents a direct proof that a SOC far beyond
the basic Rashba model prevails in real-world systems. Moreover, the conceptional
approach of combining explicit many-body calculations with state-of-the-art ARPES, as
established here for Sn/Si(111)-(v/3 x v/3), should represent a novel route to the local
magnetic order in frustrated triangular lattices quite generally. In all, the fundamental
aspects revealed in this thesis may help to advance our understanding of the fascinating
physics hosted in low dimensions.
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A.1 The LDA+DCA approach

In order to theoretically address the complex many-body physics and competing in-
teractions at LT in Sn/Si(111)-(v/3 x v/3) (Ch. 7), a combination of band structure
determination within the local density approximation (LDA) and the dynamical cluster
approximation (DCA) is used. This approach has similarly been described in Ref. H7.

LDA calculations first require to construct an atomic slab of the system under in-
vestigation. For Sn/Si(111)-(v/3 x v/3) it consists of six silicon layers, complemented
by 1/3ML of tin atoms at T, lattice sites on top of the slab, and a layer of hydrogen
atoms at the rear side, that saturates the silicon DBs [H7]. This configuration follows
the commonly accepted structural model, introduced in Sec. 7.1.2, and does not include
any perpendicular displacement of Sn atoms as, e.g., in the 1U2D configuration. The
essential Hamiltonian in the problem, i.e.,

HLDA = ZEkCLUCkJ, (A.l)

k,o

with the creation and annihilation operators CLU and cg,, is basically the same as the
kinetic energy part in Eq. 2.15. The single-particle band ¢, has a rather isolated char-
acter, being clearly separated from any other band, which is mainly a consequence of
the involved Sn 5p, orbitals. It is then projected onto the maximally localized Wannier
functions (MLWF) [314, 315], prior to the determination of the single particle hopping
parameters t;, with 7 indicating hopping among nearest-neighbors (i = 1), next-nearest-
neighbors (i = 2), etc. The ¢;’s are then derived from the MLWF matrix elements of
Eq. A.1, which leads to the dispersion relation

kx
)
ety 5 20 e

—2t5[cos(2k,) + 2 cos(k,) COS(\/gkyﬂ

ex = —2t,[cos(k,)+ 2 Cos(\fk‘y) cos(

—4t4[cos(;km) cos(\égk:y) + cos(2k,) cos(\/gk;y) + cos(k;) cos(?);/gky)]

—2t, [cos(2x/§ky) + 2 cos(3k,) cos(\/gky)], (A.2)
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Figure A.1: The first SBZ of Sn/Si(111)-(v/3 x /3), coarse-grained into nine equal area sectors,
containing a basis of three inequivalent sectors, i.e., “A” (green), “B” (blue), and “C” (light orange).
Red circles indicate the respective centers of each sector. For further details refer to text [H7], Copyright
(2013) by Nature Publishing Group.

with t; = —52.7meV [H7]. The beyond nearest-neighbor hopping parameters scale with
ty as follows: t,/t; = —0.3881, t;/t, = 0.1444, t,/t, = —0.0228, t,/t; = —0.0318. The
corresponding dispersion relation is plotted in Fig. 7.12(a) of Sec. 7.2.3.

In a second step, one extends Eq. A.1 to

7’[ == HLDA -+ UZniW% (A3)

in order to account for electronic correlations by the Coulomb term, including the on-site
repulsion parameter U and the occupation number operators n;+ and n;; [H7]. Here, the
DCA enters the field, which is utilized to solve this equation. It basically recovers the
infinite lattice, by augmenting N -site clusters with periodic boundary condition. Trans-
lational invariance is conserved in the cluster, by modulating the intercluster hopping
amplitudes with the superlattice momentum k and the intracluster hopping integrals.
In Fig. A.1 the first SBZ of Sn/Si(111)-(v/3 x v/3) is intersected into N, = 9 equal area
hexagons, “A” “B”, and “C” as basis of the DCA calculations. This zoning is just a
consequence of the underlying lattice symmetry in the 9-site cluster scheme of the DCA.
Any momentum k is then obtained as k = K + k, with K as the cluster momentum.
Following the DCA, the Green’s function must be coarse-grained [305] over k by
_ ~1

Go(K, iw,) = % > (it + i — €(K + k) = Tp(K, iw,)) - (A.4)

Then, the DCA self-consistency loop is terminated by the Dyson equation, G- 1(K, iw, ) =
G, (K, iw,) ' + X, (K, iw,). For calculating the cluster self-energy ¥, (K, iw,) from
G (K, iwy,), one needs to solve a N.-site cluster problem, which is done by utilizing the
continuous-time quantum Monte Carlo (QMC) method with the paramagnetic condi-
tion, i.e., G4(K, iw,) = G| (K,iw,). Importantly, despite using only a 9-site cluster in
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A.2 SARPES data analysis by the two-step fitting routine

the calculation, each hopping process in Eq. A.2 is contained in Eq. A .4, after augment-
ing the 9-site cluster to infinite size. Hence, the LDA single-band model with beyond
nearest-neighbor hopping parameters (Eq. A.2) differs significantly from those reported
elsewhere, which do only consider nearest-neighbor hopping in the triangular model.
The LDA+DCA scheme is concluded, by determining the size of the Coulomb repulsion.
This is achieved by adjusting U, until the best agreement in the calculated DOS with
the corresponding k-integrated DOS in ARPES is reached. In this way, U = 0.66¢€V is
derived for Sn/Si(111)-(v/3 x v/3) (see Sec. 7.2.4).

A.2 SARPES data analysis by the two-step fitting
routine

The evaluation of SARPES data basically follows the guidelines in Refs. 22 and 116.
In the COPHEE experiment, described in Sec. 3.3.2; six independent spin-resolved in-
tensities I (Eyn, k), and I (Eyn, k) are obtained, with a = x,%, 2 corresponding to
the three quantization axes of the Mott detectors.! Accordingly, the spin-integrated
intensity along each polarimeter axis is given by

I, (Bxin, k) = I (Exin, k) + I} (Fyin, k) - (A.5)
The spin-resolved intensities therein can then be transformed to

' (Byn, k) — IY (FBuin, k
P&(Ekinyk): a( kin, ) a( kin, )

: (A.6)

which defines the measured spin polarization, since it is directly obtained from measured
raw data.” As an example, I](k,) and I}(k,) in Fig. A.2(b) transform to the measured
polarization P, shown in Fig. A.2(c) (upward triangles). By a simple conversion one
further derives

I, (Fyn, k
[ (B = B0l ),
I, (Fyn, k
1 (Bunk) = 2B, ), (A7)

Due to the low efficiency in spin detection one is typically restricted to measurements
of single MDCs or EDCs instead of a fully spin-resolved band map or FS. As this thesis
contains spin-resolved MDCs along the xz-coordinate at a defined kinetic energy only, the

'In more precise terms, one obtains a total of eight spin-resolved intensities. However, due to the
geometrical arrangement of the two Mott stages, IT and I} are measured twice in both polarimeters,
thus yielding six separate intensities for further evaluation [122].

2For non-artificial data as in the experiment, a further correction by the instrument-specific Sherman
function is necessary.
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Figure A.2: (a) Illustration of the two-step fitting routine on the basis of an artificially generated
MDC I(k,). In the first step, the spectrum is deconvolved into the single contributions I'(ky), I*(ks),
I3(ky), and the background B(k,), in sum reproducing the initial line shape. (b) Artificial spin-
resolved intensities along the y-detector axis, which represent the raw data in a real experiment. (c)
Spin polarizations Py (k;), Py(ks), and P/(k,) derived from spin-resolved intensities by use of Eq. A.6.
Solid lines are polarization fits within the second step of the two-step fitting routine. (d) Peak-specific
polarization components P,, P,, and P,, extracted as fit parameters. Graphs are taken from [22],
Copyright (2008) by the American Physical Society.

following discussion will be limited to this case. Thus, the quantities above and their
dependency on energy and momentum are simplified to I,(k,) = I!(k,) + I*(k,) and
P (ks).

As discussed so far, spin-resolved photoemission does not allow to detect much more
than the pure existence of a spin splitting and the corresponding measured spin po-
larizations, while further insight is not given. Nevertheless, it would be essential to
determine additional properties, e.g., the exact orientation of the spin polarization vec-
tors. In particular, the material system under investigation does not possess a single
spin quantization axis, which could easily be measured by rotating the sample in a way
that the quantization axis is aligned with the detector axis. Instead, the present 3D spin
configuration requires a more sophisticated vectorial approach to inspect and analyze
the data quantitatively. This is achieved within the two-step fitting routine, which will
be introduced in the following by means of the artificially generated MDC in Fig. A.2(a)
(22, 116]. As suggestive of its name, the routine divides the analysis of SARPES data
into two steps with a sequential fitting of intensity and polarization spectra.
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A.2 SARPES data analysis by the two-step fitting routine

Step 1
During the first step of SARPES data evaluation, the total spin-integrated intensity
= > Il(ke) + Ii(ky) (A.8)
a=T,Y,z

from an MDC along k, must be deconvolved into its single peak contributions I*(k,).
For non-magnetic samples, as it is the case in this thesis, an unpolarized background
B(k,), which is either a constant or a linear function of k,, has to be subtracted, i.e.,
I(ky) = >, I'(k;) + B(k,). The single peaks are usually fitted with a suitable number
of Voigt line profiles, each having four fit parameters. All in all, a total of 4n + 2
parameters has to be adjusted in order to receive a good approximation to the initial
MDC (in this example n = 3). The fit parameters extracted here are then used in step
2.

Step 2
The second step requires a fit to the measured spin polarization P.(k,) (Eq. A.6). To
start, a peak-specific spin polarization vector

P! cos 0; cos ¢;
P = P; =c¢; | cosb;sing; (A.9)
P! sin 6

must be allocated to each band contribution I*(k,) in the spectrum. Here, the azimuth
0; and polar ¢; angles, as well as the normalization constant ¢; sum up to a total of 3n
fit parameters in step 2.

The peak-specific spin polarization vector P is in turn linked to the corresponding
single peak intensity I‘(k,) obtained from the fit in step 1 by

I'(ks) = I'(ko)(1+ Fy)/2,

Ik = T(k)(1- P2 (A.10)
In calculating >0, I:"(k,) = I1(k,) and ¥F, It (k,) = It(k,) and utilizing Eq. A.6, a
calculated spin polarization [solid lines in Fig. A.2(c)] is obtained, which then needs to
be fitted to the measured spin polarization P.. It becomes evident from Eq. A.10 that
step 1 and 2 are mutually dependent.

In this way, the parameters from both steps enter into an approximation to the spin-
resolved intensities [Fig. A.2(b)], which represent the experimental raw data. In other
words, by fitting of the peak-specific line profiles in step 1 and sequentially adjusting the
fit parameters in step 2 over several cycles, a satisfying approach to the spin-resolved
intensities is reached.
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Such a separation into two steps simplifies the determination of suitable fit parameters
but also returns reliable results at the same time. It has been demonstrated that the
determination of individual peaks which are unresolvable in ARPES is highly accurate
[49, 116]. In this sense, small changes in the Voigt line profile parameters in step 1, e.g.,
the size of the peak splittings, lead to large deviations in the fit curves to P, (k).

Finally, the fit parameters of step 2 allow to specify the peak-specific spin polarization
vector P? of each band. This is visualized as a plane representation of the spin polar-
ization vector components in Fig. A.2(d). In this example the spin polarization vectors
of the three states are P! ~ (0,1,0), P? =~ (—0.3,—0.95,0), and P3 ~ (0.6,0.6, —0.5).
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