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2. Prüfer: Prof. Dr. Jean Geurts
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Abstract

In the context of this thesis, the novel method soft X-ray energy-dispersive NEX-
AFS spectroscopy was explored and utilized to investigate intermolecular cou-
pling and post-growth processes with a temporal resolution of seconds. 1,4,5,8-
naphthalene tetracarboxylic acid dianhydride (NTCDA) multilayer films were
the chosen model system for these investigations.

The core hole-electron correlation in coherently coupled molecules was studied
by means of energy-dispersive near-edge X-ray absorption fine-structure spec-
troscopy. A transient phase was found which exists during the transition between
a disordered condensed phase and the bulk structure. This phase is characterized
by distinct changes in the spectral line shape and energetic position of the X-ray
absorption signal at the C K -edge. The findings were explained with the help of
theoretical models based on the coupling of transition dipole moments, which are
well established for optically excited systems. In consequence, the experimental
results provides evidence for a core hole-electron pair delocalized over several
molecules.

Furthermore, the structure formation of NTCDA multilayer films on Ag(111)
surfaces was investigated. With time-resolved and energy-dispersive NEXAFS
experiments the intensity evolution in s- and p-polarization showed a very charac-
teristic behavior. By combining these findings with the results of time-dependent
photoemission measurements, several sub-processes were identified in the post-
growth behavior. Upon annealing, the amorphous but preferentially flat-lying
molecules flip into an upright orientation. After that follows a phase character-
ized by strong intermolecular coupling. Finally, three-dimensional islands are
established. Employing the Kolmogorov-Johnson-Mehl-Avrami model, the acti-
vation energies of the sub-processes were determined.
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Zusammenfassung

Im Rahmen dieser Arbeit wurden die Möglichkeiten der neuartigen Methode
energiedispersive Röntgen-Nahkanten-Absorptions-Spektroskopie für die Unter-
suchung intermolekularer Wechselwirkungen und zeitabhängiger Prozesse wäh-
rend der Strukturbildung aufgezeigt. Als Modellsystem wurden hierbei 1,4,5,8-
Naphthalin-Tetracarboxylsäure-Dianhydrid- (NTCDA-) Filme verwendet.

Es wurde die Rumpfloch-Elektronen-Wechselwirkung kohärent gekoppelter Mo-
leküle mittels energiedispersiver Röntgen-Nahkanten-Absorptions-Spektroskopie
untersucht. Dabei wurde eine Übergangsphase gefunden, die während der Aus-
bildung einer langreichweitigen Ordnung zeitlich zwischen der ungeordneten und
der Volumenstruktur auftritt. Diese Übergangsphase zeichnete sich durch eine
charakteristische Änderung der spektralen Linienform und ihrer energetischen
Position bei Messungen an der C K -Kante aus. Die experimentellen Befunde
lassen sich mit Hilfe theoretischer Modelle erklären, welche die Kopplung von
Übergangsdipolmomenten beschreiben. Diese theoretischen Konzepte sind bei op-
tisch angeregten Systemen etabliert. Die experimentellen Ergebnisse zeigen den
über mehrere Moleküle delokalisierten Charakter des Rumpfloch-Elektron-Paars.

Zudem wurde die Strukturbildung von mehrlagigen NTCDA-Filmen auf Ag(111)
untersucht. Zeitabhängige energiedispersive NEXAFS-Experimente mit s- und
p-polarisiertem Licht zeigten ein charakteristisches Verhalten. In Kombination
mit zeitabhängigen Photoemissionsmessungen wurden bei der Strukturbildung
verschiedene Unterprozesse gefunden. Nach erwärmen der Probe richten sich die
ursprünglich flach orientierte Moleküle zunächst auf. Im Anschluss folgt eine
Aggregation der Moleküle in einer Phase mit starker intermolekularer Kopplung.
Letztendlich bildet sich die bekannte dreidimensionale Filmstruktur aus. Anhand
des Kolmogorov-Johnson-Mehl-Avrami Modells konnte die Aktivierungsenergie
für die verschiedenen Unterprozesse ermittelt werden.
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1

Introduction

The pioneering experiments concerning organic electronics date back to 1862. H.
Letheby anodically oxidized the organic compound aniline in sulphuric acid and
found coloured films. By changing the applied electric potential between anode
and cathode, Letheby could change the colour of the film [1]. Most interestingly,
the pigments were conductive although the reactants were electrically insulating
before oxidation. After these early experiments and increasing research on con-
ducting organic molecules in the following years, A. Heeger, A. G. MacDiarmid
and H. Shirakawa transformed in 1976 an insulating polymer into a material
with metal-like conductivity by doping it with iodine vapor and, thus, discovered
conducting polymers. In 2000 they were awarded the Nobel prize in chemistry
“for the discovery and development of conductive polymers” [2].

The first electronic product with an organic electronics component I owned was
a Pioneer car radio with an organic light-emitting diode (OLED) display in early
2000. It was also one of the first consumer products utilizing conducting organic
materials. Nowadays, organic electronics are increasingly installed in premium
products and convince the users with unique properties such as flexibility and
transparency. Needless to say, the commercial interest is also fueled by the low-
cost fabrication processes. In molecular vapor deposition or roll-to-roll techniques
organic films can be deposited on inexpensive substrates, e.g. metal foils and
glasses. OLED displays are more and more used in smartphones, tablet comput-
ers and high-definition television systems and they offer deep black levels, bright
whites and a higher contrast ratio than that obtained with LCD panels.

Despite commercial applications and the enormous amount of theoretical and
experimental research, there are still gaps in our understanding of plastic devices
which need to be filled to optimize the performance. The better we understand
the molecule and its interactions with the surrounding, the easier it is to predict
the physical and electric properties of such molecules and to design new and
efficient materials. One bottleneck is the relatively low charge carrier mobility
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Chapter 1 Introduction

(electrons and/or holes) in contrast to silicon- or germanium-based electronics.
From a microscopic point of view, the chemical composition and geometric ar-
rangement but also the intermolecular interaction determines the mobility. For
instance, if molecules are arranged in a way that the frontier orbitals of adjacent
dye molecules overlap, band dispersion and high charge carrier mobility can be
observed [3–7]. Also the morphology of the conducting material is of crucial im-
portance for the construction of high-performance devices. For a high mobility,
large domains and highly ordered films are most desirable [8–11].

In this work, I will study the intermolecular interaction and the post-growth
of molecular films in real time. Such time-dependent measurements are manda-
tory for studying transient phases as well as organic film growth and post-growth
and they can contribute to a better understanding of the underlying physics of
intermolecular coupling and morphology evolution [12–16].
In particular, I will investigate in the first part of my experimental results a
new transition phase of 1,4,5,8-naphthalene tetracarboxylic acid dianhydride
(NTCDA) multilayer films which exhibits peculiar changes in the line shape and
energy position of the X-ray absorption signals at the C K -edge. I demonstrate
that these spectral changes can be attributed to an intermolecularly delocalized
core hole-electron pair which is facilitated by the coupling of transition dipole
moments between adjacent molecules. From the spectral shape change upon ag-
gregation, the coherence length of the delocalized core exciton can be extracted.
The second part of my experimental results deals with a real-time post-growth
study where I investigate the morphology evolution and the formation of a three-
dimensional, stable geometric structure within NTCDA multilayer films. The
initially amorphous film undergoes several sub-processes during structure for-
mation which I was able to identify with time-dependent X-ray absorption and
photoemission experiments. From the evolution of the X-ray absorption signals
and from measurements at different temperatures I quantify the activation en-
ergy as a thermodynamic parameter which is important for structure formation.

The results were obtained with a novel method, i.e. energy-dispersive near-edge X-
ray absorption fine-structure (NEXAFS) spectroscopy. Energy-dispersive NEX-
AFS is a very powerful method. It combines the advantages of the traditional
NEXAFS setup with a fast data acquisition at high energy resolution. As a local
probe with a high chemical selectivity, it is suited for investigations of specific
core-to-valence transitions which might be sensitive to intermolecular interac-
tions. Since I also probed the involved vibronic modes [17–19], specific and char-
acteristic changes of the spectral signature can be traced back to intermolecular
coupling. Time-dependent energy-dispersive NEXAFS measurements allowed me
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to explore short-lived transient phases, determine the molecular orientation, and
investigate the influence on the electronic properties simultaneously.

In Chapter 2, I will lay out the theoretical concepts of intermolecular interaction
and film growth relevant in this work. Hereby I will focus on the intermolecular in-
teraction based on transition dipole moments (Section 2.1.1–2.1.2). A short intro-
duction to molecular growth will follow, after which I present a kinetic nucleation
model (see Section 2.2.2). After laying out the theoretical background of X-ray
absorption spectroscopy in Chapter 3, I will introduce the novel method, energy-
dispersive near-edge X-ray absorption fine-structure, in Chapter 4. In Chapter
5, my experimental results of coherently coupled molecules (see Section 5.2) and
a post-growth study of NTCDA multilayer films (see Section 5.3) will follow.
Finally, I will summarize my findings in Chapter 6.
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2

Theoretical concepts

In this chapter, different theoretical models will be presented which constitute
the basis for the experiments. In Section 2.1, some basic models of intermolecu-
lar interaction will be outlined. They describe some of the fundamental coupling
concepts for intermolecular interaction, although they are mostly applied for op-
tically excited systems. Their validity in the context of X-ray excitations will
be investigated in the course of this work. In Chapter 2.1.1, I will focus on the
Coulomb interaction between transition dipole moments of adjacent molecules
(i.e. Förster interaction, [20]). The coupling strength is related to the geometric
arrangement of the transition dipole moments and, thus, to the molecular orien-
tation. In the following Chapter 2.1.2, the coherent exciton scattering approxima-
tion (CES) [21,22] will be examined. Under certain circumstances, the absorption
signature of a molecule changes drastically and can be best explained by a co-
herently transferred hole-electron pair within a molecular aggregate. Finally, in
Chapter 2.1.3 a short discussion of molecular orbital overlap and its contribution
to the molecular coupling mechanism will follow.

After treating the electronic coupling of molecules, I will give a short introduction
to growth and post-growth processes of molecular layers in Chapter 2.2. Despite
most of the presented mathematical models were developed for atomistic growth
and post-growth of atomic layers [23], the principal ideas can be adapted to
molecular systems [24–27]. In Chapter 2.2.1, I will introduce some of the basic
descriptions of crystal growth and distinguish between three fundamental growth
modes. The crystal growth must not solely be described for systems in thermal
equilibrium, but also the post-growth kinetics and re-organization have to be
taken into account. The Kolmogorov-Johnson-Mehl-Avrami kinetic model has
proven very successful in modeling the post-growth nucleation of amorphous
materials, polymers, metals and metal alloys. This model will be introduced in
Chapter 2.2.2. It describes a first-order phase transition and nucleation and is
widely used to obtain kinetic parameters, e.g. the activation energy of a particular
phase change.

13



Chapter 2 Theoretical concepts

2.1 Intermolecular interaction

The electronic structure of organic thin films strongly depends on the properties
of the individual molecules, which are determined by the chemical composition.
Intermolecular forces are weak compared to intramolecular forces, nevertheless,
intermolecular interaction can affect and alter the optical and electronic prop-
erties of condensed films [28–32]. Some effects of intermolecular interaction can
be explained by the pairwise electronic and vibronic coupling between adjacent
dye molecules. In the following, I will concentrate on those basic concepts which
might prove relevant for the interpretation of the experimental results. A detailed
and comprehensive discussion of intermolecular interaction can be found in the
literature [21,33–37].

By following the argumentation outlined in the references above, I will demon-
strate that intramolecular vibronic modes can couple between neighboring mole-
cules. The Hamiltonian Hn of a single molecule is

Ĥn = K̂ + Ĥel, (2.1)

where K̂ is the kinetic energy operator of the nuclei and Ĥel the electronic
Hamiltonian of the molecule. The Hamiltonian Ĥnon of a well-defined assembly
of N non-interacting molecules labeled n = 1, · · · ,m, · · · , N can be expressed as
the sum of the individual molecular Hamiltonians

Ĥnon =
N∑
n=1

Ĥn. (2.2)

For a pairwise interaction between nearest-neighbor molecules, the aggregate
Hamiltonian Ĥagg is given by the sum of the monomer Hamiltonians and the
pairwise intermolecular interaction operator V = ∑

n>m Vnm, where Vnm is the
Coulomb interaction between molecules n and m. For the aggregate Hamiltonian
Ĥagg thus follows

Ĥagg =
N∑
n=1

Ĥn + V = Ĥnon + V. (2.3)

For the sake of simplicity, the wave functions of neighboring molecules are as-
sumed not to overlap. Thus, the intermolecular interaction V is restricted to
Coulomb dipole-dipole coupling but it also allows to express the aggregate wave
function as a Hartree product of single molecular wave functions |ψm〉. With this
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2.1 Intermolecular interaction

constraint, the electronic part of the aggregate wave function in the ground state
is given by

|πg〉 =
N∏
m=1
|ψgm〉. (2.4)

If after an excitation of monomer n all other N –1 molecules remain in their
ground state, the electronic part of the wave function |πn〉 can be expressed
as

|πn〉 = |ψen〉
N∏

m 6=n
|ψgm〉. (2.5)

Also the vibrational coupling to the electron excitation has to be considered. For
small aromatic molecules, the excitation will couple to various intramolecular
vibrational modes [17, 19, 38, 39], which can be defined as |ζn〉 for molecule n.
Under the assumption that all other N –1 molecules remain in their vibronic
ground state, which is defined as |χ〉, the vibrational aggregate wave function
can be expressed as follows [36]:

|Ψn,νn〉 = |πn〉 |ζn〉
N∏

m6=n
|χm〉, (2.6)

where molecule n is excited and νn refers to the specific vibrational numbers
(χ1, · · · ζn, · · ·χN). In this basis the matrix elements of the aggregate Hamiltonian
2.3 are given as follows [36,40,41]

〈
Ψn,νn

∣∣∣Ĥagg

∣∣∣Ψm,ν̃m

〉
= ενnδnmδνn,ν̃m

+ Vnm 〈ζn| χ̃n
〉
〈χm| ζ̃m

〉 N∏
i=1
i 6=n,m

δχiχ̃i
, (2.7)

with ενn = εχ1 + · · ·+ εζn + · · ·+ εχN , where εζn is the energy eigenstate of mole-
cule n in the excited vibrational state |ζn〉 and εχi refers to the electronic ground
state of molecule i in the vibrational ground state |χi〉. Furthermore, the man-
ifold of vibronic transitions of the aggregate is governed by the product of the
Franck-Condon factors 〈χn|ζn〉 and 〈χm|ζm〉. For a detailed discussion of the
Franck-Condon principle and factors, see Chapter 3.2.

The aggregate matrix elements of expression 2.7 demonstrate that the intermolec-
ular coupling V mixes the vibrational states of the excited molecule n with the
vibrational state of molecule i in the ground state. Hence, a change in the vibronic
signature during the formation of molecular aggregates can serve as a probe for
investigations on the intermolecular interaction strength. Nevertheless, it has to
be stressed that not every change in the vibronic signature can be traced back
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Chapter 2 Theoretical concepts

to intermolecular interaction. Only some very specific and characteristic spectral
changes can be identified as a consequence of intermolecular coupling. In the
next sections, I will take a closer look at this topic.

2.1.1 Dipole-dipole interaction

Figure 2.1: Transition dipole-dipole coupling mechanism between molecules n
and m. In the upper part, molecule n and m are aligned parallel. The tran-
sition dipole moments (left-right arrows) are orientated perpendicular to the
molecular plane. In the lower part, the energy levels are represented schemat-
ically for both molecules. Molecule n is in an excited state in which one 1s
core electron was promoted from the core 1s level to the primarily unoccupied
orbital 1π∗. The dotted black arrows indicate the change in electron configu-
ration resulting from the Coulomb interaction between the transition dipole
moments of molecules n and m. After the initial excitation, molecule n is in
its ground state and molecule m is excited.

For simplicity, I will demonstrate the Coulomb transition dipole-dipole interac-
tion (Förster interaction [20]) for two coupled molecules. The interaction be-
tween the transition dipole moments of two nearest-neighbor molecules is anal-
ogous to the classic electrostatic interaction of two electric dipoles. Further-
more, the dipole approximation for the interacting transition moments can be
assumed to be valid. Higher orders of interaction beyond the dipole approxi-
mation (quadrupole-quadrupole, octopole-octopole, etc.) may be important in
systems where the Coulomb interaction is extremely small. Only in such cases,
higher orders of interaction can contribute significantly to the transition [33,34].
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2.1 Intermolecular interaction

The process I will discuss in this section is illustrated in Fig. 2.1. For a compre-
hensive overview of various interaction processes of two-level molecular systems,
see [33–35,37].

Figure 2.2: Transition dipole moments ~µn and ~µm of molecules n and m, respec-
tively, separated by a distance Rnm.

The transition dipole moments corresponding to an 1s–1π∗ transition are orien-
tated perpendicular to the molecular plane. In the ground state, the core level
is completely filled and the orbital 1π∗ is unoccupied. On the left hand side
of Fig. 2.1, one core electron is already promoted to the primarily unoccupied
molecular orbital 1π∗. The Förster interaction between the transition dipole mo-
ments of molecules n and m triggers a deexcitation of molecule n and promotes
a core electron of molecule m into the 1π∗ orbital. This process is often called
resonant dipole-dipole interaction [34,37] because the energy difference between
ground and excited state, i.e. ∆E = E1π∗–E1s, is the same for molecule n and m.
Therefore, the excitation energy is resonantly transferred from one molecule to
the other.

In the Hamiltonian 2.3, the operator V is identified as the transition dipole-dipole
interaction between molecules n and m. Assuming two identical molecules, Vnm
is determined in [42] as follows:

〈Ψn|V |Ψm〉 = µn~n~µn ·Tnm ·~n~µmµm, (2.8)

were µn and µm are the magnitude and ~n~µn and ~m~µm are the orientation of the
transition dipole matrix element of molecules n and m, respectively. Tnm is given
by:

Tnm = 1− 3~rnm~rnm
R3
nm

, (2.9)
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Chapter 2 Theoretical concepts

where ~rmn is the vector pointing from the mass center of molecule m to the mass
center of n. Rnm is the absolute value of the distance between molecules n and m.
In Fig. 2.2, the transition dipole moments ~µn and ~µm are illustrated.

In this notation, Vnm is given by

Vnm = |~µn| |~µm| ·
(
~n~µn~n~µm

R3
nm

− 3(~n~µn~rnm)(~n~µm~rnm)
R5
nm

)
. (2.10)

For coplanar arranged dipoles, where θ is the dihedral angle with respect to
~rnm that connects the transition dipoles, equation 2.10 can be rewritten to ob-
tain

Vnm = |~µn| |~µm| ·
(1− 3 cos2 θ)

R3
nm

. (2.11)

Thus, for the transition dipole-dipole coupling follows that the magnitude of
the interaction depends on the magnitude of the participating transition dipole
moments (|~µn| and |~µm|), the distance Rnm, and the angle θ. For θ∼ 54.7◦, the
so-called magic angle, the dipole-dipole interaction is zero due to 1–3 cos2 θ= 0.
For the angles θ= 0◦ and θ= 90◦, where the dipoles are aligned parallel and
perpendicular, respectively, Vnm has a minimum at -2 · |~µn| |~µm| and maximum at
|~µn| |~µm|, respectively. In the next section, I will outline the CES approximation
and model the effect of transition dipole-dipole interactions on the shape of the
absorption spectra of interacting molecules, with a particular focus on the sign
of the coupling constant.

2.1.2 Coherent exciton scattering approximation

The coherent exciton scattering approximation (CES) was developed by Briggs
et al. [21] and describes the coherent propagation of a hole-electron pair between
interacting polymers. In his model, the delocalized hole-electron pair has a very
specific spectroscopic signature, which was found for a certain type of molecular
aggregates, the so-called J-aggregates. Briggs’ approach to the coherent hole-
electron propagation is similar to a model for the exciton photon interaction in
the coherent-potential approximation (CPA) [43] and theoretical concepts for the
electron propagation in random lattices [44–46]. In the following, I will introduce
the CES approximation and explain the effect of intermolecular interaction on the
spectral shape of the absorption. A detailed discussion of the CES approximation
can be found in the literature [21,22,36,40,47–52].
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2.1 Intermolecular interaction

The time evolution of the exciton propagation within an aggregate is given by
the time-dependent Schrödinger equation

i~∂t |Ψ(t)〉 = Ĥ |Ψ(t)〉 . (2.12)

Finding a Green’s function G(t) satisfying equation 2.12 is equivalent to solv-
ing the time-dependent Schrödinger equation. Briggs et al. [21, 22] exploited
a one-particle Green’s function approach to the optical exciton propagation
within a molecular aggregate. In the time space, a Green’s operator is given
by

G(t) = exp
(
−iĤt

~

)
θ(t) with

θ(t) = 0 for t < 0
θ(t) = 1 for t > 0,

(2.13)

where Ĥ is the Hamiltonian, ~ is Planck’s constant, and t is the time. To ap-
ply this function to absorption spectra, the Green’s function 2.13 is Fourier-
transformed into the energy space first, leading to

G(E) = − i
~

∫ ∞
−∞

dt G(t) exp
(
−iEt

~

)
= 1
E − Ĥ + iδ

with δ = 0+. (2.14)

Inserting the Hamiltonian 2.2, or the Hamiltonian 2.3 for interacting molecules,
respectively, into the Green’s function 2.14 yields the equations

g(E) = 1
E − Ĥ0 + iδ

(2.15)

G(E) = 1
E − Ĥagg − V + iδ

, (2.16)

where g(E) is the Green’s function for non-interacting molecules and G(E) is
the Green’s function for interacting molecules. With the following operator iden-
tity

1
A−B

= 1
A

+ 1
A−B

·
B

A

and A=E–Ĥ0+iδ and B=V , the Green’s functions g(E) and G(E) can be
rearranged to the Dyson’s equation

G(E) = g(E) +G(E) V g(E). (2.17)

The difference between the inverse of the non-interacting and interacting Green’s
function is the intermolecular interaction V

V = g(E)−1 −G(E)−1, (2.18)
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Chapter 2 Theoretical concepts

which is also referred to as the particle’s, i.e. the optical exciton’s, self-energy.

The absorption cross-section is proportional to the imaginary part of the spectral
function and is given by [21,22]

σ~e ∝ Im
(∑
nm

(~e~µn)Gnm(~µm~e)
)
, (2.19)

where ~e is the polarization vector of the light and ~µn and ~µm the transition
dipole moment of molecules n and m, respectively. With equation 2.17, it follows
that

σ~e ∝ Im
(∑
nm

(~e~µn)
(

gn(E)
1−∑n Vnm gn(E)

)
(~µm~e)

)
. (2.20)

In the CES approximation, the exact single-molecule Green’s function g(E) is
replaced by its average 〈g〉 if the molecule is in the ground vibronic and elec-
tronic state. Assuming that the intermolecular interaction V is independent of
the vibrations, it follows that

〈G〉 = 〈g〉+ 〈g〉V 〈G〉 . (2.21)

With this, the averages of the aggregate Green’s function matrix elements of the
aggregate Green’s function can be obtained:

〈〈Ψn |G|Ψm〉〉 = 〈Gnm〉
〈Gnm〉 = 〈gn〉 δnm + 〈gn〉Vnm 〈gm〉+

∑
n′
〈gn〉Vnn′ 〈gn′〉Vn′m 〈gm〉+ · · ·.

The coherent coupling can be best understood in the iterative form of equation
2.21. Here, the electron hole is transferred between single molecules which re-
main in their vibrational ground state. Degradation during the propagation of
the exciton will not be considered [21, 22]. Therefore, the electron is coherently
transferred between neighboring molecules.

The CES approximation was successfully applied for coherently coupled mole-
cules [21, 22, 36, 40, 47–52]. Any measured absorption spectrum of an isolated
molecule is related to the absorption cross section of a single molecule and, thus,
to the imaginary part of the Green’s function (equation 2.19). With the Kramers-
Kronig relation [53, 54], the real part of the Green’s function can be calculated
and the aggregate Green’s function 〈G(E)〉 can be determined with equation 2.21.
Therefore, only with the monomer absorption spectra it is possible to model the
absorption signature of coherently coupled molecules.

20



2.1 Intermolecular interaction

Figure 2.3: Results of coherent exciton scattering calculations: The adiabatic
component of the (0–0) transition and the vibronic progression (0–1, 0–2, 0–3)
are plotted for an isolated molecule (gray) and coupled molecules (black). In
a) the coupling constant is negative, in b) it is positive.

In Fig. 2.3, I demonstrate the calculation of the coherent coupling with the CES
approximation. For a single molecule, the intensity of the adiabatic component
of the (0–0) transition and the corresponding vibronic progression (0–1, 0–2, 0–3)
follows a Poisson distribution. The absolute value and the sign of the coupling
constant strongly affects the absorption signature of interacting molecules. In
Fig. 2.3, the same absolute values of the coupling constant were chosen for both
calculations, only with different signs. For a negative constant, the adiabatic
component shifts to lower energy and increases in intensity. As it is evident in
Fig. 2.3 a), the intensity of the corresponding vibronic progression decreases dras-
tically. For a positive constant, the absorption spectrum shifts to higher energy.
In addition, also the spectral signature changes, as can be seen in Fig. 2.3 b). For
a detailed discussion of the spectral shape in respect to the coupling constant,
see References [21,22,36].

2.1.3 Wave function overlap

In Chapter 2.1, the aggregate wave function was constructed as a Hartree prod-
uct of single-molecule wave functions. By excluding the wave function overlap
between adjacent dye molecules, intermolecular interaction was restricted to
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Chapter 2 Theoretical concepts

Figure 2.4: Illustration of the electron transfer mechanism from molecule n to
moleculem. Molecule n is in an excited state, where one electron was promoted
from the ground state with a wave function ψgn to the primarily unoccupied
state with a wave function ψen. The dotted black arrow indicates the electron
transfer into the primarily unoccupied state with a wave function ψem, of
molecule m. After the initial excitation, molecule n is positively charged and
molecule m is negatively charged.

long-range Coulomb interaction between transition dipole moments. For closely
packed and face-to-face stacked π-conjugated molecules, adjacent dyes can have a
considerable wave function overlap between their frontier orbitals [7,55–61]. Such
an overlap increases exponentially with decreasing intermolecular distance. For
example, for naphthalene dimers, the short-range component of the electronic
coupling becomes significant at a separation of about 6 Å [34, 62]. This can
lead to intermolecular charge transfer (CT) between adjacent molecules [63–67].
The character of the thus created electron-hole pairs, either weakly or strongly
bound, depends on the distance between the two charge carriers. At a cer-
tain distance between the electron-hole pair, CT states can bridge the gap be-
tween so-called Frenkel excitons, i.e. bound excitons located at a single mole-
cule, and weakly bound electron-hole pairs (large distance between charge carri-
ers).

From the extent of the overlap of the molecular orbitals one can evaluate the CT
states and estimate the CT transition dipole moment of such a CT configura-
tion. The precise calculation is most challenging [60, 61,68–71]. Here, I can only
estimate, for a very simple two-level system, the possible contribution for closely
packed and face-to-face stacked aromatic dyes.

The model system consists of two molecules with two energetic states each. The
exchange of a single electron between molecule n and m is depicted in Fig. 2.4.
For the sake of simplicity, the wave function, π, is restricted to the electronic
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2.1 Intermolecular interaction

part. The ground-state and excited-state wave functions are denoted as ψgn and
ψen and ψgm and ψem for molecules n and m, respectively. Like in Chapter 2.1,
I will construct πn,m as a Hartree product wave function. The use of a Slater
determinant guarantees the antisymmetry.

πn,m = 1√
2

∣∣∣∣∣ψn(~r′n, ~rn) ψm(~r′m, ~rn)
ψn(~r′n, ~rm) ψm(~r′m, ~rm)

∣∣∣∣∣
= 1√

2
{ψn(~r′n, ~rn)ψm(~r′m, ~rm)− ψn(~r′n, ~rm)ψm(~r′m, ~rn)}, (2.22)

where ~rn and ~rm are the coordinates of the single electron which can be exchanged
between molecules n and m. The coordinates ~r′n and ~r′m refer to the remaining
coordinates of the molecule. For the exchange of one electron from molecule n
to m follows 〈

πng ,me |Vnm|πne,mg

〉
=∫

d3rnd
3rm

1√
2
(
ψg∗n (~r′n, ~rn)ψe∗m (~r′m, ~rm)− ψg∗n (~r′n, ~rm)ψe∗m (~r′m, ~rn)

)
×Vnm

1√
2
(
ψgm(~r′m, ~rm)ψen(~r′n, ~rn)− ψgm(~r′m, ~rn)ψen(~r′n, ~rm)

)
. (2.23)

Here, the Coulomb coupling, i.e. transition dipole-dipole coupling (see Chapter
2.1), is modified by the terms ψg∗n (~r′n, ~rm)ψe∗m (~r′m, ~rn) and ψgm(~r′m, ~rn)ψen(~r′n, ~rm).
Due to the electron exchange, the wave functions ψgm(~r′m, ~rn) and ψen(~r′n, ~rm) also
depend on ~rn and ~rm.

Mulliken investigated the charge transfer for molecular compounds and charge
transfer complexes in great detail and determined the CT transition moment for
σ-type overlap [63,72]. He used following expression to evaluate the CT transition
moment [73]:

~µn,m = −e
〈
πng ,me |~r|πne,mg

〉
(2.24)

ρn,m(~r) = πng ,me(~r)πne,mg(~r) (2.25)

and

~µn,m = −e
∫
d3r ~r × ρn,m(~r), (2.26)

where ρn,m is the transition density. For σ-type overlap, Mulliken approximated
the CT transition moment, ~µn,m, with

− e
∫
d3r ~r×ρn,m(~r) ≈ −e~Rn,m

∫
d3rρn,m(~r) = −e~Rn,m

〈
πng ,me|πne,mg

〉
, (2.27)
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where ~Rn,m is the average position of the transition density. For a σ-type overlap,
the transition density is located between the two molecules [73, 74]. The vector
~µn,m is aligned parallel to the connecting line of molecules n andm.

About 20 years ago, people started to investigate and combine the effects of
molecular orbital overlap and Förster transition dipole-dipole coupling [34,35,62].
Nevertheless, the exact mechanism and its relevance for closely packed and coher-
ently coupled molecules is still fervently discussed [56, 60, 61, 75–79]. In Chapter
5.2 I will contribute to this discussion and present experimental results which
suggest that the wave function overlap might significantly contribute to coherent
interaction between molecules at a short distance.
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2.2 Film growth and kinetics

2.2 Film growth and kinetics

The growing interest in organic thin films results to a large extent from the in-
creasing implementation of organic electronics in high-tech end consumer prod-
ucts [80,81]. The performance of such devices is not only related to the chemical
structure of the molecules but also to the structural characteristics of the thin
film. To further optimize and improve the device control, a better understanding
of growth and post-growth behavior is mandatory.

The growth and post-growth kinetics of molecular films can be quite different
from their inorganic counterparts. For organic thin films, also the molecular ori-
entation and the internal degrees of freedom of molecules play a crucial role in
thin-film growth. Depending on the orientation and the often anisotropic shape
of molecules, their diffusion coefficient can vary over a wide range [12–16,82]. In
addition, intermolecular attraction or repulsion between adjacent dyes but also
interaction and charge transfer between molecules and the substrate surface af-
fects the growth and post-growth. This can lead to multiple thermal diffusion
pathways, unexpected transient phases [83], and various different film structures
and morphologies, depending on the preparation parameters or post-growth treat-
ment. Real-time studies of such systems could reveal important steps in growth
and post-growth behavior [24].

2.2.1 Thermodynamics and kinetics

Figure 2.5: Illustration of different thin-film growth modes. a) Frank-van
der Merwe (layer-by-layer), b) Stranski-Krastanov (layer-plus-island), and
c) Volmer-Weber (island formation). See text for discussion.

The growth of atomic or molecular vapor-deposited films occurs far from ther-
mal equilibrium and is governed by the competition between thermodynam-

25



Chapter 2 Theoretical concepts

ics and kinetics [23]. At thermal equilibrium, the shape of a crystal is deter-
mined by the surface tension, γ, which is defined as the reversible work nec-
essary for creating a unit area of new surface. Thus, for the surface tension
follows

γ = lim
dA→0

(
dW

dA

)
=
(
dF

dA

)
T,V

, (2.28)

where W is the reversible work, A the area of the crystal, and F the free en-
ergy. At equilibrium and, thus, constant temperature and volume, dF is 0 and
the total energy of the system integrated over the entire surface area of the
crystal, ∫

γdA, reaches a minimum. (2.29)

In this terminology, Bauer et al. classified three primary film growth processes
during the deposition of a material A on a substrate B [23, 84, 85]. The three
fundamental growth modes are:

• Frank-van der Merwe growth (layer-by-layer)

• Stranski-Krastanov growth (layer-plus-island)

• Volmer-Weber growth (island formation),

and illustrated in Fig. 2.5.

Which growth mode of atomic or molecular vapor-deposited films will be domi-
nant depends on the interaction strength among deposited atoms or molecules,
and on the interaction strength between deposited atoms or molecules and the
substrate surface. If the atoms or molecules are more attracted to each other
than to the substrate surface, the film will grow in islands, as illustrated in
Fig. 2.5 c). If the interaction between atoms or molecules and the substrate sur-
face is stronger, the film will grow layer by layer (Fig. 2.5 a)). Stranski-Krastanov
growth represents an intermediate case: at first, the film grows in a layer-by-layer
fashion but at a critical film thickness, island formation sets in (Fig. 2.5 b)).

In terms of surface tension, Bauer concluded for layer-by-layer growth that

γA + γint < γB, (2.30)

where γA is the surface tension of material A, γB the surface tension of the sub-
strate B, and γint the surface tension of the interface, which represents the excess
surface tension integrated over the interfacial region of bulk A and B. Equation
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2.2 Film growth and kinetics

2.29 leads to the conclusion that the energy of the total system will be minimized
and, therefore, the surface of A will be maximized whereas the bare surface of
B will be minimized. If the interfacial tension γint increases with increasing film
thickness, for example due to strain in this layer, and

γA + γint > γB (2.31)

at a critical film thickness the growth will continue in a 3D fashion. Here, the
surface of A will be minimized whereas the bare surface of B will be maxi-
mized. For island formation, equation 2.31 is already fulfilled for the first layer.

Figure 2.6: Energies associated with the diffusion (Ediff) and crossing over a step
edge (ES) with an energy barrier (EB) of a molecule on top of an organic film.

In a microscopic picture, the growth mechanism is often explained with rate
equation models where the interlayer diffusion of the molecule and additional
energy barriers at step edges determine the growth mode and the shape of the
islands [13, 14, 86]. If the interlayer mass transport is sufficiently high, the film
will grow in a layer-by-layer fashion. For many inorganic and organic systems
it was observed that atoms or molecules were reflected by the additional energy
barrier at the step edges. This so-called Ehrlich-Schwoebel barrier can hinder
the interlayer mass transport and promotes the formation of islands. Fig. 2.6
illustrates the energy barrier at a step edge of an organic multilayer film. Here,
the Ehrlich-Schwoebel barrier is defined as

ES = EB − Ediff, (2.32)
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where EB is the energy barrier at the step edge and Ediff the diffusion barrier. The
rate with which molecules can diffuse downwards at a step-edge depends on the

height of the Ehrlich-Schwoebel barrier and is proportional to v ∝ e
− ES

kBT . The

jump rate of molecules on a single terrace is proportional to v′ ∝ e
− diff

kBT , where
Ediff is the energy barrier for the diffusion on the initial layer. The combination
of both leads to the interlayer jump rate [26]

vrate ∝ e
− ES

kBT e
−Ediff

kBT . (2.33)

For organic systems, the barrier height itself strongly depends on the molecular
structure and conformation but also on the attractive intermolecular interaction
between the diffusing molecule and the organic film [26]. For the class of conju-
gated molecules, all three fundamental growth modes were observed. Typically,
the Ehrlich-Schwoebel barrier is in the order of 0.5–1 eV. The diffusion activa-
tion energy is usually between 10 meV and 100 meV, depending on the substrate
roughness and layer thickness [26,82,87,88].

2.2.2 Kolmogorov-Johnson-Mehl-Avrami kinetic model

During a phase transition, atoms or molecules rearrange in order to attain the
energetically most favorable configuration. A phase change and the post-growth
behavior depend on a wide variety of parameters. Some kinetic parameters, e.g.
the activation energy of a phase transition, are often deduced from spectroscopic
or microscopic measurements of the transformed volume fraction during a phase
change as a function of time. In Chapter 5.3, the transformed volume frac-
tion will be determined with time-dependent X-ray absorption measurements.
The observed characteristic intensity evolution can be best explained with the
Kolmogorov-Johnson-Mehl-Avrami (KJMA) model [89–92].

The KJMA model has proven very successful for modeling the isothermal crystal-
lization of amorphous materials, polymers, metals and metal alloys [93–97]. The
model describes a first-order phase transition in which nucleation is modeled by
a spatial Poisson process. The phase transition occurs in a finite volume, but
the system is much larger than the distance between two nuclei within the trans-
formed volume. Under these assumptions, the transformed volume fraction can
be expressed as a function of time and from this a number of kinetic parameters,
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e.g. the activation energy of a particular phase change, can be extracted.

Figure 2.7: Illustration of phase transformation according to the KJMA model.
At time = t, the initial phase has been transformed at some locations. The
curve on the right-hand side shows the time evolution of the transformed
volume fraction. The initial phases are represented by shaded areas and the
transformed phases are represented by white areas. See text for details.

A typical isothermal nucleation process is illustrated in Fig. 2.7 a). At time = t,
the initial phase has been transformed at three random positions (white area).
After some time, t+∆t, more of the initial phase has been transformed. The
time evolution of the transformed volume fraction follows an s-shaped curve, i.e.
a sigmoidal function (Fig. 2.7 a)). For the KJMA model, Avrami introduced the
extended volume [90–92], or phantom nuclei, concept. It states, that the (ficti-
tious) nucleation occurs at spatially random positions within transformed as well
as untransformed regions. The phantom volume denotes the transformed volume
each nucleus would have if its growth were not affected by other nuclei.

In Fig. 2.7 b), this concept is illustrated. After some time, at t+∆t, area V1 has
grown and areas V2 and V3 are newly transformed. Since V1 ∩ V2 and V3 are lo-
cated in already transformed regions, they are also referred to as phantom volume.
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The phantom volume contributes to the extended volume fraction. In particular,
the extended volume accounts for all transformations without consideration of
impingement and pre-existing nucleation.

To obtain an analytical expression and to solve the impingement, Avrami distin-
guishes between the extended volume fraction fext(t) and the transformed volume
fraction f(t), which are defined as follows

fext(t) = V1(t) + V2(t)
Vtotal(t)

and f(t) = V1(t) ∪ V2(t)
Vtotal(t)

,

where V1(t) and V2(t) are transformed volume fractions as illustrated in Fig. 2.7 b).

In the KJMA theory, the nucleation is spatially and temporally uniform. The
probability of the extended volume fraction is expressed by Poisson’s distribu-
tion

Pn(t) = [fext(t)]n

n! e−fext(t). (2.34)

With the probability of the untransformed volume fraction, expressed by
P0(t) = e−fext(t), follows for the transformed volume fraction

f(t) = 1− e−fext(t). (2.35)

In the KJMA model, the transformed volume fraction is often expressed by the
following equation

f(t) = 1− e−ktn , (2.36)

where k is the temperature-dependent reaction rate constant, t the time, and
n the Avrami exponent. The Avrami exponent itself is often written as fol-
lows

n = a+ bc. (2.37)

Fig. 2.8 shows the transformed volume fraction, f(t), for Avrami exponents
n = 2, 3, and 4, respectively, as a function of time and at constant reaction rate.
The larger the Avrami exponent, the steeper the slope of the sigmoidal function
and the faster the phase transformation progresses. At constant nucleation rate
and phase boundary-controlled growth, Avrami exponents of n = 2, 3 or 4 are
originally interpreted as 1D, 2D, or 3D growth, respectively. Nevertheless, the
analysis and interpretation of experimental data is most challenging as n can

30



2.2 Film growth and kinetics

Figure 2.8: Transformed volume fraction as a function of time and according to
the KJMA model. The transformed volume fraction was calculated for various
Avrami exponents. The reaction rate was held constant.

vary with time and non-integer and abnormally low values are reported in the
literature [98–102]. Some of the most common physical interpretations of the
Avrami exponents are summarized in table 2.1 [103].

Assuming that the rate constant k shows a Arrhenius temperature dependency,

k = k0 · e−
Eact
kBT , (2.38)

with k0 being the frequency factor, Eact the activation energy, and kB Boltz-
mann’s constant. The frequency factor describes the total number of collisions
per second which result in a specific reaction, whereas the probability for a reac-

tion is governed by the exponential term, e
−Eact

kBT . With

g(f(t)) ≡ n(1− f(t)) [(− ln(1− f(t))]
n2−1

n and the time derivative of Equation
5.15, this leads to the expression

ln
(
df(t)
dt

)
= ln [k0 g(f(t))]− Eact

kBT
. (2.39)

For an Arrhenius temperature dependency, we obtain a straight line in a plot
of ln

(
df(t)
dt

)
against the inverse temperature. From the slope of this line we can

extract the activation energy and from the intersection point of the line and the
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y-axis, i.e. ln
(
df(t)
dt

)
-axis, the frequency factor for the nucleation process can be

obtained.

Table 2.1: Interpretation of the Avrami exponent of the form n=a+bc. See text
for discussion.

a=0 zero nucleation rate
a=1 constant nucleation rate
a>1 increasing nucleation rate

0<a<1 decreasing nucleation rate

b=3 3D growth
b=2 2D growth
b=1 1D growth

c=1/2 diffusion controlled growth
c=1 phase-boundary controlled growth
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Theoretical background of X-ray absorption

3.1 X-ray absorption spectroscopy

X-ray absorption spectroscopy (XAS) is a powerful tool for investigations on
electronic properties and local atomic order but also on the geometric orienta-
tion of surface adsorbates [104]. Normally, XAS experiments were performed by
stepping the photon energy and measuring the signal of a secondary process
(e.g. Auger decay) which is assumed to be proportional to the absorption cross
section.

In Fig. 3.1, the XAS process for a diatomic molecule is depicted. Usually, we dis-
tinguish between at least two different regions in the XAS spectra. At sufficient
high X-ray photon energy, an inner-shell electron can be excited above the ion-
ization threshold and emitted as a photoelectron. The electron wave function of
this photoelectron interferes with itself when it is back-scattered by neighboring
atoms. In a XAS spectrum, this results in a series of oscillations from which in-
formation about the local coordination environment of the investigated element
can be gathered.

In this work, I will investigate the electronic properties and spatial orientation of
condensed molecular films with X-ray absorption normally measured at some eV
below the ionization threshold. In such measurements, often referred to as near-
edge X-ray absorption fine-structure (NEXAFS), sharp and distinct features at
the C K -edge of molecular films of aromatic molecules can be observed. These
absorption peaks arise if the photon energy is lower than the ionization energy
but sufficiently high to excite a core electron into an unoccupied lowest-energy
molecular orbital. In Fig. 3.1 such an initially unoccupied orbital is denoted by
1π∗. The position and shape of the absorption peaks are very sensitive to the
chemical structure of the individual molecule but also to charge transfer to the
substrate surface, as well as electronic interactions with neighboring molecules
[19,83,105].
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Figure 3.1: Illustration of the XAS process for a diatomic molecule. Core elec-
trons with a binding energy EB are excited into the π∗ and σ∗ orbitals. The
asterisk indicates an initially unoccupied molecular orbital. The resulting ab-
sorption spectrum for such a core-valence excitation is plotted on the left-hand
side.

The core-valence excitation is followed by two competing processes: Auger de-
cay and radiative fluorescence decay. For measurements of carbon-based mol-
ecules and at the C K -edge, the Auger decay is the dominant relaxation pro-
cess [104]. After core-valence excitation, the core hole in the K -shell is filled by
an electron from the L-shell. In this process, another L-shell electron is emitted.
The emitted Auger electrons can be measured by the so-called Auger electron
yield (AEY) method. AEY measurements have a very high chemical selectiv-
ity since only Auger electrons with a specific kinetic energy (e.g. about 255 eV
for C KLL-Auger electrons) will be counted. Also, it is a very surface-sensitive
method since the mean free path of an emitted Auger electron is only about
1 nm [106]. For a detailed discussion of different detection methods see Refer-
ence [104].
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The probability per unit time, Pif , for the transition from an initial state, |Ψi〉,
to a final state, |Ψf〉, with the energetic difference Eif = Ei − Ef between the
two states is governed by Fermi’s Golden rule [107]:

Pif ∼
∣∣∣〈Ψf

∣∣∣Ĥ ′∣∣∣Ψi

〉∣∣∣2 δ(~ω − Eif ) = |Mif |2 δ(~ω − Eif ), (3.1)

with Mif = 〈Ψf |H ′|Ψi〉 being the transition matrix elements and the delta func-
tion providing energy conservation. The perturbing Hamiltonian H ′ in Equation
3.1 is given by

Ĥ ′ = e

2mc(Â · p̂+ p̂ · Â)− eφ+ e2

2mc2A
2, (3.2)

with Â and φ being the vector and scalar potentials of the incident light field,
respectively, and p̂ = −i~~∇ being the momentum operator. If two-photon pro-
cesses are neglected and the quadratic term A2 is dropped, we obtain with the
dipole approximation for the vector potential, Â(t, ~r) → Â(t), and the gauge
φ = 0:

Ĥ ′ = e

mc

(
Â · p̂

)
. (3.3)

In the following, I will apply several approximations to equation 3.1 and concen-
trate on some aspects of the NEXAFS process which are relevant in this work.
Within the so-called sudden approximation in NEXAFS, it is assumed that the
excited core electron has little effect on the remaining ground state electrons.
Therefore, we can define the following wave function

Ψf = ĈΦk
fψ

k,ion
f (N − 1), (3.4)

in which the wave function of the excited and “active” electron, Φk
f , can be sep-

arated from that of the remaining and ’inactive’ electrons which is denoted by
ψk,ion
f (N − 1). The operator Ĉ ensures the antisymmetry of the wave function.

Within the dipole approximation (i.e. ~k~r � 1), which is valid in the soft X-ray
regime and especially at the C K -edge and hν ≈ 285 eV, the following expression
for the transition dipole matrix elements can be obtained:

Mif = 〈Ψf |~e · p̂|Ψi〉 =
〈

Ψf (N)
∣∣∣∣∣~e

N∑
k=1

p̂k

∣∣∣∣∣Ψi(N)
〉

=
〈
Φ1
f |~e · p̂1|Φ1

i

〉 〈
ψion
f (N − 1)|ψion

i (N − 1)
〉
· · · . (3.5)

If Koopman’s theorem [108] holds true for the wave functions of the “inactive”
ground state electrons (equation 3.4), the expression above can be simplified
even further. In the so-called frozen-orbital approximation, we assume that the
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orbitals of the “inactive” electrons remain unchanged and thus “frozen”,
i.e.

〈
ψk,ion
f (N − 1)|ψk,ion

i (N − 1)
〉

= 1. For the transition dipole matrix elements
the following equation is valid:

Mif = 〈Ψf |~e · p̂|Ψi〉 =
〈
Φ1
f |~e · p̂|Φ1

i

〉
. (3.6)

In this simplest expression for Mif , the transition matrix elements are reduced
to one-electron elements and all effects due to orbital relaxation or electron cor-
relation are ignored. Thus, the energy of an absorption is the difference of the
Koopman’s binding energies of the core electron initial state and final state.
Although this theoretical description of the NEXAFS process might be over-
simplified and in actual NEXAFS measurements satellite peaks resulting from
multi-electron processes were reported [109–111], equation 3.6 illustrates the lo-
cal character of X-ray absorption measurements. The transition dipole matrix
elements in equation 3.6 only depend on the initial core electron state Φi and the
resulting valence state Φf . If a molecule consists of chemically different carbon
atoms (e.g. due to different binding partners), NEXAFS can selectivity probe a
particular core-valence transition.

The optical oscillator strength f is a dimensionless quantity and related to the
transition dipole matrix elements as follows [104]:

f ∼ |〈Ψf |~e · p̂|Ψi〉|2 = |Mif |2. (3.7)

Through this quantity we can connect the square of the transition dipole matrix
elements with the X-ray absorption cross section:

σx(E) = C
df

dE
, (3.8)

with C = 2π2e2

~ = 1.1 · 102 Mb eV. Due to the scalar product ~e · p̂ in equation 3.2,
the cross section σx shows an angular dependency. This can be utilized to deter-
mine the symmetry and orientation of adsorbed molecules with respect to the
substrate surface. The transition dipole matrix elements in equation 3.7 are non-
zero only if they are totally symmetric or contain a totally symmetric component.
This implicates that for non-zero matrix elements at a given polarisation of the
light, the initial state Ψi and final state Ψf have to be of a particular symmetry,
which I will demonstrate for the initial state 1s and final state 2π∗ of NTCDA.
The symmetry classification of orbitals can be determined by group theoretical
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Figure 3.2: Symmetry properties of the NEXAFS process. a) Free NTCDA mol-
ecule and the 2π∗ molecular orbital. b) Adsorbed NTCDA molecule and 2π∗

molecular orbitals for different orientations towards the surface. Depending on
the molecular orientation and polarisation of the light, the 1s-2π∗ transition
is either allowed or forbidden.

methods. For a detailed discussion of molecular symmetry classification see Ref-
erences [104,112–114].

In Fig. 3.2 b), the dependency of the 1s-2π∗ transition of NTCDA on its orien-
tation towards the substrate surface is illustrated. At a given polarisation of
the light, a C 1s core electron with s-orbital character is excited into the ini-
tially unoccupied molecular orbital 2π∗ which has pz-orbital character and is
oriented parallel to the y-z-plane, see Fig. 3.2 a). For molecules standing perpen-
dicular to the substrate surface (3.2 b), left-hand side), the transition dipole
matrix elements are zero for light polarized in ~y-direction and non-zero for light
polarized in ~z-direction. In contrast, for molecules oriented parallel to the sub-
strate surfaces (Fig. 3.2 b), right-hand side), the transition dipole matrix elements
are non-zero for light polarized in ~y-direction and zero for light polarized ~z-
direction.

If the molecules are oriented at a different angle with respect to the surface sub-
strate, as illustrated in Fig. 3.3, the absorption cross section and hence also the
intensity of the NEXAFS signal changes accordingly. The orientation of the ad-
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Figure 3.3: Angles relevant for the determination of the orientation of an ad-
sorbed molecule with respect to the substrate surface and surface normal.
The 1s–2π∗ transition dipole moment, ~µ1s−2π∗ , is orientated perpendicular to
the molecular plane. The molecule itself is tilted at an angle α with respect
to the surface normal ~n.

sorbed molecules can be determined from the intensity ratio of some core-valence
transitions for different polarisations of the incident light. Alternatively, we can
collect the NEXAFS signal at a fixed polarisation but at different angles Θ,
where Θ is defined according to Fig. 3.3 as the angle between the incident X-ray
light and the substrate surface. With the following expression for the angular
dependent NEXAFS intensity, I‖(Θ, ϕ) and I⊥(Θ, ϕ) for parallel and perpendic-
ularly polarized light (see also Fig. 3.3) [104], respectively, we can calculate any
arbitrary molecular orientation within ordered films:

I‖(Θ, α) = 1
3

[
1 + 1

2
(
3 cos2 Θ− 1

) (
3 cos2 α− 1

)]
(3.9)

I⊥(α) = 1
2 sin2 α (3.10)

The angles Θ and α are defined according to Fig. 3.3. These expressions were de-
rived for substrates with three-fold or higher symmetry. On such a substrate sur-
face, aromatic molecules typically grow in multiple domains. Therefore, an aver-
age over the azimuthal angular variation φ is calculated.
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3.2 Vibronic excitation

With NEXAFS, not only the transition of a core electron into an unoccupied state
is probed but also the vibrational energy levels. It is assumed that the electronic-
vibrational (or electron-phonon) coupling during a core-valence transition is de-
scribed by the Franck-Condon principle. This assumption is valid, if one can apply
the Born-Oppenheimer approximation [115] and separate the total wave function

into its electronic, π(~r), and nuclear, χ(~R), components:

|ψ〉 = |π〉 × |χ〉. (3.11)

Within the Franck-Condon framework, the Condon approximation is even more
restrictive than the Born-Oppenheimer approximation since the nuclear position
is fixed for the duration of a transition. This means that an electronic transition
from a ground state into an excited state is so fast in comparison to the nuclear
motion that the molecular degrees of freedom are frozen during the core-valence
excitation [116–118].

Fig. 3.4 illustrates the NEXAFS process for a diatomic molecule. In a simple
approximation, the potential energy curves of the ground and excited states
are approximated by harmonic potentials. The potential curves of the excited
states, i.e. AB* and AB**, are displaced from the equilibrium position of the
electronic ground potential by ∆R′ and ∆R′′, respectively. The amount of this
displacement depends on the nature of the ground and excited molecular or-
bitals. If the bond character of the ground and excited states is similar, the
displacement is smaller than for a very different bonding character of the two
states.

In Fig. 3.4, the potential energy curve for a non-bonding orbital of the electronic
state AB* is shown. Here, the displacement is smaller than for the potential en-
ergy curve for an anti-bonding orbital of the state AB**. For the electronic states
AB and AB* follows for the potential energy curves:

VAB(R) = hνR2
0

2 and (3.12)

VAB∗(R) = ∆Ea + hν(R0 −∆R′)2

2 , (3.13)

where ν is the vibrational frequency, ∆R′ the displacement of the potential en-
ergy curve AB*, and ∆Ea the adiabatic energy difference between initial and

39



Chapter 3 Theoretical background of X-ray absorption

Figure 3.4: Franck-Condon principle illustrated with potential energy curves of
a diatomic molecule AB. The electronic states AB, AB*, and AB** and the
vibronic excitation in the NEXAFS process are shown.
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3.2 Vibronic excitation

excited state. With equations 3.12 and 3.13 for the potentials, the wave func-
tion illustrated in Fig. 3.4 and the eigen-energies can be calculated according
to

Evib,m = hν0(m+ 1
2), (3.14)

with the quantum number m= 0 · · ·∞ with respect to the ground vibronic state
of the corresponding potential energy surface. From the position of the minima
of the potential energy curves, i.e. the displacements ∆R′ and ∆R′′, the cou-
pling strength of the electron with molecular vibrations can also be derived. The
electronic-vibrational (or electron-phonon) coupling is often quantified by the
Huang-Rhys factor [119] which is given by

S = ∆R2

2 , (3.15)

where ∆R is the equilibrium displacement.

On the right-hand side of Fig. 3.4, an absorption spectrum is shown. The shape
of the spectrum, i.e. the intensity ratio of the adiabatic transition (0-0) and
corresponding vibronic progression (0-1, 0-2, 0-3, etc.), depends on the overlap
of the vibronic ground state wave function of the inital state with the vibronic
wave functions of the excited states. For the probability Pge per unit time fol-
lows:

Pge ∼ |〈ψe|~e · p̂|ψg〉|2 δ(hν − Ea − Evib,m) (3.16)

Pge ∼ |〈πe|~e · p̂|πg〉|2 · |〈χe|χg〉|2 δ(hν − Ea − Evib,m)
Pge ∼ |Mge|2 · |〈χe|χg〉|2︸ ︷︷ ︸

FC factor

· δ(hν − Ea − Evib,m). (3.17)

Since ~e · p̂ only affects |π〉 of the total wave function, Pge can be expressed in terms
of the transition matrix elements |Mge|, the Franck-Condon factor |〈χe|χg〉|2,
and a delta function which ensures the energy conservation during the whole
process.

In the Chapters 5.2 and 5.3, organic thin films in a temperature range between
180–240 K are investigated. The correspondent thermal energy kT is in the or-
der of 15–20 meV and, thus, much smaller than hν∼100 meV. Therefore, it can
be assumed that the molecules are initially in their vibronic ground state and,
for harmonic oscillator potential energy curves, small displacements, and with-
out second-order coupling terms, the Franck-Condon factors follow a Poisson
distribution [120]:

Iabs ∼ exp
∆EF C

Evib

∞∑
n=0

(
(∆EFC/Evib,m)n

n!

)
δ(hν − Ea − Evib,m), (3.18)
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where ∆EFC is the energy difference between the adiabatic energy, Ea, and
the energy of the vertical transition, Ev. For 5 ≤ ∆EF C

Evib
, the distribution of

Franck-Condon factors passes into a Gaussian distribution [120].
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4

Novel method: soft X-ray energy-dispersive

NEXAFS

X-ray absorption spectroscopy (XAS) is a well-established technique for investi-
gations of the electronic and geometric structure of molecular thin films [17–19,
121, 122]. In the soft X-ray regime, the XAS spectrum is usually measured by
stepping the photon energy with a monochromator and monitoring a secondary
process which is proportional to the X-ray absorption cross-section [104]. In the
following, I will concentrate on the exclusive detection of KLL-Auger electrons
with a kinetic energy of about 250 eV. Auger electron yield (AEY) XAS is a very
surface-sensitive method with a probing depth of about 1 nm, due to the short
mean free path of such electrons [106].

At high resolution, an XAS measurement of an organic sample at the C K -edge
and in the photon energy range between 280 eV and 320 eV can take up to 45 min.
Even a scan over a range of a few eV can take a some minutes. For studies of
organic film growth and post-growth, the measurement time of the traditional
XAS setup might be too long [12–16]. Especially investigations of the transition
from a disordered to an ordered arrangement requires a faster measurement. In
the Chapters 5.2 and 5.3, I will present experimental data of short-lived transient
phases during post-growth which I could not investigate with the traditional XAS
setup.

One way to accelerate the measurement while maintaining high-resolution capa-
bilities has proven to be very successful. In this measurement method, the sample
is illuminated with energy-dispersed light and the resulting signal is recorded si-
multaneously at different photon energies with an electron spectrometer with
spatial resolution capabilities. While energy-dispersive X-ray absorption spec-
troscopy is a well-established technique in the hard X-ray regime [123–127], the
setup for the soft X-ray regime is more challenging. The energy-dispersed hard
X-ray light is obtained using a bent crystal. In the soft X-ray regime, this is not
possible due to the limited penetration depth of soft X-ray light. Instead, the
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Chapter 4 Novel method: soft X-ray energy-dispersive NEXAFS

optical parameters of the mirrors and the grating are chosen in a suitable combi-
nation so that the dispersed light of the grating monochromator is projected and
focused onto the sample [128–131]. With an electron spectrometer with spatial
resolution a simultaneous detection of the emitted electrons at different photon
energies is possible.

Up to now, the soft X-ray energy-dispersive setup was mainly used for reso-
nant photoemission experiments on organic compounds and for investigations of
the molecule-substrate charge transfer dynamics [131, 132]. In this work, I will
demonstrate the capabilities of energy-dispersive NEXAFS for real-time stud-
ies on post-growth processes. Moreover, since the electronic and especially the
vibronic structure are simultaneously probed, the method is also sensitive to in-
termolecular interaction which might alter the vibronic and electronic structure
(see Chapter 2.1). From the combined and simultaneously obtained information
on the molecular spatial orientation, film morphology and electronic properties,
we could gain new insight into the complex interplay of post-growth and elec-
tronic structure.

In the following section, 4.1, I will describe the beamline and experimental setup
for time-dependent and temperature-controlled energy-dispersive NEXAFS mea-
surements in detail. Section 4.2 covers the data acquisition and evaluation em-
ployed for energy-dispersive NEXAFS. Especially the correction of the non-linear
behavior of the micro channel plate and the photon energy calibration will be
discussed. I will close this chapter in Section 4.3 with an investigation of the
radiation damage to NTCDA multilayer films during NEXAFS measurements in
the energy-dispersive setup.
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4.1 Beamline and experimental setup

Figure 4.1: Energy-dispersive beamline and end station UE52-PGM at the
BESSY II synchrotron light source of the Helmholtz-Zentrum Berlin. The
beamline was operated in the energy-dispersive mode in which the beam is
focused on the sample without an exit slit, thus leading to a spatial dispersion
of photon energies on the sample in vertical direction [131]. By using an elec-
tron spectrometer with spatial resolution (VG-SCIENTA R4000), NEXAFS
spectra can be recorded in a multi-channeling mode, with acquisition times
of less than one second being possible and an energy resolution better than
50 meV at the CK -edge. The illustration was taken from reference [131].

One of the first energy-dispersive soft X-ray absorption beamlines was constructed
at the bending-magnet station BL-7A at the Photon Factory in Japan [128–130].
Following this design, an energy-dispersive soft X-ray setup was constructed
at the end station UE52-PGM at BESSY II synchrotron light source of the
Helmholtz-Zentrum Berlin (Figure 4.1) [131]. The beamline is operated with colli-
mated light and is designed based on a plane-grating monochromator (PGM), for
which the fix-focus constant (cff) is independent of the photon energy [133]. The
value of the cff can be chosen freely within a wide range, leading to higher flexibil-
ity for changing the photon flux and energy resolution [134,135].
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The energy-dispersive NEXAFS measurements presented in this work were done
at BESSY II. The end station UE52-PGM can be operated in the traditional and
in the energy-dispersive setup. Through changing between two toroidal mirrors by
means of an external stepper motor drive, the focus point of the light beam can be
changed between the exit slit (traditional mode) and the sample position (energy-
dispersive mode). In the energy-dispersive mode, the exit slit is fully open and the
light beam is focused horizontally and vertically on the sample position (Fig. 4.1).
In this beamline configuration, the spot size is less than 50µm horizontally and
about 3 mm in the photon energy-dispersive vertical direction [131]. The photon
energy dispersion width is given by

hvdisp. = h

c · e0

 Mgrat

cos(arcsin( sin(α)
ccff

))− cos(α− 2 · arctan A
B

)
− 1
λ

 , (4.1)

where h is Planck’s constant, c the vacuum speed of light, e0 the elementary
charge, Mgrat the lines per mm of the grating, λ the wavelength of the in-
cident light, α the angle of reflection, ccff the constant fixed focus factor, A
the size of the MCP detector slice, B the distance between sample and grat-
ing.

BESSY II can be run in different operation modes, but always in the so-called
decay mode and with constantly dropping ring current between injections of
electrons into the storage ring.1 For the purpose of the NEXAFS experiments,
only the ring current, i.e. the photon flux, in the respective operation mode
has to be considered. By adjusting the cff value, energy-dispersive NEXAFS
measurements in the multi-bunch hybrid mode (maximum storage ring current of
300 mA) and low-alpha multi-bunch hybrid mode (maximum storage ring current
of 100 mA, 45 mA, and 15 mA) can be performed. The cff value were chosen to
achieve a sufficiently good signal-to-noise ratio while maintaining a sufficiently
low photon flux to avoid radiation damage. In general, the dispersive photon
energy width and spatial resolution of the dispersed light also depend on the cff

value. For cff values larger than 7 and a photon energy below 300 eV, the width of
the dispersive photon energy window and the spatial resolution of the dispersed
light is nearly constant, i.e. ∆hν= 1.5 eV. For experiments in the so-called multi-
bunch hybrid mode, I chose cff values between 15-70 and in the so-called low-alpha
multi-bunch hybrid mode, I conducted the experiments at cff values between 7-15.
At these cff values, I obtained the NEXAFS spectra at a resolution of about
50 meV and at a sample current below 10 nA at resonant excitation of an organic
film.

1Note, since August 2012 BESSY II is operated in the so-called top-up mode with short refills
of the ring every minute.
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4.2 Data acquisition and normalisation

The X-ray absorption spectra in the energy-dispersive setup were obtained by
measuring the emitted Auger electron yield (AEY) with an electron analyzer,
after excitation of a core electron into an unpopulated orbital. For organic com-
pounds, I monitored the signal from the C KLL-Auger electrons in the kinetic
energy range between 252 eV and 267 eV. The VG-SCIENTA R4000 electron
analyzer was operated in the spatial imaging mode (input lens with x10 magni-
fication). Also, I used the so-called fixed mode with an energy window of about
15 eV for parallel data acquisition. In the vertical direction, the dispersed light
is detected with spatial resolution and in the horizontal direction the kinetic en-
ergy of the emitted Auger electrons is detected within an energy range of about
15 eV.

With these settings, the chosen cff values, and at photon energies below 300 eV,
it was possible to obtain X-ray absorption spectra of 1.5 eV photon energy width
at a resolution of 50 meV within seconds.

For temperature-controlled experiments, the thermocouple was mounted on the
sample holder close to the silver crystal to facilitate accurate temperature mea-
surements. Measurements were obtained in a temperature range between 93 K
and 320 K. The sample was cooled with liquid nitrogen and heated, if neces-
sary, with a filament mounted onto the reverse side of the crystal. To ensure a
constant temperature during the experiments, the temperature was controlled
by a proportional-integral-differential (PID) controller. At a filament current
below 4 A, no artifacts, e.g. energy shifts or distortion of peaks, caused by
heating the sample were observed. All temperature-controlled experiments in
this work were performed with this setup and at less than 4 A filament cur-
rent.

4.2 Data acquisition and normalisation

A quantitative analysis of a raw data set requires a specific evaluation proce-
dure which differs in some details from the generally applied intensity normal-
ization and energy calibration procedures used for traditional NEXAFS. Most
importantly, the data have to be corrected for the micro-channel plate’s (MCP’s)
spatially inhomogeneous response and non-linear gain, which will both directly
influence signal intensities and line shape. These issues are well-known from
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Figure 4.2: Raw data set of a typical time-dependent energy-dispersive NEXAFS
experiment. The closely-spaced 2D colour plots represent the micro-channel
plate images of the CKLL-Auger electron spectra in the range from
252–267 eV kinetic energy and from 284.75–286.3 eV photon energy. Each im-
age is taken within 6 sec. The total measurement time is typically about 40 min.
To extract the NEXAFS spectrum, the measurements were integrated along
the kinetic energy axis to obtain the 2D colour plot on the left hand side.
Yellow refers to high, blue to low intensity.

angle-resolved photoelectron spectroscopy experiments utilizing the same detec-
tors [136,137].

In Fig. 4.3, the non-linear response of the MCP can clearly be recognized by the
different peak shapes and peak-to-background intensity ratio of the
Ag MNN -Auger electron spectra (black traces) which were obtained at different
photon fluxes and were scaled with the sample current. For a better demonstra-
tion of the non-linear effect, I integrated along the vertical i.e. spatial direction
of the MCP. To determine correction factors, I measured the Ag MNN -Auger
electron spectra with different photon fluxes in the analyzer’s fixed mode and
normalized the data to the sample current. Subsequently, a routine was set up,
which corrects each MCP pixel so that the Ag MNN -Auger spectra match the
respective data measured with a channeltron (CT) detector. The response of
this CT detector was linear in the investigated range of different photon fluxes.
All time-dependent NEXAFS data were also corrected for the constantly de-
creasing ring current. In Fig. 4.3, the spectra of the Ag MNN -Auger electrons
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Figure 4.3: Photoelectron spectra of AgMNN -Auger electrons before (black
traces) and after (red traces) correction of the MCP non-linear response func-
tion. The correction procedure is described in the text. The measurements
before correction where obtained at different photon fluxes and scaled with
the sample current. The spectra were normalized to 350 eV kinetic energy.

before (black traces) and after (red traces) correction are shown. The uniform
peak shape and peak-to-background intensity for each spectrum after applying
the correction routine accounts for the successful compensation of the non-linear
response.

Also the photon energy calibration requires particular attention in dispersive
NEXAFS. Usually, NEXAFS spectra are energy-calibrated by determining the
monochromator offset before or after the respective experimental run by mea-
suring the well-known absorption lines of, e.g. gaseous samples such as N2 or
CO2 [138–140], or using an electron analyzer and measuring a well-known pho-
toemission lines of the substrate [141].

In the spatial mode of the electron analyzer, the raw data is obtained in kinetic
energy (in eV) vs. spatial position (in mm). Since in the energy-dispersive setup
the monochromator and undulator are not moving as long as the photon energy
window is not changed, the relative accuracy of the photon energies measured in
one experimental run is very good, as shown in Chapter 5.2, for instance, rela-
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Figure 4.4: X-ray absorption spectra of a NTCDA multilayer film (9 ML) pre-
pared at 95 K and measured with p-polarized light and grazing incidence (70◦)
in the traditional setup (black trace) and photon energy-dispersive setup (red
trace). The spectra were normalized to the peak maxima.

tive peak shifts of less than 10 meV can be resolved. For the calibration of the
absolute photon energy values, I recorded a NTCDA/Ag(111) sample prepared
at 95 K in the traditional energy-scanning mode with the photoemission signal
of the Fermi edge set to the value taken from reference [141].This spectrum,
which is displayed in Fig.4.4 (black trace), was then used for the calibration of
the energy scale of dispersive NEXAFS experiments on NTCDA samples (see
Fig. 4.4 ). All depicted time-dependent X-ray absorption spectra were also cor-
rected for the constantly dropping ring current. It should also be noted that
over the measurement time of a typical experiment (about 40 min), no recogniz-
able shifts of the photon energy shift resulting from beam line instabilities were
observed.
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4.3 Investigation of radiation damage to NTCDA multi-
layer film

Figure 4.5: a) C K -NEXAFS spectrum of a NTCDA multilayer film on Ag(111)
prepared at 95 K, recorded in the traditional NEXAFS setup with p-
polarisation of the incident beam. The shaded region indicates the energy win-
dow recorded in the energy-dispersive mode. b) Close-up of the π∗-resonances
recorded in the energy-dispersive setup with p-polarisation and at a constant
temperature of 95 K. Yellow refers to high intensity and blue to low inten-
sity. Note that the intensities of the recorded resonances are constant for over
40 min. and the spectral shape is not changing. The white line indicates the
position on the temporal axis of the spectrum displayed in c). c) Spectrum
extracted from the data displayed in b) at t = 20 min.

Organic compounds are very sensitive to radiation damage in spectroscopic ex-
periments [142–146]. Chemical bonds between the atoms of a molecule can break,
resulting in a change in the molecular structure and the optical and electronic
properties. Especially after measurements with X-ray light and exposure to a
high photon flux from a synchrotron light source, the degradation of the organic
sample has to be carefully examined.

In energy-dispersive X-ray absorption measurements it is of crucial importance to
look for signs of radiation damage since in this mode the exit slit is fully opened
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and the X-ray light is focused onto the sample. This can result in very high
photon flux and sample current. Also, the measurements were obtained from the
same spot on the sample for about 30-45 min. To exclude significant radiation
damage during energy-dispersive X-ray absorption experiments on condensed
NTCDA multilayer films, I compared the spectral shape of the obtained spectra
with that of NEXAFS spectra recorded in the traditional setup in the photon
energy scanning mode. In addition, the intensity evolution between 285–286.3 eV
of the NEXAFS spectra was analyzed for a typical measurement time of about
40 min. For a detailed discussion of the spectral shape and the involved electronic
transitions, see Chapters 5.2 and 5.3.

The measurements in the traditional NEXAFS setup were performed by stepping
the photon energy with a monochromator and monitoring the emission of Auger
electrons at the C K -edge with p-polarized light at grazing incidence (70◦ with
respect to the sample surface normal). In the photon energy-dispersive mode, the
experiments were performed at a cff value of 16 and at a photon energy-dispersive
width of 1.5 eV. With the electron analyzer, the carbon KLL-Auger electrons in
the range of 250–270 eV were recorded. I concentrated on the NEXAFS signal
between 285 eV and 286.2 eV measured with p-polarized light and at grazing
incidence of the beam. For the 9 ML-thick NTCDA multilayer films, NTCDA was
evaporated in UHV from a Knudsen cell evaporator onto a Ag(111) single crystal
at a substrate temperature of 95 K. During the experiment, the temperature was
kept constant at 95 K.

Fig. 4.5 a) shows a typical X-ray absorption spectrum of a NTCDA multilayer
(9 ML) film on Ag(111) prepared at 95 K which was measured with the traditional
setup. The spectrum corresponds well with those reported in the literature [19,
147]. In Fig. 4.5 b), I present a 2D colour plot of the time-dependent NEXAFS
measurement in the energy-dispersive mode (yellow refers to high intensity, blue
to low intensity). The investigated photon energy region is highlighted by the
shaded region in a). The intensity evolution of this signal is nearly constant
for 44 min and the spectral shape is not changing. To compare the spectral
shape of the recorded NEXAFS resonances with those found in the literature, I
integrated for 30 sec at t=20 min in spectrum 4.5 b). The spectrum obtained
by this integration is shown in c). Also the spectral shapes of the NEXAFS
resonances correspond well to the measurement obtained with the traditional
setup as shown in a) and to those in the literature [19, 147]. In addition, I also
investigated the photoemission line of the C 1s core level (not shown here). No
change of the spectral shape of the core level signal before and after the NEXAFS
measurements was found.
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Radiation damage to organic compounds in X-ray absorption experiments is
accompanied by a significant drop in intensity and alteration of the spectral
shape due to degradation, e.g. bond scission, double-bond formation, and cross-
linking, of organic compounds [143, 144, 148, 149]. I will show in Chapters 5.2
and 5.3, that average molecular orientation with respect to the substrate surface
and film morphology is not changing at a constant substrate temperature of 95 K
and, thus, does not contribute to the NEXAFS intensity evolution. Therefore, any
change in NEXAFS intensity can solely be attributed to radiation damage to the
organic film. Since the NEXAFS intensity is nearly constant for over 40 min
and the spectral shape corresponds well to the literature spectra, I conclude
that there is no significant radiation damage to NTCDA multilayer films in the
NEXAFS experiments in the energy-dispersive mode and at the chosen beamline
and experimental settings.
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Results

In Chapter 5.1, I will summarize some of the well-known properties of 1,4,5,8-
naphthalene tetracarboxylic acid dianhydride crystals and multilayer films. In
Chapter 5.2, I present the results of the core hole-electron correlation study in
coherently coupled molecules by energy-dispersive near-edge X-ray absorption
fine-structure spectroscopy. In a transient phase which exists during the transi-
tion between two bulk arrangements, NTCDA multilayer films exhibit peculiar
changes in the line shape and energy position of the X-ray absorption signal at the
C K -edge with respect to the bulk and gas-phase spectra. I interpret the observed
spectroscopic results with the help of the coupling concepts for intermolecular
interaction outlined in Chapter 2. Thereby, their validity in the context of X-ray
excitations will be tested. By applying these models, I estimate the energy trans-
fer rate and quantify the coherence length of the delocalized core exciton. Parts
of this chapter are accepted for publication in the Physical Review Letters [83].

In Section 5.3, I treat the structure formation of NTCDA multilayer films on
Ag(111) surfaces studied by time-dependent energy-dispersive near-edge X-ray
absorption fine-structure spectroscopy (NEXAFS) and time-dependent photo-
electron spectroscopy. The time resolution in the range of seconds of the novel
method allows to identify several sub-processes which occur during the post-
growth three-dimensional structural ordering and measure their relevant time
scales. By applying the Kolmogorov-Johnson-Mehl-Avrami model which I in-
troduced in Chapter 2.2.2, the activation energies of the temperature-driven sub-
processes can be derived from the time evolution of the NEXAFS signal. Parts of
this chapter are submitted to New Journal of Physics.
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5.1 Material system

Figure 5.1: a) Structural formula of NTCDA. b) Crystal structure model deduced
from X-ray diffraction studies. Figure taken from [150].

In this work, I investigate thin films of the aromatic molecule 1,4,5,8-naphthalene
tetracarboxylic acid dianhydride (NTCDA). The chemical structure is shown in
Fig. 5.1 a). The planar dye molecule belongs to the D2h symmetry group and has
a mass of 268 amu.

The crystal structure of NTCDA was determined with X-ray diffraction stud-
ies before [151] and is illustrated in Fig. 5.1 b) [150]. According to Born et al.,
the monoclinic crystals belong to the space group P2/n with two molecules in a

unit cell and the basis vectors |~a|= 7.867 Å, |~b|= 5.305 Å, |~c|= 12.574 Å. The an-

gle between the ~a- and ~c-vectors is β= 72.73◦. The molecules stack in ~b-direction,
with an interplanar distance of 3.52 Å and an angle of 47.9◦ between the stacking
direction ~b and the normal of the molecular plane.
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5.1 Material system

For condensed NTCDA multilayer films on weakly interacting substrates, e.g.
MoS2, a bulk-like phase was observed [152]. On the also weakly interacting HOPG
surface, a bulk-like phase as well as close-packed and face-to-face arrangements
of NTCDA molecules were reported, as shown in Fig. 5.2 [152,153]. Based on the
STM measurements in a), Miyamoto et al. [153] suggested a face-to-face arrange-
ment as illustrated in b), with one NTCDA molecule per unit cell.

Figure 5.2: a) STM image of NTCDA on HOPG. The unit cell and the corre-
sponding vectors are indicated in the image. b) Suggested structure model.
Figure taken from [153].

For condensed NTCDA multilayer films on Ag(111) at least three different film
structures were observed [147,154,155]. As discussed before, at substrate temper-
atures below 100 K, the molecules are preferentially lying flat on the substrate
and no long range order is observed [147]. By annealing such a film at T>150 K,
the molecules change their orientation and film structure. For NTCDA multilayer
films prepared at room temperature, two film structure models were suggested,
as presented in Fig. 5.4 [154]. Both models are compatible with the LEED pat-
tern in Fig. 5.3 [154,156] and are based on the known crystal structure [151].

In model A, the molecules are nearly perpendicularly orientated to the substrate
surface, i.e. a tilt angle of 82◦ was derived [147] and is indicated on the left-hand
side of Fig. 5.4. Due to the six-fold symmetry of the topmost substrate layer,
the superstructures of model A have 3 or 6 rotational and mirror domains, re-
spectively. In Model B (Fig. 5.4), also two super-matrices are proposed but the
molecules are tilted about 45◦ with respect to the substrate surface [109]. Solely
from LEED-measurements we cannot distinguish between the two structures.
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Chapter 5 Results

Figure 5.3: SPA-LEED diffraction pattern at 23 eV beam energy of a 30 ML
NTCDA film on Ag(111). Two incommensurate superstructures (shown here
for model A) are able to simulate the pattern. The unit cells (green and orange)
are identical but rotated by 20◦ [150].

58



5.1 Material system

Figure 5.4: Two different crystal structure models, A and B, for NTCDA multi-
layer films. The upper part shows a top view and the lower part a side view
onto the suggested real space suggestion with the derived super-matrices. The
illustration was taken from [154].

With high-performance spectro-microscope (SMART) measurements of NTCDA
multilayer films, both real-space models were found [156]. In addition, photoe-
mission measurements [109], Hg-photoelectron emission microscopy [156], and
low-energy electron microscopy [156] also suggest that the first monolayer of a
multilayer film is lying flat on the substrate surface.
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5.2 Core hole-electron correlation and intermolecular cou-
pling in NTCDA multilayer films

X-ray absorption measurements at high-resolution beam lines of third-generation
synchrotron sources are a powerful tool for the investigation of the electronic
and vibronic structure of molecules [17–19]. From an analysis of high-resolution
data one can gain insight into the complex response of the electronic system
and the molecular frame to the electronic excitation. Upon excitation of a core
electron into an unoccupied molecular orbital, a particularly strong reaction of
the electronic system in the vicinity of the core excitation occurs. The resulting
combination of core hole and electron is often referred to as core exciton. This
core hole-electron correlation has to be included for a correct description of the
experimental data. However, the nature of core excitons is vague in molecular
materials since experimental information, e.g. on the spatial expansion, is usually
difficult to extract from X-ray absorption data due to various other interfering ef-
fects [157,158]. Thus, it is not clear whether the excitation is mainly localized on
one molecule, or on a subunit of a molecule, or if it extends over several molecules.

In this chapter, I demonstrate the importance of the core hole-electron corre-
lation in near-edge X-ray absorption fine-structure (NEXAFS) data of organic
molecules. Using the organic dye 1,4,5,8-naphthalene tetracarboxylic acid dian-
hydride (NTCDA) as an example, I show that under certain circumstances the
molecules exhibit an extraordinarily strong intermolecular coupling which leads
to a redshift of electronic transitions and a substantial narrowing of the vibronic
progressions in the NEXAFS spectra with respect to the gas phase. The respec-
tive experimental data can be explained by a coupling of the transition dipoles
to the neighboring molecules, thus resulting in a significant intermolecular de-
localisation of the core hole-electron pair. While this effect is well established
for optical excitations [159], the calculated transition dipoles in core excitations
are substantially smaller and, thus, a more local character of the excitation may
generally be expected.

The delocalisation of the core exciton upon absorption of an X-ray photon implies
not only the transfer of the excited electron but also of the core hole. While for
diatomic molecules such as N2 and O2 experimental evidence for the non-local
character of the core hole exists [160–162], I present the first example for the
delocalization of a core hole in condensates of large molecules such as aromatic
dyes.

60



5.2.1 Sample preparation and experimental setup

For the model system NTCDA (see molecular structure in Fig. 5.5 b) on a Ag(111)
surface, different structural phases exist for multilayer films (see Chapter 5.1)
[19, 147, 163]. Growth at substrate temperatures below 100 K results in morpho-
logically smooth films with molecules preferentially lying flat on the substrate and
showing no long range order [147]. Heating the samples to temperatures above
150 K leads to an increasing crystallinity of the films and changes the molecular
orientation towards a configuration perpendicular to the substrate. During this
transition, a transient phase occurs which exists only for about 10 minutes and
shows the characteristic changes in the signature of the NEXAFS spectra which
are of particular interest in this work. Thus, the fast acquisition of X-ray ab-
sorption data is crucial. Therefore, the experiments were performed at beamline
UE52-PGM of BESSY II in Berlin.

The beamline was operated in the energy-dispersive mode in which the beam
is focused on the sample without an exit slit, thus leading to a spatial dispersion
of photon energies on the sample in vertical direction [131]. By use of an electron
spectrometer with spatial resolution (VG-SCIENTA R4000), NEXAFS spectra
can be recorded in a multi-channel mode with a feasible acquisition time of less
than one second and an energy resolution better than 50 meV at the C K -edge.
For a detailed discussion of the energy-dispersive mode, see Chapter 4.

5.2.2 Experimental results

Results in traditional NEXAFS setup

Fig. 5.5 a) shows the C K -NEXAFS spectra of a NTCDA film four monolayers
(4 ML) thick which was prepared and measured at a substrate temperature of
95 K. The absorption signal of the π∗-resonances shows in the range between
282 eV and 290 eV a characteristic dependence on the polarization of the inci-
dent light which allows determining the average molecular orientation with re-
spect to the substrate surface [104]. The strong dichroism in Fig. 5.5 a) indicates
a preferential flat-lying orientation of the NTCDA molecules in the film, con-
sistent with previous investigations [19,147]. Fig. 5.5 b) shows the π∗-resonances
of the p-polarized spectrum on an expanded energy scale. According to the re-
sults of the Hartree-Fock calculations [164], plotted on the bottom of Fig. 5.5 b),
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Figure 5.5: a) CK -NEXAFS spectra of a NTCDA multilayer film as prepared at
95 K, recorded with s- (black line) and p- (grey line) polarization of the inci-
dent beam. b) Close-up of the π∗-resonances (denoted by A, B and C) recorded
with p-polarisation compared to the result of a Hartree-Fock calculation with
the GSCF3 code [164]. The theoretical energy scale was shifted and scaled
to fit the experimental data. The calculated electronic transitions are labeled
with the respective carbon 1s-sites C1 to C4 (see inserted molecular structure)
and final-state orbitals π∗, 2π∗ and 3π∗. The shaded region indicates the en-
ergy window recorded in the energy-dispersive mode. The resulting spectrum
is displayed in panel c).
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the spectrum can be explained by the superposition of several electronic tran-
sitions from the four symmetry-inequivalent carbon 1s sites C1 to C4 (see in-
sert in Fig. 5.5 b)) to the final-state orbitals 1π∗, 2π∗ and 3π∗. In addition, the
electronic transitions show a characteristic coupling to vibrations, leading to
the rich fine-structure of the three main signals, denoted by A, B and C in
Fig. 5.5 b) [19].

Time-dependent energy-dispersive NEXAFS

While the spectra in Fig. 5.5 a) and b) were recorded by scanning the photon
energy in the normal beamline mode with an acquisition time of about 30 min
per spectrum, Fig. 5.5 c) shows an energy-dispersive NEXAFS experiment in the
energy regime of feature B (shaded region in Fig. 5.5 b)). The integration time
was 30 sec and the data is in very good agreement with feature B of Fig. 5.5 b).
The fine structure is well resolved, and according to the calculations in Fig. 5.5 b),
the signal in the photon energy range between 285.1 and 286.0 eV corresponds to
the two electronic transitions C4 1s–2π∗ and C3 1s–2π∗ which can be assigned to
carbon atoms located in the naphthalene core (see Fig. 5.5 b)). As demonstrated
in Ref. [19], these electronic transitions lead to the excitation of vibrations of the
aromatic core with vibrational energies of around 90 meV.

The colour plot in Fig. 5.6 a) shows the time evolution of feature B during an
energy-dispersive NEXAFS experiment. The sample with a thickness of about
4 ML was prepared at 95 K and then quickly (in about 1 min) heated to 220 K in
order to induce the transition from flat-lying to upright-standing molecules. t = 0
refers to the time when a constant sample temperature of 220 K was reached. In
the bottom of Fig. 5.6 a), i.e. directly after preparation at 95 K, the spectra re-
semble the typical absorption signal of films prepared at low temperature (see
Fig. 5.5 c)). This becomes obvious in Fig. 5.6 b), which displays spectra derived
after integration of the intensity map in Fig. 5.6 a) over intervals of 3 min at the
times indicated by the horizontal dashed lines. Shortly after a substrate tem-
perature of 220 K is reached, the line shape of feature B is significantly altered.
Starting at t = 2 min, the intensities of the absorption peaks at 285.4 eV and
285.7 eV increase while it decreases between those peaks. In addition, the line
width of the most prominent signals decreases, which can be observed best in the
spectrum in Fig. 5.6 b) extracted after 8 min at 220 K. Moreover, an energy shift
of the main spectral components towards lower energy occurs which is indicated
by the slanted dashed lines in Fig. 5.6 a). The energy shift amounts to about
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Figure 5.6: a): 2D colour map of the energy-dispersive NEXAFS spectra of fea-
ture B, recorded with s-polarized light and plotted against time. Yellow refers
to high, blue to low intensity. The 4 ML thick film was prepared at 95 K and
heated to 220 K within 1 min. t = 0 refers to the time at which a constant sam-
ple temperature of 220 K was reached. The slanted dashed lines are guidelines
for the eye to illustrate the energy shift of the main components. b) NEXAFS
spectra of feature B derived by integration of the intensity map in Fig. a) over
3 min at the times indicated by the horizontal dashed lines (black dots: original
data; solid line: 3-point average).

∼80 meV after 35 min. While the overall intensity increases until t ≈ 12 min, the
absorption signal decreases constantly after the sample is kept at 220 K for more
than 12 min.
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5.2.3 Interpretation and discussion

This variation in general intensity can be explained by the change in orientation
angle of the NTCDA molecules from flat lying to a more upright orientation with
respect to the substrate surface, which occurs after the sample temperature is
increased to 220 K [147]. This leads to an immediate intensity increase in the
C K -NEAXFS data recorded with s-polarisation [104]. However, this increase
in intensity is counteracted by a change in film morphology since the increased
sample temperature also leads to a roughening of the initially smooth film and
to formation of 3D islands. Due to the limited probing depth of about 1 nm [106]
of the Auger electrons mainly contributing to the NEXAFS signal in the electron
yield mode, this second process leads to an overall reduction of the absorption
signal. Moreover, the morphology change includes material transport and occurs
on a longer time scale than the change in orientation angle, thus accounting for
the observed delayed intensity decrease [83].

In the following, I will concentrate on the particular changes in the C K -NEXAFS
spectral signature of the NTCDA which occur during the transition. Fig. 5.11
compares the NEXAFS spectra of feature B for four different NTCDA samples.
At the bottom, gas phase data is displayed which is representative for the iso-
lated molecules [165]. Film growth at low sample temperature (T = 95 K) results
in a disordered phase with preferentially flat-lying molecules [19], while annealing
to temperatures above 150 K results in the ordered phase with a more upright
molecular orientation [19]. The data of the transient phase during the transition
is plotted at the top.

The line shape in the spectrum of the disordered phase resembles that of the
gas phase while the entire spectrum is redshifted by about 100 meV upon con-
densation. The ordering of the NTCDA molecules upon annealing leads to a
slight decrease of the line width and to a more pronounced shoulder on the low-
energy side of feature B. This trend continues for the transient phase. The most
intense peak at 285.7 eV is now very narrow and the low-energy shoulder has
developed into a clearly distinguishable peak at 285.4 eV. Moreover, additional
peaks can be resolved at 285.5 eV and 285.6 eV as well as 285.8 eV. The energetic
separation of these signals from the prominent peaks at 285.4 eV and 285.7 eV
corresponds well to the vibronic energy of the NTCDA modes coupled to the
C4 1s–2π∗ and C3 1s–2π∗ transitions, respectively [19].

Therefore, I straightforwardly interpret the spectrum of feature B of the tran-
sient phase as arising from the prominent adiabatic transitions C4 1s–2π∗ at
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285.4 eV and C3 1s–2π∗ at 285.7 eV with adjacent vibronic states. The main dif-
ference to the other condensed and gas phase spectra lies in reduced line widths
of the signals involved and in a change in the vibronic envelope associated with
an intensity shift towards the adiabatic transition (0–0) in the transient phase.

Dipole-dipole interaction

An explanation for this observation can be given on the basis of the coupling of
the transition and charge transfer dipole moments of adjacent molecules which
was introduced in Chapter 2. The coupling strength strongly depends on the
arrangement of the molecules and on the symmetry of the respective transition
moments. In the dipole approximation the coupling strength Vnm between mole-
cules n and m can be described by

Vnm = |~µn| |~µm| ·
(
~n~µn~n~µm

R3
nm

− 3(~n~µn~rnm)(~n~µm~rnm)
R5
nm

)
, (5.1)

where ~µn and ~µm are the transition dipole moments of molecule n and m, re-
spectively, which are separated by ~r. For a C 1s–2π∗ transition with a dipole
moment perpendicular to the molecular plane the coupling is thus largest for a
head-to-tail arrangement of the dipoles (commonly referred to as J-aggregates),
i.e. a configuration as sketched in Fig. 5.7 a).

The proposed dipole-dipole coupling mechanism is illustrated in Fig. 5.7 b). The
C 1s–2π∗ excitation of molecule A couples to the same transition of the neigh-
boring molecule B.

In Chapter 3, I introduced the oscillator strength in XAS as follows:

f ∼ |〈Ψf |~e · p̂|Ψi〉|2 = |Mif |2, (5.2)

with the transition matrix elements Mif and the initial and final states Ψi and
Ψf , respectively. The oscillator strength is related to the X-ray absorption cross
section

σx(E) = C
df

dE
, (5.3)

with C = 2π2e2

~ = 1.1 · 102 Mb eV.
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Figure 5.7: a) Illustration of the coupling of NTCDA molecules in the transient
phase. The transition dipole moments are oriented perpendicular to the molec-
ular plane. b) Schematic energy level diagram of adjacent NTCDA molecules
after resonant core excitation. Proposed coupling mechanism: resonant cou-
pling of the core-to-valence transition for two (or more) molecules. See text
for details.

Liu et al. calculated the oscillator strengths of the absolute transition dipole
moments for core-to-valence excitations of NTCDA with the FCA/cc-pVTZ and
FCA/cc-pVDZ level of theory [166]. His results for core-valence transitions rel-
evant in this chapter are summarized in Table 5.1. For a reasonable fit, the
calculated data have to be shifted to fit the NEXAFS spectra. Liu assigns the
highest oscillator strength to the central carbon atom and the C4 1s–2π∗ transi-
tion. In the spectrum 5.5 c), this core-valence transition is clearly smaller than the
C3 1s–2π∗ transition. These differences indicate that a quantitative calculation
of the transition dipole moment oscillator strength is challenging. Nevertheless,
the calculations are useful for a qualitative estimation of the dipole-dipole cou-
pling strength in X-ray absorption in contrast to optical excitation.

The theoretical models presented in Chapter 2 were predominantly applied to
optically excited systems. The optical transition dipole moments of valence-to-
valence excitations, e.g. 1π–1π∗, are according to Liu’s calculations in the or-
der of 3 a.u. and, thus, nearly 40 times larger than core-excitation dipole mo-
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Table 5.1: Absolute transition dipole moments |µ|, excitation energies ∆E,
and oscillator strengths f of NTCDA core excitations calculated at the
FCA/cc-pVTZ (in parenthesis: FCA/cc-pVDZ) level of theory [166]. For the
labeling of the different carbon atoms, see Fig. 5.5 b).

excitation |µ| (atomic units) f (atomic units) ∆E (eV)

C2 1s–2π∗ 0.0251(0.0248) 0.0044(0.0044) 288.6115(290.4266)
C3 1s–2π∗ 0.0453(0.0436) 0.0145(0.0135) 288.1910(290.0549)
C4 1s–2π∗ 0.0760(0.0739) 0.0407(0.0387) 287.8124(289.5649)

ments [56,77]. From equation 5.1 follows that the coupling strength Vnm is propor-
tional to the product of the transition dipole moments

Vnm ∝ |~µn| |~µm| . (5.4)

Therefore, the coupling of the core-excitation transition dipole moments is about
1600 times smaller than that of the valence-to-valence excitations of optically
excited molecules.

From the energy shift of 80 meV of the adiabatic transitions (0–0) in Fig. 5.6,
I can evaluate the transition dipole moments |~µ| with the help of equation 5.1.
For coplanarly arranged dipoles as sketched in Fig. 5.7, this equation can be
reduced to equation 2.11 which can be rewritten as:

|~µn| |~µm| =
(
Vnm ·R3

nm

1− 3 cos2 θ

)
. (5.5)

If I assume that all transition dipole moments are of the same magnitude, the
molecular planes are 3 Å apart, and θ= 0, the calculated transition dipole mo-
ments are |~µ|= 0.37 a.u. and, thus, fall in between the core-valence and optical
dipole moments of 0.045 a.u. and 3 a.u., respectively, calculated by Liu.

The discrepancy between the results and the calculated transition dipole mo-
ments might question the dipole-dipole approach, i.e. the dipole approximation
which is usually applied for core-valence excitations. For very dense molecular
packings where the intermolecular distance of around 3 Å is much smaller than
the size of the NTCDA molecule (∼9 Å along the long axis), the dipole approx-
imation might reach its limitations. Scholes et al. [34] investigated the contri-
bution of higher orders of interaction beyond the dipole approximation for aro-
matic molecules. They conclude that higher order terms, i.e. dipole-octopole and
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octopole-octopole, may be important at short distances. They also showed that
the orientation dependency of those terms is similar to that of the dipole-dipole
interaction.
In addition to higher order effects, also the wave function overlap of neighbor-
ing dye molecules can make an additional contribution on which I will focus
next.

Wave function overlap

Figure 5.8: NTCDA dimer orbitals calculated at the UB3LYP/6-31G(d,p) level
of theory. The centers of the molecules are 3.4 Å apart. The cutoff isodensity
values are the same for all orbitals. See text for more details.

For closely packed π-conjugated molecules in a face-to-face arrangement, neigh-
boring dyes can have a considerable overlap of the frontier-orbital wave func-
tions [7,57–59]. This leads to increased intermolecular charge transfer (CT) tran-
sition dipole moments [66, 67]. This so-called short-range component of the cou-
pling becomes already significant at relatively long distances, e.g. for naphthalene
dimers at a separation of about 6 Å [34], and can thus be expected to be substan-
tial in the present case where the intermolecular distance between the NTCDA
molecules is only around 3 Å.

In Fig. 5.8, I present the molecular orbitals 1π, 1π∗ and 2π∗ of a NTCDA dimer.
The dimers were composed of two NTCDA molecules with an optimized molec-
ular geometry for a single molecule. The molecular planes are 3.4 Å apart. The
orbitals were calculated for the ground state at the UB3LYP/6-31G(d,p) level
of theory and are all depicted at the same isodensity cutoff value. The effects of
the core hole on the final state are therefore not included. Nevertheless, I can
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make some quantitative statements about how the orbital shape is affected by
adjacent dye molecules in a face-to-face arrangement. In the top view, the or-
bitals correspond well to a single NTCDA dye molecule [167]. In the side view,
the 1π and 1π∗ orbitals still resemble the orbitals of an isolated NTCDA mole-
cule whereas the 2π∗ orbital differs from the monomer orbital. Due to the close-
packed and face-to-face arrangement the 2π∗ orbitals overlap which results in a
high electron density between the two molecules. This additional electron den-
sity can explain an additional CT transition dipole moment. In Chapter 2.1.3,
I presented Mulliken’s approximation for the CT transition dipole moment as
follows:

~µnm = −e
∫
d3r ~r × ρn,m(~r) ≈ −e~Rn,m

∫
d3rρn,m(~r), (5.6)

where ~Rn,m is the average position of the transition electron density ρn,m. The
location of the CT electron density is determined by the overlap of the initial-
state 1s and the final-state 2π∗ orbitals. The direction of the CT transition
moment points from the initial state towards the CT density. For closely packed
NTCDA molecules, as illustrated in Fig. 5.7 a), the CT transition moment is
aligned perpendicular to the molecular plane and along the electric field vector
of s-polarized light at grazing incidence.

Coherent exciton scattering approximation

The changes in the vibrational envelope observed in the NEXAFS data can be ex-
plained in the framework of the coherent exciton scattering (CES) approximation
[21,47,48,50]. In Section 2.1.2, I derived the following expression:

〈G〉 = 〈g〉+ 〈g〉V 〈G〉 , (5.7)

where 〈g〉 is the mean of the single-molecule Green’s function in its vibronic
and electronic ground state and 〈G〉 is the Green’s function for interacting mol-
ecules. This one-particle Green’s function approach obeys Dyson’s equation and
describes the excitation of coherently delocalized quasi-particles. In other words,
this means that the hole-electron pair propagates to the adjacent molecule rapidly
compared to the molecular vibration frequencies. Therefore, the originally excited
molecule remains preferentially in its vibrational ground state. As a result the
intensity is shifted towards the adiabatic transition within the vibrational enve-
lope observed in the experiment.
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Figure 5.9: Potential energy surfaces in the CES approximation. The lower en-
ergy surface is given by a Morse potential and the upper potential by a linear
function [168]. See text for more details.

In Fig. 5.9, I present a diagram of the potential energy surfaces in the CES ap-
proximation. The ground state potential curve is a simple harmonic potential. In
the CES approximation, the upper state can be represented by a linear poten-
tial −aQ with the slope a and the normal coordinates Q [168]. Due to different
boundary conditions of the upper linear potential no higher vibrations in the ex-
cited state are possible. Therefore, the absorption spectrum consists of a single
absorption peak.

This is illustrated by Fig. 5.10, which shows the results of CES calculations of
the vibronic progressions of a single molecule and of coupled molecules in the
configuration sketched in Fig. 5.7 a) [169]. I modeled the Franck-Condon factors
|fα|2 of the ground vibrational states ν according to

|f ν |2 = λν

ν! exp (−λ) (5.8)
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Figure 5.10: Results of coherent exciton scattering calculations: The adiabatic
component of the electronic excitation (0–0) and the corresponding vibronic
progression (0–1, 0–2, 0–3) are plotted for isolated (gray) and coupled mole-
cules (black). See text for details.

with the Huang-Rhys factor λ. The intensity ratios of the adiabatic transition
(0–0) to the higher vibrational states (0–1, 0–2 and 0–3) change markedly and in
case of a sufficiently strong coupling the all oscillator strengths accumulates in the
0–0 transition. Moreover, a marked energy shift of the entire vibronic progression
towards lower energy can be observed in the case of coupled molecules. This result
matches the experimental observation qualitatively (see Fig. 5.6 a)).

Coherent length of a core hole-electron pair

In the transient phase I also observe a reduced line width of the C 1s–2π∗ tran-
sitions, as evident in Fig. 5.11. Jelly, Scheibe, Frank and Teller were the first to
investigate the emergence of an unusually sharp and redshifted absorption peak,
the so-called J-band, upon aggregation of pseudo-isocyanine (PIC) dye mole-
cules in water [170–172]. They described this peculiar behavior as a result of a
collective excitation of all aggregated molecules, i.e. a collective electronic eigen-
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Figure 5.11: NEXAFS spectra of NTCDA feature B in the gas phase [165], in
the disordered condensed phase [19], in the ordered condensed phase after
annealing [19], and in the transient phase. The spectra were normalized for
better comparison of the line shape.
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state of the coupled molecules. In the following years, many theoretical models
were developed to tackle the question of the unusual sharpness of the absorption
peak [37,50,51,173–177].

As discussed in the previous paragraph, in the CES approximation (see Section
2.1.2) the change of the vibronic structure is the result of the fast exciton transfer
between adjacent molecules. Therefore, no vibrational waves can be developed
in the excited state before the exciton passes to the next molecule. Also, the
peak width of an Gaussian absorption peak decreases in the CES approximation.
However, the coherence length of the core hole-electron cannot be extracted from
this model [51].

Also Knapp explored the unusual peak narrowing of aggregated molecules [178]
which is known as exchange narrowing. He assumed that the excitation energy is
slightly different for every molecule due to the slightly different interaction of ev-
ery individual molecule with its surrounding. In his pure electronic Hamiltonian
for coupled molecules the interaction with the surroundings enters as a diagonal
disorder. He then showed that in the strong-coupling limit the linewidth of the
absorption signal decreases according to

∆ ∝ 1√
N
, (5.9)

where ∆ is the FWHM of the absorption signal and N the number of coherently
coupled molecules. The linewidth narrowing as given by Knapp’s equation is of-
ten interpreted as a direct consequence of the exciton delocalized over several
molecules. Due to this delocalization the exciton state is averaged over the dif-
ferent inhomogeneities of the individual molecules and, as a result, the collective
absorption peak is narrower than the optical response of a single molecule.

For a quantitative analysis, the full widths at half maximum (FWHM) of the
gas phase and transient phase absorption spectra were evaluated, yielding
211 (±10) meV and 74 (±10) meV, respectively, for the most prominent signal in
the spectra shown in Fig. 5.11. With the FWHM derived from the NEXAFS data
of isolated and coherently coupled molecules, i.e. ∆isol. and ∆coup., respectively,
the number of coherently coupled molecules in the transient phase can be esti-
mated to be 8±3.
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Exciton band structure

For a long chain with N molecules coupled by dipole-dipole interactions and
arranged as depicted in Fig. 5.7, the exciton band is characterized by a Bloch-
type exciton wave function [48]

|Ψk〉 = 1√
N

∑
n

exp (ikn) |πn〉, (5.10)

where |πn〉 is a Hartree product of single molecular wave functions of the ex-
cited molecule n and k is the wave vector, as defined in Chapter 2. For the
sake of simplicity, periodic boundary conditions are assumed. The corresponding
eigenenergies are, consequently, given by

Ek = E0 + 2 ·Vnm cos(k), (5.11)

with E0 being the monomer transition energy. The value of the dipole-dipole
coupling Vnm was extracted from the 80 meV energy shift of the adiabatic tran-
sition shown in Fig. 5.6. With equation 5.5 I obtain for molecules arranged
as depicted in Fig. 5.7 a coupling constant Vnm = -40 meV. The exciton band
structure calculated with this value is presented in Fig. 5.12. For J-aggregates
only the states at the Gamma point, i.e. k = 0, are optically allowed and, con-
sequently, the full oscillator strength is concentrated in the lowest transition
[48,177].

Figure 5.12: Exciton band structure for nearest-neighbor interactions with
Vnm = -40 meV. For J-aggregates and at the Gamma point k = 0, the energy
minimum is -80 meV.
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Förster energy transfer rate

Förster investigated dipole-dipole coupling in great detail and derived an expres-
sion for the so-called resonant energy transfer (RET) between molecules. Based
on Fermi’s golden rule, Förster found an expression for the probability per unit
time that the occupation probability of an electronic state is transferred from
molecule n to molecule m.

In Chapter 3, I introduced Fermi’s golden rule for the XAS process and derived
the probability per unit time for a transition from an initial state into a final
state. Förster expressed the energy transfer rate between molecules n and m by
Fermi’s golden rule and obtained:

knm ∼
2π
~
|〈ϕemϕgn |Vnm|ϕgmϕen〉|

2 δ(Ee
m + Eg

n − Ee
n − Eg

m), (5.12)

where ϕgn and ϕgm are the initial states and ϕen and ϕem are the final states for
molecules n and m, respectively, and Vnm is the coupling strength. For the energy
transfer time ω thus follows:

ω ∝ ~
Vnm

. (5.13)

For optically excited systems of strongly coupled molecules, energy transfer times
of ∼10−15 sec were reported [20, 179]. With the Heisenberg’s uncertainty princi-
ple,

∆E · ∆t ≥ ~
2 , (5.14)

the energy transfer time in the transient phase can be derived from the peak
width of the absorption spectra.

For a FWHM of 74±10 meV of the absorption peaks in the transient phase,
the lifetime of the core hole can be estimated to be ∼4 · 10−15 sec. Such a life-
time is on the same order as the energy transfer time between strongly coupled
molecular systems [20, 179]. Therefore, a delocalization of the exciton over ∼10
molecules for ∼4 · 10−15 sec is reasonable. It has to be stressed that Förster de-
rived the RET expression for dipole-dipole coupled systems only. Therefore, it
does not include any additional contribution due to molecular-orbital overlap.
Different spectroscopic methods, e.g. core-hole clock spectroscopy [180–182] and
time-resolved two-photon photoemission [183–185], show that charge transfer, i.e.
electron transfer, is also on the order of several femtoseconds [180–182]. Thus,
an additional contribution to the energy transfer time due to the molecular or-
bital overlap does not contradict the estimation done with Förster’s RET expres-
sion.
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5.2.4 Conclusion

I have reported on X-ray absorption experiments which demonstrate the impor-
tance of a correct consideration of the core hole-electron correlation for conden-
sates of organic molecules. During the transition from a disordered to an ordered
film arrangement, a transient phase occurs for NTCDA on Ag(111) which is char-
acterized by a distinctly different spectral signature. The spectra of this transient
phase exhibit a reduced line width and a redshift as well as a substantial change
in the vibronic profile. All these experimental observations can be explained by
the coupling of dipole moments of adjacent molecules. The corresponding model
is well established for optical spectroscopy methods.

This result has two immediate implications: Firstly, it shows that the excitation
is delocalized over several molecules; a number of about 10 can be determined
from the data. In consequence, the experimental results provide evidence for an
intermolecular delocalisation of the core hole which is involved in the excitation.
Secondly, the very exact and complete explanation of the experimental data
by this model based on the coupling of transition dipoles strongly suggests
that the oscillator strengths of the transition dipole moments involved in the
core-to-valence excitations are substantially larger than estimated on the ba-
sis of calculations on isolated molecules. This difference may be explained by
the additional contribution of the wave function overlap between neighboring
molecules [60, 61]. Further efforts to develop a comprehensive theoretical de-
scription of the core excitation in molecular condensates are thus highly desir-
able.
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5.3 Structural phase dynamics in NTCDA multilayer films

Opto-electronic devices based on organic materials offer a variety of applications
and have already entered the mass market [80,81]. All such devices have in com-
mon that they are based on multiple layers of organic semiconducting materials.
To optimize the crucial performance parameters, e.g. the charge carrier mobility,
of the organic films, a comprehensive understanding of the interplay between film
morphology, geometric structure, and electronic structure is crucial.

In this chapter, I present the results of real-time measurements of the forma-
tion of a three-dimensional, stable geometric structure of thin films of organic
molecules which follows the deposition of an initially amorphous film. The com-
plex underlying physics makes it challenging to model and predict the structure
formation in organic thin films. For a comprehensive understanding specific case
studies on well-defined model system are thus mandatory. In particular, informa-
tion on the processes involved in establishing the final structural arrangement,
such as diffusion and the organization in transient phases, is highly desirable.
Therefore, experimental techniques with appropriate time resolution are essen-
tial [24].

In my investigations I employed energy-dispersive near-edge X-ray absorption
fine structure (NEXAFS) spectroscopy and time-dependent photoemission spec-
troscopy. Using NTCDA films on Ag(111) surfaces as a model system, I utilized
energy-dispersive NEXAFS as a novel method to study the post-growth process.
During the structure formation I could distinguish several sub-processes involved
in the post-growth process. From their time-dependency I quantified thermody-
namic parameters, e.g. the activation energy of kinetic processes.
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Chapter 5 Core hole-electron correlation and intermolecular coupling

5.3.1 Sample preparation and experimental setup

All experiments were performed in a UHV chamber with a base pressure below
2 · 10−10 mbar. The Ag single crystal preparation followed the standard sputter-
ing and annealing procedure described in the literature [186]. The NTCDA films
were prepared in situ by organic molecular beam deposition from a home-built
Knudsen cell at a rate of about 0.2 monolayer (ML) per minute and at a sub-
strate temperature of 95 K. The NTCDA was purified by double sublimation
prior to deposition. The film thickness was determined by the attenuation of
the Ag 3d photoemission signal excited with an Al-Kα X-ray source [106]. For
accurate temperature measurements in the temperature-dependent experiments,
a thermocouple was mounted close to the sample onto the sample holder. By
cooling with liquid nitrogen and heating with a filament, sample temperatures
between 95 K and 800 K could be achieved and were stablized by a proportional-
integral-differential (PID) controller. For filament currents below 4 A which were
sufficient in the experiments presented in this work to access the temperature
regime between 95 K and 230 K, no artifacts were observed in the NEXAFS and
photoelectron spectroscopy (PES) data.

The energy-dispersive NEXAFS measurements were performed at the beamline
UE52-PGM of the BESSY II synchrotron light source of the Helmholtz-Zentrum
Berlin [83,131]. For a detailed discussion of the energy-dispersive mode see Chap-
ter 4.

5.3.2 Experimental results

Time-dependent energy-dispersive NEXAFS

For time-dependent X-ray absorption spectra (Fig. 5.13 c)) the C KLL-Auger elec-
trons of NTCDA in the rage of 252–278 eV kinetic energy and in the dispersive
photon energy window between 284.75 eV and 286.3 eV were probed. For every
single C KLL-Auger electron spectra I averaged for 6 sec. The total measurement
time for energy-dispersive measurements was between 30 min and 50 min. All
time-dependent measurements were normalized to the ring current. Within the
chosen excitation energy window, the electronic response of C4, C3 and C2 1s core
electron excitations of the naphthalene backbone into the second-lowest unoccu-
pied molecular orbital 2π∗ were probed (Fig. 5.13 b), feature B, shaded region).
In the following I will concentrate on feature B (Fig. 5.13 b) and d)) because the
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5.3 Structural phase dynamics in NTCDA multilayer films

Figure 5.13: a) CK -NEXAFS spectra of an NTCDA multilayer film prepared on
Ag(111) at a temperature of 95 K. The spectra were recorded with s- and p-
polarization in the traditional beamline mode. b) π∗-region of the p-polarized
spectrum plotted on an expanded energy scale. The most prominent signals
are denoted by A, B and C and the shaded region indicates the photon energy
window probed in the dispersive mode. Below the spectrum the result of an
ab-initio calculation is displayed [164]. Note that the theoretical energy scale
is shifted and scaled to fit the experimental data. c) NEXAFS signal of feature
B recorded with p-polarization in the dispersive mode and averaged over 6 sec.
d) Set of dispersive NEXAFS spectra recorded over ca. 45 min at a constant
sample temperature of 95 K to demonstrate beamline stability and absence of
radiation damage. The white line at t=20 min marks the position of the single
spectrum plotted in c).
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Chapter 5 Core hole-electron correlation and intermolecular coupling

1s–2π∗-resonances are well separated in the absorption spectra. Moreover, these
core-valence transitions are located at the aromatic core and are sensitive to
intermolecular interactions, as shown in Section 5.2.

All films investigated in the following post-growth study were 8–10 ML thick and
prepared at a substrate temperature of 95 K. This results in smooth films [147]
with molecules preferentially lying flat on the substrate, as demonstrated by the
strong linear dichroism [104] in the NEXAFS data presented in Fig. 5.13 a). Due
to the symmetry selection rules for planar molecules such as NTCDA, strong ab-
sorption occurs for the C 1s–π∗-transitions if the ~E-vector of the incoming light
is perpendicular to the molecular plane and a weak absorption if it is parallel to
the molecular plane.

Fig. 5.14 shows the results of a time-resolved and energy-dispersive NEXAFS
experiment which monitors the transition from flat-lying to upright-standing
molecules induced by annealing the films to 200 K. Fig. 5.14 b) and c) present se-
quences of energy-dispersive NEXAFS spectra recorded with s- and p-polarization,
respectively. In Fig. 5.13 a) and d) the single NEXAFS spectra are presented
which I extracted at the positions indicated in b) and c), respectively. The data
set starts after preparation of the film at 95 K at t = -3 min. The sample was then
quickly (i.e. in less than 1 min) heated to 200 K. t = 0 refers to the time when
a constant temperature of T = 200 K was established. Fig. 5.14 b) and c) consis-
tently show that annealing leads to an increase in the intensity of the NEXAFS
feature B for s-polarization. For p-polarization a decrease occurs at the same
time. This can immediately be associated with the expected change in molecular
orientation from flat-lying to upright.

For a quantitative analysis of the time evolution the intensity of NEXAFS feature
B in Fig. 5.14 b) and c) was integrated over the photon energy and plotted against
time. The integrated intensity spectra along with the time-dependent NEXAFS
results shown in Fig. 5.14 b) and c) are presented in Fig. 5.15 c). Moreover, for a
better illustration of the intensity changes the first derivatives of the integrated
NEXAFS signals are displayed on the right-hand side of Fig. 5.15 c). The data
were normalized in a way that the ratio of the integrated intensities of feature
B recorded with s- and p-polarization before annealing (i.e. at t ≤ -1 min) cor-
responds well to the respective intensity ratio of the NEXAFS spectra obtained
with the traditional setup (see Fig. 5.13 a).

The curves in Fig. 5.15 c) show very characteristic changes that can be divided
into four sections labeled I to IV, as indicated on the left-hand side. In sec-
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5.3 Structural phase dynamics in NTCDA multilayer films

tion I, directly after preparation and before the sample temperature has reached
200 K, the intensities in s- and p-polarization are constant and the slope con-
sequently is zero. Upon heating (section II), the intensity in p-polarization de-
creases while it increases in s-polarization. The absolute values of the slopes
in s- and p-polarization are similar until in section III the increase in intensity
in s-polarization is significantly larger than the decrease in p-polarization. The
corresponding time window between 3.5 and 4.8 min is small and delimited by
a relatively sharp intensity maximum in s-polarization which is followed in sec-
tion IV by a parallel decrease in intensity in s- and p-polarisation with an almost
identical slope.

While the time evolution of the NEXAFS intensity in section II can straight-
forwardly be associated to a change in molecular orientation from flat-lying to
upright, sections III and IV immediately reveal that the post-growth annealing
behavior of the NTCDA films is more complicated.

Time-dependent photoelectron spectroscopy

Additional information can be derived from time-dependent C 1s PES measure-
ments which are presented in Fig. 5.15 d). For the chosen photon energy of 520 eV,
the kinetic energy of the photoelectrons and, thus, also the information depth of
2–3 ML [106] is similar to that of the KLL-Auger electrons in the NEXAFS mea-
surements. The experimental procedure was analogous to that of the NEXAFS
measurements described above, i.e. the film (coverage 8 ML) was prepared at 95 K
and subsequently annealed at a temperature of 200 K which was established at
t = 0 min. The colour-coded plot in Fig. 5.15 d) immediately reveals a prominent
shift in the energetic position of the C 1s signal towards lower binding energy,
which sets in after the sample has been at 200 K for about 1 min.

Moreover, Fig. 5.15 d) shows that the C 1s intensity decreases substantially in
sections III and IV. The integrated intensity of the C 1s signal between 288.0 eV
and 285.8 eV and the first derivative are compared to the corresponding curves
(blue traces) derived from the NEXAFS data shown in Fig. 5.15 c). The C 1s in-
tensity curve was normalized to the intensity of the NEXAFS measurement with
p-polarization at t = 0 and scaled to match the respective s-polarization curve
at t = 25 min.
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Chapter 5 Core hole-electron correlation and intermolecular coupling

Figure 5.16: a) PES spectra obtained by integration of the time-dependent
C 1s measurements shown in b) at t = -0.6 min t = 1.1 min, t = 5.5 min, and
t = 15.3 min. The vertical lines indicate the energy shift. In c) I present the
time evolution of the energy shift of the peak maximum (black trace) and the
FWHM peak width (blue trace) of the multilayer C 1s signal. The photoemis-
sion lines were fitted with Voigt profiles with a constant Lorentzian lifetime
of 85 meV and a Tougaard background.

In section I, the C 1s intensity is constant and the energy position is stable at
286.98 eV. In section II, however, a large energy shift of about 230 meV towards
lower binding energy occurs after the sample has been at 200 K for about one
minute. This is accompanied by a decrease in C 1s intensity, as evidenced by the
negative value of the corresponding first derivative. Subsequently, the peak posi-
tion shows an almost linear shift towards 286.63 eV until the end of section III
and asymptotically approaches 286.52 eV in section IV. The intensity also de-
creases steadily but shows the most prominent change at the transition between
sections III and IV.

Also, the peak FWHM of the C 1s peak becomes smaller in section II and III
within the first four minutes and after annealing. The C 1s core level in Fig 5.16 c)
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Figure 5.17: Photoemission spectra of the O 1s core level and the work function
of nearly flat-lying (red trace) and upright standing (black trace) molecules.
Both films were prepared at 95 K and annealed at 200 K. a) The O 1s core level
shifts about 0.5 eV to lower binding energy after annealing. The energy shift
is indicated by the vertical black lines. b) The work function was determined
at the intersection of the horizontal and vertical lines and remains constant
at 4.95 eV±0.05 eV after annealing.

was fitted with a Voigt profile with a constant Lorentzian lifetime of 85 meV and
a Tougaard background. In section I, the C 1s core level has a FWHM of about
1.20 eV. In section II, the FWHM becomes narrower. The FWHM is smallest
in section III. At this position, the FWHM is about 80 meV narrower than in
section I. About four minutes later but still in region III, the FWHM increases
again. At the end of the experiment, the peak width is about 1.45 eV and, thus,
250 meV wider than in section I. The C 1s core level measurements were com-
plemented with O 1s spectra and measurements of the work function which are
presented in Fig. 5.17 a) and b), respectively. The 9 ML thick films were prepared
at 95 K and measurements were performed before and after annealing at 200 K.
Also the O 1s core level shifts 0.5 meV to lower binding energy after annealing.
Remarkably, the work function remains constant at 4.95 eV±0.05 eV upon an-
nealing.

A similar behavior was found with time-dependent PES measurements of the
valence regime (VR) between 7 eV and 0 eV binding energy, which I present in
Fig. 5.18 b). For a better comparison of the striking similarities between the core
level and valence regime measurements, the results of the C 1s measurement are
repeated in Fig. 5.18. Note that for a better contrast in the VR spectra the
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Figure 5.19: Intensity evolution of the C 1s core level along with the 1π-orbital
and the initially unoccupied 1π∗-orbital of the first monolayer. Also the deriva-
tives of the integrated intensity evolutions are shown. For more details see
text.

colour coding was changed: red refers to high and blue to low intensity. The VR
measurements were performed at an excitation energy of 110 eV. This results in a
different information depth but also in a higher cross section which is mandatory
for measurements in the VR. For the measurements a 8 ML thick NTCDA film
was prepared at a substrate temperature of 95 K and annealed at 200 K. The
annealing temperature was reached at t=0. I obtained the spectra presented in
Fig. 5.18 a) by integrating for 0.5 min at the times indicated by the horizontal
dashed lines in b).

At t = -1 min the VR-spectra correspond well to the multilayer spectra published
in the literature [155]. I could identify the highest occupied molecular orbital,
i.e. the 1π-orbital, at a binding energy of 4.5 eV and which agrees with Refer-
ence [155]. There are also molecular orbitals between 4.5 eV and 7 eV binding
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energy but since they overlap each other or are partly hidden by substrate bands
after roughening of the film a determination of the peak position is more chal-
lenging. In section II, at about 1 min of annealing the sample at 200 K, all or-
bitals shift towards lower binding energy. In Fig. 5.18 a) the energy shift of the
1π-orbital of about 0.6 eV is indicated with black vertical lines. In section III,
starting at t = 4 min, additional peaks at 2.6 eV and at 0.5 eV were detected.
It is well known that these peaks correspond to signals of the 1π- and filled
1π∗-orbital of the first monolayer. Due to the interaction with the substrate the
1π-orbital shifts to lower binding energy and the initially unoccupied 1π∗-orbital
is partially filled and appears below the Fermi level [187].

I also investigated the intensity evolution of the peaks at 2.6 eV and 0.5 eV bind-
ing energy. In Fig. 5.19, the integrated intensity between 2.22 eV and 2.95 eV
as well as 0.7 eV and 0 eV binding energy is plotted along with the previously
shown integrated intensity evolution of the C 1s. The intensity of both π-orbitals
increases in sections III and IV with the most distinct change in section III and
in the beginning of section IV, which can also be seen in the corresponding slopes
shown in Fig. 5.19.

Post-annealing study

As discussed in the previous section, I found additional peaks in the valence
regime after annealing the film. In Fig. 5.20, I present the region between 3.5 eV
and -0.5 eV binding energy for a close-up view of these two peaks. Prior to the
measurements the 8 ML thick film was annealed at 200 K for 30 min. After an-
nealing the film was cooled down to 95 K again. For a better illustration of the
spectral changes, the intensity was integrated in map b) over 0.5 min at the in-
dicated positions. These profiles of the intensity map are presented in Fig. 5.20 a).

The measurements in Fig. 5.20 started at T = 95 K and t = -6 min. Starting at
t = -1 min, the films were annealed at 200 K. A stable temperature was reached
at t = 0. Between t = 0 and t = 15 min the temperature was constant at 200 K.

Already at t = -6 min peaks at 2.7 eV and 0.5 eV can be recognized. Right af-
ter t = 0 the shape and intensity of the peak at 0.5 eV binding energy changes.
Starting at t = 1 min and lasting for about 1 min, the intensity of the peak at
0.5 eV slightly increases and drops very fast afterward. Also the intensity of the
peak at 2.7 eV drops at t=2 min. Between t=1 min and t=2 min, the intensity
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Figure 5.20: Time-dependent photoemission spectra of the valence region (VR)
of an NTCDA multilayer film. a) Integrated photoemission intensity (integra-
tion time 0.5 min) derived from the data shown in b) at the positions indicated
by dashed lines. Blue and red spectra refer to measurements at 95 K and 200 K,
respectively. b) 2D colour-coded map of the photoemission spectra. The 8 ML
thick film was prepared at 95 K. The measurements were performed immedi-
ately after a post-annealing at 200 K for t=30 min. Yellow refers to high and
blue to low intensity. See text for more details.
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changes are accompanied by small shifts of both peaks of about 100 meV to-
wards higher binding energy. At t = 2 min after annealing, a sharp peak right at
the Fermi-edge emerges. When the re-cooling of the sample down to 95 K starts
at t =15 min, this sharp feature slowly disappears. Starting at t = 29 min, the
intensity of the peak at 0.5 eV steadily increases.
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5.3.3 Interpretation and discussion

Phase dynamics

The combination of the NEXAFS and PES results in Fig. 5.15 allows a very
detailed insight into the processes that occur upon annealing of the NTCDA
films. As known from various spectroscopic [19, 147, 155, 163, 188] and electron
diffraction [189] investigations, the NTCDA multilayer films are lacking long-
range order after deposition at 95 K and, thus, can be considered amorphous.
Moreover, the NTCDA molecules are preferentially lying flat on the substrate
surface [19, 147] and the films are morphologically smooth, which leads to the
pronounced dichroism in the NEXAFS data with a higher intensity of the p-
polarized signal and to the absence of any signal from the substrate interface in
the PES data shown in Fig. 5.15 (section I). It is also known from the literature
annealing at temperatures above 160 K eventually leads to films with crystalline
islands [156], which corresponds to section IV of the time-dependent analysis. In
this condition of the film the molecules are oriented preferentially upright with
respect to the substrate surface [147] which is reflected by the inverted NEXAFS
dichroism exhibiting a higher intensity in s-polarization now. Moreover, the in-
creased crystallinity involves a morphological roughening of the films. Due to the
limited probing depth of the PES and Auger electrons involved in the experi-
ments this leads to the decrease of the PES signal of the NTCDA multilayers
observed in Fig. 5.15 d) and also to the collective decrease of the NEXAFS signals
in s- and p-polarization, as visible in Fig. 5.6 c). Furthermore, the roughening ac-
counts for the appearance of the C 1s signal of the first NTCDA layer which is
strongly bound to the Ag(111) substrate and is thus observed between t = 10 min
and t = 25 min at lower binding energy (see slanted dashed line in Fig. 5.15 d))
in the PES measurements [188].

The formation of the three-dimensional islands with a crystalline arrangement
of the NTCDA molecules involves at least three sub-processes which can be
identified by the time evolution analysis I have used. If the substrate temper-
ature is increased after preparation the NTCDA molecules react at first by a
change of orientation from flat-lying to upright. This is evident by the inversion
of the NEXAFS dichroism in section II. Note that the absolute values of the
first derivatives of the s- and p-polarisation signals are similar, as shown by the
corresponding curves in Fig. 5.15 c). At the same time the PES intensity is only
very slowly decreasing, indicating only minor roughening of the films.
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Figure 5.21: a) Mulliken charge distribution of an isolated NTCDA molecule.
Red refers to negative and green to positives values. b) and c) Electrostatic
potential (ESP) for NTCDA obtained by DFT calculations (b) top view, c)
side view). Red refers to low-potential and blue to high-potential regions.

Moreover, the change in orientation angle is also reflected by the energy shifts
of the C 1s, O 1s, and valence states. Since the work function is constant at
4.95±0.05 eV throughout the experiment (Fig. 5.17 b)), the energy shift entails
a shift of the core and valence levels with respect to the vacuum level. Such an
effect has been observed before for similar systems and it can be explained by
the intramolecular charge distribution [190]. Duhm et al proposed that the ex-
cited photoelectron is affected by the electrostatic potential around the molecule.
Therefore, the binding energy of the core and valence levels can also depend on
the molecular orientation with respect to the substrate surface. Indeed, for or-
ganic compounds with a very anisotropic charge distribution significance of this
effect was demonstrated [191–193].
In the framework of this work I can only perform simple DFT calculations for
a single NTCDA molecule. The Mulliken charge distribution and electrostatic
potential of NTCDA are presented in Fig. 5.21. In a) is shown that the oxygen
atoms are slightly more negative than the carbon atom of the naphthalene core.
The electrostatic potential (ESP) is shown in b) and c). Around the naphthalene
core the energy potential is higher (blue) than around the oxygen atoms (red).
Consequently, for a NTCDA film of flat-lying molecules the binding energy of
the valence and core levels is slightly higher than for a film with upright-standing
NTCDA molecules. From the results and the calculated ESP thus follows, that
the molecules are arranged as illustrated in Fig. 5.21 b). Only in such a configu-
ration the ESP is lower above the film.
As soon as the annealing starts in section II, the curves of the integrated NEXAFS
intensity patterns shown in Fig. 5.15 c) show a different evolution. While the sig-
nal in s-polarization is increasing even more strongly, the decrease in p-polarization
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is slowed down. At the same time the PES intensity starts to decrease, indicat-
ing the beginning roughening of the NTCDA film. This is accompanied by a
significant alteration of the spectroscopic signature of NEXAFS feature B. In
the previous chapter, this change in line shape was associated with a strong
coupling of the NTCDA molecules in a transient phase [83]. According to these
findings the molecules arrange in an upright configuration and with their molec-
ular planes parallel in a confined time window of several minutes after annealing.
Moreover, thickness-dependent experiments showed that this effect can be most
clearly observed for films of less than 4 ML thickness.

Fig. 5.22 demonstrates this transient phase in a 5 ML NTCDA film in a time-
dependent energy-dispersive NEXAFS experiment with procedure analogous to
that of the experiments presented in Fig. 5.15. The colour-coded plot in Fig. 5.22 b)
shows the time-evolution data set. In Fig. 5.22 a) several single NEXAFS spectra
are compared which have been deduced at the times indicated by the dashed hor-
izontal lines. After the sample has been at 230 K for about 4 min, the signature
of feature B changes. Three relatively sharp signals arise which are indicated by
the black arrows in Fig. 5.22 a). These sharp signals shift towards lower energy
with time, which is illustrated by the slanted dashed lines in Fig. 5.22 b). As elab-
orated in detail in the previous section and in Ref. [83], the strong coupling of the
NTCDA molecules leads to a marked change in the vibronic profiles, enhancing
the intensity of the adiabatic components. Also the redshift can be associated to
this intermolecular coupling [83].

Comparing the time evolution of the intensity of feature B deduced from the
experiment on the 5 ML thick NTCDA film as shown in Fig. 5.22 c) with the cor-
responding curves for the 8 ML samples as shown in Fig. 5.15 c), the similarities
are striking. Of particular importance for the interpretation is the sharp intensity
maximum in both data sets. This peak is a strong indication for the existence of
the transient phase also in samples with larger coverage.

I therefore suppose that the transient phase develops in the interface region, af-
fecting about three layers on top of the strongly bound, flat-lying first layer [188].
This also occurs for thicker films, where the topmost layers behave differently and
do not show the spectroscopic signature of a strongly coupled transient phase.
Consequently, in sections III and IV the NEXAFS data of films thicker than
4 ML are a superposition of the transient phase and the topmost layers which
are upright-standing and already re-arranging into crystalline islands.

In section IV, the concerted decrease of the intensities of the s- and p-polarization

95



Chapter 5 Core hole-electron correlation and intermolecular coupling

Figure 5.22: Time-dependent NEXAFS study of a 5 ML thick NTCDA film on
Ag(111) prepared at 95 K, after annealing at 230 K. a) CK -NEXAFS spec-
tra of feature B deduced from the data shown in b) at the times speci-
fied by dashed lines (integration time 0.5 min). b) Colour-coded plot of the
energy-dispersive CK -NEXAFS data of feature B recorded with s-polarisation
of the incident light. Yellow represents high and blue low intensity. The data
acquisition was started after sample preparation at 95 K at t = -4 min. The
sample was heated quickly and at t = 0 a stable temperature of 230 K was
established. The doted slanted dashed lines indicate the energy shift of the
peaks indicated by black arrows in a) which are discussed in detail in the text.
c) Integrated intensity of NEXAFS feature B derived from the data shown in
b).
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NEXAFS and the C 1s multilayer signals straightforwardly reveal that this regime
is governed by a change in film morphology. Very obviously the organisation of
the molecules into three-dimensional islands is the dominating process, thus lead-
ing to an increasing roughening of the sample until a thermodynamically stable
configuration is reached after about 25 min.

This picture of the post-growth annealing behavior of the NTCDA films which
I have drawn from the time-evolution analysis is illustrated graphically by the
sketches on the right-hand side of Fig. 5.23 together with the derivatives of the
NEXAFS intensities from Fig. 5.15 c). On the whole, three sub-processes occur.
At first, the molecules change their orientation and flip into a more upright ori-
entation. Next, the NTCDA dyes aggregate into a transition phase featuring
strongly coupled molecules with their molecular planes oriented parallel to each
other [83]. Finally, three-dimensional islands are formed exhibiting a crystalline
structure and accompanied by a marked roughening of the originally smooth
films.

Kolmogorov-Johnson-Mehl-Avrami model

The same time-dependent NEXAFS experiments were performed for several sim-
ilar NTCDA samples after annealing at temperatures between 180 K and 230 K.
The evolution of the NEXAFS signal with time is always similar and shows
the same general characteristics, as shown in Fig. 5.15 c) and described in detail
above. However, the slope of the intensity patterns in each section shows a de-
pendence on the temperature.

For a quantitative analysis of the relevant sub-processes, I evaluated the intensity
evolution in each section. If I assume an instant change of the molecular orien-
tation, the NEXAFS signal is proportional to the absolute number of molecules
during each phase transformation. The observed characteristic intensity evolu-
tion can best be explained with the Kolmogorov-Johnson-Mehl-Avrami model.
This model has proven to describe quite successfully the general kinetics in crys-
tallization of amorphous materials, polymers, metals and metal alloys and was
introduced in Chapter 2.2.2 [89–92]. The phase transformation kinetics generally
follow an s-curve, i.e. a sigmoidal type of function, from which kinetic parameters
can be quantified.
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Figure 5.23: Illustration of the sub-processes involved in the post-growth struc-
ture formation of NTCDA films: Intensity evolution of the integrated
NEXAFS signal along with sigmoidal fits (orange, green and blue traces) in
section II, III and IV. Additionally the derivatives of the intensities of the
NEXAFS and PES signals shown in Fig. 5.6 c) (left-hand side) together with
sketches illustrating the film structure and morphology in sections I-IV are
shown. The orange, green and blue dashed horizontal lines mark the max-
imum slope, at which 50% of the molecules are transformed in each phase
transition. The respective values of the first derivative were used for the quan-
titative analysis of the activation energies. See text for more details.

For isothermal conditions and time-independent nucleation and growth rates,
the transformed fraction x is given by

x(t) = 1− e−(kt)n

, (5.15)
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where k is the temperature-dependent reaction rate constant, t the time, and n
the so-called Avrami’s exponent. In most situations it can be assumed that the
rate constant k shows an Arrhenian temperature dependency,

k = k0 · e
−
(

Eact
kBT

)
, (5.16)

where k0 is the frequency factor, Eact the activation energy, and kB Boltzmann’s

constant. Defining n(1− x)(−ln(1− x))n2−1
n = f(x), Equation (5.15) can be dif-

ferentiated with respect to time to yield

ln

(
dx

dt

)
= ln(k0f(x))− Eact

kBT
, (5.17)

with ln
(
dx
dt

)
depending linearly on the inverse of the absolute temperature, 1

T
.

By plotting ln
(
dx
dt

)
versus 1

T
and assuming the frequency factor k0 and Avrami’s

exponent n to be constant within each section, the activation energy for the ki-
netic processes can be extracted from the slope of the corresponding curves.

For a quantitative analysis of the extrema of the slope, I fitted each section II-
IV with sigmoidal types of functions. I added a constant intensity offset to the
fit function in III and IV which was determined by the initial intensity in the
respective sections. In section IV I fitted an inverted s-curve to the intensity
evolution in a way that the extrema of the fit coincide with the minimum of the
first derivative of the integrated NEXAFS signal. In Fig. 5.23, the fit functions
for section II-IV are shown for the measurement at 200 K (orange, green and
blue curves). In the following, I will evaluate the extrema of the slopes of the
sigmoidal functions which mark the time when 50% of the molecules are trans-
formed during each phase transition. This positions are illustrated by the orange,
green and blue dashed horizontal lines in Fig. 5.23.

Fig. 5.24 displays a plot of ln
(
d(intensity)

dt

)
versus 1

T
. A linear dependence on the in-

verse absolute temperature of the values determined from the different sections
can be clearly observed. From linear fits the activation energies can be deter-
mined according to Equation 5.17. The resulting values are 81±11 meV for the
initial flipping, 57±4 meV for changing into the transient phase, and 76±10 meV
for the three-dimensional island growth.
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Figure 5.24: Arrhenius plot derived from the analysis of the time-dependent
NEXAFS intensities. The values for the three different sub-processes flipping
(orange), aggregation in a transient phase (green), and three-dimensional is-
land growth (blue) show a linear behavior, thus allowing the determination of
the respective activation energies. Note that at 180 K the transient phase was
not observed.

Phase change of the first layer of a multilayer film

Recently, a growing disorder upon cooling was reported for NTCDA monolayer
films on Ag(111) [194]. Upon cooling the sample below 155 K, a first-order melt-
ing process occurs which was observed with time- and temperature-dependent
spot profile analysis low-energy electron diffraction (SPA-LEED) measurements.
This so-called “inverse-melting” process was accompanied by changes in the spec-
tral shape and the energy position of the valence levels. Upon annealing, a sharp
peak at the Fermi edge emerges which was attributed to a Fermi resonance. The
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Figure 5.25: Temperature-controlled photoemission study of the valence regime
of 1 ML NTCDA on Ag(111). The diagram was taken from Reference [194].

authors interpreted their spectroscopic results by a stronger molecule-substrate
interaction at lower temperature. Therefore, the initially unoccupied molecular
orbital 1π∗ is pulled below the Fermi edge of the substrate and partially filled. In
Fig. 5.25, a typical temperature-controlled photoemission study of 1 ML NTCDA
on Ag(111) is shown1.

The similarity to the time- and temperature-dependent photoemission measure-
ments presented in Fig. 5.20 is a indication of the inverse melting of the first
monolayer. After roughening of the multilayer film prior to the measurement,
the signal of the first monolayer can clearly be identified. The Fermi resonance
in Fig. 5.20 appears after 4 min at 200 K. It has to be stressed that I have no
structural information of the first monolayer, which would be desirable for a
unambiguous identification of the findings. Gador investigated the first mono-

1Note that the 1π∗ orbital is referred to as F-LUMO in Fig. 5.25.
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layer of a NTCDA multilayer films with LEED and found a densely packed film
structure, which they donated as a “compressed monolayer” [195]. For such a
structure, Schöll also found the inverse melting [196].

5.3.4 Conclusion

In this section, I studied the structure formation of NTCDA multilayer films
on Ag(111) and demonstrated the capability of energy-dispersive NEXAFS in
real-time measurements. A particular advantage of this method is the simultane-
ous access to information on structural aspects and on the electronic properties
of the film with a time resolution of seconds. Moreover, it allows studying the
geometry and stability of transient phases which can be of crucial importance
for the comprehensive understanding of nucleation and film growth phenomena.
The importance has been shown for various materials, from metals [197] to small
molecules such as e.g. water [198] where the geometric arrangement of the con-
stituents is intricately dependent on the size of the aggregate or cluster.

In chapter 5.3 I report on the first observation of effects in the structure for-
mation within extended aggregates of molecules that are analogous to the afore-
mentioned phenomena reported in the literature. During post-growth annealing
of NTCDA multilayer films, I identified different processes that occur prior to
the formation of the crystalline structures and I quantified the corresponding ac-
tivation energies. After an initial flipping of the NTCDA molecules into a more
upright orientation, a transient phase is established which is characterised by a
particularly strong intermolecular coupling. Finally, on a time scale of several
minutes, three-dimensional islands are established with bulk crystalline struc-
ture involving substantial mass transport on the substrate surface accompanied
by morphological roughening.
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Summary

Films of π-conjugated molecules are considered to be model systems for the in-
vestigation of the electronic properties and especially the intermolecular coupling
in organic semiconductors. Moreover, all three fundamental growth modes were
observed in films of aromatic molecules, which allows the investigation of the in-
terplay between film morphology, geometric structure and electronic structure. In
my thesis, I investigated the role of core hole-electron correlation and intermolec-
ular interaction of NTCDA molecules. Furthermore, I explored in a real-time
study the structure formation upon annealing from an initially amorphous film
towards a three-dimensional, stable film structure.

In Chapter 5.2, I demonstrated the importance of the core hole-electron correla-
tion in coherently coupled molecules and its influence on NEXAFS spectroscopy.
In the course of the temperature-induced transition of an initially amorphous film
with preferentially flat-lying molecules to a phase with more upright-orientated
molecules, I discovered a transient phase for 4 ML thick NTCDA films on Ag(111).
This phase is characterized by a distinct and unique spectral shape change which
sets the transient phase clearly apart from the gas phase and condensed phase.
The line widths of the most prominent signals are each reduced by about 137 meV
and by 100 meV redshifted with respect to the gas-phase measurements. Most
interestingly, the vibronic profile is substantially changed. I was able to straight-
forwardly explain my results by the dipole coupling of neighboring molecules and,
therefore, applied models which are well established in optical spectroscopy. By
means of these models I was capable of interpreting all my experimental findings.
I discovered that the core hole-electron is delocalized over 8±3 molecules. From
FCA/cc-pVTZ calculations follows that core-valence transition dipole moments
are significantly smaller than valence-valence transitions. From the results of
DFT calculations I estimated the contribution of the frontier-orbital wave func-
tion overlap for closely packed π-conjugated molecules. At a distance of around
3 Å between two molecules arranged face to face, I found a high electron density
which accounts for an additional charge transfer transition dipole moment. From
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the redshift of the most prominent signals, I calculated the exciton band struc-
ture for dipole-dipole interacting molecules. Furthermore, from the peak width I
estimated the energy transfer time to be of the order of ∼4 · 10−15 sec.
My experimental results provide evidence for a delocalized core hole-electron pair
in coherently coupled molecules. My findings suggest that the core-to-valence ex-
citations in the X-ray range are substantially larger than estimated for an isolated
molecule. I therefore suggest an additional contribution due to the wave function
overlap of adjacent molecules.

In Chapter 5.3, I presented the investigation of the formation of a three-di-
mensional, stable film structure in NTCDA multilayer films measured in real
time. I investigated the phase change and the formation of a three-dimensional
film structure with long-range order upon annealing of smooth 8–10 ML thick
NTCDA films of initially preferentially flat-lying molecules. The intensity evolu-
tion of the X-ray absorption signal in s- and p-polarization showed a very charac-
teristic behavior which I divided into four different sections. A similar intensity
evolution in four different sections was found in measurements between 180 K
and 230 K. By combining this with the results of time-dependent photoemission
measurements, I could describe the post-growth behavior of NTCDA multilayer
films:

• Section I: amorphous, but preferentially orientated flat on the substrate
surface;

• Section II: flipping into an upright orientation;

• Section III: strong intermolecular coupling;

• Section IV: three-dimensional film structure formation and film roughening.

With the Kolmogorov-Johnson-Mehl-Avrami model I determined the activation
energies, i.e. 81±11 meV for the flipping, 57±4 meV for the transition into the
strongly coupling phase, and 76±10 meV for the three-dimensional island growth.
The results of my post-growth study of NTCDA multilayer films demonstrate the
importance of time-dependent measurements for the investigation of growth and
post-growth phenomena. Prior to the formation of a stable, three-dimensional
film structure and film roughening, I detected the occurrence of a transient phase
where the molecules are oriented preferentially upright with respect to the sub-
strate surface and which is characterized by a strong intermolecular coupling
between neighboring molecules.

A key ingredient of my experimental work was the novel method soft X-ray
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energy-dispersive NEXAFS spectroscopy at the end station UE52-PGM of the
BESSY II synchrotron light source of the Helmholtz-Zentrum Berlin. A major
advantage of this new method is the simultaneous access to spectroscopic and
structural information with a temporal resolution of seconds. During my Ph. D
thesis, I performed the initial experiments using the novel method and explored
its potential with respect to real-time studies, in particular the measurements of
organic thin films. For a quantitative evaluation of the raw data set, I developed
a correction routine to compensate the non-linear gain of the micro-channel plate.
Also the energy calibration required a specific approach.

In this work, I utilized soft X-ray energy-dispersive NEXAFS spectroscopy as a
novel method to explore intermolecular coupling, short-lived transient phases and
post-growth processes. In a next step, this technique can be applied to more com-
plex systems such as molecular switches [199]. For applications of such switches in,
e.g., organic-based transistors, memory devices and logic circuits, it is essential
to understand and control the switching between different three-dimensional spa-
tial arrangements of the molecules [200–204]. Time-dependent energy-dispersive
NEXAFS measurements facilitate the simultaneous study of the molecular re-
arrangement and its effects on the electronic properties. Such information is
essential for a better understanding of molecular switching mechanisms, which
is of key importance for gaining full mastery of organic electronic materials.
Also, the investigation of donor and acceptor materials in layered or blended
thin films structures is of special interest. Such films are basic elements of novel
passive and active organic electronic devices and they consist of at least two
different organic components. They feature a complex film structure which de-
pends on the preparation and post-annealing processes [205–207]. Of particular
interest is the evolution of the blended or layered material’s surface composi-
tion and morphology during annealing since this strongly influences the perfor-
mance of devices made from such materials [208–210]. Time-dependent energy-
dispersive NEXAFS measurements will help to elucidate the influence of the
post-annealing process on the surface composition and morphology of organic
materials.
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the surface. Depending on the molecular orientation and polarisa-
tion of the light, the 1s-2π∗ transition is either allowed or forbidden. 37

3.3 Angles relevant for the determination of the orientation of an ad-
sorbed molecule with respect to the substrate surface and surface
normal. The 1s–2π∗ transition dipole moment, ~µ1s−2π∗ , is orien-
tated perpendicular to the molecular plane. The molecule itself is
tilted at an angle α with respect to the surface normal ~n. . . . . . 38

3.4 Franck-Condon principle illustrated with potential energy curves
of a diatomic molecule AB. The electronic states AB, AB*, and
AB** and the vibronic excitation in the NEXAFS process are shown. 40
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4.1 Energy-dispersive beamline and end station UE52-PGM at the
BESSY II synchrotron light source of the Helmholtz-Zentrum Berlin.
The beamline was operated in the energy-dispersive mode in which
the beam is focused on the sample without an exit slit, thus lead-
ing to a spatial dispersion of photon energies on the sample in
vertical direction [131]. By using an electron spectrometer with
spatial resolution (VG-SCIENTA R4000), NEXAFS spectra can
be recorded in a multi-channeling mode, with acquisition times
of less than one second being possible and an energy resolution
better than 50 meV at the C K -edge. The illustration was taken
from reference [131]. . . . . . . . . . . . . . . . . . . . . . . . . . 45

4.2 Raw data set of a typical time-dependent energy-dispersive NEXAFS
experiment. The closely-spaced 2D colour plots represent the micro-
channel plate images of the C KLL-Auger electron spectra in the
range from 252–267 eV kinetic energy and from 284.75–286.3 eV
photon energy. Each image is taken within 6 sec. The total mea-
surement time is typically about 40 min. To extract the NEXAFS
spectrum, the measurements were integrated along the kinetic en-
ergy axis to obtain the 2D colour plot on the left hand side. Yellow
refers to high, blue to low intensity. . . . . . . . . . . . . . . . . . 48

4.3 Photoelectron spectra of Ag MNN -Auger electrons before (black
traces) and after (red traces) correction of the MCP non-linear re-
sponse function. The correction procedure is described in the text.
The measurements before correction where obtained at different
photon fluxes and scaled with the sample current. The spectra
were normalized to 350 eV kinetic energy. . . . . . . . . . . . . . . 49

4.4 X-ray absorption spectra of a NTCDA multilayer film (9 ML) pre-
pared at 95 K and measured with p-polarized light and grazing
incidence (70◦) in the traditional setup (black trace) and photon
energy-dispersive setup (red trace). The spectra were normalized
to the peak maxima. . . . . . . . . . . . . . . . . . . . . . . . . . 50
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4.5 a) C K -NEXAFS spectrum of a NTCDA multilayer film on Ag(111)
prepared at 95 K, recorded in the traditional NEXAFS setup with
p-polarisation of the incident beam. The shaded region indicates
the energy window recorded in the energy-dispersive mode. b)
Close-up of the π∗-resonances recorded in the energy-dispersive
setup with p-polarisation and at a constant temperature of 95 K.
Yellow refers to high intensity and blue to low intensity. Note that
the intensities of the recorded resonances are constant for over
40 min. and the spectral shape is not changing. The white line
indicates the position on the temporal axis of the spectrum dis-
played in c). c) Spectrum extracted from the data displayed in b)
at t = 20 min. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51

5.1 a) Structural formula of NTCDA. b) Crystal structure model de-
duced from X-ray diffraction studies. Figure taken from [150]. . . 56

5.2 a) STM image of NTCDA on HOPG. The unit cell and the corre-
sponding vectors are indicated in the image. b) Suggested struc-
ture model. Figure taken from [153]. . . . . . . . . . . . . . . . . 57

5.3 SPA-LEED diffraction pattern at 23 eV beam energy of a 30 ML
NTCDA film on Ag(111). Two incommensurate superstructures
(shown here for model A) are able to simulate the pattern. The
unit cells (green and orange) are identical but rotated by 20◦ [150]. 58

5.4 Two different crystal structure models, A and B, for NTCDA
multilayer films. The upper part shows a top view and the lower
part a side view onto the suggested real space suggestion with the
derived super-matrices. The illustration was taken from [154]. . . 59

5.5 a) C K -NEXAFS spectra of a NTCDA multilayer film as prepared
at 95 K, recorded with s- (black line) and p- (grey line) polar-
ization of the incident beam. b) Close-up of the π∗-resonances
(denoted by A, B and C) recorded with p-polarisation compared
to the result of a Hartree-Fock calculation with the GSCF3 code
[164]. The theoretical energy scale was shifted and scaled to fit
the experimental data. The calculated electronic transitions are
labeled with the respective carbon 1s-sites C1 to C4 (see inserted
molecular structure) and final-state orbitals π∗, 2π∗ and 3π∗. The
shaded region indicates the energy window recorded in the energy-
dispersive mode. The resulting spectrum is displayed in panel c). . 62
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5.6 a): 2D colour map of the energy-dispersive NEXAFS spectra of
feature B, recorded with s-polarized light and plotted against time.
Yellow refers to high, blue to low intensity. The 4 ML thick film
was prepared at 95 K and heated to 220 K within 1 min. t = 0 refers
to the time at which a constant sample temperature of 220 K was
reached. The slanted dashed lines are guidelines for the eye to
illustrate the energy shift of the main components. b) NEXAFS
spectra of feature B derived by integration of the intensity map in
Fig. a) over 3 min at the times indicated by the horizontal dashed
lines (black dots: original data; solid line: 3-point average). . . . . 64

5.7 a) Illustration of the coupling of NTCDA molecules in the tran-
sient phase. The transition dipole moments are oriented perpen-
dicular to the molecular plane. b) Schematic energy level dia-
gram of adjacent NTCDA molecules after resonant core excitation.
Proposed coupling mechanism: resonant coupling of the core-to-
valence transition for two (or more) molecules. See text for details. 67

5.8 NTCDA dimer orbitals calculated at the UB3LYP/6-31G(d,p)
level of theory. The centers of the molecules are 3.4 Å apart. The
cutoff isodensity values are the same for all orbitals. See text for
more details. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69

5.9 Potential energy surfaces in the CES approximation. The lower en-
ergy surface is given by a Morse potential and the upper potential
by a linear function [168]. See text for more details. . . . . . . . . 71

5.10 Results of coherent exciton scattering calculations: The adiabatic
component of the electronic excitation (0–0) and the correspond-
ing vibronic progression (0–1, 0–2, 0–3) are plotted for isolated
(gray) and coupled molecules (black). See text for details. . . . . . 72

5.11 NEXAFS spectra of NTCDA feature B in the gas phase [165],
in the disordered condensed phase [19], in the ordered condensed
phase after annealing [19], and in the transient phase. The spectra
were normalized for better comparison of the line shape. . . . . . 73

5.12 Exciton band structure for nearest-neighbor interactions with Vnm = -
40 meV. For J-aggregates and at the Gamma point k = 0, the en-
ergy minimum is -80 meV. . . . . . . . . . . . . . . . . . . . . . . 75
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5.13 a) C K -NEXAFS spectra of an NTCDA multilayer film prepared
on Ag(111) at a temperature of 95 K. The spectra were recorded
with s- and p-polarization in the traditional beamline mode. b) π∗-region
of the p-polarized spectrum plotted on an expanded energy scale.
The most prominent signals are denoted by A, B and C and the
shaded region indicates the photon energy window probed in the
dispersive mode. Below the spectrum the result of an ab-initio cal-
culation is displayed [164]. Note that the theoretical energy scale
is shifted and scaled to fit the experimental data. c) NEXAFS
signal of feature B recorded with p-polarization in the dispersive
mode and averaged over 6 sec. d) Set of dispersive NEXAFS spec-
tra recorded over ca. 45 min at a constant sample temperature of
95 K to demonstrate beamline stability and absence of radiation
damage. The white line at t=20 min marks the position of the
single spectrum plotted in c). . . . . . . . . . . . . . . . . . . . . 81

5.14 Time-dependent energy-dispersive NEXAFS study of a NTCDA/Ag(111)
sample (film thickness 8 ML, prepared at 95 K) after annealing to
200 K. The time evolution of the C K -NEXAFS spectra of fea-
ture B (see Fig. 5.13) recorded with s- and p-polarisation of the
incident light are displayed in colour-coded plots in b) and c), re-
spectively. Yellow represents high and blue low intensity. The data
acquisition was started before heating, i.e. at t = -3 min. The sam-
ple was heated quickly and at t = 0 a stable temperature of 200 K
was established. Spectra a) and d) are single NEXAFS spectra
extracted from b) and c), respectively, by integration over 0.5 min
at the specific position indicated by the dashed lines (t = -0.6 min,
t = 1.1 min, t = 4.2 min, and t = 20.3 min). . . . . . . . . . . . . . 83
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5.15 Time-dependent NEXAFS study of a NTCDA/Ag(111) sample
(film thickness 8 ML, prepared at 95 K) after annealing to 200 K.
The time evolution of the C K -NEXAFS spectra of feature B (see
Fig. 5.5) recorded with s- and p-polarisation of the incident light
are displayed in colour-coded plots in a) and b), respectively. Yel-
low represents high and blue low intensity. The data acquisition
was started after sample preparation at t = -3 min. The sample
was heated quickly and at t = 0 a stable temperature of 200 K
was established. c) Integrated intensity (left) and first deriva-
tive (right) of NEXAFS feature B with s-polarisation (black) and
p-polarisation (red), derived from the data in a) and b), respec-
tively. The general characteristic changes can be divided into four
sections, labeled I to IV. The blue traces represent the C 1s inten-
sity integrated between 288.0 eV and 285.8 eV and the first deriva-
tive, respectively, taken from the data in d). d) Time-dependent
PES data of NTCDA/Ag(111) (film thickness 8 ML, prepared at
95 K) in the C 1s regime (hν= 520 eV), recorded up to 25 min after
heating to 200 K. See text for details. . . . . . . . . . . . . . . . . 84

5.16 a) PES spectra obtained by integration of the time-dependent C 1s
measurements shown in b) at t = -0.6 min t = 1.1 min, t = 5.5 min,
and t = 15.3 min. The vertical lines indicate the energy shift. In
c) I present the time evolution of the energy shift of the peak
maximum (black trace) and the FWHM peak width (blue trace)
of the multilayer C 1s signal. The photoemission lines were fitted
with Voigt profiles with a constant Lorentzian lifetime of 85 meV
and a Tougaard background. . . . . . . . . . . . . . . . . . . . . . 86

5.17 Photoemission spectra of the O 1s core level and the work func-
tion of nearly flat-lying (red trace) and upright standing (black
trace) molecules. Both films were prepared at 95 K and annealed
at 200 K. a) The O 1s core level shifts about 0.5 eV to lower bind-
ing energy after annealing. The energy shift is indicated by the
vertical black lines. b) The work function was determined at the
intersection of the horizontal and vertical lines and remains con-
stant at 4.95 eV±0.05 eV after annealing. . . . . . . . . . . . . . . 87
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5.18 a) Photoemission spectra of the valence region derived by integra-
tion of the intensity map shown in Fig. b) over 0.5 min at the times
indicated by the horizontal dashed lines. The vertical lines indi-
cate the energy shift of the corresponding peak. b) 2D colour map
of the time evolution of the valence region photoemission spectra.
Red refers to high and blue to low intensity. c) 2D colour map of
the photoemission spectra of the C 1s core level. d) Photoemission
spectra of the C 1s core level derived by integration of the intensity
map in Fig. c) over 0.5 min at the times indicated by the horizontal
dashed lines. The slanted lines indicate the energy shift of the C 1s
peak. For both measurements, 8 ML thick films were prepared at
95 K. At t = -1 min, the samples were heated to 200 K. t = 0 refers
to the time when a constant sample temperature of 200 K was
reached. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88

5.19 Intensity evolution of the C 1s core level along with the 1π-orbital
and the initially unoccupied 1π∗-orbital of the first monolayer.
Also the derivatives of the integrated intensity evolutions are shown.
For more details see text. . . . . . . . . . . . . . . . . . . . . . . . 89

5.20 Time-dependent photoemission spectra of the valence region (VR)
of an NTCDA multilayer film. a) Integrated photoemission in-
tensity (integration time 0.5 min) derived from the data shown
in b) at the positions indicated by dashed lines. Blue and red
spectra refer to measurements at 95 K and 200 K, respectively.
b) 2D colour-coded map of the photoemission spectra. The 8 ML
thick film was prepared at 95 K. The measurements were per-
formed immediately after a post-annealing at 200 K for t=30 min.
Yellow refers to high and blue to low intensity. See text for more
details. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91

5.21 a) Mulliken charge distribution of an isolated NTCDA molecule.
Red refers to negative and green to positives values. b) and c)
Electrostatic potential (ESP) for NTCDA obtained by DFT cal-
culations (b) top view, c) side view). Red refers to low-potential
and blue to high-potential regions. . . . . . . . . . . . . . . . . . . 94
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5.22 Time-dependent NEXAFS study of a 5 ML thick NTCDA film on
Ag(111) prepared at 95 K, after annealing at 230 K. a) C K -NEXAFS
spectra of feature B deduced from the data shown in b) at the
times specified by dashed lines (integration time 0.5 min). b) Colour-coded
plot of the energy-dispersive C K -NEXAFS data of feature B recorded
with s-polarisation of the incident light. Yellow represents high
and blue low intensity. The data acquisition was started after
sample preparation at 95 K at t = -4 min. The sample was heated
quickly and at t = 0 a stable temperature of 230 K was estab-
lished. The doted slanted dashed lines indicate the energy shift of
the peaks indicated by black arrows in a) which are discussed in
detail in the text. c) Integrated intensity of NEXAFS feature B
derived from the data shown in b). . . . . . . . . . . . . . . . . . 96

5.23 Illustration of the sub-processes involved in the post-growth struc-
ture formation of NTCDA films: Intensity evolution of the inte-
grated NEXAFS signal along with sigmoidal fits (orange, green
and blue traces) in section II, III and IV. Additionally the deriva-
tives of the intensities of the NEXAFS and PES signals shown in
Fig. 5.6 c) (left-hand side) together with sketches illustrating the
film structure and morphology in sections I-IV are shown. The or-
ange, green and blue dashed horizontal lines mark the maximum
slope, at which 50% of the molecules are transformed in each phase
transition. The respective values of the first derivative were used
for the quantitative analysis of the activation energies. See text
for more details. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98

5.24 Arrhenius plot derived from the analysis of the time-dependent
NEXAFS intensities. The values for the three different sub-processes
flipping (orange), aggregation in a transient phase (green), and
three-dimensional island growth (blue) show a linear behavior,
thus allowing the determination of the respective activation ener-
gies. Note that at 180 K the transient phase was not observed. . . 100

5.25 Temperature-controlled photoemission study of the valence regime
of 1 ML NTCDA on Ag(111). The diagram was taken from Refer-
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2.1 Interpretation of the Avrami exponent of the form n=a+bc. See
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5.1 Absolute transition dipole moments |µ|, excitation energies ∆E,
and oscillator strengths f of NTCDA core excitations calculated at
the FCA/cc-pVTZ (in parenthesis: FCA/cc-pVDZ) level of theory
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[27] Achim Schöll and Frank Schreiber. Thin Films of Organic Molecules: Inter-
faces and Epitaxial Growth. Elsevier, Oxford, 2013. ISBN 978-0-12-387839-
7. 591–609 pp.

[28] L. Kilian, A. Hauschild, R. Temirov, S. Soubatch, A. Schöll, A. Bendounan,
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Coropceanu. Molecular understanding of organic solar cells: The challenges.
Accounts of Chemical Research, 42(11):1691–1699, November 2009.

[68] M. Hoffmann, K. Schmidt, T. Fritz, T. Hasche, V.M. Agranovich, and
K. Leo. The lowest energy frenkel and charge-transfer excitons in quasi-
one-dimensional structures: application to MePTCDI and PTCDA crystals.
Chemical Physics, 258(1):73–96, August 2000.

[69] M. Hoffmann and Z. G. Soos. Optical absorption spectra of the holstein
molecular crystal for weak and intermediate electronic coupling. Physical
Review B, 66(2):024305, July 2002.

[70] I. J. Lalov, C. Warns, and P. Reineker. Model of mixed frenkel and charge-
transfer excitons in donor acceptor molecular crystals: Investigation of vi-
bronic spectra. New Journal of Physics, 10(8):085006, August 2008.

[71] Grzegorz Mazur, Piotr Petelenz, and Micha l Slawik. Transition dipole mo-
ments of charge transfer excitations in one-component molecular crystals.
Chemical Physics, 397:92–97, March 2012.

[72] Robert S. Mulliken. Molecular compounds and their spectra. II. Journal
of the American Chemical Society, 74(3):811–824, February 1952.

[73] Robert Sanderson Mulliken and Willis B. Person. Molecular complexes: A
lecture and reprint volume. Wiley-Interscience, 1969.

127



Bibliography

[74] Vladimir Agranovich. Excitations in Organic Solids. Oxford University
Press, February 2009. ISBN 9780199234417.

[75] R.F. Fink, J. Pfister, A. Schneider, H. Zhao, and B. Engels. Ab initio
configuration interaction description of excitation energy transfer between
closely packed molecules. Chemical Physics, 343(2–3):353–361, January
2008.

[76] Anna Stradomska, Waldemar Kulig, Micha l Slawik, and Piotr Petelenz.
Intermediate vibronic coupling in charge transfer states: Comprehensive
calculation of electronic excitations in sexithiophene crystal. The Journal
of Chemical Physics, 134(22):224505–224505–12, June 2011.

[77] Wenlan Liu, Volker Settels, Philipp H. P. Harbach, Andreas Dreuw, Rein-
hold F. Fink, and Bernd Engels. Assessment of TD-DFT- and TD-HF-
based approaches for the prediction of exciton coupling parameters, po-
tential energy curves, and electronic characters of electronically excited
aggregates. Journal of Computational Chemistry, 32(9):1971–1981, 2011.

[78] Kazuhiro J. Fujimoto. Transition-density-fragment interaction combined
with transfer integral approach for excitation-energy transfer via charge-
transfer states. The Journal of Chemical Physics, 137(3):034101–034101–9,
July 2012.

[79] Conor Hogan, Maurizia Palummo, Johannes Gierschner, and Angel Rubio.
Correlation effects in the optical spectra of porphyrin oligomer chains: Exci-
ton confinement and length dependence. The Journal of Chemical Physics,
138(2):024312–024312–12, January 2013.

[80] David Fyfe. LED technology: Organic displays come of age. Nature Pho-
tonics, 3(8):453–455, August 2009.

[81] Michael F. L. De Volder, Sameh H. Tawfick, Ray H. Baughman, and
A. John Hart. Carbon nanotubes: Present and future commercial appli-
cations. Science, 339(6119):535–539, February 2013.

[82] H. Marchetto, U. Groh, Th. Schmidt, R. Fink, H.-J. Freund, and E. Um-
bach. Influence of substrate morphology on organic layer growth: PTCDA
on Ag(111). Chemical Physics, 325(1):178–184, June 2006.

[83] M. Scholz, F. Holch, C. Sauer, M. Wiessner, A. Schöll, and F. Reinert. Core
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[125] O. Mathon, F. Baudelet, J.-P. Itié, S. Pasternak, A. Polian, and S. Pas-
carelli. XMCD under pressure at the Fe K edge on the energy-dispersive
beamline of the ESRF. Journal of Synchrotron Radiation, 11(5):423–427,
August 2004.

[126] Philip A. Heimann, Masato Koike, and Howard A. Padmore. Dispersive X-
ray absorption spectroscopy with gratings above 2 keV. Review of Scientific
Instruments, 76(6):063102–063102–3, May 2005.

[127] S. Pascarelli, O. Mathon, M. Muñoz, T. Mairs, and J. Susini. Energy-
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dispersive VUV beamline for NEXAFS and other CFS/CIS studies. Nu-
clear Instruments and Methods in Physics Research Section A: Accelerators,
Spectrometers, Detectors and Associated Equipment, 575(3):470–475, June
2007.

[132] H. Peisert, I. Biswas, L. Zhang, B.-E. Schuster, M. B. Casu, A. Haug,
D. Batchelor, M. Knupfer, and T. Chassé. Unusual energy shifts in reso-
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[158] P. A. Brühwiler, A. J. Maxwell, C. Puglia, A. Nilsson, S. Andersson, and
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Linares, Frédéric Castet, Jérôme Cornil, and Paul Heremans. Electronic
structure and geminate pair energetics at Organic–Organic interfaces: The
case of Pentacene/C60 heterojunctions. Advanced Functional Materials, 19
(23):3809–3814, 2009.

[193] Wei Chen, Dong-Chen Qi, Han Huang, Xingyu Gao, and Andrew T. S. Wee.
Organic–Organic heterojunction interfaces: Effect of molecular orientation.
Advanced Functional Materials, 21(3):410–424, 2011.
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Ein Großteil dieser Arbeit entstand bei BESSY. Deshalb danke ich besonders den
vielen Helfern während meiner Messungen. Die Hilfe, Neugier und Begeisterung
von Christoph Sauer und Michael Wiessner ermöglichten viele der Ergebnisse
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Hiermit erkläre ich an Eides statt, dass ich die vorliegende Dissertation eigen-
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