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Introduction

1. Introduction

The world’s growing population and technological progress leads to an ever increasing demand
for energy services.! It has become obvious that the energy demand cannot be met using fossil ener-
gy sources solely, not only because of their limited availability but also due to their detrimental ef-
fects on the environment and world climate.? Regenerative energy sources on the other hand have
the potential to fill the gap as they are both virtually unlimited and in general environmental friendly.
An obvious energy source is sun radiation, which delivers 1.5-10"® kWh of energy per year to the

earth.? In 2010 the global demand for energy was only a tiny fraction of this (1.4-10™* kwh).*
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Figure 1: Estimated averaged costs of energy generating technologies in the USA in 2016.> The reference for
the currency rate of the US-Dollar ($) is the year 2009.

The problem is that solar energy is economically still not competitive compared to other energy
sources, which is demonstrated by Figure 1. However, in the case of photovoltaic devices there is
prospective improvement. Today, mostly inorganic solar cells are used for solar energy conversion
into electric power. However, they are fabricated using cost-intensive materials and production,
which is especially the case for cells based on mono-crystalline silicon. The best performing devices
yield efficiencies up to 25 %.® However, the production requires an enormous amount of energy,
which has a negative effect on the price/performance ratio. Multi-crystalline devices have a slightly
lower efficiency of 20.4 %,° but the price/performance ratio is much better. The highest shares in the

market have solar cells using amorphous silicon. They are cheaper than the multi-crystalline silicon
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devices, but only have an efficiency up to 10.1 %.° This is only a third of the efficiency of the best
performing devices, which are based on thin GaAs films (28.3 %).° Unfortunately, these GaAs cells are
even more expensive than mono-crystalline silicon based ones. To make solar cells competitive to
other energy generating technologies, a need for development of new devices with a much better
price/performance ratio is evident.

Future progress may be achieved by so-called organic solar cells (OPVs). These devices are based
on organic materials, which are usually very cheap, and can be processed in easy ways (e.g. roll-to-
roll printing). Additionally, only a small amount of material is necessary to construct organic devices.’
Another benefit of these cells is their high flexibility, in principle they can completely made out of
polymers and small organic molecules. A much broader spectrum of possible applications are thinka-
ble (e.g. on car roofs or notebook bags) than for the stiff silicon based devices.

Low efficiencies of about 10 % and an insufficient long-term stability avoid the break-through of
OPVs.®® One reason for the low device efficiency is a short diffusion length (Lp) of the excitation en-
ergy after photo-absorption in the organic material. This is caused by an extrinsic immobilization at
grain boundaries or impurities and an intrinsic immobilization. The latter, which efficiency is materi-
al-specific, is based on a relaxation into so-called self-trapping states. An in-depth understanding of
the underlying atomistic processes of self-trapping is necessary for the future development of mate-
rials with long Lp, in which intrinsic immobilization is prevented. The goal of this thesis is to make a
contribution to such a mechanistic understanding of self-trapping of electronic excitations.

During this thesis exciton self-trapping was studied on the example of perylene based materials,
because they are one of the most stable materials within the organic dyes and possess high electron-
carrier mobilities as well as high absorbance.’® Despite these favourable properties highly efficient
perylene based solar cells were not reported yet. This deficiency is attributed to trapping states and
for a further development of these organic materials the understanding of the basic processes of
excitation energy transport and the corresponding self-trapping processes is crucial.

The thesis is built up in the following way. In chapter 2 an introduction into the scientific back-
ground is given. This covers a brief overview about organic solar cells and perylene based materials
as well as an introduction into exciton transfer in organic materials and exciton self-trapping. In chap-
ter 3 a digest about the computational methods used to calculate excited state properties is given.
Then, computational approaches used within this thesis are explained in chapter 4. Atomistic models
explaining exciton trapping in certain perylene based materials are presented in chapter 5. After-
wards, the introduced exciton self-trapping mechanisms are generalized to a wide range of perylene
based materials (chapter 6) and a discussion of solvent effects is given (chapter 7). The thesis closes

with a short summary in chapter 8.



Prolegomena

2. Prolegomena

2.1 Organic solar cells

In the field of solar cells based on organic materials, three types of devices have to be distin-
guished (see Figure 2): Planar-heterojunction, bulk-heterojunction and dye-sensitized cells. The first
two types work very similar. Absorption of light leads to a formation of an excited state, a bound
electron-hole pair (exciton), in the organic dye material. The exciton can diffuse to a donor and ac-
ceptor interface, where charge separation is possible. By charge transport to the electrodes the con-
version of light into electric power is completed.”™ These processes are discussed in more detail in
the next subchapters. Dye-sensitized solar cells like the Gratzel cell work in a different manner.> % A
mesoporous inorganic semiconductor (IS) is in contact with the cathode. The IS is covered by a single
layer of an organic dye. After photo-excitation of the dye, the dye is oxidized by electron transfer to
the IS. Subsequent, a mediator, which is a redox species dissolved in the electrolyte, regenerates the
dye by reduction. The electron at the IS is transferred to the electrode. Finally, the mediator is re-
generated at the anode by electrons circulating through the external circuit.’®*® This thesis deals

topics concerning mainly planer- and bulk-heterojunction organic solar cells. Therefore, the rest of

this chapter covers these types of devices.

Metal
Acceptor Electrolyte
Donor IS + dye

Figure 2: From left to right: Planar-heterojunction, bulk-heterojunction and dye-sensitized solar cell. Planar-
heterojunction cells are fabricated by sublimation of donor and acceptor organic materials on indium tin
oxide (ITO) coated glass or on plastic substrates. Bulk-heterojunction cells are produced by spin-coating of a
mixed solution of donor and acceptor materials or by co-sublimation on ITO. In the case of dye-sensitized
cells, a mesoporous inorganic semiconductor (IS), e.g. TiO, or ZnO, is placed on ITO. The surface of the IS is
covered with a single layer of organic dye molecules. An electrolyte is injected which contains a redox cou-
ple, e.g. I, and 1.0

Performance of organic solar cells
The quality of organic cells is determined by the power conversion efficiency 1, which is the ratio

of the output power to the input power. The input power is given by the intensity and energy of the



incident light, while the output power is measured by the electric power of the device. Experimental-
ly the cell efficiency is determined by so-called current density voltage (J-V) characteristics (see Figu-

1.2 An im-

re 3 right). A compact overview about this topic is given in a recent article of Mishra et a
portant parameter of the J-V characteristics is the open-circuit voltage (Voc), which is the highest
voltage delivered by a solar cell occurring at zero current density. It mainly depends on the materials,
especially on the energy difference between the highest occupied molecular orbital (HOMO) level of
the donor and the lowest unoccupied orbital (LUMO) level of the acceptor material (see Figure 3

left).

dark light
CT
LUMO —— "
----- r——— LUMO >
hv ~Voc v
HOMO - A liF= Pout/voc‘lsc

++ Homo P

Donor Acceptor Jsc
Figure 3: Left: A simplified four level diagram of the alignment of the HOMO and LUMO levels of the donor
(red) and acceptor (green) material in a bulk-heterojunction organic solar cell. Absorption (hv) at the donor
material and charge-transfer (CT) to the acceptor material are schematically illustrated. Right: Current densi-
ty voltage characteristics are shown for a solar cell. The device efficiency n is determined by the open-circuit
voltage (V o), the short-circuit current density (Js¢) and the fill factor (FF). P,,; is the maximum power point,
where the power output of the device has its maximum.”

The short-circuit current density (Js¢) is the highest current density measurable in a solar cell. It
depends on the number of absorbed photons and created free charge carriers as well as the charge
mobility. Further influences are caused by the surface of the photo-active layer and the device thick-
ness. A third parameter determining the cell efficiency is the fill factor (FF), which characterizes the

device quality:

(1) FF=VPout']Pout
VocJsc

Here, Vp, , and Jp . are the voltage and current density at the maximum power point Py,;. The
largest area within the J-V curve defines the FF. It depends on the number of generated charge carri-

ers reaching the electrodes. Charge recombination and transport are mainly influencing the fill fac-



Prolegomena

tor. It is necessary to have well matching energy levels of the materials to end up with high values for

Voc and FF. The device efficiency is then given by (P;,: incoming power by sun light):*

Voc'Jsc'FF
(2) p="00

In production one should ensure that an appropriate combination of materials as well as a good
absorbance and solid state morphology are given.?! Especially the latter is important to avoid losses

by charge or exciton recombination. More details about these processes are given later.

Shockley-Queisser limit

A theoretical limit for the efficiency of a single p-n-junction solar cell (p: hole conductor; n: elec-
tron conductor) is given by the so-called Shockley-Queisser limit.?> The starting point is the hypothe-
sis that the band gap determines the energy of the photo-generated free charge carriers. After ab-
sorption, the excited electron rapidly loses all energy, till it reaches the energy of the bottom of the
band. Out of the solar spectrum f(v) only photons are absorbed, which are higher in energy than the
band gap E,(v: frequency). A theoretical limit for the efficiency 7 is given by the ratio of the energy

of the generated free electrons E,- divided by the energy of all photons Ehv:22

_ b _ o Ty @vF )
n Eny f0°° dvf(v)hv

(3)

Therefore, the theoretical limit for the energy conversion depends on the band gap. The best effi-
ciency of 31 % can be found for a band gap of 1.3 eV under normalized sun illumination conditions.?
For organic solar cells a maximal efficiency of 15 % is expected for a band gap of 1.5 eV.>* One reason
for the lower efficiency of organic devices is the required energy to separate the strongly bound
charge carriers after excitation. In principle, so-called tandem cells, which contain several cells ab-
sorbing at different wavelengths, can beat this limit, because this is valid for each single cell of the
composite.”® For an organic tandem cell containing two sub-cells a best efficiency of more than 20 %

is estimated for band gaps of 1.7 eV and 1.1 eV for the single cells.*

Photo-current generation efficiency
This subchapter concerns the overall energy conversion efficiency 1 of organic solar cells and its

limitations. 7 can be expressed by the product of all single efficiencies of the steps occurring during



energy conversion: photo-absorption (n4), exciton diffusion (ngp), exciton dissociation (n.r) and

charge carrier collection (n¢¢).”

(4)  nm=mn4"NMgp NerNee

In the following processes are discussed, which determine the efficiencies of each step during

photo-current generation.

Photo-absorption

The first step for photo-current generation in organic solar cells is the photo-absorption. Best per-
forming dyes should harvest photons from the solar irradiation with a high absorbance. The solar
spectrum has the highest intensities in the range of 600 — 800 nm. However, absorption of the com-
plete visible and near IR spectral range is desirable for organic dyes.***® A band gap of 1.1 eV
(1100 nm) between the highest occupied and lowest unoccupied band yields an absorption of 77 %

11,12

of the solar spectrum (see Figure 3 left). Most organic dyes possess band gaps of around 2 eV

1112 However, small band gap

(620 nm), which reduces the amount of harvested photons to 30 %.
materials have a disadvantage. After absorption the electronically excited part of an aggregate relax-
es into the equilibrium geometry, which minimizes the potential energy. This process leads to a loss
of potential energy due to relaxation.'* To improve the spectral absorbance tandem cells have been

established.?®?’

Several cells are joined together in such devices. Each one of them contains a dye
with an absorption maximum at a different wavelength. In principal, the whole solar spectrum can be
covered this way.

Another problem is the absorption coefficient of organic materials which is in the order of
10° cm™. This means that a 100 nm thick layer of organic dye is necessary to absorb photons effi-

ciently.***

Exciton diffusion

In order to get free charge carriers the excitation energy has to diffuse to an interface of donor
and acceptor material after photo-absorption. This process is called exciton diffusion. It is estimated
that only 10 % of the photo-generated excitons lead to free charge carriers (in conjugated poly-

1228 1n organic materials excitons are strongly bound electron-hole pairs (Frenkel excitons),

mers).
which recombine within several nanoseconds. Typical diffusion lengths of 5-20 nm are observed,
which is a very small distance compared to the required layer thickness for efficient absorption

(100 nm).****?° Only excitons can be transformed into free charge carriers, which reach an interface
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2028 As a consequence, concerning the layer thickness a compromise between effi-

during diffusion.
cient diffusion and absorbance is necessary. This problem can be solved by the use of bulk-
heterojunction solar cells instead of simpler planar-heterojunction ones. In this device type thin lay-
ers, resulting from spin coating, co-sublimation or doctor blading of a fine mixture of donor and ac-
ceptor materials, take care for the small exciton diffusion length. A high absorbance can be achieved

at the same time by choosing a proper overall thickness of the mixture layer.

Charge separation

At interfaces between donor and acceptor materials, excitons do not decay into free charge carri-
ers spontaneously due to a huge binding energy.”® An initial charge transfer process resulting in a
polaron-pair occurs on a femtosecond time scale, and is much faster than other relaxation processes
of the exciton.” Therefore, the charge transfer step has an efficiency of almost 100 %. The resulting
polaron-pair can either recombine to the ground state or dissociate into free carriers via charge-
separated states.’ An additional driving force is necessary to separate the polaron-pair into free
charges due to the large dissociation energy of about 0.1 eV.?° The difference between the HOMO
level of the donor material and the LUMO level of the acceptor material forms a gradient of the
chemical potential at the interface (see Figure 3 left)."”? This internal electric field determines the
open circuit voltage (Voc) and causes a drift of charge carriers.™ It was found empirically that an en-
ergy difference between the two levels of at least 0.3 — 0.4 eV is necessary for an efficient charge
separation.”® A second driving force results from different electrode materials, which yield an exter-
nal electric field in short circuit conditions.*® A third driving force is a concentration gradient of the
charges which produces diffusion current.’” Furthermore, the excess energy of a polaron-pair after
exciton dissociation influences charge separation.** The additional energy helps to overcome the
Coulomb attraction of the polaron-pair. Usually charge separation is very efficient.? However, if the
same material transports electrons and holes, a charge recombination can affect the efficiency of the
transport.® In the case of charge recombination two mechanisms are distinguished.>**> Geminate
recombination is defined as between charges bound by Coulomb interaction after exciton dissocia-
tion. In organic solar cells this mechanism occurs on a picosecond to nanosecond timescale. A non-
geminate process means a recombination of oppositely charged carriers originating from different

excitons, which happens on a microsecond to millisecond timescale. These processes result in a low-
ering of Voc.*® Another problem is the low charge carrier mobility U =§ (v: velocity of charges;

F: applied electric field), which is in the range of 10% - 10° cm?V's™? for many organic materials

20,37-41

(e.g. silicon has an electron mobility of 1.4-10* cm2V''s™ at room temperature). The low mobility

in organic materials is caused by charge recombination processes and traps.***?



Charge collection

The last step of the energy conversion is the extraction of the charge carriers at the electrodes.
The materials have to be selected in a way that the energy levels are matching so that no energy gets
lost."® Normally, this condition can be achieved. The charge extraction depends on the concentration
of charge carriers at steady state conditions.*”* If the extraction rate of the charge carriers is low at
the electrodes, they cannot leave the device fast enough. This results in the formation of a space

charge region at the organic-metal interface, which limits the charge extraction process.**

Summarizing, the energy conversion efficiency especially of an flat-heterojunction organic solar

cell is mainly limited by absorption and exciton diffusion:*

(5) n=naMep

The efficiency of photo-absorption can be addressed by the used dye and the cell architecture.
Therefore, exciton diffusion remains as one serious limitation for organic-solar cells, which limita-
tions are scientifically not well understood. Exciton diffusion is discussed in more detail in the follow-
ing chapter. Before doing so, the development of cell architectures of organic solar cells using small

molecules or polymers is outlined in a short overview.

Cell architectures

The starting point of the development of organic solar cells was the discovery of the photovoltaic
effect by Alexandre Edmond Becquerel in 1839.% But it took until 1954, when the first silicon based
solar cell was reported.*® In the 1970™ the first organic devices were studied, but with very low de-
vice efficiencies. These cells were based on a single layer of dye material between two electrodes.
For example Tang et al. built a cell with a microcrystalline film of chlorophyll and a device efficiency
of 0.02 %.” The low efficiency is caused by the physics of organic semiconductors. In inorganic ones
the absorption of light produces almost instantaneously free charge carriers due to the low binding
energy of electrons and holes in so-called Wannier-Mott excitons (binding energies around
0.025 eV).* In contrast to this, in organic semiconductors Frenkel excitons are generated after pho-
to-excitation, which possess a much higher binding energy between electron and hole. Typical bind-
ing energies are estimated to be in the order of 0.5 - 1.5 eV.* Free charge carriers are only produced
if the binding energy can be overcome. In principal, this is possible by external electric fields or at

certain interfaces as mentioned before.
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In 1986 Tang introduced an organic planar-heterojunction cell (see Figure 2) by using copper
phthalocyanine as electron donor and 3,4,9,10-perylene tetracarboxylic bisbenzimidazole (PTCBI) as
acceptor material.* An improved device efficiency of ~1 % was measured. The bilayer structure of
the device promotes a charge-transfer (CT) process between donor and acceptor material at the in-
terface. The donor and acceptor materials must be chosen in a way that a dissociation of the exciton
into free charge carriers happens efficiently.

Planar-heterojunction cells can be further improved by introducing an exciton blocking layer (EBL)
between the acceptor material and the cathode. This layer reflects excitons, which significantly im-
proves Jsc by preventing excitons to be quenched at the metal electrode.’®* This works due to a
large energy offset between the HOMOs and LUMOs of the acceptor material and the exciton block-
ing material.>* Additionally, the EBL prevents hot metal atoms to penetrate into the acceptor materi-
al during deposition. A large energy offset between the EBL and the cathode is expected to occur
which should form a barrier for electron transfer to the electrode. However, this is not observed
which can be explained by gap states introduced during deposition of the cathode. This facilitates

30513333 The need for gap states limits the size of the EBL to about

charge transport through the EBL.
10 nm.
Bilayer cells are still limited for their efficiency due to the small exciton diffusion length of organic

11,12,20

materials, which is typically in the order of 5- 20 nm. Therefore, very thin layers are necessary,

which reduces crucially the optical absorbance of the cells. Also this point is discussed in more detail
later in this chapter. In 1991 Hiramoto et al. introduced bulk-heterojunction devices (see Figure 2).”°
A perfect bulk-heterojunction cell contains an interpenetrating mixture of donor and acceptor mate-
rial in a way that all excitons are photo-generated within their diffusion length to an interface. Also,
an exclusive contact of the donor material to the anode and of the acceptor material to the cathode
is given. This building principle for organic solar cells circumvents the conflict between the short exci-
ton diffusion length and low absorbance. However, this ideal case is still not achieved in existing de-
vices.

1.3>° The device was structured

In 2003 Forrest et al. introduced a revised bulk-heterojunction cel
as followed: A donor material is evaporated on an ITO electrode, then a donor and acceptor blend
layer follows, finally an EBL and the cathode are deposed. An improvement of 40 % was achieved by
this hybrid-heterojunction cell architecture. It is also called a p-i-n structure (p-conductor - intrinsic
absorber - n-conductor), because an exclusively hole and an exclusively electron conducting layer
sandwiches the active bulk-heterojunction one.”’ Efficient doping of the p- and n-layer enables ohmic

contacts to the electrodes which supports charge collection. Mitsubishi Chemicals have constructed

today’s best bulk-heterojunction solar cell with a device efficiency of 9.2 %.>®



The drawback of bulk-heterojunction devices are their complex structure caused by the mixture
of two materials which could result in traps for charge loss if e.g. a material phase has no contact to
the electrodes or domains becomes thicker than the exciton diffusion length. Therefore, a proper
adjustment of morphology and phase separation is crucial for the efficiency of bulk-heterojunction
solar cells.” Also, reproducibility is a problem in the manufacturing process of such devices.>

Several hierarchy levels must be taken into account to end up with a well performing device
which is nicely outlined in a recent review article of F. Wiirthner and K. Meerholz.*®® The first one is
the molecular level. On this level the donor and acceptor molecules must be optimized for their opti-
cal and redox properties. Both molecules should complement each other in absorption to cover large
parts of the solar spectrum. The redox properties must be adjusted in a way that the HOMO and
LUMO levels of both molecules allow a fast electron transfer at the interface (see Figure 3 left) while
the V¢ is large at the same time. The second hierarchy level is the super-molecular one (length scale
of around 10 nm). For this level, proper phase separation of the donor and acceptor molecules as
well as self-assembly of the aggregates must be considered. For the first topic it is important that the
molecules prefer to build homo- instead of hetero-aggregates. Self-assembly is desired, because exci-
ton and charge transport is more efficient in well-ordered aggregates with favorable packing motifs.
The whole system represents the third level. A formation of optimal domains and paths for the
charges is desired on a length scale of 100 nm. This level depicts a big challenge for device manufac-
ture. A proper intermixing and macroscopic orientation of the material layers should be achieved.
Time-consuming optimizations and try-and-error concepts must be employed to solve this issue
properly. Variation of solvents, deposition technics and thermal post-treatment (“annealing”) is pos-
sible. The fourth level of hierarchy is the device one. Proper contacts of the bulk-heterojunction lay-
ers to the electrodes must be ensured. Additional EBLs help to solve this problem.

The absorption width of organic materials is typically narrow. Therefore, a single dye cannot cover
the whole solar spectrum. To overcome this limitation so-called tandem cells are introduced in 2007
by the Heeger group.?® In these cells different single-junction cells are stacked together. Each single
cell absorbs at different wavelengths, which allows covering a large part of the solar spectrum. The
best device efficiency of 10.7 % for an organic solar cell was measured in such a tandem solar cell.’
Most common cell architectures are parallel and series connected cells.®* In series connected tandem
cells, the sub-cells share a common recombination layer between the stacks. The anode of the first
cell is electrically connected to the cathode of the last cell. This electric connection results in a con-
stant photo-current through the device and the single V. of each cell add up. In a parallel connected
setup the single cells share common electrodes. In this case the V. of the tandem cell is given by the

sub-cell with the lowest V. and the J¢. of each sub-cell sum up.
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2.2 Perylene based materials

There are different organic materials employed in organic solar cells, for instance small molecules,

oligomers or polymers.®*®®

Organic solar cells are classified by the used materials: Small molecule,
polymer and organic-inorganic hybrid devices.'® The latter means a combination of organic molecules
with inorganic semiconductors like the Gratzel cell (see chapter 2.1). An alternative classification of
organic photovoltaics can be done by the device structure: Planar-heterojunction, bulk-
heterojunction and dye-sensitized cells (see Figure 2).1%%

Today’s organic solar cells cannot compete with silicon-based ones and other thin-film photovol-
taic devices in stability and efficiency.>*° For this reason, the investigation of new organic materials is
required. These materials should fulfill efficiency conditions like light harvesting, charge transfer,
charge and exciton transport, thermal-, chemical- and photo-stability.’® 3,4,9,10-perylene tetracar-
boxylic bisimides (PBIs, see Figure 4) are one of the most stable materials within the organic dyes and

19¢7 Their electron deficiency disfavors photo-oxidation,

possess high electron-carrier mobilities.
which is one major reason for their stability, and makes the material to one of the best organic n-
type semiconductors known today.®®*® PBIs belong to the family of rylene dyes and are well known
as high-performance pigments applied in car paints or the coloration of synthetic fibers.”””* There is
a huge variety of materials belonging to the sub-class of perylene based dyes resulting from the fact
that perylene possesses twelve functionalizable positions. The 3,4,9,10 positions are known as peri-,
the 1,6,7,12 are called bay- and the 2,5,8,11 are known as ortho-position (see left panel of Figure
4).%°

The synthetic routes for most of the existing perylene bisimides start at the commercial available
3,4,9,10-perylene tetracarboxylic dianhydride (PTCDA). A simple imidization reaction using aliphatic
or aromatic amines yields PBIs, which can be purified easily in high yields.'® These peri-substituted
perylenes constitute the 1" generation of PBI dyes. They are often used in planar heterojunction
solar cells as acceptor materials (see Figure 2)."° One famous PBI dye is the N,N’-dimethyl-perylene

9”.7%Y The color of the pigment dependents on the solid-

bisimide also known as “Pigment Red 17
state particle size and can be varied from maroon to red.™ It is extensively used in industrial paints
due to its rich deep color, high transparency, brightness and outstanding weather fastness.'>’® The
solubility of the 1° generation PBIs in different solvents can be adapted by bulky alkyl or aryl substit-
uents at the imide groups.” In solution all these perylene dyes show similar absorption spectra,

which proofs that the imide substituents do not affect the optical properties.'®’*”*
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Figure 4: Different perylene based dyes. The functionalizable positions of perylene are illustrated in the left
panel. From left to right some examples for perylene based dyes: Perylene tetracarboxylic bisimide (PBI),
perylene tetracarboxylic dianhydride (PTCDA) and diindeno perylene (DIP).

Recently, another peri-substituted perylene has gained interest for application in optoelectronic
organic devices: Diindeno perylene (DIP, see Figure 4). In single crystals an exciton diffusion length of
90 nm was measured in accordance with the crystalline grain size.”® This value is one of the largest
reported for organic materials. For example, in a-PTCDA a diffusion length of only 22 nm was pub-
lished.” Well performing organic solar cells need a good calibration of the thickness of the exciton
diffusion layer, in order to have a good balance between optical and electronic properties.”® On one
side thicker films yield a better light absorption, which leads to the generation of more excitons. But
for small diffusion lengths less excitons reach an interface of donor and acceptor material. On the
other side, in thin films the number of structural and chemical defects rises, which results in an effec-
tive exciton trapping besides the reduced amount of photo-generated excitons.”® In conclusion, larg-
er exciton diffusion length will lead to a better performance of organic solar cells, which is provided
by DIP. Further benefits for this material are its strong tendency to self-order along the long molecu-
lar axis as well as its balanced charge carrier transport.”*® Finally, DIP possesses two polymorphs
observed at low and high temperatures, respectively.?! In thin films only the high-temperature phase
is found.®®? This benefits to its application in organic solar cells, because thermally induced structur-
al changes of the aggregate are prevented. However, there is one serious restraint for the application
of DIP in organic solar cells. On weakly interacting substrates like SiO, or ITO the DIP molecules es-
sentially stand upright (along the long molecular axis), which increases the intermolecular interac-

768384 gince the vector of the transition dipole moments points

tions between adjacent DIP molecules.
towards the long molecular axis as well, DIP cannot absorb incoming light efficiently in thin films,
because the wave vector of the incoming light is orthogonal oriented to vector of the transition di-
pole moment. For applications it is necessary to manipulate the orientation of DIP on weakly inter-

acting surfaces to end up with efficient devices. One way to achieve this is to use amorphous films
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instead of well-ordered ones. Unfortunately, the large exciton diffusion length in crystals is not found
in the amorphous phase (9 nm).®* Nevertheless, a planar heterojunction cell based on DIP was pub-
lished with an device efficiency of 4.1 %.%° A chemical derivatization could be a promising way to
change the orientation behavior of DIP on weakly interacting surfaces.

In order to end up with materials with good performance it is insufficient to vary only the imide
substituent, because only aggregation behavior and solubility can be adapted.?” For modification of
morphological properties as well as absorption, fluorescence and HOMO/LUMO energies, further
variation of the substitution of the perylene is essential."> A common way to accomplish this is to
halogenate PTCDA to end up with 1,6,7,12-tetrachloro- or 1,6(7)-dibromo-perylene tetracarboxylic
anhydride.®%° A treatment with amines in an acidic solvent yields bay-halogenated PBIs.*® Using nu-
cleophilic aromatic substitution or metal-catalyzed reactions a variation of the bay-substituent can
be reached.’” These PBIs are called the 2™ generation. Often a phenoxylation is used to improve the
solubility of the PBIs.”™® Compounds with four phenoxy groups in bay-position possess a batho-
chromic shift of more than 50 nm compared to unsubstituted PBIs but retain their high fluorescence
quantum yield of almost one.'® Dyes showing a hypsochromic shift could be synthesized as well.*
Due to their improved solubility 2" generation PBIs are used in solution-processed solar cells like

1087.95% ynfortu nately,

bulk-heterojunction devices (see Figure 2) and organic field-effect transistors.
the performance of solar cells with 2™ generation PBI remain behind fullerene-based devices.'® To-
day, the power conversion efficiency of the best PBI cell is 3.17 %, while the best fullerene cell yields
8.3 %.%%” The main problem of the efficiency of PBI devices seems to be self-trapping of excitons in
the domain of strongly aggregated PBI molecules.’® Morphological control and arrangement of the
molecules remains a crucial topic for research on PBIs.™

By functionalization in bay-position optical and electronic properties of PBls can be tuned, but the
resulting twist of the perylene core is weakening intermolecular interactions compared to the

1087 Therefore, a possibility was investigated to adjust optical properties and re-

1* generation PBIs.
tain the planarity of the molecule. One way to enable this was to use asymmetric perylene mo-
noimides (PMls).?®*%° They can be synthesized in a one-pot reaction by imidization and decarboxyla-

100 Afterwards, PMI can be monobrominated at peri-position or

tion of PTCDA at high temperatures.
tribrominated at peri- and bay-position depending on the solvent.’®> Monobrominated PMls react
with certain naphthalene monoimids in basic conditions to terrylene bisimides, which have a larger

aromatic core than PBIs.®**%

Treating monobrominated PMIs with amines leads to push-pull type
perylene dyes, which are used in dye-sensitized solar cells (see Figure 2).° The amine group acts as
donor and the imide is an acceptor, which gives a bathochromic shifted absorption and strong intra-

molecular charge transfer. The latter favors high efficient dye-sensitized solar cells.’® The best device
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based on PMIs possesses an energy conversion efficiency of 6.8 %. Strong dipole orientation

towards the inorganic semiconductor enhances the electron injection and minimizes the charge re-
combination.™
A recently developed functionalization of PBIs is at the ortho-position, which leads to the

102-105

3" generation of PBI dyes. These materials can be optimized without geometric distortion of

the perylene core.' Higher solid-state fluorescence was yielded for these PBIs compared to the other

generations, which results in improved energy conversion efficiencies of organic solar cells.>*%
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2.3 Exciton transfer in organic materials

Chapter 2.1 outlined the fundamental processes which limit the efficiency of organic solar cells.
Serious problems are morphology and absorbance, especially for bulk-heterojunction devices. For all
types of organic solar cells, inefficient exciton diffusion represents a crucial limitation.*>**”1° Despite
their importance, trapping effects limiting exciton diffusion are still not fully understood. For exciton
trapping two cases are distinguished: Extrinsic trapping happens at grain boundaries and structural or
chemical impurities. Intrinsic trapping happens even in perfect crystals and result from relaxation
processes leading to a local distortion of the crystal or aggregate structure. This phenomenon is
called exciton self-trapping and is based on a strong lattice deformation, which immobilizes the exci-

d."'*!"3 Self-trapping is a material specific property and has to be

ton by its own lattice distortion fiel
discussed accordingly. In the following, the fundamentals of exciton diffusion are discussed. In the

next subchapter, exciton self-trapping is introduced more carefully.

Regimes of excitation energy transfer

The basic mechanism of exciton diffusion is the excitation energy transfer (EET) between mole-
cules. Two time scales are important in order to describe this mechanism.'** The first one is the in-
tramolecular relaxation time t,..;, which describes the time each molecule needs to return to thermal
equilibrium after an electronic transition. The other one is the transfer time t;,,,s, Which is the time
an exciton needs to move from one molecule to another. Both times define three regimes for exciton
transfer. If t,.o; < tirans, intramolecular relaxation leads to fast dephasing of the exciton and results
a localized so-called Frenkel exciton. Such an exciton is transferred incoherently, which causes a dif-
fusive motion. The second regime for exciton transfer can be found for t,¢; > tirans. Here, the exci-

1% A spatially confined wave packet must be

ton moves almost freely from molecule to molecule.
considered, which is delocalized over many molecules, and a coherent transfer results. An intermedi-

ate cases (tye; = tirgns) COMpose the third regime with partially coherent transfer.

Forster and Dexter transfer

Organic materials are mainly non-covalently bound complexes, where typically localized Frenkel
excitons are found (first regime).*** In this case EET could happen via two mechanisms (see Figure 5).
The first possibility is a simultaneous de-excitation of one molecule and excitation of another mole-
cule. This is called Forster resonant energy transfer (FRET).''> The alternative process is described by
electron exchange. Formally, the electron in the LUMO of the excited molecule is transferred to the

LUMO of the molecule in the ground state. At the same time an electron from the HOMO of the mol-
15



ecule in the ground state is transferred to the HOMO of the excited molecule. This type of EET is the

so-called Dexter transfer (see Figure 5). This process depends on the differential overlap of the LU-

116

MOs and HOMOs at both molecules, which decays exponentially with the distance.”™ As a result,

Dexter transfer happens only for small spatial separations of the molecules, while Forster transfer

114,116

occurs even for large distances. More detailed discussions about EET can be found in the here

cited literature, #6118

Dexte

L .

’ "
LUMO = 4— — 4 - —

% or — >
TN rd
HOMO =+ — H — —+ 4+
M M* Mo M* M* M

Figure 5: lllustration of the formal excitation energy transfer for localized singlet Frenkel excitons. The excit-
ed molecule (M*) transfers the excitation energy to a molecule in the ground state (M). This happens either
via Forster (blue) or Dexter (red) transfer.

According to Fermi’s golden rule, the exciton transfer rate kg via EET is described by:***
21
(6) kger =7|Vec|2DEET

In this equation, V. denotes a Coulomb matrix element which does not depend on nuclear coordi-
nates within the Condon approximation. Its meaning is outlined later in this subchapter. Dggr de-

scribes the combined electronic and vibrational density of states (DOS) referring to the EET process:
_ (em) (abs)
(7)  Dggr = h[dwDy ™ (@)D" ()

Here, Dl()em)(a)) is the combined DOS for the donor de-excitation and Dlgabs) (w) the combined DOS
for the acceptor excitation. Dggr is called the spectral overlap expression, because it is determined

by the frequency integral of the overlap expression of the donor and acceptor DOS.
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Figure 6: lllustration of Davydov splitting for a homo-molecular dimer.

If two molecules — A and B — are considered, V,. is the electronic part of the coupling between the
situation where either A (A* + B) or B (A + B*) is excited. This coupling leads to a so-called Davydov-
splitting of the excited states (see Figure 6)."***'2% |n the following derivation of an expression for

V., it is assumed that both molecules have one occupied orbital ¢, and ¢ and one excited orbital

¢ and ¢ . The ground state is given by

(8) Yu= |¢A¢_’A¢B¢_’B)

and locally excited configurations by:

(9) Yu= \/%(lqﬁAququ(ﬁB) + |paPadsds))
(10) Y= %(|¢A<ISA¢B$§> + |padadisds))

The dimer wave function is than a linear combination of both local configurations:

(11) W =caPy+cpPp

Inserting this wave function into the Schrédinger equation and projecting with the local solutions

from the left yields:

With:

(13)  Hys = (Ya|H|ba)
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(14) Hyp = (¢A|ﬁ|l/)3)
(15) Hpg = (1/1B|ﬁ|1/)5)
(16) S =(YPulp)

In the case of a homo-dimer Hy4, = Hpp is valid and the following energies result:

Hpp+H — Hyp—SH
(17) Be = =55 = Haa ¥ 755575

If one assumes S = 0 which is valid for large intermolecular distances, the energy difference be-
tween E, and E_ is determined solely by Hyp, which is now equal to V.. In the orbital basis Hyp is

expressed as:

(18) Hup = 2(PpdaldpPp) — (PaPpldpsda)

The latter term in ( 18 ) involves the overlap between orbitals at A and B and can be neglected. Only
the first term remains, which is the Coulomb interaction determining Forster transfer. The second
term describes the exchange interaction describing Dexter transfer. The orbital overlap increases
exponentially with the shortening of the distance. As a result, Dexter transfer only becomes signifi-
cant for short intermolecular distances. In this case V. is equal to half of the energy splitting defined

in(17).

Marcus-Hush theory for exciton diffusion

Diffusion of localized excitons can be described approximately within a hopping model, where the
exciton is localized at one molecule and jumps to other molecules with a certain probability. This is
equivalent to the Marcus-Hush theory, which is introduced in detail in the here cited literature.™’**""
122 |n the Marcus theory, the hopping rate kgpr for EET is given by the semi-classical rate (kg: Boltz-
mann’s constant; T: Temperature; AG°: Difference of Gibbs free energy before and after the jump; A:

reorganization energy):'"’

e [ _ (A+A6°)?
(19)  kggr = h | 2kpT © ( 4/1kBT)

This expression shows that the hopping probability depends to the second power on the electronic

coupling element V., which includes Forster and Dexter transfer. I/, is accessible computationally by
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the calculation of the Frenkel states of the two molecules within a super-molecular approach. Other
approaches are possible as well.'*® As Figure 6 indicates, the coupling is equal to half of the splitting
of the Frenkel states of the dimer. If all necessary quantities (V,., AG° and 4) are calculated, one can
use the rates k given by Marcus-Hush theory to model the exciton diffusion within a master equa-

tion, which may be solved analytically or numerically, or by a Monte Carlo approach.'**

Measurement of exciton diffusion

In organic materials the exciton diffusion can be determined by measurement of (a) exciton-
exciton annihilation, (b) microwave conductivity, (c) heterojunction photocurrent or (d) photolumi-
nescence quenching.> This means that neither the diffusion constant D nor the diffusion length Lpis
directly measureable and must be interpreted using directly measured quantities. Case (d) is the
most common used method and will be discussed in more detail in the following. The decay of the
photoluminescence is measured in thin layers of organic material with variable thickness.'?® The ma-
terial is deposited on fused silica as well as on exciton quenching material (e. g. TiO,).'** The photo-
luminescence decays faster on TiO, than on fused silica, because excitons diffusing to the TiO,-
interface are quenched. Parameterized fits of the available measured data have to be analyzed in
order to extract the exciton diffusion constant. The distribution of excitons n(z, t) in a thin film of an
organic material as a function of depth and time can be described by a one-dimensional diffusion

equation (n: concentration of excitons):'**

an(zt) D 9%n(zt)

(20) at d0z2

—k(t)n(zt)
The second term of equation ( 20 ) accounts for the limited lifetime of excitons due to photolumines-
cence. k(t) is the decay rate of the photoluminescence in absence of a quenching material and z

denotes the vertical distance from a point in the thin film from the interface to the vacuum.'” T

wo
boundary conditions are necessary to solve this differential equation. The first one is the initial distri-
bution of excitons n(z, 0). If reflection at the TiO,-interface and interference can be neglected, ac-

cording to Beer-Lambert law results (a: absorption coefficient):'*

(21) n(z,0) =n(0,0)e"*

If a perfect quencher is assumed, the second boundary condition is n(L,t) = 0, where L is the thick-
ness of the film."?> This condition leads to an underestimation of diffusion, if the quencher is not per-

fect. The term k(t) can be determined by the non-quenched sample on fused silica for each film

19



thickness. The diffusion constant D can be fitted to the measured photoluminescence data. The exci-
ton diffusion length L, is related to the diffusion constant D and is typically in the order of several

namometers (7: exciton lifetime):

(22) Lp=+2Dt
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2.4 Exciton self-trapping

In crystals with a strong coupling of charge carriers to the lattice, electrons or holes can become
self-trapped as a polaron in its own lattice distortion field.'*® Two kinds of self-trapped charge carri-
ers have to be distinguished: Dielectric polarons, which result from Coulombic interaction of a charge

and a deformable lattice,****

and molecular polarons, which are caused by chemical bond for-
mation."?®? In real systems both kinds are usually mixed. A bound electron hole-pair with a strong
coupling to the crystal lattice is called a self-trapped exciton.' Here, the electronic excitation causes
a strong local deformation of the lattice which leads to an immobilization of the exciton by its lattice
distortion field. Self-trapped excitons can be characterized in the same way like the self-trapped

charge carriers."™ Most studies concern exciton self-trapping in inorganic crystals like ionic halide

130-132 133-135

crystals and in solid rare-gas crystals. In other crystals the effect is only rarely reported. For

this reason, it is convenient to introduce exciton self-trapping on the example of metal halides. Wil-

liams et al. wrote a nice review article about this topic.'**

In the ground state metal halides are built
up by closed-shell rare-gas like ions which means that in the crystals Coulombic interactions are dom-
inating rather than covalent bonding. Valence excitations break up the closed-shell conditions and
make covalent bonding possible. Most common is a dimerization of near neighbors. Such chemical
bonding in the excited state results in a strong lattice coupling which can trap the electronic excita-
tion. The self-trapped state will not be formed instantaneously since the initial excitation is extended
in band states. A thermal fluctuation of appropriate magnitude will lead to a quick localization of the

exciton in a self-trapped state with molecular dimensions.”*?® The same mechanism holds for self-

trapping of holes and electrons as well.

Exciton trapping in organic materials
In metal halides, molecular self-trapping of excitons dominates due to the formation of covalent
bonds which is not expected in organic materials. On one hand nnt*-excited states are usually more

stable than excited covalent states in metal halides.™®

On the other hand in organic crystals disper-
sive interactions are dominating resulting in larger lattice distances than in metal halides, which fur-
ther frustrates chemical bond formation between adjacent molecules. However, chemical reactions
after photo-excitation are well known also for organic and bio-materials like photo-induced proton

transfer to prevent radiation damage in DNA and proteins™"**®

or photo-induced isomerization of
retinal for animal vision.”*>**® Organic materials used in solar cells are selected in a way that they are

photo-stable and, thus, molecular self-trapping should be of minor importance in this case.™

21



The band structure of organic materials is much more complicated than the one of metal halides
due to a larger number of close lying excited states and a stronger crystalline disorder. Furthermore,
two different kinds of excited states have to be distinguished: Frenkel-type and charge-transfer (CT)
states. In organic materials excitons belonging to both types were characterized in the literature.
Time-resolved and temperature-dependent photoluminescence measurements were performed on
columnar stacks of sexithiophene by Glowe et al.'*' Both species of excitons were identified: Self-
trapped Frenkel-type excitons and dark CT excitons. Both are produced directly by photo-excitation.
Initial photo-excitation of a free Frenkel exciton branches into a self-trapped exciton, which is local-
ized to one molecule, and a CT exciton, in which the electron and the hole are localized on different
sides of the stack. CT excitons are generated with ~5 % efficiency, because CT states are normally
0.2 - 0.3 eV above the Frenkel ones in aggregates of m-conjugated oligomers.**? Branching is possible
due to coupling (resonance) between Frenkel and CT states due to a large bandwidth of the Frenkel

% This leads to the conclusion that directly after photo-

states, which embrace the CT states.
excitation the nature of the exciton in organic semiconductors is dominated by super-molecular cou-
plings. The same conclusion can also gained from studies of the photo-excitation in films of trans-
quinacridone by transient and quasi steady state photo-modulation techniques.** The initial Frenkel
exciton relaxes within 5 ps into an excimeric state which possesses a mixed Frenkel and CT character.
In this final excimeric state the exciton gets self-trapped.

In both cases exciton self-trapping happens through a relaxation into lower lying excited states in
which the exciton is immobilized. This constitutes a third kind of self-trapping which is dominating in
organic materials. Such exciton traps were also suggested by other recent experiments. Platt et al.
reported that in thin film blends of functionalized anthradithiophene derivatives with Cg, the photo-
luminescence quantum vyield is dramatically reduced due to a exciton transfer into dark trap states
on a sub-200-ps time scale.’* The energy migration into the trap states explains a measured Stokes
shift in the photoluminescence spectrum of the studied amorphous films. It was stated that the
presence of trap states in the bulk leads to exciton localization to four or five monomers. In another
example, Jursenas et al. studied polycrystalline films of N,N-dimethylaminobenzylidene 1,3 indandi-
one by femtosecond time-resolved luminescence and pump-probe absorption techniques.**® An ini-
tial localization and thermalization of excitons was observed. The localization happens on a timescale
less than 100 fs which results in a self-trapped exciton due to strong exciton-phonon coupling. A fur-
ther decay of the self-trapped exciton possesses two non-radiative relaxation stages. The first one
takes place with a time constant of 800 fs and is related to the final localization of the exciton. During
the thermalization process an additional relaxation directly to the ground state via a conical intersec-

tion is possible. After localization the second stage appears which happens on a time scale of several
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picoseconds to nanoseconds. It is assigned to the non-radiative decay of the relaxed self-trapped
exciton resulting into lower excited states or by surface defects. A fast localization of the exciton on a

1.182%7 |1 the case of

few monomers after photo-excitation was reported in other materials as wel
conjugated polymer materials exciton self-trapping was also found due to a relaxation into lower
lying states. Chang et al. studied the exciton evolution in thin films of a conjugated polymer by time-
resolved photo-luminescence measurements.** The initial exciton is delocalized over more than one
chain. Due to interchain interactions an intermolecular relaxation occurs into a lower electronic state
within less than 50 fs which precedes EET.*®* This results an ultrafast redshift of the emission and a
rotation of the transition dipole moment. In another study, Traub et al. identified energetically low
lying trap states by single molecule and single aggregate spectroscopy.™® These low energy traps
could be due to electronic coupling or conformational change in the geometry of the polymer chains.
However, interchain interactions introduce new states in polymeric materials which potentially dom-
inate the photo-physics in the bulk.”* This interpretation is supported by Athanasopoulos et al., who
were only able to reproduce measured exciton diffusion lengths by Monte-Carlo simulations if they
consider a concentration of 0.5 % trap states.'®® They suggested traps as domains with a higher crys-
talline order. A transfer into these domains is likely possible but a leaving is not due to an energetic
relaxation to the bottom of the exciton band within the domain.

Extrinsic exciton trapping at grain boundaries or impurities can limit exciton diffusion as well as in-
trinsic self-trapping. Extrinsic trapping is affected by the degree of order in the bulk and increased
exciton diffusion lengths were reported in highly ordered films. Bolinger et al. proposed a long
ranged energy transfer in highly ordered single polymer nano-domains by using an electro-optical
single-molecule spectroscopy imaging technique.’® Such single polymer chains contain only few to
none energetically low lying states which act as efficient traps in bulk materials.”* In the case of zinc
phthalocyanine, Yang et al. produced thin films by using a weak epitaxy growth technology which
enables them to produce single-crystal like films.">> In comparison to films grown under normal con-
ditions, they found an improved charge carrier transport and exciton diffusion in the higher ordered
films. The exciton diffusion length increases from 9 nm in normal films to 16 nm in single-crystal like
films due to a higher density of extrinsic traps (e.g. structural defects) in the normal films. An influ-
ence on the crystalline order on the exciton diffusion length was also found for PTCDA by Lunt et al.”’
With increasing crystallite size the exciton diffusion length rises nearly fourfold from 6.5 nm to
21.5 nm. Exciton trapping at grain boundaries was figured out as one limitation for exciton diffusion.
However, the diffusion length is significantly smaller as the averaged crystallite size of 2 um, which

indicates that intrinsic self-trapping plays a crucial role as well.
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In summary, in organic materials two kinds of exciton trapping are dominant according to the re-
cent literature. First, extrinsic trapping occurs at grain boundaries or impurities which can be ad-
dressed by forcing a high degree of order in the solid state. Second, self-trapping happens at energet-
ically low lying states which are caused by intrinsic properties of the used material. The following part
of this subchapter concerns such self-trapping in the case of perylene based materials which are in

the focus of this thesis.

Exciton self-trapping in perylene based materials

In the following recent literature is introduced about exciton self-trapping in perylene based ma-
terials. One of the best explored materials is crystalline perylene. Two polymorphs of perylene exist:
a-perylene with a dimeric packing motif and B-perylene which is build up by monomers (see Figure
7).2%%7 In a-perylene the dimeric perylene molecules are separated by 3.47 A, whereas the dimers

are separated by more than 10 A. In B-perylene the closest distances between the centers of two

molecules are 5.88 A and 6.36 A.

156

Figure 7: Packing motifs in dimeric a-perylene®*® (left) and in monomeric B-perylene®”’ (right).

In the case of a-perylene it is well-known that the excitation localizes on a dimer on a sub-
picosecond time scale.”®*** West et al. studied the dynamics of the relaxation with non-linear optical
spectroscopy.’*® Before self-trapping takes place, the exciton is delocalized over up to 16 monomers.
During self-trapping the exciton localizes to an excimeric state on a dimer. By interpreting results
from stimulated Raman spectroscopy, it was suggested that self-trapping happens via a shift motion
of two molecules along the inter-dimer axis which significantly decreases the intermolecular dis-
tance. A gradient for this motion was identified in the Franck-Condon region. Furube et al. found out

13 The remaining 20 %

that about 80 % of the excimeric states are populated within less than 100 fs.
are generated more slowly with a time constant of 2 ps. This implies that population transfer into the

self-trapped state occurs over two pathways with different time scales: First, it results by ultrafast
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self-trapping and, second, by slower extrinsic trapping at defects of the crystal structure. The exciton
is stabilized in the self-trapped state by 0.08 eV and possesses a long fluorescence life time of 110 ns.
A slow diffusive motion of the self-trapped exciton is expected due to strong interactions of the exci-

162183 | fact the exciton-exciton annihilation rate is reduced by a factor of

ton with the crystal lattice.
50 compared to the monomeric B-perylene.’® In B-perylene the exciton loses only 0.01 eV due to
relaxation, which indicates a weak interaction with the crystal lattice. An almost free exciton motion
and a high diffusion length are expected. Accordingly, self-trapped excitons are generated with a rate
of only 7-10" s (corresponds to 14 ps).'** This slow process could indicate rather extrinsic trapping
than self-trapping.

In the literature exciton trapping was also figured out as a considerable limitation for internal
quantum efficiency of PBI based solar cells.**”**>!% Experiments of Howard et al. were performed
with organic solar cells, where PBI is used as a finely dispersed acceptor material.'*’ If the blend be-
comes coarser, the excitons relax in the time scale of 100 ps into a stable intermolecular state, which
immobilizes the exciton and, therefore, frustrates charge transfer at donor/acceptor interfaces. It
was proposed that 97 % of all photo-excitations get self-trapped. It was estimated that the exciton
jumps just five times before relaxation occurs into a self-trapped state. With the help of transient
absorption kinetics it was found that the dynamic of the relaxation is bimolecular. The relaxation into
this intermolecular trapping state is a terminal loss mechanism for solar cells with aggregates of PBI
molecules. Howard et al. determine a reduction of the internal quantum efficiency by about 20 %.

In another study, Graaf et al. characterized emission spectra of thin films of a bay-substituted PBI
derivative (see chapter 2.2 for a discussion of PBI derivatives).'® In condensed phase they observed
emission from the monomer and from a red-shifted state. The red-shifted state is populated via a
monomeric state because of similar rising and decay times. Temperature dependent measurements
reveal an activation energy of 60 meV for its population. The state was indicated as a trap state for
exciton diffusion and was referred to rare irregularities in the material due to its low intensity. An
assured characterization of the extrinsic trap was not possible.

Schlosser et al. found an ultrafast Forster transfer between PBI molecules in a polymethyl meth-

186 per transfer step the exciton is transferred over 2.3 nm within 1.5 ps, which results in

acrylate film.
a high mobility of excitons. Additionally, it was observed that excitons move to PBI dimers, which act
as traps. This reduces the exciton diffusion length to 7 nm, which corresponds to 10 transfer steps. If
the dimer formation could be suppressed, a diffusion length of around 120 nm is expected, which is
comparable to the typical thickness of layers used in organic devices.

Recently it was found that the functionalization of PBI has an influence on the energy conversion

efficiency of solar cells.’®* An increased open-circuit voltage is found for derivatives with larger
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substituents.”™’ Kamm et al. improved the device efficiency by a factor of two in varying the substitu-

106

tion on PBI.™” This was possible by introducing an alkyl-chain on ortho-position (see chapter 2.2 for a

discussion of derivatives of PBI). The lifetime of the excited state as well as its emission wavelength

1% Based on these observations, Kamm et al. deduced

are influenced by the substituents on the PBI.
that the photo-physics of PBIs is determined by the substituents, because they alter the packing mo-
tifs in the solid phase.

Reliable atomistic insight into exciton self-trapping can only be provided if a clear correlation be-
tween exciton self-trapping and aggregate structure is known. Fink et al. managed to explain the
absorption and emission spectra of helical PBI aggregates in cyclohexane by dimer calculations in
combination with a time-dependent Hartree-Fock (TD-HF) approach.® They could assign the absorp-
tion band of PBI aggregates at around 480 nm to the population of the second electronic state which
has predominantly Frenkel character. The strongly red shifted and broad emission band results from
photoemission out of the lowest Frenkel state. The broadness of the emission band originates from
the potential energy surface (PES) topology of the final state. Its lifetime is long since it shows a near-
ly vanishing transition dipole probability with respect to the ground state. Thus, the lowest Frenkel
state serves as a self-trapping state for the excitonic energy and its population limits the exciton
transfer efficiency. These investigations essentially explained the spectra, but they were inappropri-
ate to provide an understanding of the transition between the two excited states. Such an under-
standing is necessary to achieve an atomistic insight into exciton self-trapping. Such knowledge is

important for a rational design of improved materials.
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3. Theoretical principles

To determine properties of electronically excited states becomes a more and more important top-
ic in computational chemistry. Theoretical methods can help to explain and to interpret experimental
spectra or characterize optically dark states, which are not accessible without further effort by spec-
troscopy. Such states are important for example in light harvesting complexes.

Methods for excited states (in the scope of this thesis, this phrase means always electronically ex-
cited states) can be separated into two classes: wave function and electron density functional based
methods. Former can be distinguished between methods determining the wave function of the ex-
cited state (MRCI, CASSCF, CIS, CISD, symmetry-adapted cluster [SAC] ClI) and ones based on the po-
larization propagator (algebraic diagrammatic construction [ADC], 2"-order polarization propagator
approximation [SOPPA], equation of motion [EOM] CC, linear response [LR] CC, time-dependent HF
[TDHF]). Furthermore, there exist methods which are approximations to the listed ones like CC2 or
CIS(D.,). To the class of electron density functional based methods belongs the linear response meth-
od time-dependent density functional theory (TDDFT). In this chapter only the basics of a few of
these methods are discussed. At the beginning the first order methods CIS, TDHF and TDDFT will be
introduced. Afterwards the second order correlation methods CC2 and ADC(2) will be presented.

The basis of most of the methods presented in this chapter is linear response theory (TDHF,
TDDFT and CC2). It describes time-dependent processes in a system influenced by a weak oscillating
electric field like one-photon absorption and emission. Therefore, a brief introduction into linear

response theory for an exact state will be presented before introducing computational methods.
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3.1 A brief introduction into linear response theory

The response theory for an exact state is presented in the following. A molecular system is de-
scribed by a time-independent Hamiltonian H, and the time-depending interaction operator V(t)
acts on the system. It is assumed that V(t) disappears for t = —oo. The fluctuation potential is ex-

pressed by its Fourier transformed:*®°
(23) V() = [ doV(w)eiwtot
Here, « is a real positive infinitesimal (larger than zero but smaller than the smallest positive real)
number. This expression for the interaction operator is often called adiabatically switched on pertur-

bation.'® V(t) is a Hermitian operator V(t) = V*(t). Next, it is assumed that the eigenvalues of H,

are known and at t - —oo the system is described by:

(24)  Holp) = Eoly)

|1p) can be developed in the eigenstates |n) of H. For each eigenvalue E,, the following is valid:
(25) Holn) = Eyln)

The time-dependence of the system is formulated by the time-dependent Schrédinger equation:

. d
(26) i |$() = (Ho +V(®))IP(L))
At time t the perturbed wave function [ (t)) can be expressed by a perturbation series:'’°

( 27 ) |'l’(t)> = |¢> + f_oooo da)1|1/~1(1)(w1))e(—iw1+a)t +

f f dwldwzliﬁ(z)(wl,wz))e(_i(‘”1+“’2)+2“)t+---

Now, |1p~(1)(w)) contains all terms, which depend linearly on the perturbation V(t), and
|1,l)~(2) (w1, w,)) all terms, which depend to the second power on it. The correction of the wave func-

tion is not the most interesting part of dynamical process. It is more important to obtain information
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on the change of an observable (expressed by an expectation value) during time. The time-

dependence of the expectation value of an arbitrary operator A is given by a Taylor series:

(28)

(o]

WOIARPER)) = (WIAlp) + f dw,e IOt O I (—w))|AlY) + (Y]|A[P D (w)))]

— 0o

1 (o8] 09} . ~ -
+§f f dw, dw,e @10 +208 (0 (— 6 )| Al (w,))

(B 0D ) + -

The first term of expression ( 28 ) describes the expectation value of the unperturbed system. The
second term is the linear response function and contains all terms depending linearly on the time-
dependent perturbation. All following terms belong to the quadratic and higher order response func-
tions. The collection of terms done in the last formula is only possible, because the response function
is symmetric with respect to the simultaneous interchange of the frequency w and the operator
e(Flwi+a)t 170 At this point it becomes clear why the positive infinitesimal « is important. It insures

that only the unperturbed terms survive for t - —co. In literature often an abbreviated form of the

linear response function is used:

(29) ({4 V (WD, = @D (—w|Alp) + ¥]A[PT (W)

The linear response of a system contains solely one-photon transitions (absorption and emission).

Two-photon transitions are described by the quadratic response ((4; V (w1), V(@2)))4, », and so on.

The expressions for the perturbation of the wave function |1,l)(i)) can be determined by the Ehren-
fest theorem for all orders. The derivation of the explicit formula for the linear response theory goes
beyond the scope of this thesis and is carefully described in the literature of J. Olsen und P. Jgrgen-

170,171

sen Finally, one finds for the linear response function:

o _ @WlAnymIP(@)p) W17 (@) In)nlAlp)
(30) (4 V(@) = Epep LT _ 5 L

As mentioned before, |n) are eigenstates of the unperturbed system according to Hy|n) = E,|n).
The choice of the operator A depends on the questioned observable. In the case of electronically

excited states it is the transition dipole moment. For example dynamic polarizabilities can be calcu-
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lated analogously. V(w) describes the electromagnetic field at the frequency w according to
V(w) = f(e't + e~i?t). Here, f is the amplitude of the field.
The linear response function of the transition dipole moment has poles at the frequencies equal

plus and minus the excitation energies of the unperturbed system:*”

WAl (k|7 ()|
—(|V (w)|k)(k|ALp)

(31) limw—»wk(w - wk) ((A: V((U)))w
limw—muk(w + wi) ((4; V((U)))w

The excitation energy is given by w, = E}, — E,. Consequently, the linear response function con-
tains all information about the excitation energies of the unperturbed reference state |) and the
corresponding elements of the transition matrix. Higher order response functions yield the same

information for multi-photon processes.
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3.2 Configuration Interaction Singles (CIS)

The simplest method to determine excited states is the so-called A-method.'”

A ground state
method with constraints is used to determine the excited state. The constraints are necessary to
prevent the calculation from collapsing to the ground state. The first excited triplet state can be ap-
proximated by the triplet ground state. The lowest excited state of each irreducible representation
can be calculated by adapting the symmetry of the ground state wave function. The use of the
A-method is restricted due to the accessible excited states. Furthermore, excited states are often
described by more than one configuration, which is not covered by this method. Therefore, more
advanced methods are necessary like the ones introduced in the following.

After the A-method the next simplest approach is CIS. The derivation of the method starts with

the insertion of the CIS wave function Wg;s = Y;, ¢ ®f (®f: singly excited configuration out of the

HF determinant) into the time-independent Schrédinger equation:

(32) H|Y¥¢s) = Ecis|¥ers)
H|Yiq ¢ ®F) = Ecis|Xia cif @)

By projection onto the space of singly excited determinants one gets, if {®f} is a complete or-

thonormal set:
(33) Zia(qD}')lqu)?)C? = Ecis Zia(qDJI"lq)?)C{l = E¢is Xiq 0ij0anci’

With the use of the following Slater-Condon rule one obtains (g,, €;: energies of the occupied and

empty orbitals, Ey: Hartree-Fock energy):'’?

(34) (@] |H|PF) = (Eo + &4 — £)81;6ap + (ialljb)
Here, an unusual definition for (ia||jb) is employed:

(35)

1 1
(ialljb) = f f BB == by o)y G)drdr = f f BB ) 1 Pal) 0 (o),

After insertion one gets the excitation energy wc¢;s:
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(36)  Yia[(eq — €)6:j6ap + (ialljb)]cf = (Ecis — Eo) Yiq 6ij8ancf = weis Xia 6ij0anct

This term can be converted into a matrix form. The used nomenclature will be helpful in the deriva-

tion of TDHF (see chapter 3.3).
(37) AX = wX with: Ay, = (64 — £)8;j84p + (ialljb) and X, = cf

The excitation energies w are obtained by diagonalization of the matrix A. The wave function of the
excited states belongs to the corresponding eigenvectors X. Their coefficients have to be applied to
the HF reference. Furthermore, CIS is a method developed primarily for the ground state, which de-
livers only the Hartree-Fock solution for the ground state due to Brillouin’s theorem. But it has
strengths for excited states, because of its variational character. Due to the Rayligh-Ritz principle CIS
delivers an upper limit to the exact energy of the ground and excited states. Furthermore, it is the
only truncated Cl method which is size-consistent. CIS yields pure singlet and triplet states for closed
shell systems and the wave functions of ground and excited states are directly comparable. This is
crucial if one is interested in transitions between states. Finally, there are analytic expressions for the
state energies. An efficient differentiation after external parameters is possible and e.g. structure
optimizations are available.

Overall, CIS overestimates excitation energies by 0.5 to 2 eV in comparison to experiments.*’ This
is caused by the fact that the singly excited determinants yielded from the HF ground state are only a
rough approximation to the excitation energy. The leading term in the matrix A is the difference in
the orbital energies (¢, — €;), which normally is a rough approximation to the excitation energy. The
energies of the empty orbitals are defined for the (N+1) instead of the N electron system within HF
theory. Another reason for the failure of CIS is the complete neglect of electron correlation, accord-
ing to Brillouin’s theorem. Finally, CIS does not fulfill the Thomas-Reiche-Kuhn sum rule, which says
that the sum of the oscillator strengths of all transitions is equal to the number of electrons. There-
fore, oscillator strength or transition dipole moments calculated by CIS are only qualitatively
correct.’”?

Overall, CIS is a valuable method especially for large molecules due to its favorable scaling behav-
ior. It scales to the second power with the number of excited states and by 0(n*) with the number n

of basis functions. By using of the resolution of identity approximation (RI1)*"*

a scaling behavior of
0(n3) can be reached. On a standard computer it is possible to calculate excited states of molecules

with up to 300 atoms and 5000 basis functions.'”
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3.3 Time-dependent Hartree-Fock theory (TDHF)

The starting point of TDHF is to consider the perturbation of a single Slater determinant (equiva-

lent to the HF approach) in a general time-dependent potential V(t). Plugging in the time-dependent

Schrodinger equation H(t)W(t) = i%‘{’(t) delivers:

(38) FO®®) = (F+ V(D)) = i=d(t)

F corresponds to the time-dependent Fock operator, which follows from the HF approach. V(t)
could be an external time-dependent electric field for example. At time t = 0 a molecular system is
in a stationary state, which can be described by a single determinant. Following, the time-
independent HF equation is utilized and a fluctuation potential is applied which varies the HF orbitals
only slightly. Now the time-dependent perturbation theory first order is applicable, which considers
the linear response of the orbitals and the Fock operator. The time-dependent fluctuation potential
itself as well as the linear response of the Coulomb and exchange operators to the change of the
orbitals is included.

A depict derivation of the TDHF equations is possible by the density matrix formalism. The density
matrix P,, depends on the electron density p by (p, g, r: orbital indexes, x: time-independent

orbitals):

(39) p() = Lpg cp(Ocg®xpxq = Xpq PoaXpXa

The Roothaan-Hall equation FC = &SC in an orthonormal basis (S = 0) can be reformulated using

the density matrix. Now the time-independent density matrix is idempotent:*”

(40) pPP=(cct)(cct)=cict=cct=r or. P?=P

By expansion from the right by CT and the Hermitian tronsposed term from the left, one gets (F is

hermitian):
(41) FC =eC (FOT = (eO)f
CTF = eCt
Fcct =ecct cCtF =ecct
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FP = &P PF = P

By subtracting both expressions one ends up with:

(42) FP—PF=0

Hence, the time-independent Fock and density matrix commute. An analogue reformulation is possi-

ble for the time-dependent HF equation in an orthonormal basis as well:

(43) (F—i%)C=sC [(F—i%)cr:(scﬁ
CF+isCt=ect
Fect—i(2c)ct =ecct CCTF +ic (=Ct) = ecct
FP—i(2c)ct =ep PF+iC(2ct) =P

After subtraction of the Hermitian transposed expressions one yields by using of the time derivative
of the density matrix:
d G} G}
— =i T iCclZct)=7;2Z
(44) FP —PF = l(atC)C +zc(atc ) =i=P

.9
Zq(ququ - ququ) =i Pr

This is the von Neumann equation for HF. In the basis of the orthonormal HF orbitals the following is
valid for the unperturbed Fock F(® and density matrix P(? (i, j: indexes of occupied orbitals; a, b:

indexes of empty orbitals):

) _
(45) Eyy" =6pqép

0) _ . 0) _ p0) _ p(0) _
Pij _51']' and: Pia _Pai _Pab =0

Within the scope of first order time-dependent perturbation theory one gets for the Fock and density

matrix in a time-dependent external field:

— (0 €Y
(46) F,q=FE,y +Fy

— p €Y
Boq =Fq + Fpq
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After inserting into the expression of the time-dependent density matrix and collecting all first order

terms one ends up with:

(0) p(1) (1) (0) (1) p(0) O©-®Y _ .90 5,
(47) Zq(qu qu _qu qu +qu qu _qu qu)_lappr

The first order change of the Fock matrix will be introduced as containing two terms. The first one
describes the perturbation itself, which is the fluctuating electric field. It is useful to express the per-
turbation by a Fourier-transformed term in the frequency domain. This allows to confine the re-

175

sponse of the Fock matrix to a single fluctuating perturbation at the frequency w.””” The second term

is responsible for the reaction of the two-electron part of the Fock operator to the change of the

density matrix:'"?

@ _ O]
(48)  Fyg” =gpq T AFyg

9pq = %(qu(‘“)e_iwt + quga (w)e'*)

(0)
9Fpq (1)

o _
Aqu - Zst 9Pst Pst

The matrix f(w) is a one-electron operator and describes the amplitude of an oscillating electric field
(in the following the hint for the frequency dependency is neglected). The time-dependent perturba-

tion is chosen to be complex conjugated to achieve a Hermitian expression for it. The change of the

density matrix Pp(;) by the fluctuation potential is given by introducing the coefficients d:

(49) By’ =3 (dpge™" +dfpe™")

The matrix d contains the perturbation densities. After plugging these terms into the time-
dependent density matrix expression and collecting all terms depending on e "“t one ends up with

(the complex conjugated expression is given by all terms depending on e®?):
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(50)

(0) (0)
1) .0 0 OF, 0 0 OFgy -
qu{ﬂ%%%r—c%qﬁé)+<ﬁm-kzﬁgﬁfd“>gé)_[é£<ﬁﬁ-kxﬁgﬁ;dﬁ>}elwt:

By differentiation after time one gets:

(51)

0) (0)
0 0 0F, 0 0 OFgr
¥ {Flfq)dqr - dquq(r) + (qu + Zst—a;’s‘i dst) Pq(r) — Pp(q) (ﬁqr + Xt —a,fst dst>} = wd,,

For the first order change of the density matrix one gets by inserting its perturbation series in

P =pz'”
(52) P?= (p(O) + p(l))(p(O) + p(l)) = pOp© 4 pO)p@) 4 pW)pO) 4 p(H)p(1)

The first order terms are equivalent to the first order change of the density matrix:

@ _ © p1) | p1) p(0)
(53) PP =3, (qu PV + PYPY )

This is only true if all occupied-occupied d;; and empty-empty blocks dgj, of the perturbation matrix

d are equal to zero.'?

Therefore, only the occupied-empty d;, and empty-occupied blocks d,; have
to be considered in the following. Moreover, the unperturbed Fock and density matrices are diagonal

and the elements of the density matrix for the empty orbitals are equal to zero.

0 0 oFY oFY 0
(54)  Foq %ai = Xaifly + (f‘”' 2o {Fb, *0j * 35, ybi}) P = o

© ©
O ) _ p(® OFig OFig -
Fi " Yai = Yaifaa — By (fia + ij{apbj i+ 50 ij}> = WYqi

The nomenclature is changed to be consistent with the common literature. Now, x,; = d,; and
Vai = diq is defined (d = x + y)."”® A positive infinitesimal perturbation is considered (f — 0). This is
called zero-frequency limit. Within this limit the perturbation of the Fock matrix by the external field
can be neglected. Only the change of the Fock matrix due to the perturbation densities has to be

considered.*”?
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(55) Zoy 5o F} = o fr (Glheorela) + Gallip))} = 54, {52= Galljn)] = Gl )

bj
In the case of canonical HF orbitals, Fp(g) =& and Pigo) = 1 is valid:

(56) &qXqi — Xgi& + (ial||bj)xp; + (ialljb)yp; = wxg;

EVai — Yai€a — (@al|bj)xp; — (ial|jb)yp;j = wyqi

In a matrix notation one ends up with the TDHF equations:

(571 [z gl =<ly 2]

with:

Ajg,jp = 0ij0ap(eq — &) + (ialljb)
Big j» = (ial|bj)

The first term of the matrix A contains orbital energy differences of the orbitals form which and in
which the excitation takes place. The second term and the matrix B come from the linear response of
the Coulomb and the exchange operator to the first order change of the orbitals. The pseudo-
eigenvalue equation delivers excitation energies and corresponding transition vectors in the space of
the MOs."?

According to the Slater-Condon rules the element A, j, is equivalent to the integral
(CD}’|H - E0|CI>?) of the CIS method. The element B, ;;, covers correlation effects in the ground state
by doubly excited determinants via the integral (CI>0|H|CI>f’ja).

If one compares the TDHF equation with the CIS counterpart, one finds that TDHF is equivalent to
CIS for B = 0. In the physical community CIS is called Tamm-Dancoff approximation (TDA) for this
reason. TDA will be further discussed in chapter 3.4. TDHF is an extension of CIS, because it contains
not only excited states but also de-excited states (corresponding to X and Y). A de-excitation of the
HF ground state is unphysical. However, this accounts for correlation effects, which should be small.
Indeed, the size of the Y amplitudes is a measure for the correlation in the ground state. These am-

plitudes must be small compared to the X ones. Otherwise, the use of TDHF is questionable.*’
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As long as there are no triplet instabilities, the matrix (A — B) is positive definite. This makes it
possible to transform the non-Hermitian TDHF equation into a Hermitain eigenvalue equation with

half-dimension:*"

(58) (A—B)Y?(A+B)(A-B)Y?*7Z = w?Z with: Z=A-BY2(X +Y)

The TDHF equation can be solved by a Davidson procedure like CIS. The computational time is twice
as large as for CIS, because the matrix B must be treated as well.

TDHF has related properties to CIS. The method is size-consistent and pure singlet and triplet
states are found for closed-shell systems. Nevertheless, TDHF has some problems in predicting triplet
states reliably. In the case of a complete basis TDHF fulfills the Thomas-Reiche-Kuhn sum rule for the
oscillator strength in contrast to CIS. Transition moments calculated by TDHF should be superior to
their CIS counterparts.'’?

Excitation energies obtained by TDHF are somewhat smaller than the CIS ones. Still, TDHF overes-
timates excitation energies typically by 0.8 eV. For charge-transfer states even worse results are
found. TDHF determines the relative energies of triplet states typically as too low. Due to this TDHF is

no real improvement above CIS for potential energies. The higher computational costs of TDHF are

most often not justified.'”?

38



Theoretical principles

3.4 Time-dependent Density Functional Theory (TDDFT)

Time-independent DFT is based on the two Hohenberg-Kohn theorems, which are not valid for a
time-dependent theory. Therefore, a time-dependent DFT approach needs corresponding theorems,
which have to be formulated and proved. The analog to the first Hohenberg-Kohn theorem is the
Runge-Gross theorem. It states that the time-dependent exact electron density p(r,t) determines
the time-dependent external potential V(r,t) besides a time-dependent spatial constant function
C(t), which effects a time-dependent phase factor on the time-dependent wave function W(r,t).

172,176

Consequently, the time-dependent wave function is a functional of the electron density. It can

be shown that % a(t) = C(t) is valid. Consequently, one gets for the time dependent wave function:

(59) qJ(T, t) = Lp[p(t)](t) . e~ la(®)

The Runge-Gross theorem is a first step for the formulation of a time-dependent many-body theory.
A second condition is the existence of a variational principle, which would be an analogue to the se-
cond Hohenberg-Kohn theorem. Such a principal can be derived from the quantum mechanical ac-

tion integral A in the period t, to t;:

(60) Alp] = [ de (wlpl(r O] 2 — Hr,0)|wlolr, )

If the time-dependent wave function describes the solution of the Schrédinger equation with the
initial condition W(r,t,) = Wy(r), in general the wave function is a stationary point of the action
integral. Therefore, the exact electron density can be calculated by the following Euler equation, if

appropriate boundary conditions are applied:'’

0A[p] _
(61) ap(r.t) =0

This relation is a prescription to determine the exact density and is the wanted analog to the second
Hohenberg-Kohn theorem. In the following the time-dependent action integral is used to derive the
time-dependent Kohn-Sham equations. The starting point is the time-dependent electronic Schro-

dinger equation:
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(62) H(r,t)¥(r,t) = iaﬂttp(r, t) with: H(rt) =T@) + Voo (r) + Vor (r) + V(0)

> o

and: r=7={F,7,..,Tv}
Now, T(r) is the operator for the kinetic energy of all electrons, V,.(r) the one of the electron-

electron repulsion, V., (1) describes the nucleus-electron attraction and V (t) is the time-dependent

potential. The last one is given by a sum over single particle operators (N: number of electrons):
(63) V(@ t)=YN,v(,t)
Using the definition of the Hamiltonian in ( 62 ) one can separate the action integral into two parts.

One is universal and solely depends on the number of electrons. The other depends on the external

potential v(r,t) = V,,(r) + V(r,t):
(64) Alp] = Blp] = [* dt [ d*rp(r, t)v(r,0)

The universal potential B[p] is given by:

(65) Blp] = [ de (WIpl(r, i 2 = T() = Ve (0] WIp1 0, 0))

According to the time-independent Kohn-Sham equations a time-dependent non-interacting refer-
ence system is introduced with the external single particle operators vs(r, t). The density ps(7,t) of
the non-interacting system is equal to the exact density p(r,t). Corresponding to the generalization

177

of the Runge-Gross theorem after van Leeuwen™’’ the existence of such a non-interacting reference

system is normally ensured. This reference system can be expressed by a Slater determinant ®(r, t),

which contains one-electron orbitals ¢; (7, t). The electron density is given by:

(66) p(r,t) =ps(rt) =3T¥ lp:(r DI

The orbitals are solutions of the time-dependent single particle Schrédinger equation:

(67) i5¢i(r,t) = (=3 +v5(r0)) i, 0)
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Otherwise, the non-interacting density can be introduced by the mentioned Euler equation. Due to

the non-interacting reference system Vo, = 0, it is valid that:
t
(68) Aslp] = Bslp] — J,."dt [ d*rp(r, D)vs(r, t)

with:

(69) Bslol = [ de (1ol 0)]i 3 = T |2Ipl - 0))

At the stationary point one gets:

(70) aAS[p] _ aBS[p] _

2pre) ~ aperny st =0

If a time-dependent single particle potential vs(r, t) exists, it must be a unique functional of the den-

sity according to the Runge-Gross functional. At the point of the exact density one finds:

9Bs(p]

(71 ) US(T' t) = ap(rt)

Having this equation, the action integral of the interacting system can be reformulated:

(72) Alp] = Bg[p] — fti)l dt [ d3rp(r,)v(r,t) — %fti)l dtfd3rfd3r’w — Ayclpl

[r=r']|

Now, A,.[p] is the so-called exchange correlation part (xc) of the action integral:

(73) Axclp] = Bslp] = 2 {7 dt f ar f a2r 28020 _ piy)

[r=r']|

It contains all contributions, which are beyond the non-interacting reference system. By inserting the

reformulated action integral in the Euler equation, one gets:

dBs[p] _ 3 Ip(r,'t) 0Axc[p]
(74) e = v(r,t) + [d3r e + P
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This expression is only valid for the exact density of the interacting system. With the introduced defi-

nition of the time-dependent single particle potential the following is valid:

__ 0Bslp]l _ 3 ,p(r’,t) 0Axc[p]
(75) wvs(r,t) = 3000 = v(r,t) + [d3r e +_6p(r,t)

One ends up with the Kohn-Sham equations by putting this expression into the time-dependent sin-

gle particle Schrodinger equation:

2 , — _l 2 3 ,p(?",t) 0Axclp] )
(76) lat¢l(r, t) = ( -Vi +v(rt) + [d3r [Ty +—6p(r,t))¢l(r' t)

i 5o bi(r,€) = F¥S¢y(r,0)

The time-dependent Kohn-Sham equations (KS) are single particle equations similar to the time-

independent ones. The electrons are treated in the mean field of all electrons. All exchange and cor-

relation effects are included in M. Till this point the KS equations are formally exact. But the ex-

ap(r,t)

act xc action integral is unknown and approximations to it have to be introduced. The first one is to
replace the non-local in time xc action integral by a time-independent local one. This is called adia-
batic local density approximation (ALDA).'”*> The basis for this substitution is that the density varies
only slowly in time. The benefit is that existing xc functional can be employed, which were developed
for time-independent DFT.

The derivation of the TDDFT equations follows the one of the TDHF equations and for this reason

it is skipped here. The only difference is that the Fock matrix is replaced by the KS matrix:

SN R A A |

with:

Aia,jb = 6ij6ab (eq — &) + (ialjb) + (ialfy|jb)
Bia,jb = (ialbj) + (ialfxclbj)

In contrast to TDHF the last term does not correspond to the response of the non-local HF exchange
potential, which is a coulomb term. Here, it is the response of the xc potential. In context of the ALDA

this is the second functional derivative of the xc energy E,.:
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0%Eyx.

; P — 3 3.0 ¥ * (0 !
(78)  Gialfeelib) = [ [ drd®r' ¢ () pa(r) 550 b5 )b (1)
Similar to TDHF the Tamm-Dancoff approximation (TDA) can be introduced for TDDFT as well. To

do so, the matrix B is neglected and only the occupied-empty block of the matrix d is considered:

(79) AX = wX

This Hermitian eigenvalue equation is usually a good approximation to TDDFT. One reason for this
could be that for DFT some correlation is considered already in the ground state via the xc functional.
Since the size of the amplitudes of Y and the elements of the matrix B are measures of missing corre-
lation in the ground state, their values should be even smaller in TDDFT than in TDHF. Hence, TDA
should be a better approximation to TDDFT than to TDHF. In combination with TDHF, TDA end up
with CIS. This is not the case for TDDFT. Figure 8 gives an overview about the relation of these meth-

ods.'”?

linear response

HF » TDHF
h
HF formalism CIS B=0 BuHF B
‘U_r Vs. 1'l;iSC 8:91 Vs W‘T

linear response

DFT » TDDFT

CI
formalism TDA B=0

Figure 8: Schematic illustration of the relation of HF and DFT in their time-independent und time-dependent
representations. Furthermore, the Tamm-Dancoff approximation (TDA) is shown for both methods.”’? Re-
printed with permission from A. Dreuw, M. Head-Gordon, Chem. Rev. 2005, 105, 4009. Copyright 2012,

American Chemical Society.

In the context of ALDA it is possible to utilize every ground state xc functional for TDDFT. It came

out that the results of TDDFT are rather sensitive to the choice of the xc functional. Therefore, it is

always necessary to proof the reliability of TDDFT by wave function based methods.'”

Overall, the properties of TDDFT are comparable to the ones of TDHF. Exceptions are that TDDFT
is more resistant to triplet instabilities than TDHF and that explicit electron correlation is included in

172
l.

TDDFT via the xc functiona Like TDHF, TDDFT can be transformed into a Hermitian eigenvalue
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equation. But, TDDFT is computationally a little bit more demanding than TDHF, if a hybrid functional
is used. The reason for this is that next to the response of the coulomb and exchange terms also the
response of the xc functional has to be calculated. This is done numerically on an atom centered
three dimensional grid, like it is done for time-independent DFT. For a pure GGA functional the ma-
trix (A — B) becomes diagonal. This allows avoiding the multiplication of the test vectors in the itera-
tive Davidson procedure. Now the computational demand for TDDFT and TDA is comparable. For
hybrid functional TDA reduces the computational time to a factor of two at maximum. Using TDDFT it
is possible to calculate molecular systems with up to 300 atoms, if the resolution of identity (RI) ap-
proximation is used.*’?

With TDDFT excitation energies are calculated with errors of typically 0.1 to 0.5 eV for valence ex-
cited states. Therefore, the error of TDDFT is in the same range than the one of the much more de-
manding methods EOM-CCSD or CASPT2. To reach this accuracy a large basis set is necessary. The
reason for the high accuracy is caused by the fact that normally the KS orbital energy differences,
which are the leading term in the elements of the matrix A, are good estimates to excitation ener-
gies. In contrast to HF the energies of the empty orbitals are calculated for the N-electron system in
DFT. They correspond to the single particle energies of an excited electron rather to the energy of an
additional electron like in HF.'?

Although, TDDFT yields good results for valence excited states, there are serious problems for Ry-
dberg, charge transfer (CT) and doubly excited states (the last point is also valid for CIS and TDHF).
For such states the excitation energies can be wrong by several eV. Doubly excited states are not
covered by linear response theory. They can be calculated by special frequency or energy dependent
xc functionals. The problem for Rydberg and CT states can be traced back to the wrong long-range
behavior of common xc functionals. They drop faster than 1/R (R: electron-nucleus distance). At
very large donor acceptor distances the excitation energy should trend to the energy difference of

ionization potential /P and electron affinity EA in the case of CT states:

(80) wep = [PPOmOT — FpAkzeptor

At large distances the matrix B vanishes, since the overlap is zero between occupied and empty or-

bitals. Then the matrix 4 is reduced to:

(81) Aigjb = 6ij6ap(eq — &)
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Hence, CT excitation energies are solely described by orbital energy differences at large donor accep-
tor distances. Since they are calculated for the N-electron system, the CT excitation energies are
massively underestimated. The benefit of TDDFT for valance excited states converts into the opposite
for CT states. For these states TDHF should yield better results. An obvious approach to solve this

problem is to use hybrid functional with a HF exchange part, which is variable with the distance r;;:

1 _ 1-erf(ur;j) n erf(ury;)

rij Tl']' TL']'

(82)

. . 1. .
Here, erf is the error function. The operator — s replaced by a short-range (first one) and a long-
ij

range term (second one). The Parameter u determines the position of the transition between short-
and long-range parts. For the short-range part common GGA or hybrid functional are used, where
the long-range part is described by HF. Popular so called long-range corrected functional using this
approach are CAM-B3LYP or ®B97x.

In Figure 9 a pure GGA, a hybrid and a long-range corrected functional are compared for different

178 A different error is found depending on the spatial overlap A of occupied

classes of excitations.
and empty orbitals. For valence excitation A is almost one and the error of all functional similar. The
spatial overlap becomes smaller for Rydberg and CT excitations. The GGA functional yields large er-
rors for small A values. The hybrid functional behaves slightly better due to the HF part. A significant
improvement is found for the long-range corrected functional. This proofs the former considerations

and underlines the importance of long-range corrections.
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Figure 9: Error of excitation energies calculated by TDDFT plotted against the spatial overlap A between oc-
cupied and empty orbitals. (a) The pure GGA functional PBE, (b) the hybrid functional B3LYP and (c) the long-
range corrected functional CAM-B3LYP are compared for valence (green triangles), Rydberg (red crosses) and
CT excitations (blue dots).””® Reprinted with permission from M. J. G. Peach, P. Benfield, T. Helgaker, D. J.
Tozer at al., J. Chem. Phys. 2008, 128 (4), 044118. Copyright 2012, American Institute of Physics.
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3.5 Approximate Coupled Cluster method 2" order (CC2)

CC2 is an approximation to the 2" order coupled cluster method CCSD. The energy within CCSD is

determined by (y,: HF reference wave function, T;: Cluster operator):

(83) Hexp(Ty + T2) o) = Eexp(Ty + T2)|1ho)

The initial equations to determine the amplitudes of the singly excited t{* and doubly excited tiajb

manifold are given by (% : Singly excited wave function out of the HF reference, 1/),72;1: Doubly excit-

ed wave function out of the HF reference):

(84) (Yml|Hexp(T; + T2) o) = E(Yplexp(Ty + T2) o)
(wr%l'HeXp(Tl + Tz)l’l’o) = E(lp;meXP(Tl + Tz)l’l’o)

It is common to rewrite these equations for practical reasons. To do so one multiplies from the left

by exp(—T, — T;). This corresponds to a similarity transformation of the Hamiltonian:'"®

(85) exp(—=T, — Ty)Hexp(Ty + T2)|o) = Eexp(—T, — Ty)exp(Ty + 1) 1ho)
exp(—T, — Ty)Hexp(Ty + T5) o) = Elho)

By projection on (¥, ], (Y55 | and (1/);3;1| one gets:

(86) E = (Yolexp(—T, — Ty)Hexp(T; + T,)|1ho)
0 = (Y lexp(—=T, — Ty)Hexp(T; + T) )
0 = (Yrn|exp(=T, — T1)Hexp(Ty + T)|1ho)

These similarity transformed equations ( 86 ) are called linked CCSD equations - in contrast to the
former equations ( 83 ) and ( 84 ), which are the unlinked CCSD equations. Both systems of equations
lead to the same amplitudes and energies as solution. The similarity transformation causes a non-
Hermitian Hamiltonian.

Now, a T;-transformed Hamilton according to H = exp(—T,) H exp(T;) can be introduced:

(87) E = (Yolexp(—T)exp(T,) o)
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0 = (P lexp(—=T2)exp(T2)[Yo)
0 = (Ypin|exp(=T2)exp(T2) [10o)

The Baker-Campbell-Hausdorff (BCH) series for two operators A and B is:
1 1
(88) exp(—4) B exp(4) = B + [B, A] + 2 [[B, 4], A] + 5[[[B,A],A],A] + o

It can be shown that for the similarity transformed Hamiltonian the BCH series ends with the term,

which is quadratic for the amplitudes. This is due to the special structure of the cluster operators:'”

(89)

exp(=T)Hexp(T) = H + [H,T] + % [(H,7],7] + % (11, 72,7, 7] + 2—14 [[[[H, 71,7],7], T]

This series can be applied to the T;-transformed CCSD equations for the amplitudes ( 87 ). Many of
the resulting commutators are zero (see p 687f in the book , Molecular Electronic-Structure Theory"

of T. Helgaker et al.)*”® and one ends up with:

(90) (ll)mml/)o) + <l/)‘r'7§l|[1:i' T2]|¢0> =0
(91)  (Won|H o) + (Y| [H. T2 ] [1ho) + %< 79:3;1| [[ﬁ Tz]'Tz] |¢o> =0

Concerning the computational time the last two terms preponderate. They scale with N® (N: Num-
ber of basis functions). All other terms scale with N> or faster. Furthermore, these terms describe
higher excitations than doubles. If one just wants to approximate the double excitations, these terms
are not necessary. In this scope the order of a term is defined as following: A term with n™" order
contains the cluster operator T(,41y. This definition differs from the one of Mgller-Plesset perturba-
tion theory (MP), where the single excitations are in 0" order. A reason for this new definition is that
the singles are a key parameter for the orbital relaxation.”

For the double excitations all terms of 2™ or higher order are neglected, to reduce the computa-
tional effort due to the consideration above. These are the complete third term in ( 91 ) and parts of
the second one. Expanding the Taylor series of the T;-transformed Hamiltonian one gets (only terms

till 1* order are listed):

1 1
(92) exp(—T)Hexp(Ty) = (1—T; +177)H (1+T, +3T7)
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exp(~T1)Hexp(Ty) = H + HTy + 5 HT? — TyH — T HTy + S TZH

By plugging this expression into the 2" term of ( 91 ) one ends up with (again only terms till 1% order

are shown):

(93) (¢rﬁ¥1|[ﬁ'Tz]|¢o>:< o [(H+HT1 +%HT12—T1H—T1HT1 +%T12H)'T2] |ll’0>

After breaking up the commutator relation in ( 93 ) only two terms survive, if terms of higher order
than 1*" are neglected. This approximated expression can be contracted again to a commutator rela-

tion:

(94)  (Ypn|[H, T2][W0) = (Wrn|(HT; = TaH) o) = (W |[H, T21|1ho)

In order to yield an energy, which is correct up to 2" order, it is sufficient to consider the amplitudes
of the double excitations only till 1* order. This approach is comparable to MP2. Using this, the equa-
tions for the double excitations can be further simplified. The Hamiltonian H in ( 94 ) is approximated
by the Fock operator F. This leads to initial equations to solve the amplitudes for the double excita-

tions, which are very similar to the MP2 counterparts. The final CC2 equations are:*®

(95) (wmm’l’m) + <¢r’§1|[ﬁ» T2]|¢HF) =0
(Winl Bl ur) + (| [F, To1[ur) = 0

The equations for the single excitations are the unchanged ones from CCSD. All terms of second or
higher order are neglected. Therefore, only the amplitudes of the single excitations remain as pa-
rameters, which have to be calculated iteratively. The equations for the amplitudes of the double
excitations t,>, match the MP2 ones besides the fact that the two electron MO integrals are modi-

fied: '8!

1 (xm|yn)
9%6) ty = :
( ) M 148mnbxy Em—Ext+en—¢ey

CC2 scales with the number of basis functions like MP2 (N°®), but the CC2 equations have to be
solved iteratively in contrast to MP2. It is expected that the CC2 energy is of the same quality than

MP2. Therefore, the benefit of CC2 is not the accuracy for the ground state energy. It is the possibil-
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ity to calculate time-dependent properties. This is possible due to the considered single excitations,

which are not included in MP2.

To determine time-dependent properties one has to consider a system under a time-dependent

one-electron fluctuation V (¢t):
(97) H=F+U+V(t) with: V() = [ dwf (w)e i@t

In (97 ) F means the Fock operator and U a time-independent perturbation. This perturbation con-
tains the correlation of the CC2 ansatz. An explicit orbital relaxation is not requested. The reason for
this is that in the context of linear response theory an orbital relaxation would yield artificial HF
poles. This means that not F + V(t) is the 0" order problem for the perturbation theory (this would
be valid for orbital relaxation), but only F is the unperturbed system. The different perturbations U
and V(t) act on the system. Here, the single excitations are 0" order for the perturbation U and first
order for the time-dependent perturbation V(t). This approach is an alternative to consider orbital
relaxation. Double excitations are treated like in the case of the time-independent CC2 equations.
They are approximated to be 1% order in U and for V(t) all terms are retained. This leads to the time-

dependent CC2 equations for the amplitudes:**°

.ot

(98) (Ym|H + [H To]|wur) = v

xy

(Wi | + [F + V), Ty ) = 1 220

Using ( 98 ) one can compile the linear response functions. A detailed derivation can be found in lit-

180,182

erature. Excitation energies and transition moments are given by the poles of the response

function. The poles can be determined by the eigenvalues of the Jacobian matrix A:

(99) AX = wX with: XTx =1

The Jacobian A contains derivatives of the CC2 equations, which are collected in Qu, with respect to

the amplitudes t,,:**

29,

(100) Al“’:a_tv
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The Jacobian of CC2 is given by (T3, T,.,: excitation operators):"**

(101) ACC2 = (WM[(H + [I:‘{' o)) il |Wur) (W] [H, T;:gl]ll/)HF>>
(Wmn [, t][¥ur) (Vmin|[F> T W)

This matrix is non-symmetric. Close to conical intersections this causes serious problems, which is
demonstrated in the following. Consider a block-diagonalization of the Jacobian A by a non-unitary

transformation:
(102) A= ULAUR with: ULUR =1

Further, two almost degenerate states i and j are considered, whose eigenvalues are decoupled:

Aii AU 0

0 O

In general the 2x2 block of this effective two state problem can be expressed by:

(108) A2z = (5= >~ H)

S+R E+A

The eigenvalues are E;, = E + VAZ + 52 —RZ. In the case of a symmetric matrix (R = 0), both
states are degenerate, if A and S vanish. This yields conical intersections in the dimension Nt — 2
(N Number of internal degrees of freedom for the core coordinates). If both states belong to dif-
ferent irreducible representations, S has to vanish and the intersection has the dimension Nint _ 1,
Different cases have to be separated for non-symmetric Jacobians, which appear for iterative Cou-

pled Cluster methods in general:*®

(i) R? < A* 4+ S%: One obtains two real eigenvalues according to E;, = E ¥ VA% + §2 — R2.
This is the usual case for single point calculations or geometry optimizations.

(ii) R? > A? + 5%: A conjugated pair of degenerate roots is found with the eigenvalues
Ei, =E ¥ ivA2—-S5%2 —R?

(iii) R? = A? + S2: A non-physical degeneration is predicted. This degeneration has the dimen-
sion NIttt — 1,
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(iv) R = A= S = 0: This is the only condition to find a true intersection. Unfortunately, the di-

mension is lowered to Nt — 3 due to the additional condition, which is too low.

Methods possessing a non-symmetric Jacobian, like CC2 or CIS(D..), are not able to describe coni-
cal intersections between states of the same irreducible representation qualitatively correct.

Another drawback of these methods is the fact that the left and right eigenvector of the solution
of the linear response function are not equivalent. A further diagonalization is necessary, to calculate
transition moments according to M; = Yon Xni{¥nlfie|o). The additional computational effort is in

the same order than the preliminary calculation of the excitation energy.
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3.6 Algebraic Diagrammatic Construction (ADC)

The algebraic diagrammatic construction is a method exclusively for excited states, which is based
on the many-particle Green’s function. The ADC equations can be derived by the so-called intermedi-
ate state representation:

The polarization propagator II(w) contains all information about the excitation spectrum in con-
text of the many-particle Green’s function. A N-electron system is considered with the Hamiltonian

H and the exact ground state wave function [1,) with the exact energy E,. The polarization propaga-

tor for this system in its general algebraic form becomes (derived from Goldstone diagrams):**>*%¢

(105) N(w) = fT(w - A)7f

The Jacobian A of ADC is defined as:

(106) Ay = (l/JllH - Eollljj)

f is the matrix of the effective transition amplitudes:

(107) frrs = (Wlclcs[wbo)

Here, a complete set of intermediate states |i;) is introduced. This set is achieved by constructing a
set of so-called correlated excited states |‘P]°) out of the wave function of the exact ground state

|Wo):

(108) |‘P]°) = C;|¥y) with: C,e{clci;cgcjcgci,a < b,i <j; }

The set of correlated states is not an orthonormal system. A successive Gram-Schmidt-
orthonormalization starting from |W¥,) is necessary to end up with the intermediate states. Now, one
has a complete set of intermediate states in the space of the exact excited states.

The excitation energies are equivalent to the eigenvalues of the Jacobian like for CC2:

(109) AX = wX with: XTx =1
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The excited states |W¥,,) are given by:
(110) |Lpn) = 21 Xlnll'pl)
Transition moments T,, = (¥,,|D|y,) are calculated by:

(111) T, = ZI Xin (¢I|D|¢0> = ZI Xin er drsfl,rs

Here, D is an one-particle transition operator with the matrix elements d,s = (¢, |d|p)."*

The Jacobian A and the matrix of the transition amplitudes f can be developed in a perturbation

series:

(112) A= A© 44D 4 ...

This ends up with a formal perturbation series of the polarization propagator II1(w). This opens a way
to classify ADC systematically into orders. Only terms until a given order are considered in the per-
turbation series of A and f. If one considers terms up to n"™ order, one gets ADC(n).*®®

In general, the wave function and energy of the exact ground state are unknown. Therefore, one
has to find approximations for them. A common way to do this is Mgller-Plesset perturbation theory
(MP). For a given order of ADC, it is common to use the same order of MP perturbation theory.'®’

ADC is a size-consistent method for excitation energies and transition moments. This means that
local and non-local excitations are strictly decoupled (the ADC equations are separable). Further-
more, the configuration space of ADC is smaller than the one of a comparable CI method, which

means that ADC is more compact than CI.*®

The Jacobian of ADC is symmetric in contrast to the iterative Coupled Cluster methods. The Jaco-

bian of ADC(2) is the symmetric variant of the corresponding one of CIS(D..):*®

(113) ACISDw) — <(¢1§1|[(H + [H, T, thllYur) (l/J,aleH, ‘L';,?;,LHIIJHF>>

(1/11):131’1 [H, Trfl”l/JHF) <1/J;L);z [F' T;;?;LHVJHF)
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(114) AAPCE) = %ACIS(DC,O) _l_%(ACIS(DOO))T

The symmetric Jacobian of ADC(2) has benefits with respect to the computational effort compared to
CC2 or CIS(D.,) due to the identical left and right eigenvector in ( 109 ). The calculation of gradients
and transition moments is considerably simplified. Moreover, the problem close to conical intersec-
tions is solved (see chapter 3.5). In principle, ADC(2) delivers qualitatively correct potential energies
at conical intersections. However, one has to keep in mind that ADC(2) is a one-determinant method
and static correlation effects are not considered. At conical intersections with the ground state,

ADC(2) fails for this reason. Here multi-reference methods like CASPT2 should be used.

CC2, CIS(D.,) as well as ADC(2) are iterative methods, which scale with N° (N: Number of basis
functions). In a comparison of the errors in the excitation energies of these methods with CCSD,
which scales with N®, CC2 and ADC(2) yield comparable results to CCSD. This underlines the im-
portance of both methods for the calculation of excited states. Especially ADC(2) is a very valuable
method due to its benefits for the calculation of transition moments as discussed above. The effort
to calculate transition moments with CC2 can become as demanding as the calculation of excitation
energies. However, ADC(2) is a method purely for excited states and the ground state must be calcu-
lated with MP2 or comparable methods. This is in contrast to CC2, for which the ground state energy

is defined.
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4. Computational details

The computations were performed for dimers as a model system for larger aggregates. To investi-
gate variations in energy order and characters of the involved states as a function of the relative ori-
entation of both monomers, potential energy curves were computed for two different motions: a
torsional motion representing aggregates in solution and a shift motion for crystals. The monomer
geometries of the chromophores were optimized with the dispersion corrected density functional
theory (DFT-D2) method™®®**° using the BLYP™***? functional in combination with the TZVP'*® basis
set at the non-hydrogen atoms and the TZV'® basis set at the hydrogen atoms.'*® In the following
this level of theory is designated as BLYP-D/TZV(P). The same method was used to calculate the ge-
ometry optimized dimer structures. To obtain the possible minimum structures in the electronic
ground state, geometry optimizations were performed out of a large number of randomly generated

dimer structures.

horizontal

transversal : o
longitudinal

Figure 10: Internal coordinates to describe the relative orientation of the monomers with respect to each
other. The angle ¢ represents the torsion motion of the dimer system.

Potential energy curves

Potential energy curves (PECs) were calculated for dye dimers built up as shown in Figure 10 from
two monomers with a distance of 3.3 A. The latter corresponds to the optimal distance of non-
relaxed dimers for PBl and DIP determined by the above mentioned DFT method. The ground state
potential energy curves were computed by Mgller-Plesset theory at second order MP2 using spin
174,194,195

component scaling (SCS-MP2) in combination with the resolution of identity approximation.

Excitation energies were calculated by the approximate coupled cluster second order method using
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196,197

spin component scaling (SCS-CC2). For these computations the TZV(P) basis sets described

above is employed, expect for the PESs in chapter 5.2 where a SVP basis set was employed.'****® 5Cs-

193199200 o ploying the recommend-

CC2 was also used with the resolution of identity approximation
ed TZVP auxiliary basis set® for all atoms. All calculations were performed with the Turbomole 6.0

program package.’®*

Character analysis

The analysis of the character of the excited states was performed by a method developed by Liu
et al.?®>*® It is based on a Lowdin localization of the delocalized dimer MOs to the monomers. After
the corresponding transformation of the wave functions of the excited states the coefficients can be

used to analyse the states by their amount of charge transfer versus Frenkel character.

Mechanically embedded QM/MM

In the description of exciton self-trapping processes quantum mechanical (QM) approaches are
mandatory since electronically excited states are involved. On the other hand the computations in
chapter 5.2 have to include a large fraction of the crystal to describe how it hampers photo-induced
motions by steric restrictions. A cluster was used which comprises 9500 atoms to get a reliable de-
scription of the motions. Because accurate QM approaches are way too expensive to describe sys-
tems of that size, a hybrid QM/MM approach is employed. It uses the SCS-CC2 approach to describe
the electronically excited states (localized to a dimer). Force field (molecular mechanics, MM) ap-
proaches are employed to incorporate the steric restrictions arising from the crystal environment.
Since the main focus is on the electronic states of a dimer of PTCDA (or DIP) in their arrangements as
found in crystals, the surrounding is described with a polarizable force field which is capable to de-
scribe the crystal structure accurately (see below). The crystal environment is approximated by a
large cluster of surrounding molecules. It comprises three layers around the inner dimer which can
adapt to motions of the inner dimer. They are surrounded by a fourth layer which is fixed at the crys-
tal geometry. This system allows investigating the relaxation of the surrounding molecules as found
in the crystal lattice as a response to a given (frozen) configuration of the central dimer.

The ground state energy of the whole system is calculated as follows (subtractive scheme):
QM
(115) E(22) = Eq(QM) + E(MM) — Eq(MM)

where E;(X) is the dimer intermolecular energy calculated at the respective level X (X = QM or

MM). E(MM) is the energy of the whole cluster geometrically optimized by specially developed
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force fields by Dr. M. Tafipolski (see below).?®*

Dimer excitation energies (corrected with Apéry’s
constant, see below) are added to the ground state energy E(QM/MM). The mechanically embed-
ded QM/MM approach includes all steric interactions between the dimer and the environment. It
also allows the adaption of the surrounding to photo-induced motions of the dimer. It only partially
covers additional polarization effects arising due to the crystal environment. However, as discussed
in chapter 7 such effects would even increase the efficiency of the trapping process rather than stop
it.

It is well established that the so-called Davydov splitting of the Frenkel states results from the
electronic coupling between excited states of two molecules.”**?®>?% This coupling is dominated by
the dipole-dipole or Forster interaction of the oscillating transition dipoles of both monomers during
the excitation process. Due to the close packing for adjacent chromophores in the crystal structures,
additional Dexter interactions®® become significant. Both interactions are properly represented by
the supermolecule approach for the dimer applied in the present work. However, in a crystallite,
other important interactions have to be considered which arise from further adjacent molecules and
from molecules in the m-stack of the crystal. They cannot be neglected as the dipole-dipole interac-
tion decays relatively slowly as 1/R?, where R is the distance between the monomer centers. The
importance of such interactions was also underlined by a recent paper of Gierschner et al.?®® The
missing interactions could, in principle, also be calculated with the supermolecule approach. Howev-
er, such an approach is too demanding due to the relatively slow convergence of the dipole-dipole
interactions and the complex dynamic polarizations between donor and acceptor molecules. 2221
Already the computation of a trimer is not feasible. For that reason, the missing interactions are ap-
proximated by assuming that the interactions of the molecules along the w-stack decay according to
the dipole-dipole rule. Interactions with molecules not belonging to the m-stack are neglected. Using
this assumption, the excitation energies AESi of the two Frenkel states i = {1,2} in the solid are calcu-

lated to be at

(116) AE:~ 2+ (14 5+ 5+ =+ 5+ ) (AE; — AEy) + AEy,

AEL=2-((3)- (AEL — AE,,) + AEp,

where ¢(3) =~ 1.202 is Apéry’s constant.”*>*** AE,‘; and AE,, are the excitation energies calculated
for the dimer and monomer, respectively. As a consequence, in this approximation the Davydov split-
ting of the PBI chromophores in a crystal is increased by a factor of about 2.4 compared to the dimer

one (see Figure 11).
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Figure 11: PESs of the bright (S,, orange) and dark (S;, green) Frenkel state: The pure dimer curves provided by
SCS-CC2/SVP (top); Two times the Apéry’s constant is used to account for increased state splitting in the mn-
stack (middle); a mechanical embedding QM/MM approach is additionally employed to represent the crystal

surrounding (bottom). Only the last PESs are used to derive the exciton self-trapping mechanism introduced
in chapter 5.2.
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Computational details

For the intramolecular interactions in PTCDA and DIP a modified versions of the AMOEBA polariz-

able force field was used by Dr. M. Tafipolski.**

They have been developed based on the monomer
calculations to reproduce B3LYP/cc-pVDZ optimized geometries and the Hessian matrix (especially
low-frequency modes < 200 cm™) to allow energy minimizations of the big cluster (excerpt from the
crystal structure, see above) using fully flexible monomers needed for QM/MM mechanical embed-
ding calculations. For a-PTCDA the intermolecular electrostatic energy could be accurately described
with atom-centered multipoles up to quadrupoles calculated with the Distributed Multipole Analysis
(GDMA) program.”*>**® Nevertheless, an extended re-parameterization of the standard parameters
of the AMOEBA force field by Dr. M. Tafipolski was necessary to achieve accurate geometries.

Even after extended re-parameterization the AMOEBA polarizable force field could not reproduce
the geometrical structure of the DIP crystal.”® Hence, a recent approach was employed which in-

cludes the short-range charge-penetration term in a force field.”®*

For this short-range term the pa-
rameters were used as recently optimized for benzene crystals without further modification. Addi-
tionally, the van-der-Waals terms were re-parameterized so that the force field reproduces the phys-
ically well-defined components of the intermolecular energy (electrostatic, exchange-repulsion, dis-
persion and induction) predicted by the symmetry-adapted perturbation theory. The new force field

accurately reproduces the crystal structure of DIP in thin films.

Solvent model calculations
The calculations regarding solvent effects in chapter 7 are performed in a slightly different way.

The geometry of the considered chromophore monomers were optimized with the dispersion cor-

188,189 190-192,217,218 201
d BLYP

rected DFT metho using the Turbomole 6.0 package.” " For all non-hydrogen

193,200 This combination

atoms the TZVP basis set was used and for hydrogen atoms the TZV basis set.
is called TZV(P) in the following. In the literature it was shown that the binding energies resulting
from BLYP-D/TZV(P) and SCS-MP2/QZVPP computations are very similar.*®® Additionally, a PBI dimer
with a small molecular solvent shell of twelve methane molecules was geometry optimized on the
same level of theory. The solvent molecules are arranged in a way around the imide groups that a G,
symmetric structure is retained (see Figure 12). In the optimization all atoms belonging to the
perylene core were kept fixed at their positions in the monomer geometry in order to prevent a fold-
ing of the dimer.

Dimer systems are taken as a model for larger aggregates.’*® They are built up as n-stacks with a
distance of 3.3 A which corresponds to the optimal distance of non-relaxed PBI dimers determined

by the mentioned dispersion corrected DFT method. To investigate variations in energy order and

characters of the involved states as a function of the relative orientation of both monomers, PECs are
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computed which describe a torsion motion along the stacking axis of the two monomers from 0° to

0

90° (see Figure 10). The calculations were performed with the Gaussian 03 package®®® using the

6-311G***22% hasis set for all atoms in combination with the BLYP-D functional.

v
rEE
N T

Figure 12: Optimized geometries of a 30° rotated PBI dimer with a small solvent shell of 12 methane mole-
cules.

The excited state properties were calculated with TD-HF/6-31G** 2>>2%

To account for dispersion
effects, PECs of the excited states were approximated by adding the excitation energy to the disper-
sion corrected BLYP ground state energy. This method is called TD-HF-D in the following. In a former
work this method was compared to SCS-CC2.”*° Trends in the PECs are correctly reproduced, while
the excitation energies of the charge-transfer (CT) states are overestimated.

As solvents water (¢ = 78.39, n = 1.333) and cyclohexane (¢ =2.028, n = 1.424) is studied to in-
clude environments with large dielectric constants & as well as high refractive indexes n.??° The inte-

231-234

gral equation formalism variant of the polarizable continuum model (IEFPCM) is employed for

the description of excited state properties in solution which is widely used for this purpose.??#3524
For very fast processes like optical transitions the polarization response of the solvent can be divided

into a fast and a slow component.?*

The fast one refers to the electronic polarizability of the solvent
and is expected to happen at the same time scale as the excitation process itself. The slow compo-
nent is due to structural reorientation (mostly rotation) of the solvent molecules. This happens on a
much slower time scale. Accordingly, optical transitions have to be described in a so-called “nonequi-

librium” regime.”**

Also the dielectric constant has to be separated into two constants. The first one
is the static dielectric constant € describing the unperturbed solute-solvent equilibrium. It influences
ground state properties by changing the electron distribution and thus the structure of the molecule.

The second one describes the polarization of the electron density which is fast enough to follow the
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Computational details

oscillatory fields during an excitation process. This is the fast dielectric constant &; = n?, where n is the
refractive index.”*! The surrounding influences the excitation energies and transition moments via &;.
In order to get a reliable energetic order of Frenkel and CT states in a polarizable surrounding,
higher order methods like SCS-CC2 has to be used for which a polarizable continuum model (PCM)
procedure is not feasible as mentioned before. In a first approach the solvatochromic shifts calculat-
ed by TD-HF are just transferred directly to SCS-CC2/SVP'#1*41%1% ragyits under vacuum conditions.
This simple method is tested for its reliability by a linear model which relates the solvatochromic
shits to properties calculated under vacuum conditions. It uses linear relations between the solvato-
chromic red shift AE®* of the excitation energy E* and the squared transition dipole moment u? in
solution as well as a linear relation of the oscillator strength in solution and under vacuum condi-

tions. According to the description of Bayliss the solvatochromic shift is given by

ex _H2 nP-1
(117) AE R 2n2+1
where R is the radius of a spherical cavity and n the refractive index.>** The transition dipole moment

is also influenced by a polarizable surrounding. However, in this context it is more convenient to dis-

cuss the oscillator strength f. These two properties are related by

2 me

(118) f =35

Eexuz

243

where m,, is the mass of the electron and e the electric charge of the electron.”” The relation be-

tween the oscillator strength in vacuum £7%¢ and solution £°! is given by Chako’s formula:***

(n2+2)*

(119) fsol = ]cvacT

The above realtions are valid for spherical cavities. Deviations are expected for the more compli-
cated shaped cavities of PCM approaches. Therefore, linear relations have to be parameterized
which is introduced in the following. Solvatochromic shifts are calculated on TD-HF//IEFPCM level of
theory for different geometries. Structures with different torsional angels around the stacking axis
are ideal for this purpose due strongly varying oscillator strengths.*° The oscillator strength under

vacuum conditions £V is related to the one in solution f°! by:

(120) fsol — Cffvac
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Here, ¢/ is a fit parameter which will be determined according to the introduced set of different di-
mer geometries. The solvatochromic shift of the excitation energy AE€* is related to the transition

dipole moment in solution u, which is given by equation ( 120 ), by:

(121) AE®* = ¢®*p? + AES*

In equation (121 ) ¢®* and AES* are fit parameters. In the case of excitations into Frenkel states of a
dimer, each monomer gives rise to an oscillating transition density with a large transition dipole mo-
ment. For the dark Frenkel state the two moments point in opposite directions and, thus, cancel each
other. However, a transition density of higher order remains causing short-range interactions with
the solvent molecules. They lead to large solvatochromic shifts of the excitation energy AEE* at zero
transition dipole moments for which a parameter is introduced in ( 121 ). For the same reason it
makes sense to distinguish between Frenkel and CT states for linear relations. The latter states pos-
sess a vanishing transition dipole moment on a first glance and no solvatochromic shift is expected.
However, due to mixing with Frenkel states they gain some transition dipole moment. This will cause
some solvatochromic shift of the excitation energy, but only a very small shift at zero transition di-
pole moment is expected. Additionally, a stabilization of the resulting charges could occur which will

increase the value for cé* of CT states.

Pitfalls

In order to avoid problems during the diverse iterative processes in the IEFPCM calculations, it is
necessary to disable the symmetry of the cavity (key word NOSYMMCAY at the end of the input file).
Also Bondi atom radii were used to end up with only one cavity. For other atom radii, e.g. Pauling
radii, two separated cavities were found for a PBI dimer at 3.3 A distance. An example for a Gaussi-

an03 input file is:

#P HF td=(NStates=20)/6-311G** SCRF=(IEFPCM, Read, Solvent=Water)
Solvent model calculation for water

01
[Geometry]

NOSYMMCAV
RADII=BONDI
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Computational details

Gaussian always gives out the first N excited states. If one is interested in the CT states, it turned
out that for certain dimer arrangements, e.g. parallel ones, a large number of excited states must be
calculated. A number of 20 excited states was always enough for the calculations performed in for

this thesis. The used values for the fast ; and slow & dielectric constants are:

Table 1: List of all used fast and slow dielectric constants within this thesis.

solvent € &
cyclohexane 2.02 2.028
dichloromethane 8.93 2.020
acetonitrile 36.64 1.806
water 78.39 1.776

For all dimer calculations it was necessary to take care that the self-consistent field converges on
the correct root. In most cases it was sufficient to perform a reference calculation, which was used as
an initial guess for the wave function in the productive runs. By using Turbomole it was helpful to use
smearing of the occupation number by enable the Fermi option in the “SCF options” in “define”. If
this recipe fails, it is always useful to reduce the basis set size or to use a higher order point group for
the system under study to achieve a well-converged reference wave function.

In Turbomole the irreducible representation of the questioned excited states has to be specified.
During reading the coordinates from a file by “define”, the system is automatically rotated. There-
fore, the irreducible representation of the wanted state could change, e.g. from Bs, to By, caused by

the rotation. One should always review if the correct states are specified.
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Exciton self-trapping in perylene based materials

5. Exciton self-trapping in perylene based materials
5.1 Exciton self-trapping in helical aggregates

A part of this chapter will be communicated in a manuscript for publication: A. Schubert, V. Set-
tels, W. Liu, F. Wirthner, C. Meier, R. F. Fink, S. Schindlbeck, S. Lochbrunner, B. Engels, V. Engel,

submitted. Quantum dynamic calculations were performed by A. Schubert (Universitat Wirzburg).

Abstract

The fast and efficient transport of energy absorbed from light is of central importance in photosyn-
thesis as well as photovoltaic processes. In this context molecular r-aggregates play a central role as,
e.g., coupled chromophores in light harvesting complexes or dye molecules in organic semiconductor

devices 42,245,246

What limits the energy transfer are de-excitation mechanisms leading to a trapping of
energy on local sites and it is thus of great interest to obtain a basic understanding of such self-
trapping processes. The molecular dimer is an important sub-unit of aggregates and it has been

147

shown that, after excitation, the energy tends to localize very fast in these subunits.””” Therefore, in

what follows, elementary processes taking place after photo-absorption are discussed in dimers.

The electronic structures of excited molecular dimers can be mainly described by the configura-
tions indicated in Figure 13. States with Frenkel character arise from local HOMO-LUMO excitations
on one monomer. They will be called Frenkel excited states in the following. These Frenkel excited
singlet states interact via the strong and long ranging Forster coupling (see Figure 5). It is mainly re-

sponsible for the exciton energy transfer (EET)***?*

and is reflected in the corresponding spectra by
Davydov splitting (see Figure 6). Local excited states with triplet coupled spins (Figure 13, left hand
side) interact via short ranging Dexter coupling (see Figure 5), which can, nevertheless, lead to signif-
icant triplet exciton diffusion lengths as in general the life time of the triplet states exceeds that of

24822 srates with charge transfer (CT) character

the respective singlet states by orders of magnitude.
(Figure 13, two right hand panels) arise by excitation of an electron from one dye molecule to anoth-
er one in close proximity. In a dimer model two Frenkel (M*M, MM*) and two CT states (MM*,M*M)
exist for singlet and triplet states (M: one monomer of the dimer). Coupling between the pairwise
degenerate states leads to four separate energy levels. The computed adiabatic states contain ad-
mixtures of both types of configurations as the effective energy differences of the related diabatic

states are in general small compared to their coupling.'**20%230247
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The separations of the four singlet (triplet) states depend on the coupling strength which is cru-
cially determined by the nuclear geometry. The variation of the latter turns the levels into potential
hyper-surfaces which, in the simplest case where a single reaction coordinate g can be identified, are
potential energy curves V/(q). Based on such curves, which are obtained from ab initio electronic
structure calculations, in this chapter a new mechanism for rapid energy relaxation is proposed for
aggregates of PBI in solution. The most important ingredients are motions on non-adiabatically cou-
pled electronic states of Frenkel and CT character. It has to be noted that the latter are usually not
taken into account. If, after photo-excitation, the system can relax to the crossing regions on a time-
scale faster than that of a Forster energy transfer, a population transfer takes place to the lower lying

excited states resulting in an efficient self-trapping of the exciton.

LUMO ~— — - — —+ +— — — —

Homo {4+~ H += H = H +
3 1

*Frenkel 'Frenkel ,
Figure 13: Schematic representation of the leading configurations of triplet Frenkel (*Frenkel) and singlet

Frenkel (‘Frenkel) as well as triplet charge transfer (*CT) and singlet charge transfer (‘CT) states in terms of
localized HOMO and LUMO orbitals. Each configuration is represented with four orbitals, the two LUMOs
(upper lines) and the two HOMOs (lower lines) which are localized on one or the other monomer, left and
right, respectively.

Recently aggregates of PBI in methyl-cyclohexane were investigated experimentally and theoreti-

168

cally™ to understand the optical properties of such important building blocks for organic electron-

. 96,253
ICS.

The picture which evolved can be summarized as follows: According to the dimer transition
dipole geometry with monomer moments at a relative angle of 30°, the upper of the two states re-
sulting from the splitting of the Frenkel states is preferentially populated. By some unidentified
mechanism, relaxation to the lowest excited state takes place. Thereby, the two monomers orient to
have parallel transition dipole geometry. Radiative decay to the ground state, which is forbidden for
the exact parallel configuration, is only possible if nuclear degrees of freedom are incorporated and,
as a consequence, a long emission lifetime and a low fluorescence yield as compared to the mono-
mer case are found.”® Due to the flat excited state torsional potential the red-shifted emission band
is broadened significantly. The final fluorescing state represents a trap for excitons due to a loss in
energy of around 1 eV and the described geometrical distortion. Up to this point, a consistent picture
of the absorption and emission properties could be established. However, a more fundamental in-

sight into the decay dynamics and the reaction path which leads to the fluorescing state is missing.

This would yield an atomistic understanding of exciton self-trapping in PBl aggregates in solution.
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Exciton self-trapping in perylene based materials

Lochbrunner and co-workers performed femtosecond transient absorption measurements in or-
der to investigate the nature of the self-trapping process.”>> The measured absorption change is
composed by three components (see Figure 14). One is a step function reflecting the bleach which is
switched on with excitation and does not change thereafter. An exponential decay with negative
amplitude resembles stimulated emission and decays with a time constant of 215 fs. The last compo-
nent is an oscillatory contribution with a period of 381 fs. As a key result, the data shows that the
excited state is de-populated on an ultrafast time scale. Such a rapid decay cannot be explained with
the previously discussed non-adiabatic dynamics along the torsional degree of freedom involving
only the Frenkel states, because they do not interact sufficiently strong in the relevant region of co-
ordinate space.'®® Additionally, due to the large moment of inertia, the torsional motion is very slow
so that the angle of 60°, where a curve crossing between the higher and the lower Frenkel state oc-
curs, cannot be reached on a femtosecond time scale. Thus, there must be present a different geom-

etry change which makes the non-adiabatic transition effective.

solvent

5 ~ components of the fit:

ﬁ/\/ oscillation
:4\ t=215fs

step

0.0 0.5 1.0
time (ps)

Figure 14: Time-dependent absorption change AOD at 520 nm (open circles) measured by Lochbrunner and

co-workers, signal of the pure solvent (upper fine line) and model function fitted to the data (thick solid line).

The three lower lines show the contribution to the model function. They are shifted to lower AOD values for

better visibility.255 The figure is reproduced with kind permission of Prof. Dr. S. Lochbrunner.

Depopulation of the initially excited Frenkel state is expected to occur via a barrier-free motion
with a small motion of inertia, which couples this state to the lower lying dark Frenkel one. As a re-
sult, motions of molecules relative to each other can be excluded due to the high moment of inertia.
One potential de-population mechanism can be derived by the following thought: In the case of a

perfect localization of the excitation onto one monomer, Davydov splitting disappears and the Fren-
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kel states become degenerated. Afterwards, the exciton can relax in the lowest lying Frenkel state,
which again should induce a Davydov splitting. This motion can potentially be realized by relaxing
one monomer to a structure (M’), which is optimal for its first excited state, and keeping the other
fixed to its ground state structure (M). In order to do so, the PBI monomer structure was optimized
for the optically bright 1 'B,, state using SCS-MP2/TZV(P) level of theory. The dimer is then arranged
at the inter-monomer configuration with a center-of-mass separation of 3.3 A and a torsion angle of
30°. A reaction coordinate is introduced which linearly relates the initial ground state (MM) configu-

ration with coordinates ﬁi to the final (MM*) configuration with coordinates ﬁf as R = ﬁi +

q(fff - féi ), where R collectively denotes the coordinates of all nuclei. For this motion the ground
state is calculated by SCS-MP2/SVP and excitation energies by SCS-CC2/SVP. Figure 15 shows the

resulting potential energy curves.
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Figure 15: Potential energy curves of the ground and first Frenkel and CT excited states for a PBI dimer. A

motion is considered, in which one monomer changes its structure from the ground state geometry (q = 0) to
the optimized excited state structure (q = 1) while the other monomer is fixed.

All states are stabilized during the motion. The effect is moderate for the ground state, which
reaches a minimum for g = 1.2. Here, its energy is 0.03 eV lower than at the starting point (q = 0). An
explanation for this finding could be that at g = 0 the dimer is build up by a SCS-MP2 optimized
ground state structures. This structure is different from the optimized structure of the dimer (see
chapter 6.1). Therefore, a structural change of the dimer could also stabilize the ground state. The
energy stabilization of the excited states (V;*: 0.05 eV; V4*: 0.05 eV; V3': >0.07; V,*: 0.03) is larger than
the one of the ground state. Unfortunately, along the potential energy curve (PEC) the Davydov split-
ting between the Frenkel states V;* and V! increases slightly (7-10° eV from qg=0toq = 2)instead

the expected decrease, which indicates that the excitation does not localize during this motion.
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Exciton self-trapping in perylene based materials

Interestingly, the lowest CT state (V5') shows the largest stabilization out of the calculated states
(see Figure 15). Consequently, a motion stabilizing this CT state could be more promising as the one
discussed until now to de-popultate the bright Frenkel state (V). At the vertical excitation geometry,
one finds that the states for the Frenkel and the (energetically higher) CT configurations are close in
energy (about 0.04 eV, see Figure 16). It is then not unlikely that, upon a geometry deformation, this
gap decreases so that strong mixing of these states occurs. To clarify this situation, the influence of a
deformational motion of a PBI dimer connecting the ground state structure to the geometry MM’
was considered, optimized for states with (approximate) charge-transfer character. In the M*M"
structure, one monomer has changed its structure from the ground state geometry (M) to the one
optimized for the anion (M) and the other monomer to the one optimized for the cation (M). In a
dimer with M"M™ geometry, one expects that the CT state is stabilized, which yields M"M’, and the
other CT is destabilized, which end up with M"M". Due to problems with spin contamination in HF
calculations, the monomer structures of the anion and cation were optimized using B3LYP-D/TZV(P).
A dimer was constructed in away similar to the former one with a intermolecular distance of 3.3 A
and a rotation around the stacking axis of 30°. Also, a reaction coordinate from the ground state
structure (MM) to the M*M " structure is introduced similarly to the one for the motion to the MM’
structure. Ground state energies for the motion are calculated with SCS-MP2/SVP and excitation
energies with SCS-CC2/SVP.

In Figure 16 (upper left panel), adiabatic potentials V72 (q), of the lowest excited singlet states
1 - 4'B are displayed (full lines). With a deviation of approximately 0.08 eV, the relative position of
the two bright adiabatic states (denoted as n, = 1, 2 in the figure) is in agreement with
experiment.’®® The absolute position of the potentials deviates by 0.4 eV from the measured absorp-
tion peak. Here one has to keep in mind that the calculation is performed for gas-phase dimers so
that effects of higher order aggregation and solvent interactions are not included. Photon excitation
from the ground state into the main absorption band at 480 nm (higher energy Frenkel state) results
in the population of state (n, = 2) at g = 2. As anticipated, the deformation introduces energy shifts
of the potentials and an avoided crossing between the states (n, = 2, 3) around q = 0.4 can be identi-
fied. The lower left panel of Figure 16 shows curves which represent the amount of CT character of

202293 Thys, at the excitation configuration (g = 0), the two

the respective adiabatic electronic states.
lowest states are mainly Frenkel of character.”®® An increase of q leads to a strong interaction be-
tween the states, and the excited Frenkel state acquires CT character whereas the lower CT state
becomes mostly Frenkel. Thus one may envision a non-adiabatic transition opening a reaction path

which, eventually, will lead to an exciton self-trapping in the lowest state. It is worthwhile to mention
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that, in going from one to the other geometry (i.e. from g = 0 to g = 1), the atomic positions are not

changed dramatically where a deviation in position is about 0.01 A, in the average.
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Figure 16: Upper panel: Adiabatic excited state potentials as a function of the reaction coordinate q. The
lower panel contains the percentage of CT character of the different adiabatic states. The vertical line at
q = 0 indicates the geometry accessed by photo-absorption from the ground state. The value of ¢ = 1 cor-
responds to the structure in which the monomers of the dimer take the M* and M" geometry, respectively.

The electronic properties associated with the various excited states exhibit a strong coupling with
increasing reaction coordinate q. The non-adiabatic, kinetic coupling elements can therefore be ex-
pected to be very strong. For example, the permanent dipole moments (shown in Figure 17) docu-
ment a mixing between the states V;* and V3 and also between states V' and V3'. Another indication
for the coupling is the variation of the charge transfer characters of the adiabatic states, which are
shown in the lower left panel of Figure 16. The charge transfer characters are found from a careful
analysis of the ab initio wave functions based on localization of the dimer wave function to a mono-

mer basis.’®

This method, of course, is only valid for mixing charge transfer states with Frenkel ones.
The coupling between the two charge transfer states is implemented due to the expected degenera-
cy for localized charge transfer at g = 0 for symmetry reasons. The state V,* (V) is included in the

simulation, however, it does not participate in any way in the dynamics discussed here.
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Figure 17: Electric permanent dipole moments (left panel) and oscillator strengths f (right panel) are shown

for the different excited states, as indicated. The data relies on SCS-CC2/SVP calculations and is determined
for a motion of a PBI dimer along the coordinate q. The amount of oscillator strength in the V5 and V4 state
is interchanged during the motion. This supports a change in character of both adiabatic states, which is in
line with the derived diabatization scheme. The permanent dipole moment supports the diabatization
scheme as well. At small g values the V§ state possesses a significant dipole moment. At larger g values the
dipole moments of the states V5 and V§ interchange similarly to the oscillator strength. This indicates a non-
adiabatic coupling between these states. At even larger g the dipole moment in the V§ state is shared with
the V¢ state. This indicates a non-adiabatic coupling between these states as well. All findings are in line
with the analysis of the CT character of the wave functions of the excited states, which is the basis for the
employed diabatization scheme.

Nuclear wave packet dynamics along the reaction coordinate g were performed by A.
Schubert.®®*’ The time-dependent Schrédinger equation was integrated numerically®*® incorporat-
ing a potential energy matrix with the diabatic potential curves displayed as dashed lines in Figure 16.
The coupling elements V;, .., (q) was chosen as Gaussians of various widths and only the couplings
Via = V41, Vou = Vy, and V34 = V3 was taken as non-zero. The diabatic curves are obtained as cubic
fits to the ab initio potential energy curves outside the coupling regions. The coupling elements are
taken to be Gaussians of the form V;; = A;;exp (—ﬁij(q - qij)z). The centers q43, q43 of the cou-
plings V,, and V3, are determined by the crossing of the charge transfer character curves. The ampli-
tudes A;; are given by half of the potential curve spacing at these points. The width of the coupling
curves (i.e. the values of the parameters f3;;), are fitted such, that a diagonalization of the diabatic
potential matrix yields perfect agreement with the ab initio curves. It has to be noted that the pro-
posed self-trapping mechanism relies on the existence of the couplings which were revealed by
means of high level ab initio approaches and not on their particular form, so that other diabatization
schemes may be employed which do not alter the underlying physics.

The initial wave function was the vibrational function in the electronic ground state derived from
the Hamiltonian including the ground-state adiabatic potential V§*(q) (not shown in Figure 16). Dissi-

pation was included by adding the operator H,‘fiss = —iAH,, to the Hamiltonians H,, in the diabatic
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state (n4), where 4 is an adjustable parameter. The wave function was re-normalized after each
propagation time-step At as it is done in stochastic wave function approaches.”*?®® A. Schubert
treated the excited state dynamics de-coupled from the dimer ground state because radiative transi-

tions from the excited state manifold occur on a nanosecond time-scale®*

whereas here processes
taking place on a femtosecond time-scale are concerned.

In Figure 18, the populations in the diabatic states computed by A. Schubert are shown. In calcu-
lating these curves a value of A = 0.07 is employed. For this value, the energy dissipation in the pho-
to-excited diabatic state (ng = 2), neglecting all couplings, is such that the vibrational ground state is
reached in about 200 fs. As can be taken from the figure, the population of the initially prepared
state decays on the same time-scale as determined in the experiment. Remarkably, the intermediate
CT state (ng = 4) is populated only to a small amount so that the population is directly transferred to
the lower state (n; = 1) of predominantly Frenkel character. This is consistent with the experimental
finding of Lochbrunner and co-workers that no anionic of cationic bands are seen in transient spectra
recorded with a white light continuum as broadband probe pulse; e.g., PBls in complexes exhibiting
photoinduced electron transfer lead typically to a pronounced excited state absorption band around
700 nm?***®? which is not observed here. The effective population transfer to the lowest excited
state can be traced back to the broad coupling region (ranging from q = 1 to q = 3.3) between the
two lowest diabatic states. The probability densities of the diabatic wave functions in state (n; = 1)
and (ngz = 2) are shown in Figure 18. The initially prepared wave packet moves periodically, thereby
loosing energy until its mean energy corresponds to that of the curve crossing. Then, very quickly,
the density is transferred via the doorway state (n; = 4) to the lowest state where it is accumulated
around the respective potential well.

The population of the initially populated state does not show the oscillatory behavior which is
seen in the wave packet dynamics. There, a period of T, = 41.3 fs (corresponding to an energy of AE,
= 0.10 eV) can be determined. Compared to the time-resolution of the experiment this is rather fast
and difficult to detect. Regarding the spectral width of the experimental pump-pulse (which is about
0.12 eV), vibrational wave packets can only be prepared if states with an energy spacing less than the
pulse-width are coherently excited. Thus, e.g., the C-C stretching vibration at 0.175 eV, which is
prominent in the monomer absorption spectrum®* and also in other aggregates®®:, cannot be excit-
ed. Of course, in the excited state of molecular aggregates, many vibrational levels are found.?®* If
vibrations with spacing in the order of the pulse width are indeed excited, quantum beats occur. In
the simplest case, a single internal vibration with spacing AE, is taken into account additional to the

vibration in the reaction coordinate.
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To see the effect of the incorporation of an internal vibration AE, = 0.10 eV was used, as deter-
mined from the wave packet calculation employing the potentials displayed in Figure 16. Choosing a
value of AE, = 0.11 eV (which approximately corresponds to the fastest high frequency mode which
can be excited), leads to the function displayed in the lower left hand panel of Figure 18. It was con-
voluted with a Gaussian of 50 fs to account for the limited experimental resolution. Furthermore, the
damping with a time-constant of 190 fs, as taken from experiment (see Figure 14), is included. The
resulting curve very much tracks the oscillatory contribution extracted from the experimental transi-
ent absorption signal. A similar curve is obtained by using a low frequency mode with an energy spac-
ing of AE, = 0.01 eV so that this is another possibility to rationalize the experimentally seen oscilla-
tions. Note, however, that the intermolecular torsional motion which is important to explain the
emission spectrum,®® proceeds on a much longer timescale and cannot serve to explain a periodicity

of 381 fs.
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Figure 18: Left upper panel: Population dynamics in the diabatic electronic states (n;) computed by A. Schu-
bert. Left lower panel: Damped quantum beat signals, obtained from a superposition of vibrations in the
reaction coordinate and an additional internal high frequency and low frequency vibration. The right hand

panels exhibit the time-dependent probability densities |1[Jﬂd(q, t)|2 in the diabatic states (n; = 1, 2), as
indicated. The pictures are provided with kind permission by A. Schubert.

To summarize, an exciton self-trapping mechanism is proposed which is based on geometry de-
pendent couplings in excited electronic states. A deformation which does not alter the positions of
the atoms significantly and thus could, e.g., be promoted by interactions with the solvent, results in a

strong mixing of electronically excited states with Frenkel and CT character. Using quantum chemical-
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ly calculated adiabatic potentials, a model was set up which allows for a description of the nuclear
guantum dynamics. Including phenomenologically an energy dispersion into modes different from
the reaction coordinate (being inter-, intra-molecular or solvent modes), leads to results which are in
excellent agreement with the experimental findings, i.e., the fast de-population of the optically bright
state and also the quantum beat structure found in the transient absorption signals can be repro-
duced. It has to be noted that other deformations than the one regarded here can be imagined which
influence the couplings between the excited states. Test calculations indicate that the geometry
change introduced here, is most significant for the quenching process at the ground state structure
of PBI dimers while it is not possible at other aggregation structures where CT states are energetically
less favorable. Extensive experimental and theoretical investigations on different molecular aggre-

gates will be necessary in the future to investigate how general the proposed reaction path is.
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5.2 Exciton self-trapping in crystals

Quantum dynamic calculations were performed by A. Schubert (Universitat Wirzburg), molecular
mechanics calculations by Dr. M. Tafipolski (Universitat Wiirzburg) and experiments by A. K. Topczak

together with Prof. Dr. J. Pflaum.

Abstract

The exciton diffusion length (LD) is a key parameter for the efficiency of organic opto-electronic
devices and its limitation causes the need of bulk-heterojunction solar cells. Trapping processes which
shorten LD significantly were carefully investigated by various experiments, but a comprehensive
model providing an atomistic understanding of these processes is still missing. Such a model is pro-
posed which is based on high-level ab initio computations and whose predictions are confirmed by
temperature dependent exciton transport studies. The model reveals that low exciton diffusion
lengths result from self-trapping processes of the optical excitation into an intermolecular immobile
state which is populated through a crossing between the participating electronic states (conical inter-
section) on an ultrafast timescale. As the efficiency of this trapping mechanism depends strongly on
molecular arrangement and environment, the model explains the strong dependence of LD on the
morphology of the materials and the general shortcoming of perylene based materials for organic
solar cells. The investigations are performed for perylene based materials. However, the model is
applicable to many other compounds as well and provides therefore general guidelines for material

design to achieve improved exciton transfer properties for future applications.

Organic semiconductors are promising materials for thin film electronic devices, but low charge

carrier mobilities and small Lp values strongly limit their efficiencies in general and in particular those

13,114,265

of organic solar cells. The shortcomings are partly solved by bulk-heterojunction cell architec-

tures. However, their complex structures entail many new problems as charge loss, reproducibility,

20,60

and short durabilities. Hence, materials with longer Lp, which would enable simpler architectures,

are highly desirable. However, their development requires models for the underlying processes with

atomic resolution®®%’

since all the tremendous recent progress made by empirical variation of de-
vice configuration obviously did not open this road. 426826

Perylene based materials represent one of the most stable materials among organic dyes and
combine various favorable properties like intense photoluminescence as well as outstanding n-type
semi-conductivity.’® A more detailed introduction into this class of materials is given in chapter 2.2.

However, highly efficient perylene based solar cells were not reported yet. The reason for this lack of
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performance is still unclear. Nevertheless, absorption and emission spectra of aggregates, crystals
and thin films indicate that the small L, values result from a fast depopulation of the local excited

Frenkel states.**’ >

The interpretation that the population is transferred to spatially extended CT
states®’® was questioned by recent experiments on neat organic semiconductors(the characters of
the excited states are defined in Figure 13 at chapter 5.1). They indicated that the CT states lie ener-
getically above their Frenkel counterparts.’®**’* Theoretical descriptions supporting the transfer to

CT states by simulations based on empirical Hamiltonians’>*"*

were queried by high-level ab initio
calculations which support the recent experiments.’®®?®2”® For PBI thin films transient absorption
experiments identified a fast relaxation (~100 ps) of the exciton to an intermolecular, long-lived
(~20 ns), immobile state which exhibits a red shifted emission spectrum.’*’ Time-dependent spec-
troscopy on PBI doped films showed that dimer states can already be such exciton traps.*®® Raman
spectroscopic measurements of a-perylene indicated that exciton self-trapping arises from motions
of two monomers relative to each other.®® A corresponding atomistic model was provided in a re-

cent ab initio based simulation of PBI aggregates which revealed an efficient self-trapping due to

photo-induced intermolecular motions.'®® Related exciton—phonon coupling has also been discussed

146,274 75,211,272

in theoretical works on exciton confinements or relaxations to CT states.

Recent experiments also provide evidence for a significant influence of the aggregation structure

in the solid state on self-trapping processes.’***®’

As an elucidative example, measurements of Ly for
single crystalline layers showed large differences between the two perylene derivatives a-PTCDA
(Lp=22 nm)”” and DIP (Lp=100 nm)’®. These variations are due to differences in the respective crystal-
lographic packing, because the electronic characters of aggregates®’® and the reorganization energies
of both perylene derivatives are comparable: Heinemeyer et al. determined the reorganization ener-
gies of DIP to 0.15 eV.?” Scholz and Schreiber found experimental reorganization energies for PTCDA
which varied between 0.14 eV and 0.19 eV.?’® Below, an atomistic picture is provided which explains
all these experimental data and enables general guidelines for the design of improved photoactive
materials.

A bottom-up approach is pursued which starts with the computation of the PESs of the relevant
electronically excited states with high-level ab initio methods (see chapter 4 for details). Experiments
show that excitons localize rapidly on bimolecular states due to exciton-phonon coupling.****’
Therefore, calculations were performed for dimers. They properly represent all electronic interac-
tions including Frenkel and CT states in particular. In the second step the influence of the crystal en-
vironment is taken into account in two ways. The dimer approach accurately contains all interactions

208

between both monomers, but neglects electronic non-next neighbor interactions.”” They are con-

sidered via Apéry’s constant, which accurately corrects the Davydov splitting from the computed
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dimer value to the magnitude expected for stacks.?*® Steric constraints on photo-induced intermo-
lecular motions imposed by the local crystal environment are taken into account by means of a hy-
brid approach. It combines quantum chemical methods to describe the dimer with molecular me-

chanics to incorporate steric influences of the local crystal environment (see chapter 4 for details).

Energy (eV)

R.(A)
Figure 19: PESs for the lowest excited Frenkel states of a-PTCDA as a function of longitudinal (R,) and trans-

versal (R;) shifts (see Figure 20). After photo-excitation in S, (orange) the wave packet reaches a conical in-
tersection and relaxes to the lower S, state (green).

Figure 20: Definition of R; and R, within the a-PTCDA crystal structure.

Figure 19 shows the PESs of the two lowest excited electronic states of a-PTCDA as a function of
the longitudinal (R,) and the transversal shift (Ry) as specified in Figure 20. Both states have predomi-
nantly Frenkel character. The CT states are omitted for clarity since they are energetically well sepa-
rated in the important parts of the PESs as shown in Figure 21 and Figure 22.

Due to its high transition probability, the S, state (Figure 19, orange) is initially populated after

photo-excitation. In the Franck-Condon region (R, = 1.19 A; R;=1.05 A), indicated as wave packet, the
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potential gradient induces a barrier-free intermolecular motion (black arrow), which guides the sys-

277

tem towards a conical intersection (Cl),”"” with the lower S; state (Figure 19, green).

Energy (eV)

R.(A)

Figure 21: PESs for the lowest excited electronic states of a-PTCDA including the CT states (red, blue) as a
function of longitudinal (R.) and transversal (Ry) shifts (see Figure 20).

The corresponding minimal energy path from the Franck-Condon region of the S, state to the Cl
with the S; state (Ri=1.65 A, Rr=0.40 A) exhibits no barrier and the exciton is stabilized by 0.22 eV at

the CI (see Figure 22). Since the transfer through a Cl is very fast*”’

the exciton passes over to the S;
state and further relaxes to its local minimum (white arrow, red cross in Figure 19) with R, = 0.51 A;
Rr = 0.47 A which ends up with an overall energetic loss of the excion by 1.06 eV. At this point the
ground state energy is increased by 0.44 eV. Consequently, the exciation energy, which is important
for exciton diffusion, shrinks in total by 1.50 eV. This goes in hand with an intermolecular distortion
described by the characteristic distances in Table 2. While distance A (see Figure 23) decreases from
2.39 A to 2.22 A, the distance D increases from 2.39 A to 2.62 A. Both distances are indicators for the
transversal shifts, while distance C is mainly affected by the longitudinal shift. It shrinks for the mo-
tion from the Franck-Condon region to the CI (from 2.39 A to 2.27 A) and expands again during the
motion to the minimum of the dark state (to 2.71 A). Due to the accompanied energy loss and geo-
metrical distortions the exciton is finally trapped.

Figure 22 offers an explanation for the shapes of the involved potential energy curves especially
the opposite curvatures of S; and S, leading to the Cl. The upper part shows the potential energy

curves along the lowest energy path on the S, state (see Figure 19) for the ground and first four ex-

cited states. The abscissa gives the travelled distance from the Franck-Condon region (distance = 0 A)
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on the S, state. The lower plot shows the variation in the amount of CT character for the various

states.

Energy (eV)
N
~ \
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Figure 22: Cut through the PESs in Figure 19. The abscissa gives the travelled distance along the minimum
energy path measured from the Franck-Condon region of the initially populated Frenkel state (S,, orange).
Firstly, the graph follows the minimum energy path taken by the wave packet (black arrow in Figure 19) from
the Franck-Condon region to the Cl, which is indicated by the vertical line at a distance of 0.83A. After that
point the graph follows the minimal energy path in the lower Frenkel state (S; green) from the Cl to its min-
imum (indicated as white arrow on Figure 19). The lower plot indicates the respective contributions of the
diabatic CT states to the overall wave function.

Figure 22 demonstrates that only the initially populated S, state is stabilized between the Franck-
Condon region (distance = 0 A) and the CI (distance = 0.83 A). All other states, including the ground
state are destabilized. The destabilizations result from repulsive steric interactions between the di-
mer molecules and the molecules of the crystal environment. Similar interactions can be assumed for
the S, state. However, they are overcompensated by strong electronic interactions with the S, state
which are reflected in the variations of the CT characters of both states (lower part of Figure 22). In
the Franck-Condon region, the S, state has 95 % Frenkel and 5 % CT character. The opposite ratio is
found for the S, state. Along the way to the Cl the CT character of the S, state increases considerably
while that of the S, state decreases by the same amount. This mixing is allowed because both states
belong to the same irreducible representation (*A,). Due to these interactions the corresponding

PESs repel each other leading to a lowering of the S, state by 0.21 eV while the energy of the S, state
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increases by 0.72 eV. The interactions are also indicated by the fact that the S, state is more destabi-
lized than the S; state (0.49 eV). The S; state can interact with the S; state (both 1Ag). However, the
weak variations in their electronic characters indicate that this interaction is small. As a consequence

the interactions with the crystal environment lead to a destabilization of both states.

Figure 23: lllustration of the smallest intermolecular distances in the a-PTCDA crystal structure. More infor-
mation can be taken from Table 2.

Table 2: Smallest intermolecular distances (in A) are listed for a-PTCDA according to Figure 23 at the Franck-
Condon (FC) region, at the Cl and at the minimum of the optically dark S, state.

distance FC region Cl minimum S; state
A 2.39 2.24 2.22
B 2.49 2.36 2.24
C 2.39 2.27 2.71
D 2.39 2.50 2.62
E 2.49 2.63 2.79
F 2.39 2.45 2.10

The time required for the exciton self-trapping process was estimated by propagating a wave
packet on the two-dimensional PES of the S, state, which was calculated by A. Schubert, from the
Franck-Condon region to the Cl. His quantum dynamical calculations are performed using grid-based
methods. The initial wave function for the nuclear motion, i.e. the vibrational ground state in the S,
state, is determined via a relaxation method.?”® The wave packet after photo excitation is, within the
Condon approximation, assumed to be the initial wave function and is placed in the Franck-Condon
region of state S, (see Figure 19). Here, the time-propagation is performed employing the split-

258

operator technique.”™ The Hamiltonian includes the PES S, spanned by the effective coordinates for

the longitudinal and transversal shifts, q; and qr, as well as the corresponding kinetic energy opera-
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tor T.279'280

In the latter the inertias m; and mq are regarded separately as effective masses deter-
mined by stepwise linearization along the respective coordinate between the calculated relaxed ge-
ometries (computed by the mechanically embedded QM/MM approach). As the effective masses do
not vary substantially along the axes averaged values are used. The resulting expression for the kinet-

ic operator is:

-1 92 -1 92 R |2

(122) T——E+—2m Yy where  m;r = Z]LT (,Z“O,ma|;\ca]”+1 Xajir

Here the index j; and jr respectively refer to one of the N calculated relaxed crystal geometries,
while j; + 1 and j; + 1 indicate the following geometry in the corresponding direction (q;, respec-
tively gr). The coefficient a runs over all atoms of the 250 included PTCDA monomer subunits repre-
senting the crystal. The atoms are located at the positions )_Ea,j and exhibit the masses m,.

The path taken by the wave packet is indicated as the black arrow in Figure 19. The computations
predict that the Cl is reached within 400 fs after photo-excitation (corresponds to that instant, when
the wave packet crosses the Cl for the first time), which is shorter than, or in the same time regime
as usual exciton transfer times (10>— 10°fs).?®* As wave packets are known to change instantaneously
between electronic states when reaching a Cl,*”” the computations reveal a very efficient trapping

mechanism for a-PTCDA on an atomistic level.

n

Figure 24: Geometrical orientations of DIP molecules in the crystal.

For DIP dimers it can be showen that their electronic structures resemble the ones of PTCDA di-
mers®’? (see chapter 6) implying that a similar Cl also exists in DIP crystals. In the crystal structure of
thin films of DIP two symmetrically different dimers (I-Il and II-1ll) coexist (Figure 24). The dimer I-lll is
equivalent to the I-1l one due to the space group of the crystal (P2,/a).

As indicated in Figure 25, for the dimer I-II (lI-Ill) a barrier to the Cl of 3.29 eV (1.58 eV) exists in

the PES of the S, state (orange). Therefore, a motion to the Cl is strongly hindered and exciton self-
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trapping is not expected for both pairs. The barriers result from the strong steric repulsions between
the monomers (see Table 3). For both pairs the Franck-Condon region even represents a local mini-
mum so that no reorganization at all is induced by photo-absorption. As a consequence the mono-

mers essentially stick to their positions resulting in efficient exciton transfer.
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Figure 25: DIP dimer potential energy curves for the paths from the Franck-Condon region (q = 0.0) of the
respective pairs (see Figure 24) towards the ClI (g = 1.0). Taking the steric restrictions imposed by the crystal
environment into account (upper panels) barriers appear which are not present if steric restrictions are lifted
(lower panels).

In the lower panels of Figure 25 the same PESs are shown for a dimer without any steric re-
straints. Now, the point of the Cl (q = 1) — which is identical for both dimers (I-1l and II-lll) — is the
energetic minimum for all studied states. For the dimer I-Il (Figure 25, left) a barrier exists (0.19 eV)
on the pathway from the Franck-Condon region (g = 0) to the CI (g = 1), which is apparently not the
case for the dimer II-lll (Figure 25, right). Here, the final point is 1.46 eV lower in energy than the
Franck-Condon region. Therefore, without steric interactions the computations predict an efficient
exciton self-trapping for the dimer II-lll.

Since without steric restrictions the reaction paths to the Cl are barrier-free, efficient exciton self-
trapping is predicted for DIP e.g. at grain boundaries or crystallographic defects. To verify this predic-
tion A. K. Topczak and J. Pflaum performed temperature dependent photoluminescence studies on

the exciton transport in DIP as well as complementary structural analysis. These experiments verify
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the predictions since they reveal that excitons can actually travel across the long-range DIP crystal-

lites without considerable loss, while they are efficiently trapped at their grain boundaries.

H

»Mr‘._

Figure 26: Numeration scheme of the thin film stru.cture of DIP which ié used for the classification of shortest

intermolecular distances (see Table 3).

Table 3: Shortest intermolecular distances (in A) for DIP at the Franck-Condon (FC) region and at q = 0.4 for
both dimers (see Figure 24). The numeration of the molecules is given in Figure 26.

distance FC region g=0.4 (I-11) g=0.4 (lI-111)
I-11 2.86 2.22 2.80
I-11 2.86 2.78 2.90
I-VI 2.86 2.26 3.00
I-VIl 2.86 2.52 2.77
I-VIlI 2.86 2.93 4.10
I-IX 2.86 2.86 3.40
-1 2.86 2.52 3.12
I-1v 2.86 3.08 4.70
I-v 2.86 3.12 3.05
-Vl 2.86 2.37 2.77
1-1v 2.86 2.84 2.56
I-1X 2.86 3.26 3.29
1-X 2.86 2.92 2.67

The exciton self-trapping model suggests the following guidelines for the design of materials ex-

hibiting improved exciton transfer properties: Exciton trapping in organic materials is diminished if

the packing motifs of the constituting monomers hinder intermolecular motions towards Cls. This is

achieved either by crystal structures as for DIP, or by bulky substituents, as already indicated experi-

mentally. ¢

Alternatively, crystals with relatively large distances between adjacent molecules

should exhibit larger L values since the Cl being responsible for the fast transfer to the trapping state

in the case of a-PTCDA vanishes for monomer distances exceeding 3.8 A (see Figure 27).
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According to the exciton self-trapping model, efficient trapping results from an initial population
of higher lying states in combination with barrierless relaxation pathways to Cls with lower lying ones
which feature nearby local minima with a different equilibrium geometry than the ground state. It
can be expected that these preconditions are fulfilled for most organic semiconductors with m-stacks
in the crystallite structures that give rise to H-aggregates. For such aggregates the higher lying Fren-
kel states are initially populated after photo-absorption.'****’ Additionally, as shown below, such
aggregates exhibit a high density of electronically excited states which due to topologically quite
complex PESs exhibit various Cls. As a consequence, a relaxation path to them without a barrier will
always be available if the required rearrangement of the monomers is not restrained by steric re-

strictions imposed by the environment.
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Figure 27: This figure demonstrates that the region, in which the energetic order of the bright (orange) and
dark (green) Frenkel state is inverted, depends on the vertical shift of the monomers in the PTCDA dimer (at
0 A transversal shift). On the left a PEC of the excitation energies with varied longitudinal shift is shown for a
vertical intermolecular distance of 3.35 A and on the right for an intermolecular distance of 3.75 A. While for
the shorter distance Cls are found at 1.7 A and 3.6 A, the features are not found for the larger distance.

Barrier-less relaxation paths to Cls between the initially populated upper state and lower lying
states represent a second required ingredient for the efficiency of the suggested trapping mecha-
nism. The necessary Cls are expected to be present in most aggregates due to the mutual interac-
tions between the close lying electronic states leading to PES which vary strongly as a function of the
aggregate orientation. As shown in many investigations Frenkel and CT states couple through elec-
tronic coupling elements which are large in comparison to the energy splitting of the underlying dia-

209,272

batic states. In recent studies on perylene based compounds it was showed that these couplings

are even strong enough to determine the shapes of the PESs.”**”

Since the strengths of the cou-
plings depend on the mutual orientation of the aggregates the shapes of the PES become quite irreg-

ular and several Cls result. Please note that most of these Cls do not correspond to the switch of the
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Frenkel states expected for the transition from an H- to a J-aggregate but result from the various
interactions between the states in combination with their small energy differences. Barrierless relax-
ation paths towards one of these Cls will always be available if the surrounding does not strongly
hamper the necessary rearrangement of the aggregate monomers. This indicates that also for organ-

ic materials Cls are the rule rather than the exception.
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Comparison of the electronic structure in perylene based materials

6. Comparison of the electronic structure in perylene based mate-

rials

A part of this chapter was communicated in: V. Settels, W. Liu, J. Pflaum, R. F. Fink, B. Engels, J.
Comput. Chem. 2012, 33, 1544,

Abstract

Aggregates of functionalized polycyclic aromatic molecules like perylene derivatives differ in im-
portant opto-electronic properties such as absorption and emission spectra or exciton diffusion
lengths. While those differences are well known it is not fully understood if they are caused by varia-
tions in the geometrical orientation of the molecules within the aggregates, variations in the electron-
ic structures of the dye aggregates or interplay of both. Since this knowledge is of interest for the
development of materials with optimized functionalities, this question is investigated by comparing
the electronic structures of dimer systems of representative perylene based chromophores. The study
comprises dimers of perylene, 3,4,9,10-perylene tetracarboxylic bisimide (PBI), 3,4,9,10-perylene
tetracarboxylic dianhydride (PTCDA) and diindeno perylene (DIP). Potential energy curves (PECs) and
characters of those electronic states are investigated which determine the optoelectronic properties.
The computations employ the spin-component-scaled approximate coupled-cluster second order (SCS-
CC2) method which describes electronic states of predominately Frenkel or neutral excited (NE) and
charge transfer (CT) character equally well. The results show that the characters of the excited states
change significantly with the intermolecular orientation and often represent significant mixtures of
NE and CT characters. However, PECs and electronic structures of the investigated perylene deriva-
tives are almost independent of the substitution patterns of the perylene core indicating that the ob-
served differences in the optoelectronic properties mainly result from the geometrical structure of the
dye aggregate. It also hints at the fact that optical properties can be computed from less-substituted

model compounds if a proper aggregate geometry is chosen.

Till now trapping mechanisms were presented, which are valid for PBI aggregates in solution and
crystalline a-PTCDA. It remains unclear whether trapping is an effect based on intrinsic properties of
the single dye or if a more general understanding could be gained. A direct comparison of both stud-
ied cases is difficult till they differ in the specific perylene based dye and the geometric orientation of

the molecular within the aggregate. Since this knowledge is of interest for the development of mate-
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rials with optimized functionalities for optoelectronic devices, the electronic structures of dimer sys-
tems of representative perylene based chromophores in similar geometric arrangements are com-
pared. The study presented in this chapter comprises dimers of perylene, PBI, PTCDA and DIP. Poten-
tial energy curves (PECs) and characters of those electronic states which determine the optoelectron-
ic properties are investigated. The computations employ the spin-component-scaled approximate
coupled-cluster second order (SCS-CC2) method which describes electronic states of predominately
Frenkel excited (NE), which are also called Frenkel excited, and charge transfer (CT) character equally
well. It will be shown that the characters of the excited states change significantly with the intermo-
lecular orientation and often represent significant mixtures of Frenkel and CT characters. However,
PECs and electronic structures of the investigated perylene derivatives are almost independent of the
substitution patterns of the perylene core indicating that the observed differences in the optoelec-

tronic properties mainly result from the geometrical structure of the dye aggregate.
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Figure 28: Perylene based molecules considered in this work. From left to rlght 3,4,9,10-perylene tetracar-
boxylic bisimide (PBI), 3,4,9,10-perylene tetracarboxylic dianhydride (PTCDA), perylene and diindeno
perylene (DIP).

The strong influence of the relative orientation of monomers in the respective crystal on the ab-
sorption spectra of PBI derivatives has been shown by several investigations.”*?!27>276:282.283 \(|ahe et
al. found for differently substituted PBI derivates that in the crystalline state the absorption maxima
are spread over a wide spectral range, while in the dispersed phase, where interaction between the
monomers can be neglected, all molecules possess essentially identical absorption spectra.”* Similar
effects were also shown by other investigations.'®®2!%?6%2842% Tha influence of the crystal structure
was also underlined by Engel et al.”®’ They reported nearly identical absorption and flourescence
spectra for PTCDA and PBI monomers in solutions, but different spectra for the corresponding aggre-
gates. Furthermore, their computations revealed only small differences in the vertical excitation en-
ergies of the PTCDA and PBI monomer which was also suggested by other studies.?’*?%

Variations in the electronic structure of the involved dyes were also underlined by several stud-

ies.”>?12892% £or example Gisslen and Scholz emphasize such differences between the electronic
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272 Recent computations

structures of PTCDA and DIP on one side and PBI compounds on the other.
on PBI dimers also predict that the strong interaction between both types of diabatic states lead to
adiabatic states with strongly mixed characters.”>® However, in contrast to the previous studies, the
computed Frenkel states were computed to be lower in energy than the related CT states. The model
introduced in chapter 5.1 of this thesis, which explains femtosecond time-resolved experiments for
PBI aggregates in solution as well as the corresponding absorption and emission spectra, also under-
lines strong interactions between both types of states.'®®*>

In this chapter differences are investigated in the electronic structures of perylene based dyes. For
this the ground state PES and potential energy curves of several low lying electronic states of two
prototypes of dimer aggregates of PTCDA, PBI, perylene, DIP are compared (see Figure 10 in chapter
4). The first one is a rotated n-stacked dimer in combination with torsional motion along ¢ (definition
see Figure 10). The torsional motion was selected since it was found to be essential for the explana-

168255 As second model aggregate,

tion of the emission spectra of PBI aggregates (see chapter 5.1).
shifted n-stacked dimers are investigated since in most crystal structures the molecular entities with-
in the unit cell are shifted with respect to each other.”* For this prototype a shift along the longitudi-
nal axis is investigated (see Figure 10). On the other hand, this is a generalization of the trapping
mechanism in crystals introduced in chapter 5.2.%° The basic feature of this mechanism is a seam of
conical intersections. If this seam exists in other perylene dyes besides PTCDA as well, an interchange
of the optically bright and dark state should appear for longitudinal shifted dimers at certain shifts.
The molecules under study represent a well-chosen set of model compounds as they define im-
portant prototypes for organic dyes, possess considerably different exciton diffusion lengths and
have proven their potential in organic electronic applications. The described approach by ab initio
computations of aggregates allows for a comparison of the electronic structure for different geomet-
rical arrangements. Molecular dimers are used to model the dye aggregates since computations for
even larger aggregates with the required accuracy in energy of approximately 0.1-0.2 eV are very
demanding. Additionally dimers are important sub-units of aggregates as after excitation, the related

energy is localized very fast on these sub-units.'*’
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6.1 Differences in global minima of the electronic ground state

First, shapes of the PECs of ground and excited states as a function of the twist motion is studied
to elucidate differences between the electronic structures of perylene derivatives. Some information
about the differences in the ground state equilibrium structures is needed to identify possible con-
nections to aggregate and crystal structures. PBI, PTCDA and DIP represent derivatives of perylene
with different substitution patterns (Figure 28).

The different substituents modify the electrostatic potentials (Figure 29) which may influence the
position of the global minimum structure of the dimers. In recent studies on PBI derivatives, Fink et
al.’® and Zhao et al.?** have shown that the ground state PES of the PBI dimer possesses at least sev-
en minima in an energy range of about 0.5 eV. The global minimum corresponds to a twisted orienta-
tion with R=3.31 A, X =0.00 A, Y = 0.00 A, and ¢ = 31.5°. Here, R symbolizes a horizontal, X a longi-
tudinal and Y a transversal shift (see Figure 10). The next higher lying minimum has a shifted orienta-
tionR=3.26 A,X=0.93 A, Y=1.41A and ¢ =0.1°. It is only 0.13 eV higher in energy than the global
minimum. The results of the present computations are summarized in Table 4. The slight deviations
within the computed geometries and relative energies to the former published ones are caused by
differences in the empirical dispersion correction.?’® Beside twisted and shifted structures, Table 4
also lists some additional minima. The relative energies are given with respect to the geometry opti-
mized staggered conformation of the dye dimers (R=3.56 A, X=Y=0A, ¢ =0°).

The related structures also represent minima on the PESs of PTCDA and DIP, but Table 4 shows
that the relative energies are influenced by the substitution pattern as expected. The approach pre-
dicts an energy difference of about 0.14 eV between the energetically lowest twisted and the shifted
orientations for PBI. For PTCDA the lowest shifted (R=3.31 A, X =3.46 A, Y= 1.13 A, ¢ = 0°) and the
twisted (R = 3.28 A, Xx=129A,Y=060A, ¢ = 43.8°) orientations are more or less isoenergetic. For
this dye dimer the ten lowest structures are within an energy range of 0.1 eV.

The differences between the global minima of PBl and PTCDA dimer can be explained by the elec-
trostatic potentials of these dyes as mentioned above (Figure 29). Both molecules show significant
negative charges located at the carbonyl oxygen atoms, but the electrostatic potentials differ in the
region between the carbonyl groups. While the imide group gives rise to a positive region at the hy-
drogen in PBI, the electrostatic potential around the corresponding anhydride oxygen in PTCDA is
negatively charged. Another difference appears in the center of the six-membered ring formed from
the anhydride or the imide group. This region is positively charged in both molecules but for PTCDA
the charge is considerably more pronounced than for PBI. Similarly, the perylene core of PTCDA is

more positively charged than its PBI counterpart.
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Table 4: Energies and key structural parameters are given for the four lowest minima of the PBI, PTCDA and
DIP dimers in the electronic ground states. The energies are given with respect to a geometry optimized
staggered conformation (PBI, PTCDA, DIP: R=3.56 A, X =Y = 0 A, ¢ = 0°). Values for R, X and Y correspond to
the middle of the central benzene rings of the two monomers. The energies are given in eV, the distances in
Angstroms, and the angles in degrees.

AE R X Y [0} structure

PBI -0.572 3.31 0.00 0.00 31.5 twisted
-0.437 3.26 0.93 1.41 0.1 shifted

-0.366 3.28 3.43 1.20 0.1
-0.362 3.26 0.66 1.19 60.9

PTCDA -0.522 3.28 1.29 0.60 43.8 twisted
-0.518 3.35 1.80 0.60 334
-0.515 331 3.46 1.13 0.0 shifted
-0.498 3.36 3.14 0.34 14.0

DIP -0.478 3.27 0.00 0.02 34.7 twisted
-0.434 3.24 0.82 1.38 0.1 shifted
-0.375 3.29 0.51 1.01 56.4
-0.351 3.34 2.07 0.52 26.0

For the global minimum of PBI (twisted structure) the negatively charged cloud around the car-
boxyl oxygen of one monomer is closely spaced to the positively charged cloud around the imide
group of the other monomer. In PTCDA the largest positive charge is located in the center of the an-
hydride ring (see Figure 29Figure 29). Thus, an additional shift along the X and Y direction is neces-
sary to locate the negative charge cloud at the carbonyl oxygen next to the positive charge.

The analysis shows that the differences between the electrostatic potentials of PBI and PTCDA in-
fluence the equilibrium geometries of the ground state. In terms of energy the differences are quite
small but since the ground state PES is very flat, the geometrical parameters change significantly.
Due to the flatness of the PESs, the crystal structures of these perylene dyes are considerably influ-

enced by packing effects. As already mentioned in a recent work®*

this explains the strong variation
in the crystal structures of PBI derivatives. The crystal structure of 0-PTCDA®’ (R=3.36 A, X = 1.14 A,
Y=1.05 A, ¢=0.0°) can be assigned to a local minimum of the dimer (R = 3.27 A, X = 1.12 A,

Y =1.29 A, ¢ = 0.1°), which is only 0.09 eV higher in energy than the global one.
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Figure 29: From left to right: Electrostatic potentials of PBI, PTCDA, perylene and DIP plotted at the surface of
an isovalue of 0.001 a.u. of the BLYP/6-311G** total electron density using Gaussian03.”° The color code
ranges from -0.025 a.u. (blue) to 0.025 a.u. (red).

The global minimum of the DIP dimer has a twisted structure (R = 3.27 A, X = 0.0 A, Y = 0.02 A,
¢ = 34.7°) with similar parameters as PBI. It is about 0.04 eV lower in energy than the shifted struc-
ture (R=3.24 A, X=0.82A,Y=1.38A, ¢ =0.1°). The stabilization of the twisted structure can also be
explained by electrostatic interactions of the molecules. The largest negative charge can be found
above the center of the indeno benzene ring. In the twisted global minimum structure (¢ = 34.7°) the
positively charged hydrogen atoms of the indeno group are located close to the largest negative
charge. A similar arrangement is found in the shifted structure. In this arrangement the electrostatic
attraction is smaller than in the twisted structure, destabilizing this structure to be 0.04 eV higher in
energy despite a stronger dispersive stabilization of 0.05 eV. For DIP a crystal structure with
T-stacked dimers was found.®! A geometry optimized symmetric T-stacked dimer has a lower energy
in DIP (0.174 eV) than in PBI (0.246 eV) or PTCDA (0.257 eV). As before, the energies are given with
respect to a staggered dimer arrangement. This finding could be one reason for the differences in the

crystal structure of DIP compared to the other two dyes.
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6.2 Energies of the first excited states as a function of a torsion motion

The PECs of the ground and the six lowest lying electronically excited singlet states of PTCDA, PBI,
perylene and DIP as a function of the coordinate ¢ are given in Figure 30. The obvious similarities in
the PECs indicate strong resemblance in the electronic structures which is also visible in the shapes of

the involved orbitals (Figure 31).
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Figure 30: Comparison of the potential energy curves computed for the torsional motion. The upper plot
shows the potential energy curves (PECs) of the ground and the five low lying excited singlet states of the
dimers as a function of the torsional coordinate ¢. PECs of states with mainly Frenkel (CT) character are indi-
cated by solid (dashed-dotted) lines. The lower plot shows the amount of CT character in the respective
wave functions. Upper row: PBl and PTCDA. Lower row: Perylene and DIP.
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The ground state PEC of PTCDA shows maxima at torsion angles of 0° and about 62°. Minima are
found for 32° and 90°. The maximum at 0° (62°) lies energetically 0.65 eV (0.53 eV) above the global
minimum which is found at 32°. The ground state PEC of PBI is almost identical to that of PTCDA with
maxima at 0° and 63°, which lie 0.76 eV and 0.74 eV, respectively, above the minimum at 29°. The
similarity in the position of the global minima at about 30° is owing to the similarities of the electro-
static potentials of these molecules.

However, the interactions differ slightly and result in changes of the relative energies. The differ-
ence between the depth of the global minimum in PTCDA and PBI at ¢ = 30° can be qualitatively ex-
plained by the electrostatic interactions of the charge distributions shown in Figure 29. For the PBI
structure there is a significant attractive interaction between the positively charged hydrogen atoms
of one monomer and the carbonyl groups of the other one. This attraction seems to be stronger than
the interaction between the positive charge in the center of the anhydride group and the negative
charges of the anhydride groups of the other monomer.

As shown in Figure 30 (upper row), the shapes of the PECs of the six energetically lowest lying ex-
cited singlet states of PTCDA and PBI and the corresponding relative energies are almost identical.
The vertical excitation energies into the bright 1'B; state at the twisted minima of the ground states
of PTCDA and PBI differ only by 0.06 eV (2.92 eV and 2.86 eV, respectively). The similarities in vertical
excitation energies hold for the whole PEC: The vertical excitation energies of PTCDA (1'B; < X'A,)
are shifted up by 0.081+0.003 eV with respect to the corresponding vertical excitation energies in
PBI. Therefore, the shapes of the PEC's of the excited states mirror the differences found within the
PEC's of the ground states.

Similar trends are found for all other computed excited states. Let us take the 1'B, state as anoth-
er example, which represents the lowest lying electronic state for the region around the minimum of
the ground state (¢ = 30°). The PECs of PTCDA and PBI are quite flat between 0° and 45°. In this re-
gion two shallow minima are predicted for PTCDA (10°, 39°) and for PBI (11°, 36°). For both com-
pounds they are separated by a small barrier at about 26°. The energies of the global minima of the
1'B, state at around 10° with respect to ¢ =0°are -0.13 eV (PTCDA) and -0.19 eV (PBI). The relative
energies of the barriers between both minima are 0.20 eV for PTCDA while 0.08 eV is predicted for
PBI. The energies of the maxima at about 60° relative to ¢=0° are 0.71 eV (PTCDA) and 0.82 eV (PBI).
The relative energies for the higher minima at about 78° are 0.49 eV and 0.61 eV.

The similarities in the shapes of the corresponding PECs might be interpreted as a result of similar
electronic structures of the PBI and PTCDA dimers. However, a recent study showed that similar
shapes of the PECs of the energetically related excited adiabatic states do not necessary imply that

electronic states with similar PECs also agree in their characters.”® Thus, the similarities of the PTCDA

96



Comparison of the electronic structure in perylene based materials

and PBI potential energy curves may arise although diabatic CT and Frenkel states are energetically
interchanged. However, Figure 30 (upper row), which compares the character of the excited adia-
batic singlet states of PBI and PTCDA, confirms that this is not the case. Let us take the 1'B, state as
an example. For the PBI dimer it possesses a mixed character (42 % CT vs. 58 % Frenkel) for ¢ = 0°,
while it is predominantly Frenkel (20 % CT vs. 80 % Frenkel) for ¢ = 30°. For ¢ > 30° it remains pre-
dominantly Frenkel but the amount of CT character rises again to about 32 % at 45° and 28% at 80°.
For PTCDA the variations in the character of the 1'B, state strongly resemble the behavior found for
PBI. The similarity between PBI and PTCDA is also reflected in the characters of the configurations
which dominate the characters of the excited states (see Table 5 and Table 6).

For the optically bright 1'B; state the characters of the PBI and PTCDA dimers are also very much
alike. This state is predominantly Frenkel between 0° < ¢ < 40°. For 40° < ¢ < 75° the CT character
increases to about 40%. It decreases again for ¢ > 75°. The variations found for the 2'B; and the 2'B,
states which represent the CT dominated counterparts to the 1'B; and 1'B, states, respectively, are
also very similar. The same holds for the 1'A and 1'B; states. All these similarities strongly support
the conception that the PBI and the PTCDA dimer possess indeed very similar electronic structures.
Hence, the discussions about the nature and the size of the interactions which was presented recent-
ly for the PBI dimer can be transferred to the PTCDA dimer. A more detailed discussion about the
character mixing can be found in a recent paper.?*°

The similarity between the electronic structures of PTCDA and PBI may result since they are dom-
inated by the perylene core while the influence of the substitution is less important. To investigate
this possibility the corresponding PECs of the perylene dimer were computed. They are summarized
in Figure 30 (lower row left). The similarities between the PECs of the perylene dimer on one hand
and the corresponding ones computed for the PBI or the PTCDA dimers on the other hand are obvi-
ous. As found for PBI and PTCDA the PEC of the ground state of the perylene dimer possesses two
minima at torsion angles of about 32° and 90° as well as two maxima at 0° and 61°. But some quanti-
tative differences are predicted. Relative to the global minimum at about 32° the maximum for
perylene at 61° is lower in energy than the corresponding ones for PBI or PTCDA (PBI: 0.76 eV and
0.74 eV; PTCDA: 0.65 eV and 0.53 eV; perylene: 0.70 eV and 0.45 eV). However, while the lower max-
imum in PTCDA results since the minimum at ¢ = 30° is destabilized due to a repulsive interaction
between the substituent, the lower maximum for perylene results from the much weaker electro-
static interaction. The negative charge is centered in the middle of the aromatic rings of the naphtha-
lene units, while the hydrogen atoms are positively charged (see Figure 29). At ¢ = 32° the negative
charge at the naphthalene aromatic rings is located at the middle of the naphthalene and in close
proximity to the hydrogen atoms. At the maximum of ¢ = 61° the negatively charged aromatic rings
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of the two monomers are located directly above each other. At 90° the aromatic rings are again
spaced next to hydrogen atoms and this structure presents a second minimum on the ground state
PEC. In contrast to the other dyes this second minimum is almost isoenergetic to the global one at
32° (AE = 0.07 eV). The global minimum structure is stabilized by 0.06 eV with respect to the struc-
ture at 90° by dispersion interactions. Therefore electrostatics seems to influence the two minimum

structures almost equally in contrast to the other dyes.

(34 b,)

(53 b;)

(52 a)
- (52

-5.71 eV ——4—— (50 a) (52 by)

(52 by)

6.98 eV ——4—— (500 ¥ (51b)

(52 b))

(33 b,) % 7.86ev —4—— 0P

| > (51b,)

Figure 31: Orbitals of dimers of perylene (left), PBI (middle) and DIP (right) at a torsion angle of 0°.

While energetic positions and shapes of the PECs of the PBI and the PTCDA dimer nearly coincide,
the perylene counterparts differ to some extent. Most obviously, the vertical excitation energy to the
bright 1'B; state at ¢ = 30° increases from 2.86 eV (PBI dimer) and 2.94 eV (PTCDA dimer) to 3.33 eV
for the perylene dimer. This indicates that the imide and anhydride groups induce a red shift of the
absorption band. These red shifts are proportional to the shifts in the HOMO to LUMO+1 gap of the
monomers, which increases from 6.77 eV (PBI) and 6.90 eV (PTCDA) to 7.44 eV for perylene. For all
systems the proportional factor is around 0.7 (Eec(1'B1)~0.7-[E(LUMO+1)-E(HOMO)]). The configura-
tion which is obtained from the ground state configuration by a HOMO — LUMO+1 transition repre-
sents the main configuration of the 1'B, state. Its contribution to the wave function is 0.8 while a
value of about 0.15 is computed for the configuration connected with the HOMO-1 to LUMO transi-
tion (see Table 5). All these orbitals in perylene agree nicely with the corresponding PBI orbitals (see

Figure 31). The difference in orbital energies for the transition with the minor contribution is propor-
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tional by the same factor to the excitation energy. This explains why the approximation of excitation
energies by orbital energy differences is well suited to describe trends within the absorption spectra

of this class of organic dyes.

Table 5: Dominating single excited configurations of selected singlet transitions for dimers of perylene, PBI,
PTCDA and DIP at a rotation angle of 30° (H: HOMO, L: LUMO). The contribution of a given configuration to
the wave function (square of its amplitude) is given for all configurations where this value is larger than 0.1.

transition perylene PBI PTCDA DIP

1'A H - L1+3(0.23) H-3 = L+1 (0.39) H-3 - L+1 (0.39) H-2 5 L+1 (0.56)
H-1 - L+2 (0.22) H-2->L (0.22) H-2->L (0.21) H-3->L (0.39)
H-3 = L+1 (0.18) H-7->L (0.10)
H-2->L (0.12)

1'B, H - L+1(0.81) H - L+1(0.87) H - L+1(0.80) H - L+1(0.69)
H-1->L (0.14) H-1->L (0.09) H-1->L (0.16) H-1->L (0.25)

2'B, H-1->L (0.83) H-1->L (0.90) H-1->L (0.83) H-1->L (0.70)
H - L+1(0.15) H - L+1(0.15) H - L+1(0.28)

1'B, H =L (0.72) H L (0.81) H L (0.79) H =L (0.87)
H-1 - L+1 (0.26) H-1 - L+1(0.17) H-1 > L+1(0.19) H-1 - L+1 (0.10)

2'B, H-1-> L+1(0.72) H-1 > L+1(0.82) H-1 - L+1 (0.80) H-1 - L+1 (0.87)
H =>L (0.26) H =>L (0.16) H =L (0.19) H =L (0.11)

1'B, H - L+2 (0.28) H-3->L (0.39) H-3->L (0.39) H-2->L (0.74)

H-1 - L+3 (0.20)

H-2 = L+1 (0.17)

H-2 = L+1 (0.17)

H-3 = L+1 (0.22)

H3->L (0.16)
H-2 - L+1 (0.11)

H - L+6(0.10) H - L+6(0.12)

The energy spacing between the excited states represents another difference between the ana-
lyzed perylene derivatives. At ¢ = 30° the energy difference between the predominantly Frenkel 1'B,
state and its CT dominated counterpart 2'B; increases from 0.05 eV (PBI dimer) and 0.07 eV (PTCDA
dimer) to 0.12 eV for the perylene dimer. Actually, the energy separation between these states is
slightly increased along the whole PEC of perylene if compared with PBI and PTCDA. For the first two
!B, states the change of the energetic separation is less obvious (PBIl: 0.38 eV; PTCDA: 0.39 eV,
perylene: 0.35 eV), but again the excitation energies of both states are proportional to the energy of
the fundamental orbital transitions (HOMO to LUMO and HOMO-1 to LUMO+1, see Figure 31). For
small rotation angles (¢ < 40°) the states of perylene seem to be less mixed than their PTCDA or PBI
counterparts. At a parallel alignment of both monomers (¢ = 0°) the 1'B, state of perylene possesses
80 % Frenkel character while the 2'B; state exhibits 80 % CT character. The corresponding states in
PBI (1'By: 68 % Frenkel; 2'B; 66 % CT) and PTCDA (1'B;: 74 % Frenkel; 2'B; 72 % CT) are stronger
mixed. However, although the 1'B; state of the perylene dimer possesses less CT character than its

counterpart in PBI or PTCDA, the computed oscillator strength is in average 0.25+0.09 smaller than
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the values predicted for the PBI dimer (see Figure 32). This underlines the strong influence of the
substituents on this property. It was already noticed that the excited states of the perylene dimer are
up-shifted in comparison to their PBI and PTCDA counterparts. For the case of the 1'A state this is
less obvious and for ¢ > 50° the 1'A state of the perylene dimer even becomes red shifted compared
to the corresponding state in the PBI dimer. These differences result from considerable changes of
the contributions of the leading orbital configurations to the wave functions. At 0° the state 1'A of
PBI is dominated by the two single excitations HOMO-2 - LUMO (orbital energy difference Ag =
7.5 eV) and HOMO - LUMO+4 (Ag = 8.2 eV) which contribute to the wave function with weights of
0.72 and 0.17, respectively. For perylene the corresponding squares of the intermediate normalized
amplitudes are 0.27 (HOMO-2 - LUMO; Ag = 8.3 eV) and 0.60 (HOMO - LUMO+2; Ac = 7.8 eV).
However, the exceptional behavior of the 1'A state is of minor importance since its transition dipole
moment vanishes and its energy position renders him less favorable for any possible quenching pro-
cesses.

The differences between the PTCDA, PBI, and perylene dimers discussed above are rather small
suggesting that the characters and properties of the low lying electronic states are mostly deter-
mined by the perylene core while substituent effects seem to be less important. This can be traced
back to the fact that all orbitals which are involved in the considered excitations in PBI or PTCDA are

272 came to the con-

mostly located at the perylene core (Figure 31). In their study Gisslen and Scholz
clusion that DIP is more similar to PTCDA than to PBI derivatives. However, as shown recently DIP has
a considerably larger exciton diffusion length than PTCDA or PBI derivatives (DIP: ~100 nm; PTCDA:
22 nm).”®”” Information about the electronic structure of the DIP dimer can be taken from Figure 30
(lower row) which shows the PECs of the ground and the six lowest lying excited states as a function
of the torsion motion. Overall, the PEC of the ground state of DIP resembles the corresponding PECs
of the other perylene based dyes, but some differences exist. In comparison to the other dimers the
global minimum of the ground state PEC is shifted to a smaller angle (¢ = 21°) and the valley around
the minimum is considerably broader than for the other dimers. Between 16° < ¢ < 33° the energy
increases only by 0.05 eV. Furthermore the barrier height computed for ¢ = 90° is larger than the
value computed for the PBI dimer (0.60 eV vs. 0.48 eV). This difference is caused by the additional
stabilization of the DIP dimer at small angles due to additional dispersion interactions of the indeno
groups. Related interactions are missing in the other dyes considered in this work. The dispersion
correction of the BLYP-D approach estimates the difference in the dispersion interaction for ¢ =0°
and ¢ = 90° to 0.97 eV for the DIP dimer which is almost twice as large as for the PBI (0.52 eV) and

PTCDA dimers (0.45 eV). For smaller rotation angles the energy rises again due to electrostatic inter-
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actions. The maximum of the ground state energy at a torsion angle of 66° closely resembles the PBI

dimer situation.
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Figure 32: Comparison of the oscillator strength of PBI (left) and perylene (right). States with mainly Frenkel
(CT) character are colored as orange and green (red and blue).

The vertical excitation energy is 2.69 eV to the optically bright 1 'B; state for ¢ =21° Itis red
shifted compared to PTCDA (2.93 eV) and PBI (2.84 eV). A similar trend is found for the bright excita-
tion in the dye monomers as well (DIP: 2.74 eV, PTCDA: 2.92 eV, PBI: 2.85 eV). The red shift results
from the +M effect of the auxochrome indeno group in combination with the missing -M effect of the
antiauxochrome carbonyl group.?®* Although red-shifted by about 0.3 eV the shapes of the PECs of
the excited 'B; and 'B, states are very similar to the corresponding ones of PTCDA, PBI or perylene.
The character analysis yields comparable results as well.

One obvious difference is found for the characters of both B, states for 10° < ¢ < 20°. According
to the computed characters in this region the adiabatic states of the DIP dimer represent complete
mixings between the diabatic Frenkel and CT states. Please note that the sum of CT ratio does not
add up to 1 at this point since also mixings with even higher lying states occur. For the PBI and the
PTCDA dimer the 'B; states are also very close in energy in this region but the mixings are considera-
bly smaller. The small spacing of these adiabatic states indicates that for PBl and PTCDA the underly-
ing diabatic states are close in energy but their interaction through the electronic Hamilton operator
is small. For DIP the interaction seems to be small as well, but since the underlying diabatic states are
even closer in energy the small interaction is already sufficient to lead to a complete mixing. For
@ < 10° the energy splitting between both computed adiabatic states 1'B; and 2'B; of the DIP dimer
increases accompanied by a change into almost pure Frenkel and CT characters. This indicates that
the energy splitting of the underlying diabatic states increases while the interaction remains small.
Moreover at ¢ ~ 10° the formal CT state mixes with a higher lying state as well. Summarizing, the

qualitative differences between DIP on one hand and PTCDA as well as PBI on the other hand are

101



small, but since both 'B; states are so close in energy in this region the resulting influence on the
character of the states is strong. For ¢ > 40° the !B, states of the DIP dimer show the same behavior
as those of the PTCDA and the PBI dimer. Both 'B, states behave very similar as their counterparts in

the PTCDA and the PBI dimer.

Table 6: Dominating single excited configurations of selected singlet transitions for perylene, PBI, PTCDA and
DIP dimers at a rotation angle of 0° (H: HOMO, L: LUMO). The contribution of the configurations to the wave

function is depicted in brackets if it is larger than 0.1.

transition perylene PBI PTCDA DIP

1'A H - L+2(0.60) H-2->L (0.72) H-2->L (0.71) H-1->L (0.95)
H-2->L (0.27) H - L+4(0.17) H - L+4(0.18)

1'B, H-1->L (0.77) H-1->L (0.91) H-1->L (0.86) H-2->L (0.84)

H - L1+1(0.18) H - L1+1(0.11) H - L+1(0.10)

2'B, H - L1+1(0.79) H - L1+1(0.93) H - L1+1(0.88) H - L+1(0.86)

H-1->L (0.20) H-1->L (0.11) H-2->L (0.12)

1'B, H ->L (0.98) H ->L (0.98) H L (0.98) H ->L (0.98)

2'B, H-3 = L+1 (0.96) H-1 - L+1 (0.97) H-1-> 1+1(0.98) H-1-> L+3(0.39)

H-8 >L (0.32)

1'B, H-4->L (0.79) H-4->1L (0.52) H-4->L (0.63) H-4 > L (0.83)

H - L+4(0.15)

H - L+3(0.45)

H - L1+3(0.33)

While the differences for 'B; and 'B, are small, larger variations can be found for the PECs of the
excited 1'A and 1'B; states. At ¢ = 0° they differ strongly from the corresponding states in the other
perylene based dyes. The 1'B; state which is considerably higher in energy for PTCDA (0.56 eV) and
PBI (0.55 eV) lies only slightly above the 1'B; state for DIP (0.18 eV). The 1'A state even crosses the
1'B, state at @ = 24°. Although considerably red shifted, the shapes of both states resemble the ones
of the corresponding states in PTCDA or PBI. Also their natures in terms of CT or Frenkel characters
behave very similar (Figure 30).

To rationalize the strong shift found for 1'A and 1'B; states, Table 6 analyses the characters of the
states of the PBI and the DIP dimer with the help of these configurations which dominate the wave
functions of the excited states. The configurations are characterized by the excitations which trans-
fers the closed shell ground state configuration into the respective configurations. Additionally, their
weights in the corresponding wave functions are given. Figure 31 correlates the involved canonical
orbitals of the PBI and the DIP dimer. For clarity Table 6 and Figure 31 depict the situation for ¢ = 0°.

For larger ¢ values the characters of the MOs remain but the picture becomes more complex.
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Figure 33: Comparison of the potential energy curves computed for the torsional motion. The upper plot
shows the potential energy curves (PECs) of the ground and the five low lying excited triplet states of the
dimers as a function of the torsional coordinate ¢. PECs of states with mainly Frenkel (CT) character are indi-
cated by solid (dashed-dotted) lines. The lower plot shows the amount of CT character in the respective
wave functions. From left to right: PBI, PTCDA, perylene and DIP.

It was already mentioned that the MOs which mainly influence the energetically lower electronic
excitations of the PBI dimer are primarily located on the perylene core. The HOMO-1, HOMO and
LUMO of the PBI dimer possess only negligible contributions from the diimide substituent (Figure
31). This is also found for PTCDA and explains the small differences between PBI, PTCDA and
perylene dimers. The MOs of the DIP dimer (LUMO, HOMO, HOMO-2) which dominate the excited
!B, and !B, states (Table 6) strongly resemble the corresponding ones in the other perylene based
dyes. This explains the strong similarities between PTCDA, PBI, perylene and DIP dimers for these

states. However, the HOMO-1 and the HOMO-4 which are involved in the excitations describing the
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1'B; and 1'A state are mainly located at the indeno substituents (Table 6 and Figure 31). MOs with
comparable shapes and orbital energies do not exist for PBI or PTCDA as the orbitals which are local-
ized on the diimide or anhydride substituent are found at much lower energies. Hence the low lying
1'A and 1'B; states found for the DIP dimer have to be looked upon as two states which have no
counterparts in the PBI, PTCDA or perylene dimers.

The PECs of the corresponding triplet states of all dimers are shown in Figure 33. Positioned be-
low their singlet counterparts they possess similar shapes although the various features are less pro-
nounced. The Frenkel triplet states (1°B; and 1°B,) are considerably stabilized in energy compared to
their singlet counterparts, because of additional exchange integrals, which lower the energy of Fren-
kel triplet states. Since exchange integrals vanish quite rapidly as a function of the distance of the
involved orbitals, singlet and triplet CT states possess nearly the same energy. As a result the energy
splitting between the triplet Frenkel and CT states increased compared to the singlet states. The
larger energy gap is accompanied by a reduced mixing of Frenkel and CT diabatic states. While the CT
contributions to the predominantly Frenkel singlet states vary between 20% and 45% the contribu-

tion to the predominantly Frenkel triplet states amounts to 20% for most orientations.

Table 7: Dominating single excited configurations of selected triplet transitions for dimers of perylene, PBI,
PTCDA and DIP at a rotation angle of 30° (H: HOMO, L: LUMO). The contribution of a given configuration to
the wave function (square of its amplitude) is given for all configurations where this value is larger than 0.1.

transition perylene PBI PTCDA DIP

1'A H-1 - L+2 (0.23) H-2->L (0.31) H-2->L (0.29) H-2 - L+1 (0.47)
H-3->L (0.23) H-1 - L+2 (0.14) H-1 - L+2(0.12) H-3->L (0.38)
H - L+8 (0.11) H - L+4 (0.12) H-8 - L+1 (0.11)
H-1 - L+4 (0.10) H-8 - L+1(0.11)

1'B, H - L+1 (0.48) H - L+1 (0.56) H - L+1 (0.50) H - L+1 (0.48)
H-1->L (0.43) H-1->L (0.43) H-1->L (0.42) H-1=>L (0.43)

2'B, H-1->L (0.51) H-1->L (0.54) H-1->L (0.54) H-1->L (0.48)
H - L+1 (0.46) H - L+1 (0.45) H - L+1 (0.45) H - L+1 (0.41)

1'B, H ->L (0.46) H =L (0.53) H =L (0.52) H =L (0.57)
H-1 > L+1(0.42) H-1 > L+1(0.39) H-1 - L+1 (0.40) H-1 - L+1 (0.34)

2'B, H-1 > L+1(0.52) H-1 > L+1 (0.56) H-1 - L+1 (0.55) H-1 - L+1 (0.55)
H =>L (047) H =>L (043) H =L (044) H =L (0.35)

1'Bs H - L+2 (0.26) H-2 = L+1 (0.29) H-2 > L+1 (0.28) H-2->L (0.59)

H-2 = L+1 (0.20)
H - L+4 (0.10)

H S L+2 (0.22)
H-8=>L (0.11)

H S L+2 (0.24)
H-8=>L (0.13)

H-3 = L+1 (0.27)

The reduced mixing of CT and Frenkel character can also be understood by the analysis of the
amplitudes of the configurations contributing to the excited state wave function. If a single configu-

ration is dominating the excited state, a 50 to 50 mixture of Frenkel and CT character is expected. If
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two configurations with equal weight dominate the excited state wave function, a pure Frenkel or CT
state should result. This understanding relies on the one determinant description of the hydrogen
molecule. Accordingly, it is expected that the triplet states trend to the first case while the singlet
states can be assigned to the second one. By comparing Table 5 with Table 7 this assumption can be
verified. For the perylene dimer at a rotation angle of 30° the bright 1'B; state is described by a HO-
MO to LUMO+1 (80 %) and a HOMO-1 to LUMO (14 %) transition. This mixture is increased to 50 %
and 44 % in the case of the 1°B; state. A HOMO to LUMO (72 %) and HOMO-1 to LUMO+1 (26 %)
transition contribute to the dark 1'B, state, while the corresponding triplet state is again described
by an increased mixture of both transitions (46 % and 42 %). Same conclusions can be derived for all

other dye dimers and at a rotation angle of 0° as well (Table 6 and Table 8).

Table 8: Dominating single excited configurations of selected triplet transitions for perylene, PBI, PTCDA and
DIP dimers at a rotation angle of 0° (H: HOMO, L: LUMO). The contribution of the configurations to the wave
function is depicted in brackets if it is larger than 0.1.

transition perylene PBI PTCDA DIP
1'A H > L1+2(0.28) H > L1+2(0.41) H > L1+2(0.47) H-1->L (0.87)
H - L+3(0.26) H-5->L (0.41) H-5->L (0.34)

H-5->L  (0.21)
H-2->L (0.10)

1'B, H-1>L (0.50) H-1>L (0.48) H-1>L (0.48) H2->L (0.47)
H - L+1(0.44) H - L+1(0.44) H - L+1(0.44) H - L+1(0.44)

2'B; H - L+1(0.51) H - L+1(0.51) H - L+1(0.52) H - L+1(0.51)
H-1>L (0.49) H-1->L (0.48) H-1->L (0.48) H2->L (0.49)

1'B, H >L (0.86) H >L (0.88) H >L (0.88) H >L (0.89)
2'B, H-1-> L+1 (0.50) H-1-> L+1 (0.79) H-1-> L+1 (0.78) H9->L (0.32)
H-2 = L+2 (0.16) H-3 - L+1 (0.31)

H >L (0.10) H-5 = L+2 (0.12)

H-1-> L+6 (0.12)

1'B, H-4>L (0.79) H-4>L (0.49) H-4>L (0.48) H-4->L (0.49)
H - L+4(0.15) H - L+3(0.35) H - L+3(0.35) H - L+2(0.33)

Furthermore the energy related to the Davydov splitting between the Frenkel triplet states is re-
duced compared to the singlet states. This can be rationalized by the fact that the splitting of the
triplet states is determined by Dexter terms, whereas for singlet states Forster terms are relevant

which are significantly larger in magnitude.”®

As for the singlet states, strong similarities in the
shapes of the triplet state PECs can be observed for all molecular compounds under study. Due to

similar origins, from a detailed discussion is refrained.
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6.3 Energies of the first excited states as a function of a shift motion

Most crystal structures of perylene dyes are arranged such that the constituting molecular enti-
ties within the unit cell are shifted with respect to each other (Figure 10). To characterize variations
in the electronic structure as a function of a translational motion | computed the PECs of the ground
state and five electronically excited singlet states of PTCDA, PBI, perylene, and DIP dimers as a func-

tion of longitudinal shifts along the X-axis (see Figure 34).

d 3
5 5
@ 5}
[= c
L0 w
0,8
B e
g 0,6 ;é
] ©
S 04f7 S
s
O 3
0,2
0,0 - - . X . . : !
0 2 4 6 8 0 2 4 6 8
Longitudinal displacement (A) Longitudinal displacement (A)
5 - - - 5
4%
S 3 — I <
C ~ 2
> >
2 2 =)
@ 51
L= i =
i} w
1 \/
0 T t t
0,8 E 08}
£ 06 & op}
o o
o [}
5 04> 5 04
= =
(@] (@]
0,2¢ 1 0,2}
0,0 L L L 0,0 n s '
0 2 4 6 8 0 2 4 6 8
Longitudinal displacement (A) Longitudinal displacement (A)

Figure 34: Comparison of the potential energy curves (upper row) computed for the shift motion along the X-
axis (see Figure 10). The graphs are arranged according to Figure 30. From left to right: PBI, PTCDA, perylene
and DIP. The lower row indicates the respective contribution of the CT state to the overall wave function.
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The PECs of the corresponding triplet states are imaged in Figure 35. To characterize the states
both figures also highlight the amount of CT character for each state as a function of linear longitudi-
nal displacement X (Figure 13). The most important orbitals are displayed in Figure 31 while Table 6
and Table 9 contain the dominating excited configurations of the computed singlet states for X = 0 A
and 1.5 A, respectively. The irreducible representations for the D,-symmetric rotated dimers corre-

spond to the C; symmetric shifted dimers as follows: A to A,, B; to B, B, to A,.

Table 9: Dominant configurations of selected singlet excited states of perylene, PBI, PTCDA and DIP dimers at
shifts of 1.5 A (H: HOMO, L: LUMO). The contribution of the respective configurations to the wave function is
depicted in brackets if it is larger than 0.1 (the order of the irreducible representations matches that in Table
5 and Table 6 for the torsional motion).

transition perylene PBI PTCDA DIP

1'A, H-3>L (0.41)
H-1 - L+2 (0.23)
H - L+3(0.18)
1'B, H >L (0.96)

H-3->L (0.70) H-3->L (0.41) H-2 = L+1 (0.47)

H3->L (0.47)
H >L (0.97)

H ->L (0.97) H =L (0.96)

2'B, H-1 - L+1 (0.95) H-1 - L+1 (0.96) H-1 - L+1 (0.96) H-1-> L+1 (0.92)
1'A, H-1>L (0.88) H-1>L (0.88) H-1>L (0.88) H-1>L (0.84)
H - L+1(0.10) H - L+1(0.10) H - L+1(0.10) H - L+1(0.13)
2'A, H - L+1(0.88) H - L+1(0.89) H - L+1(0.89) H - L+1(0.84)
H-1->L (0.10) H-1>L (0.14)
1'B, H - L+2(0.40) H-2>L (0.69) H-2->L (0.69) H-2->L (0.91)

H2->L (0.12)
H-3 > L+1 (0.12)
H-1 - L+3 (0.12)

Obvious similarities in the electronic structures of PBI and PTCDA dimers are again reflected in the
shapes of the PECs as well as in the characters of the individual states (Figure 34 and Figure 35, upper
row, as well as Table 6 and Table 9). As for the torsional motion the two lower lying states (llAg, 1'By)
have a predominantly Frenkel character, while for the two higher lying ones (21Ag, 2'B,) the CT char-
acter predominates. Along the longitudinal displacement 11Ag and 1'B, cross each other several
times. In the case of the PBI dimer the 11Ag state, which corresponds to the 1'B, state of the torsional
motion, represents the lowest lying singlet excited state for 0A<X<1.6 Aand3.6 A<X<6.3A. The
1'B, state, which represents the bright state, corresponds to the 1'B, state of the torsional motion.
The vertical excitation energy of the bright 1'B, state at the lowest energy configuration of the
ground state is 2.54 eV and 2.60 eV for PBI and PTCDA, respectively. As for the torsional motion the
similarities in vertical excitation energies hold for the whole PEC. Again, differences in the topology

of the PECs mainly originate from differences in the shape of the ground state PECs. Similar effects
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are found for the predominantly CT states (2'B,, 21Ag). For the PBI dimer the energy differences be-
tween predominantly Frenkel and CT 'B, states (0.62 eV in average) are considerably larger in aver-
age than for the torsional motion 0.17 eV). Despite the larger energy gap between the Frenkel and

CT states, the character mixings are comparable to those found along the torsional motion.
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Figure 35: Potential energy curves (PECs) of the ground and five low lying excited triplet states of the dimers
as a function of the translational motion along the longitudinal axis. The graphs are composed like in Figure
30. From left to right: PBI, PTCDA, perylene and DIP.

The deviations between PBI and PTCDA dimers on one hand and perylene and DIP dimers on the
other also resemble the variations that have been previously discussed for the torsional motion. Ac-
cordingly, for perylene dimers the energies of the 11Ag and 1'B, states are shifted by 0.5 eV in aver-

age compared to the PBI dimer, i.e. by the same value as for the torsional motion. Overall, the
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shapes of the PECs and characters of the states compare well to the PBI and PTCDA counterparts.
The 'A, state which corresponds to the *A state of the torsional motion differs from its PBI counter-
part for the same reasons as discussed above (Table 6 and Table 9). For DIP dimer the 11Ag and 1'B,
states are again red shifted in comparison to their PBI counterparts. As for the torsional motion the
1'B, and 2'B, DIP dimer states are nearly isoenergetic for 0 A <X < 0.5 A. However, this is not the
case for PBI or PTCDA dimers. The reasons are identical to those discussed for the torsional motion.
The 'A, crosses the 1'B, at about 2.6 A for the same reasons as discussed for the *A - 1'B; crossing at
a torsional coordinate of ¢ = 25°. However, despite this crossing the ‘A, state remains less important
for the exciton energy transfer since its minimum is located 0.5 eV above the minimum of the 1Ag

state.

Table 10: Dominating single excited configurations of selected triplet transitions for perylene, PBI, PTCDA
and DIP dimers at shifts of 1.5 A (H: HOMO, L: LUMO). The contribution of the configurations to the wave
function is depicted in brackets if it is larger than 0.1 (the irreducible representations are sorted in a way to
match the order for the rotational motion).

transition perylene PBI PTCDA DIP
1'A, H - L1+4(0.17) H - L1+3(0.24) H - L+2(0.28) H-2 > L+1(0.42)
H-8 >L (0.16) H-3->L (0.14) H-9->L (0.19) H-3=>L (0.41)
H-3->L (0.14) H9->L (0.14) H-1 - L+2 (0.16)
H-1-> L+6 (0.12) H-7 = L+1 (0.14) H-7 = L+1 (0.14)
H-1-> L+4 (0.11) H-3->L (0.11)
1'B, H =>L (0.68) H =>L (0.71) H =L (0.71) H =>L (0.71)
H-1 - L+1 (0.24) H-1 - L+1(0.22) H-1 - L+1(0.22) H-1 - L+1(0.22)
2'B, H-1 - L+1 (0.38) H-1 - L+1 (0.49) H-1 - L+1(0.47) H-1 > L+1 (0.56)
H-3->L (0.18) H ->L (0.15) H-4 > L (0.15) H ->L (0.17)
H ->L (0.13) H-4->L (0.14) H ->L (0.14)
11Ag H-1->L (0.58) H-1->L (0.60) H-1->L (0.61) H-1->L (0.58)
H - L1+1(0.32) H - L1+1(0.32) H - L+1(0.31) H - L+1(0.33)
21Ag H - L+1(0.25) H - L+1(0.54) H - L+1(0.50) H - L+1(0.59)
H - L+5(0.17) H-1->L (0.30) H-1->L (0.27) H-1->L (0.35)
H-1->L (0.16)
H-7->1L (0.15)
H-4 > L+1 (0.12)
1lBg H - L+6(0.16) H-7->L (0.23) H-7->L (0.25) H-2->L (0.77)

H-1 -> L+4 (0.15)
H-6>L (0.14)
H5->L (0.13)
H - L+2(0.11)
H-8 = L+1 (0.10)

H-1-> L+3 (0.19)
H5->L (0.22)
H - L+4(0.12)

H-1 - L+2 (0.22)
H - L+4(0.21)
H-9 > L+1 (0.12)

H-3 = L+3 (0.11)

The corresponding PECs of the triplet states for all dimers are shown in Figure 35 and the analysis

of the dominating single excited configurations in Table 10. As for the torsional motion the PECs are
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positioned below their singlet counterparts. Shapes of the involved states are again very similar and
the underlying reasons correspond to those already discussed for the torsional motion. The Frenkel
excited triplet states (1 3Ag, 1 ®B,) are mostly well separated from all higher lying excited states. This
is not the case for the CT triplet states (2 3Ag, 2 °B,), where states with the same symmetry are close.
This explains the strong variations in the character analysis in Figure 35 for the different materials.
Expect for DIP, the 2 3Ag and 2 *B, states are mostly Frenkel in character for shifts larger than 3 A. The
CT states should be found for higher lying states possessing the same symmetry.

These similarities again strongly indicate that the differences in optical properties of perylene
based dyes (e.g. absorption and emission spectra, exciton diffusion lengths) do not result from dif-
ference in the electronic structures of the involved dyes but from the relative orientation of mono-

mers in the respective crystal, or thin film structures.
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7. Solvatochromic shifts for perylene based materials

Abstract

For a further improvement of organic solar cells an understanding of microscopic processes de-
termining the device efficiency is crucial. Most theoretical approaches concern bulk effects only part-
ly. Especially, the influence of a polarizable surrounding is often neglected which could affect the or-
der of local Frenkel and charge transfer (CT) excited states. On the example of perylene based materi-
als, a TD-HF approach is used in combination with a polarizable continuum model (PCM) to question
the properties of photo-excited states in the bulk. Only higher order methods like the spin-component-
scaled approximate coupled-cluster-approach at 2" order (SCS-CC2) can provide an accurate descrip-
tion of both kinds of excited states, for which a PCM procedure is not feasible. Linear relations be-
tween the transition dipole moment and the solvatochromic shifts are applied parameterized on TD-
HF level of theory to extrapolate SCS-CC2 results for a polarizable surrounding. The reliability of the
results was proven on a system with a small molecular solvent shell, for which SCS-CC2 calculations
are possible. For perylene based materials a significant solvatochromic red shift of Frenkel states is
predicted which always exceeds the one of the CT states. As a result, the lowest excited states are

predicted to be Frenkel ones even in the bulk.

Functionalized polycyclic aromatic molecules extensively applied in the field of organic optoelec-
tronic devices like thin film transistors®®®, photovoltaics® or light emitting diodes.****** For a further
development of such organic materials the understanding of the basic processes of charge and ener-
gy transport and the predictability of optoelectronic properties is crucial. This aim is hard to achieve
not only due to a strong dependence of these properties on intermolecular interactions but also due
to an influence of the polarizable surrounding on them, 6829262284286 Tha 135k becomes even more
complicated due to the existence locally excited Frenkel-type and charge-transfer (CT) states (see

75:273,294302 \While Frenkel states

114-116,207

Figure 36) which interact differently with a polarizable environment.
can interact via Forster and Dexter couplings, only Dexter coupling is possible for CT states.
Furthermore, Frenkel states interact only with their transition densities to the environment, while a
polarizable surrounding can stabilize local charges of CT states.

The influence of a polarizable surrounding on PBI aggregates was studied by Veldman et al., who
performed time-resolved photoluminescence and photoinduced absorption experiments on a J-

aggregate like structure of a PBl-molecule bound to a perylene monoimid.*®® They found that the
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Frenkel and CT states are almost isoenergetic. While in toluene the CT state is 0.06 eV lower in ener-

gy than the lowest Frenkel excited state, in cyclohexane the reversed order was measured.
LUMO — = = — = — — —+
RN T S S R S T

MM MM

MM’ MM
Figure 36: Schematic representation of the leading configurations of Frenkel (MM ; M M) and charge trans-

fer (M'M’; M'M’) excited states of a dimer. Each configuration is represented by four orbitals, the two LU-
MOs (upper lines) and the two HOMOs (lower lines) which are localized on the two monomers.

In the case of 3,4,9,10-perylene tetracarboxylic dianhydride (PTCDA), Scholz and co-workers sug-
gested that environmental effects shift a CT state 1.5 eV below the bright Frenkel state.”** This
estimation is based on computations of the ionization potential, the electron affinity and the polar-
onic stabilization of an anion and cation in a crystal at infinite distance. For most systems considera-
bly weaker effects are expected as a complete charge separation is unlikely and CT states strongly

mix with their Frenkel counterparts.”***”

As a consequence, in CT states a dipole rather than inde-
pendent charges exists and the suggested stabilization can be understood as an upper limit for the
solvatochromic shift.

This view is supported by Heinz et al., who modelled experimental solvatochromic shifts of
perylene in solid and liquid n-alkane matrixes by using an empirical approach.>** The shifts are in the
range from 0.14 eV to 0.21 eV. For PBI monomers Munoz-Losa et al. studied transition dipole mo-
ments and electronic coupling parameters, which are defined as half of the energy splitting of the
Frenkel states (Davydov splitting).”>*® They simulated the influence of a surrounding by CIS/6-
31G(d) in combination with a PCM description for toluene. This approach predicts a lowering of the
electronic coupling parameter by 0.05 eV and an increase of the transition dipole moment by 0.9
Debye. Curutchet et al.*®® and Neugebauer et al.>** studied a PBI dimer solvated in water in a face-to-
face alignment with an intermolecular distance of 3.5 A. They also used CIS/6-31G(d), but within the
QM/MMpol approach. This approach takes into account the polarization interaction between MM
charges and induced dipoles. A lowering of the excitation energy by 0.13 eV was found, while a shift
of 0.12 eV were predicted by the PCM method.>*® For both approaches the electronic coupling pa-
rameter is decreased by 0.04 eV, while the transition dipole moment is increased by 0.8 Debye pre-
dicted bye QM/MMpol method and 0.7 Debye by the PCM procedure. This is in line with the findings
of Munoz-Losa et al. for the monomer.*®

All these studies focused on effects on the two lowest Frenkel states for a fixed PBI dimer. In the

present work the investigations are extended on the first excited Frenkel and CT states and their
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shapes of potential energy curves (PECs) including important intermolecular degrees of freedom.
This extension is essential because intermolecular motions strongly influence the absorption as well
as emission spectra and are responsible for exciton self-trapping.'®%2>>?%

In computations, intermolecular interactions between adjacent molecules can be properly includ-
ed by using a super-molecular approach. The influence of a polarizable surrounding can be included
with a polarizable continuum model (PCM). However, such approaches can only be combined with
methods like CIS, time-dependent Hartree-Fock theory (TD-HF) or time-dependent density functional
theory (TD-DFT), which have serious problems in describing excited states of aggregates correctly. CIS
and TD-HF overestimate the excitation energies of CT states, while most TD-DFT approaches give a
wrong energy order of Frenkel and CT states and often produce wrong shapes of PECs.'’%%%3% High-
er order methods describe the excited states accurately like the spin-component-scaled approximate

Coupled Cluster method 2nd order (SCS-CC2), which are not feasible in combination with PCM due to

the computationally very demanding iterative procedure.
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7.1 Solvent effects on the ground and first excited states

PECs of the ground and first excited states are shown Figure 37 for the studied torsional motion
under vacuum conditions and for both considered solvents. The ground state is energetically stabi-
lized almost constantly due to solvation. The averaged effect for 13 dimer arrangements is larger in
water (2.18+0.06 eV) than in cyclohexane (0.71+0.06 eV). In the case of the shift motion 14 dimer
arrangements with longitudinal shifts between 0 A and 8 A were calculated. Also for these structures
the ground state is lowered to a larger extend in water (2.07£0.09 eV) than in cyclohexane
(0.67+0.04 eV). This trend between the different solvents can be explained by the fact that its influ-
ence on the ground state energy is mediated by the dielectric constant.

In Table 11 excitation energies under vacuum conditions and in both solvents are listed for a di-
mer arrangement at @ = 30°. The solvatochromic shifts are larger in cyclohexane than in water due to
the larger refractive index n of cyclohexane. By using TD-HF in combination with IEFPCM it results
that the excitation energies of the optically bright Frenkel state (1'B;, water: 0.11 eV, cyclohexane:
0.14 eV) are always stabilized to a larger extent than the ones of the dark Frenkel state (1'B,, wa-
ter: 0.04 eV, cyclohexane: 0.06 eV). According to Bayliss’ law the solvatochromic shift of the excita-
tion energy depends on the magnitude of the transition dipole moment which explains the larger

shifts in the bright state.”*

The electronic coupling parameter is equal to half of the energy splitting
of the Frenkel states. Consequently, it shrinks by 0.03 eV (0.04 eV) in water (cyclohexane) for the
rotated dimer. This is in line with the findings of Curutchet et al. who found a value of 0.04 eV in wa-
ter for a different dimer arrangement.306 The excitation energies of the CT states (2'B,, 2'B,) are al-
most not changed due to solvation. This leads to the conclusion that a solvent stabilizes the excita-
tion energies to Frenkel states to a larger extent than the one to CT states. The CT states have only a
small transition density, which explains the limited influence of the solvent on its excitation energies

22 Dye to the high symmetry of the PBI dimer, charge separation on differ-

according to Bayliss’ law.
ent monomers is inhibited after excitation into CT states. Thus, the CT states are not significantly
stabilized by the solute, which could change if symmetry breaking effects are considered.

The transition dipole moment rises for all states by solvation which is in agreement with Chako’s
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law.

For the optically bright Frenkel state (1'B;) a larger increase was found for cyclohexane
(1.89 Debye) than for water (1.74 Debye), which was expected due the larger refractive index of cy-
clohexane. However, the increase of the transition dipole moment is larger than the one reported by
Curutchet et al. who reported an increase of 0.7 Debye for water.?®® The dark Frenkel state (1'B,)

gains only limited transition dipole moment by solvation (water: 0.42 Debye, cyclohexane: 0.47 De-
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bye) due to its small transition dipole moment under vacuum conditions which holds also for the CT

states.
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Figure 37: PECs of the PBI dimer at the TD-HF-D/6-311G** level for the ground and first excited states as a
function of the torsional motion (upper panels). The curves were calculated for different solvents (from left
to right: vacuum conditions, water, cyclohexane). The lower panels show the corresponding transition dipole
moments.

Table 11: Excitation energies (in eV) of the first excited states and in brackets transition dipole moments (in
Debye) are listed on TD-HF-D/6-311G** level of theory in combination with IEFPCM. A face-to-face stacked
dimer is considered which is rotated around the stacking axis by ¢ = 30°. The solvents are ordered by increas-
ing refractive index.

State Vacuum Water Cyclohexane

1'B, 2.72 (2.30) 2.68 (2.73) 2.66 (2.77)
1'B, 3.04 (10.43) 294  (12.17) 290 (12.32)
2B, 3.94 (0.37) 3.95 (0.20) 3.95 (0.31)
2'B, 3.97 (1.07) 3.98 (1.66) 3.97 (1.47)

Similar conclusions for the solvatochromic shift can be gained from other intermolecular ar-
rangements. Corresponding data for a shifted dimer arrangement along the longitudinal axis can be
found in Figure 38 and Table 12. The excitation energy of the optically bright Frenkel state (1 'By) is
lowered by 0.08 eV (0.13 eV) in water (cyclohexane), while the one of the dark Frenkel state (1 1Ag) is
reduced by only 0.03 eV (0.05 eV). The electronic coupling parameter shrinks by 0.03 eV (0.04 eV).
This is still in line with the findings of Curutchet et al. who found a value of 0.04 eV in water for a

different dimer arrangement.*®® The transition dipole moment rises due to the solvation for all
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states. For the optically bright Frenkel state a larger increase was found for cyclohexane (2.01 Debye)

than for water (1.85 Debye) which is in agreement with Chako’s law.***
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Figure 38: PECs of the PBI dimer at the TD-HF-D/6-311G** level for the ground and first excited states as a
function of the shift motion (upper panels). The curves were calculated for different solvents (from left to
right: vacuum conditions, water, cyclohexane). The lower panels show the corresponding transition dipole
moments.

Table 12: Excitation energies (in eV) of the first excited states and in brackets transition dipole moments (in
Debye) are listed on TD-HF-D/6-311G** level of theory in combination with IEFPCM. A face-to-face stacked
dimer is considered which is shifted along the longitudinal axis by 1.5 A. The ground state energies are given
relative to its value in vacuum for a PBI dimer rotated by ¢ = 30°. The excited states are ordered to match the
series in Table 11.

State Vacuum Water Cyclohexane

1'A, 2.64 (0.00) 2.61 (0.00) 2.59 (0.00)
1'B, 2.84  (10.30) 2.76  (12.15) 2.72  (12.30)
2'B, 3.90 (3.92) 3.87 (4.07) 3.87 (4.10)
2'A, 3.97 (0.00) 3.92 (0.00) 3.97 (0.00)

Very similar results can be found for PTCDA as shown in Table 13 and Table 14. This is in line with
the literature, where very similar electronic structures of the first excited states were reported for a
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large range of perylene based materials.””* Consequently, the findings for the solvatochromic shifts

should hold for this class of materials as well.
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Table 13: Excitation energies (in eV) of the first excited states of PTCDA and in brackets transition dipole
moments (in Debye) are listed on TD-HF-D/6-311G** level of theory in combination with IEFPCM. A face-to-
face stacked dimer is considered which is rotated around the stacking axis by ¢ = 30°.

State Vacuum Water Cyclohexane

1'B, 282 (2.28) 277 (2.71) 276  (2.74)
1'B, 3.13  (10.20) 3.02  (12.00) 2.99 (12.07)
2B, 4.06  (0.36) 4.06  (0.14) 4.06  (0.29)
2'B, 4.08  (1.08) 4.08  (1.89) 4.08  (1.55)

Table 14: Excitation energies (in eV) of the first excited states of PTCDA and in brackets transition dipole
moments (in Debye) are listed on TD-HF-D/6-311G** level of theory in combination with IEFPCM. A face-to-
face stacked dimer is considered which is shifted along the longitudinal axis by 1.5 A. The ground state ener-
gies are given relative to its value in vacuum for a PBI dimer rotated by ¢ = 30°. The excited states are or-
dered to match the series in Table 11.

State Vacuum Water Cyclohexane

1'A, 2.73 (0.00) 2.71 (0.00) 2.69 (0.00)
1'B, 293 (10.08) 2.86 (11.97) 2.81 (12.04)
2'B, 402  (3.76) 3.98  (3.97) 399  (3.96)
2'A, 4.09 (0.00) 4.09 (0.00) 4.09 (0.00)
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7.2 Linear model to estimate solvatochromic shifts

According to Bayliss’ and Chako’s laws, there exist linear relations between AE®* and u? as well as
between f7%¢ and f5°. Figure 39 plots the corresponding linear relations for the considered rotated
PBI dimers. It is evident that the linear relations still hold for the complex cavities of IEFPCM. In Table
15 fitted values are listed for the slopes and intercepts according to the equations ( 121 ) and ( 120 ).
For the Frenkel states the slope c®* is larger in cyclohexane than in water, because the solvato-
chromic shift of the excitation energies increases faster with u? in cyclohexane due to the larger re-
fractive index. A solvatochromic shift of the excitation energy at zero transition dipole moment AES*
of 31 meV (47 meV) was found in water (cyclohexane). As mentioned before, this is caused by the
remaining transition density despite the cancelation of the dipole moments in the dark Frenkel state.
Again the magnitude of AEg* is larger in cyclohexane than in water due to its larger polarizability

(and refractive index).
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Figure 39: Solid points and diamonds correspond to cyclohexane and non-filled ones to water as solvent for a
PBI dimer. Points represent the predominantly Frenkel states (1 'B,, 1 'B,), whereas diamonds stands for
states (2 'B,, 2 'B,) with dominating CT character. Solid lines correspond to extrapolations for cyclohexane
and dashed ones for water. Left: A linear dependency is shown of the solvatochromic red shift of the excita-
tion energy AE on the squared transition dipole moment |J.2 in solution. Right: The oscillator strengths oV of
“ in vacuum.

the solvated dimers are proportional to the corresponding oscillator strengths f

In the case of the CT states ¢®* is larger for water than for cyclohexane. Additionally, the solvato-
chromic shift of the excitation energies into CT states increase faster with u? than the ones of the
Frenkel states, but show almost no shift at vanishing transition dipole moment. However, AES* of
the Frenkel states is roughly in the same magnitude as the largest observed shift of the excitation
energies to CT states (see Figure 39). Therefore, larger solvatochromic shifts are expected for the
Frenkel compared to the CT states.
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Large standard deviations are obtained in the linear fits for the CT states which are caused by the
noise of the data resulting from mixing in character and avoided crossings with close lying higher
states. Such states could possess a significant transition dipole which causes a significant stabilization
in solution. Consequently, couplings and avoiding crossings with other states occur in solution but
not under vacuum conditions. In contrast to this, the studied Frenkel states are well separated from
all other states and such complications do not affect the interpolation. Much smaller standard devia-
tions result for the fitted values (see Table 15). However, the small solvatochromic shift of less than

0.1 eV is by far smaller than its upper limit of around 1.5 eV estimated in the literature.”’

Table 15: Parameters for a PBI dimer derived from the linear fits in Figure 39 are listed for the linear model
to estimate solvatochromic shifts in PBI dimers. The standard deviations resulting from the linear fit are
given as well. The parameters are defined according to the linear relations ( 121 ) and ( 120).

Water Cyclohexane
Frenkel CT Frenkel CcT
c®* (10™ eV/Debye?) 5.3+0.3 15+4 6.3+0.2 1242
AE, (10'2 eV) 3.1+0.2 0.4+0.5 4.7+0.2 0.3+£0.2
cf 1.314+0.001 1.58+0.05 1.334+0.003 1.47+0.03

The oscillator strength in solution is proportional to its magnitude in vacuum (see right graph in

Figure 39) which is in agreement with Chako’s law.**

For the oscillator strength of the Frenkel states
the slope cf is larger for cyclohexane than for water due to the different refractive indices of the
solvents (see Table 15). The ratio of both slopes (1.02) is slightly smaller than the ratio of the corre-
sponding ones in Chako’s formula (1.06). This is a reasonable agreement with the data because the
formula is valid only for spherical cavities. A similar linear dependence can be derived for the CT
states. Again, the corresponding gradient is larger in water than in cyclohexane. According to the
large noise of the data, this trend is not unambiguous.

Similar linear dependencies are found for the solvatochromic shifts of the excitation energies and
oscillator strength of PTCDA dimers (see Table 16). Only minor deviations to the fitted PBI values are
found. These results demonstrate that the solvatochromic shifts of the excitation energies and tran-
sition dipole moments are very similar for both materials. According to the strong similarity of the
electronic structure of the first excited states in a wide range of perylene based materials,?” it is
expected that the linear model for the solvatochromic shifts can be transferred to these molecules as

well.
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Figure 40: Solid points and diamonds correspond to cyclohexane and non-filled ones to water as solvent for a
PTCDA dimer. Points represent the predominantly Frenkel states (1 ‘B, 1 'B,), whereas diamonds stands for
states (2 'B,, 2 'B,) with dominating CT character. Solid lines correspond to extrapolations for cyclohexane
and dashed ones for water. Left: A linear dependency is shown of the solvatochromic red shift of the excita-
tion energy AE on the squared transition dipole moment p’ in solution. Right: The oscillator strengths " of

the solvated dimers are proportional to the corresponding oscillator strengths f

vac

in vacuum.

Table 16: Parameters for a PTCDA dimer derived from the linear fits in Figure 40 are listed for the linear
model to estimate solvatochromic shifts in PBI dimers. The standard deviations resulting from the linear fit
are given as well. The parameters are defined according to the linear relations ( 121 ) and ( 120 ).

Water Cyclohexane
Frenkel cT Frenkel CT
c* (10 eV/Debye?) 5.1+0.3 1815 6.410.2 1442
AE, (10'2 eV) 3.4+0.3 1.2+0.5 4.7+0.2 0.4+0.2
cf 1.339+0.001 1.72+0.06  1.343+0.003 1.53+0.03

120



Solvatochromic shifts for perylene based materials

7.3 Solvent effects for SCS-CC2

A recent study showed that TD-HF and SCS-CC2 predictions differ in the energetic separation of
Frenkel and CT states, but closely resemble each other in the character of the states and the corre-

230 Even the shapes of the computed PECs are very similar which

sponding transition dipole moments.
are very sensitive to couplings between the states. Consequently, the influence of a polarizable sur-
rounding on the excitation energies and transition dipole moments is expected to be very similar as
well. In a first attempt the solvatochromic shifts calculated with TD-HF//IEFPCM are simply trans-
ferred to SCS-CC2 results under vacuum conditions. Table 17 lists the resulting excitations energies
for a PBI dimer arrangement at ¢ = 30°. Corresponding PECs for the complete torsional motion are in
Figure 41. As mentioned before, the solvatochromic shift of the bright Frenkel state (1'B;) exceeds
the one of the CT states (2181, 2182) in the TD-HF//IEFPCM description. The energetic separation of
the Frenkel and CT states increases from 0.04 eV under vacuum conditions to 0.15 eV (0.18 eV) in

water (cyclohexane). As a result, the energetic order of the Frenkel and CT states does not change

due to a polarizable surrounding predicted by a simple transfer of solvatochromic shifts.
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Figure 41: Upper panels: PECs for the torsional motion and the ground and first excited states of the PBI
dimer at SCS-CC2/TZV(P) level of theory by a direct transfer of the TD-HF solvatochromic shift to the SCS-CC2
data under vacuum conditions. The curves were calculated for different solvents (from left to right: vacuum
conditions, water, cyclohexane). Lower panels: Corresponding transition dipole moments.
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Table 17: Excitation energies (in eV) of the first excited states of a PBI dimer and in brackets transition dipole
moments (in Debye) are listed on SCS-CC2/TZV(P) level of theory by a direct transfer of the TD-HF solvato-
chromic shift to the SCS-CC2 data under vacuum conditions. A face-to-face stacked dimer is considered which
is rotated around the stacking axis by ¢ = 30°.

State Vacuum Water Cyclohexane

1'B, 264  (2.04) 260  (2.51) 259  (2.56)
1'B, 295  (9.56) 2.85  (11.45) 2.81  (11.61)
2'B; 299  (2.45) 3.00 (2.42) 299  (2.44)
2'B, 3.05 (1.09) 3.05 (1.81) 3.05 (1.58)

This first attempt to get solvatochromic shifts for SCS-CC2 can be validated by using the linear re-
lations for the solvatochromic shifts parameterized before. The estimation of solvent effects is done
by first calculating the the oscillator strengths in solution f;,;, by equation ( 120 ). They are subse-

quently used to get the excitation energy in solution E&,, via:

h2e?

(123) EgZ, =5 (B — ABS) + J (B, — AE§T)? — 22
e

Cex];olv

This equation is derived from ( 121 ) together with ( 118 ) and the definition of the solvatochromic
shift of the excitation energy AE®* = Eg;. — ESS,. The relative ground state energies are un-
changed. A global energy shift is expected because an obvious trend associated with the dimer ar-
rangement was not observed in the TD-HF-D//IEFPCM calculations. Finally, the transition dipole mo-
ments in solution are calculated via ( 118 ) with the excitation energies and oscillator strengths in
solution.

In this second attempt, the excitation energies into the optically bright Frenkel state (1'B,) is sta-
bilized by 0.10 eV (0.13 eV) in water (cyclohexane), whereas the one into dark Frenkel state (1'B,) is
stabilized by 0.03 eV (0.05 eV). Consequently the electronic coupling parameter shrinks by 0.03 eV
(0.04 eV) which is still in line with the findings of Curutchet et al.>®® Due to smaller transition dipole
moments calculated with SCS-CC2, the solvent effects are slightly smaller than the ones predicted by
TD-HF. Under vacuum conditions the excitation energies of the optically bright Frenkel state (1'B;)
are closely below the one of the lowest CT state (2'B;). The linear relations predict that the energy
gap increases in solution (vacuum: 0.04 eV, water: 0.12 eV, cyclohexane: 0.15 eV) to a smaller
amount than for the direct transfer of the TD-HF//IEFPCM solvatochromic shifts. This is caused by a
strong mixing between Frenkel and CT character in all considered states in the SCS-CC2 picture. This
is indicated by a larger transition dipole moment of the CT states compared to the TD-HF ones which

induces some solvatochromic shifts also for the CT states. In Figure 42 PECs for the ground and first
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excited states are shown calculated by SCS-CC2 and corrected for solvent effect by the linear rela-
tions. The increase of the energetic separation of the bright Frenkel state (1'B;) and the lowest CT
state (2'B;) in solution holds for the complete torsional motion. As for the PECs calculated with TD-
HF//IEFPCM (see Figure 37), a solvent induces only minor changes on the PECs. Therefore, curves

calculated under vacuum conditions should keep valid also for a polarizable surrounding.
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Figure 42: PECs for the torsional motion and the ground and first excited states of the PBI dimer at scaled
SCS-CC2/TZV(P) level by using the linear model (upper panels). The curves were calculated for different sol-
vents (from left to right: vacuum conditions, water, cyclohexane). The lower panels show the corresponding
transition dipole moments.

Table 18: Excitation energies (in eV) of the first excited states of a PBI dimer and in brackets transition dipole
moments (in Debye) are listed on SCS-CC2/TZV(P) level of theory using the linear model. A face-to-face
stacked dimer is considered which is rotated around the stacking axis by ¢ = 30°.

State Vacuum Water Cyclohexane

1'B, 2.64 (2.04) 2.61 (2.35) 2.59 (2.38)
1'B, 295  (9.56) 2.86  (11.14) 2.82  (11.30)
2'B, 299  (2.45) 297  (3.09) 298  (2.98)
2'B, 3.05  (1.09) 3.04  (1.37) 3.04  (1.33)

In conclusion, the stabilization of the Frenkel states relative to the CT states is less pronounced by
using the linear relations rather the direct transfer of the solvatochromic shifts. However, despite
minor differences both methods agree well. Also, a direct transfer of the solvatochromic shifts calcu-

lated by TD-HF//IEFPCM to SCS-CC2 results should be reliable.
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7.5 Molecular solvation

A PBI dimer is studied, which is rotated by ¢ = 30° and solvated by a small molecular solvent shell
of twelve methane molecules as a model for cyclohexane (see Figure 12). For such a system SCS-CC2
calculations are demanding but still possible. Since a small solvent shell is taken into account, bulk
effects are only partly covered in these test computations. Nevertheless, it should reveal shortcom-
ings of the PCM results due to molecular solvation effects. Different solvations of both monomers
could lead to a further stabilization of CT states due to induced charge localizations.

First, TD-HF//IEFPCM results for a PBI dimer in cyclohexane (see Table 11) are compared to TD-HF
ones for the molecularly solvated dimer (see Table 19). Some differences are found for the excitation
energies of the Frenkel states (1'B, 2'B). Especially the excitation energy of the optically bright Fren-
kel state (2'B) is predicted higher in energy by 0.12 eV for the partly solvated system than for the
IEFPCM solvated one. The excitation energy of the dark Frenkel state (1'B) differs only by 0.04 eV.
However, if IEFPCM is employed also for the molecularly solvated system, the differences almost
vanishes (1'B: 0.01 eV, 2'B: 0.03 eV). This indicates shortcomings of the small solvation shell. Espe-
cially the solvatochromic shift of the bright state is underestimated. However, both CT states are
stabilized by only 0.01 eV due to the implicit solvation with and without an additional IEFPCM proce-
dure. Consequently, symmetry breaking effects are of minor importance in the studied molecularly

solvated system.

Table 19: Excitation energies (in eV) and in brackets transition dipole moments (in Debye) for the 30° rotated
PBI dimer with 12 methane molecules calculated with different approaches. Methane was chosen as a model
for cyclohexane. Therefore, the latter solvent was taken for the IEFPCM procedure. "Direct transfer of the TD-
HF//IEFPCM solvatochromic shifts to the SCS-CC2 data under vacuum conditions.

State TD-HF +IEFPCM | SCS-CC2 +IEFPCM’
1'B 270  (2.26) 267  (2.63) 254 (2.04) 251 (2.41)
2'B 3.02  (11.37) 293 (12.64) 283 (9.72) 274 (10.99)
3'B 393 (0.41) 393 (0.35) 288 (4.76) 288 (4.70)
4'8 3.96  (1.06) 396  (1.37) 293 (1.09) 293 (1.40)

On SCS-CC2 level of theory the molecular solvation induces a stabilization of the excitation energy
of around 0.1 eV for all considered states compared to the results under vacuum condition. There-
fore, a solvatochromic shift is already included in the system by the molecular solvent. For this rea-
son only a transfer of the TD-HF//IEFPCM solvatochromic shifts is possible for this system. The linear
model introduced before corrects for the complete solvent shell and would include double counting

of solvent effects here. If one compares the SCS-CC2 results by using the linear model for cyclohex-
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ane (see Table 18) with the SCS-CC2 results with the TD-HF//IEFPCM solvatochromic shifts for the
molecularly solvated system, larger shifts of around 0.1 eV are found for the molecularly solvated
system. However, the energetic separation of the Frenkel and CT states is not affected by this
(0.14 eV). As a result, the energetic order of the excited states does not change also if molecular sol-

vent effects are considered. However, this could change if symmetry breaking effects occur.
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7.6 Influence of solvent effects on exciton self-trapping

The IEFPCM calculations analyzed in this work suggest an energetic stabilization of the bright
Frenkel state relative to the dark state. In principal this could have an influence on the exciton self-
trapping mechanism in a-PTCDA introduced in chapter 5.2 by changing the underlying potential en-
ergy surfaces. Exciton self-trapping was found to happen close to a conical intersection of the bright
and dark Frenkel state which is accessible from the crystal structure alignment.”® In Figure 43 poten-
tial energy curves are shown for the minimal energy path from the Franck-Condon region (dis-
tance = 0 A) towards the conical intersection (distance = 0.8 A), which was introduced before in Figu-
re 22. The curves are calculated for a PTCDA dimer with SCS-CC2/SVP under vacuum conditions and

for cyclohexane as a solvent by using the linear model defined in chapter 7.2.
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Figure 43: Potential energy curves (upper panel) and oscillator strength (lower panel) of the ground and first
excited states of a PTCDA dimer for the minimal energy path shown in Figure 22. Solid lines correspond to
SCS-CC2/SVP calculations under vacuum conditions, while the dashed lines give the corresponding data for
cyclohexane as a solvent.

There are some deviations between Figure 22 and Figure 43, because the first one is calculated by
using a QM/MM method and the latter for the dimer. Further deviations originate from the fact that
the minimal energy path in Figure 22 is extracted from the splined 2D-plots in Figure 19, while explic-

it SCS-CC2 calculations where performed for Figure 43.
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However, the bright Frenkel state (1'A,) is stabilized by 0.14 eV by cyclohexane, which is the larg-
est shift among all considered excited states as expected. However, this only minor affects the coni-
cal intersection with the dark Frenkel state (11Ag). It is slightly re-located towards the Frank-Condon
region (distance = 0 A). The influence of PTCDA as a solvent instead of cyclohexane should be compa-
rable due to similar refractive indexes (N¢yciohexane = 1.4, No-prcoa = 1.6)220’309. Therefore, the polarizable
surrounding in the o-PTCDA crystal does not change the exciton self-trapping mechanism in

a-PTCDA.
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Figure 44: Extrapolation of SCS-CC2 PECs for the EET trapping motion from a ground state (g = 0) to the ani-

on/cation geometry (q = 1). The curves are splined following the state character (exitonic or CT) not the adi-
abatic states to make the extrapolation possible. The left graph corresponds to calculations in vacuum,
whereas on the right an extrapolation for cyclohexane is shown.

Solvent effects are also studied for the EET self-trapping mechanism in twisted aggregates of PBI
introduced in chapter 5.1. This mechanism is based on a intermolecular motion of the dimer from the
ground state structure of the monomers to a structure, where one monomer has the geometry of
the anion and the other the one of the cation.”® This structure stabilizes one of the CT states and
destabilizes the other one. The stabilized CT state is populated because it crosses the optically bright
Frenkel state via a conical intersection. Afterwards the population is rapidly transferred to the lowest
excited state, which is the dark Frenkel state. Finally, emission will take place out of this state.'®® The
model is based on SCS-CC2/SVP calculations in the gas phase. The PECs for the trapping motion are

adapted for solvent effects by the linear model (see Figure 44). The crossing of the Frenkel and CT
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state is shifted upwards in energy such that it is energetically 0.03 eV above the Franck-Condon re-
gion. At a first glance this should hamper the population transfer from the Frenkel to the CT state,
which is central for the introduced self-trapping mechanism. However, experiments showed that the
de-population of the Frenkel state occurs with a time constant of 215 fs. On this time scale a polari-
zation of the solvent environment is expected, which should stabilize the CT state due to symmetry
breaking effects. As mentioned in the last chapter these effects are expected to be in the order of
0.05 eV — 0.1 eV which should compensate the upward shift of the crossing point above the Franck-
Condon region. As a result, self-trapping is expected to occur even in solution. At the moment of
excitation, the Frenkel states are lower in energy than the CT ones and during reorganization of the
solvent the CT ones become lower in energy, which should end up in the self-trapping mechanism
published before.”*®

In summary solvent effects do not influence exciton self-trapping in twisted PBI aggregates as well
as in a-PTCDA. Therefore, the neglect of such effects in the discussion of self-trapping for these ma-

terials in chapter 5 was justified.
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8. Summary

Organic solar cells gain advantage over inorganic ones due to their flexibility and low production
costs. However, they possess significantly lower power conversion efficiencies. One reason for this
drawback is their low exciton diffusion length (Lp), which is defined by the distance an exciton is
transported after photo-absorption. Is this distance shorter than the one to the next interface, at
which charge separation can occur, the contribution of the exciton to current production gets lost. In
the context of this dissertation very long ranged L, were simulated for perylene-based materials un-
der ideal conditions. This leads to the conclusion that the short L, values in existing materials result
from an extrinsic immobilization, which happens at grain boundaries or impurities, and from an in-
trinsic immobilization. The latter, which is a specific material property, is based on a relaxation of the
exciton into so-called self-trapping states. An in-depth understanding of the atomistic processes de-
fining self-trapping is essential to developing materials with long Ly in the future, in which intrinsic
immobilization is prevented.

For the development of such a mechanistic understanding it is crucial that a clear relationship be-
tween molecular structure and Lp is available. This is given by single crystals of diindeno perylene
(DIP) and a-perylene tetracarboxylic anhydride (a-PTCDA). An extraordinary large Lp of 90 nm was
measured for the first one, while the latter possesses only 22 nm. Part of this thesis was to deliver
reasons for this discrepancy. As shown in Figure 45, exciton diffusion is limited by emission and self-
trapping. Emission occurs on a much larger time scale than the other two processes and, additionally,
the lifetime of the exciton is comparable in DIP and a-PTCDA. Consequently, only self-trapping comes
into question to explain the different Ly values. For this reason both materials are suited for an ex-
ample to develop an atomistic understanding of self-trapping.

There was a debate in the literature, whether Frenkel or charge-transfer (CT) states are responsi-
ble for self-trapping in perylene-based materials. Therefore, it was necessary to establish a quantum
chemical method, which would describe both types of electronic excited states equally well. A meth-
od evaluation pointed out that, on the one hand, TD-DFT generally predicted the excitation energy of
CT states too low. This results in wrongly shaped potential energy surfaces, which also affects the
ones of the Frenkel states. On the other hand, TD-HF overestimates the excitation energy of CT
states. As a result, only SCS-CC2 is able to describe Frenkel as well as CT states with sufficient accura-
cy. The enormous computational cost of the final method limits the quantum chemical system to a
dimer. This reduction is justified by the fact that an ultrafast localization of the exciton on a dimer

was observed experimentally (see Figure 45).
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Figure 45: lllustration of different photo-physical processes after electronic excitation in a-PTCDA.

One reason for the different self-trapping in DIP and a-PTCDA could lie in the electronic structure.
However, it was possible to demonstrate that a wide range of perylene-based materials possess no
significant differences in their electronic structures. Consequently, such differences can be neglected
for the explanation of immobilization mechanisms for the exciton.

A further possible explanation could be polarization effects in the crystal, which influences the
electronic structure of perylene based materials differently. Especially their influence on CT states,
which are located above the optically bright Frenkel state, was in question because such states could
be stabilized by a polarizable surrounding. A significant influence of polarization effects on all consid-
ered states were excluded by using a polarizable continuum model (PCM).

Hence, the small Ly values in a-PTCDA are an evidence for self-trapping, which produces a crystal
structure built up by m-stacks, while the one of DIP is of herringbone type. Since polarization effects
can be neglected, is the dimer only via steric restrictions influenced by the crystal. Hence, a method
describing self-trapping has to consider such effects, so that a mechanical embedding QM/MM ap-
proach is sufficient. Now, potential energy surfaces were calculated, on which wave packet dynamics
were subsequently performed. In this way, atomistic mechanisms for the immobilization of excitons
were described for the first time in organic materials.

As one example, self-trapping was studied in crystals of a-PTCDA by potential energy surfaces,
which map an intermolecular shift motion of the dimer in the crystal. An immobilization of excitons

occurs within 500 fs, which results from an irreversible energy loss together with a local deformation
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of the crystal lattice. This prevents a further transport of the exciton. Self-trapping is based on ultra-
fast dissipative molecular dynamics (black arrow in Figure 46) in the optically bright Frenkel state
(orange), in which the exciton is generated, and towards a conical intersection with a dark Frenkel
state (green). Here a transfer of the exciton into the dark state is possible, which leads to a further
relaxation of the exciton in the final state (white arrow). In the case of DIP, this immobilization does
not proceed due to high barriers, which prevent a dynamic of the molecules towards the conical in-
tersection. These barriers result from the herringbone type packing motif in the DIP crystal. This dis-

crepancy in the dynamics explains the different Ly values in DIP and a-PTCDA.

Figure 46: Potential energy surface of the ground (grey) and first two excited Frenkel states (orange, green)
in a-PTCDA. CT states are located well separated above the two Frenkel states and are omitted for this rea-
son. The exciton is generated in the energetically higher Frenkel state (orange) in the Franck-Condon region
(blue wave packet).

In a further example, an exciton immobilization was found in helical nt-aggregates of perylene
tetracarboxylic bisimide (PBI) molecules (see Figure 47). Self-trapping is caused by a relaxation mech-
anism, in which the exciton is transferred by asymmetric vibrations of the aggregate from the bright
to a dark Frenkel state within 200 fs, whereby the transition is mediated by a CT state. However, the
CT state is almost non-populated during the whole mechanism so that its participation could not yet
be proven experimentally. This entire procedure is solely possible in helical aggregates, because only
for such structures is there a CT state located next to the bright Frenkel state. At the final Frenkel
state a torsional motion around the n-stacking axis is possible so that the loss in energy and the local
rearrangement of the aggregate structure occurs, which means a self-trapping of the exciton. This

mechanism is in perfect agreement with all available experimental data.
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Figure 47: lllustration of the immobilization of an exciton in helical PBI aggregates. Self-trapping does not
occur directly, but is mediated by a CT state.

These insights allow the conclusion that in future materials for organic solar cells an irreversible
and ultrafast deformation of aggregates after photo-absorption must be avoided. Only in this way
long Lp values can be achieved and exciton self-trapping can be prevented. However, small L, values
are always predicted in helical aggregates of perylene-based materials, because exciton immobiliza-
tion occurs already due to small molecular motions. For this reason such aggregates are inappropri-
ate for the use in organic solar cells. Long Ly values are expected for aggregate structures with long

intermolecular shifts or molecules with bulky substituents.
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Zusammenfassung

Zusammenfassung

Organische Solarzellen sind ihren anorganischen Pendants aufgrund ihrer Flexibilitdt und ihren ge-
ringen Produktionskosten Gberlegen. Allerdings besitzen sie eine deutlich geringere Energieumwand-
lungseffizienz. Eine Ursache dafir ist die geringe Exzitonen-Diffusionsldange (Lp), die angibt, wie weit
ein durch Photoabsorption erzeugtes Exziton im Material transportiert wird. Ist die Distanz zu einer
Grenzflache, an der Ladungstrennung stattfinden kann, groRer als Lp, geht der Energiebeitrag des
Exzitons fiir die Stromerzeugung verloren. Im Rahmen dieser Dissertation wurden sehr lange Lp fiir
Perylen-basierte Materialien unter idealen Bedingungen simuliert. Auf diese Weise konnte gezeigt
werden, dass die sehr kurzen L, in realen Materialien aus einer extrinsischen Immobilisierung von
Exzitonen an Korngrenzen und Verunreinigungen sowie aus einer intrinsischen Immobilisierung resul-
tieren. Eine intrinsische Immobilisierung, deren Effektivitdt materialspezifisch ist, basiert auf einer
Relaxation in sogenannten Self-Trapping-Zustanden. Ein tieferes Verstdandnis der dem Self-Trapping
zugrunde liegenden atomistischen Prozesse ist notwendig, um zukiinftig Materialien mit langen L;
entwickeln zu kénnen, bei denen eine intrinsische Exzitonen-Immobilisierung verhindert wird.

Flar die Entwicklung eines solchen mechanistischen Verstandnisses ist das Vorliegen einer eindeu-
tigen Korrelation zwischen der molekularen Anordnung und der Ly unabdingbar. Diese weisen Ein-
kristalle von Diindenoperylen (DIP) und a-Perylen-tetracarboxyl-anhydrid (a-PTCDA) auf. Bei ersteren
wurde eine aullergewdhnlich lange L, von 90 nm und bei letzteren nur von 22 nm gemessen. Teil
dieser Arbeit war es, Griinde fiir diese unterschiedlich langen L, zu finden. Wie in Abbildung 45 dar-
gestellt, kann Exzitonen-Diffusion durch Emission und Self-Trapping eingeschrankt werden. Die Emis-
sion findet in einem viel groReren Zeitrahmen statt als die beiden anderen Prozesse. Da sich zudem
die Lebensdauer des Exzitons in DIP und a-PTCDA nicht signifikant unterscheidet, kommt nur Self-
Trapping als Ursache fiir die unterschiedlichen L in Frage. Aus diesem Grund eignen sich diese bei-
den Materialien, um ein atomistisches Verstandnis des Self-Trappings exemplarisch an ihnen zu erar-
beiten.

Bisher wurde in verschiedenen Publikationen diskutiert, ob Frenkel- oder Ladungstrennungs- (CT-)
Zustande fur das Self-Trapping in Perylen-basierten Materialien verantwortlich sind. Deshalb musste
zuerst eine quantenchemische Methode gefunden werden, die beide Typen von elektronisch ange-
regten Zustanden verlasslich beschreibt. Eine Methodenevaluation zeigte einerseits, dass TD-DFT die
Anregungsenergien von CT-Zustdanden generell zu niedrig angibt. Daraus resultieren falsch geformte
Potentialflaichen, wovon sogar die Frenkel-Zustdnde betroffen sind. Andererseits tGberschatzt TD-HF
die Anregungsenergien von CT-Zustanden. Daher ist nur SCS-CC2 in der Lage, beide Zustandstypen

133



mit ausreichender Genauigkeit wiederzugeben. Der erhebliche Rechenaufwand dieser Methode lasst
aber nur ein Dimer als quantenchemisches System zu. Diese Reduktion des Systems ist allerdings
auch durch die gemessene ultraschnelle Lokalisierung des Exzitons auf ein Dimer gerechtfertigt (sie-

he Abbildung 45).
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Abbildung 45: Darstellung verschiedener photophysikalischer Prozesse nach der elektronischen Anregung in
o-PTCDA.

Mutmaflich kdnnten Differenzen in der elektronischen Struktur in DIP und a-PTCDA firr das un-
terschiedliche Self-Trapping verantwortlich sein. Allerdings konnte gezeigt werden, dass es fir viele
Perylen-basierte Materialien keine signifikanten Unterschiede in der elektronischen Struktur gibt,
wodurch diese fir die Aufklarung von Immobilisierungsmechanismen zu vernachldssigen waren.

Eine weitere mogliche Begriindung ware in Polarisationseffekten im Kristall zu suchen, welche die
elektronische Struktur in Perylen-basierten Materialien unterschiedlich beeinflussen. Vor allem ihr
Einfluss auf CT-Zustande, die oberhalb des optisch hellen Frenkel-Zustandes liegen, war fraglich, weil
sie durch eine polarisierbare Umgebung energetisch abgesenkt werden konnten. Ein signifikanter
Einfluss von Polarisationseffekten konnte aber fiir alle Zustande mittels eines polarisierbaren Konti-
nuum-Modells (PCM) ausgeschlossen werden.

Die geringe Lp im a-PTCDA ist folglich ein Indiz flr ein Self-Trapping, das durch die Kristallstruktur
aus w-Stapeln evoziert wird, welche in DIP fischgratenartig ist. Da Polarisationseffekte auszuschlief3en
sind, Ubt der Kristall lediglich durch sterische Restriktionen einen Einfluss auf das Dimer aus. Daher

musste die Methode fiir die Beschreibung von Self-Trapping nur diese Effekte bertlicksichtigen, so
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dass sich fur den Einsatz des mechanical embedding QM/MM-Ansatzes entschieden wurde. Nun
konnten Potentialflichen berechnet werden, auf denen anschlieRend eine Wellenpaketdynamik
durchgefiihrt wurde. Diese Vorgehensweise erlaubt es, Mechanismen der Exzitonen-Immobilisierung
in organischen Materialien auf einer atomistischen Ebene erstmals zu beschreiben.

Beispielsweise dienten als Erkldrung fir Self-Trapping in a-PTCDA Potentialflichen, die eine inter-
molekulare Verschiebung des Dimers im Kristall abbilden. So wurde eine Exzitonen-Immobilisierung
innerhalb von 500 fs gefunden (siehe Abbildung 46), die aus einem irreversiblem Energieverlust und
einer lokalen Verzerrung der Kristallstruktur resultiert und auf diese Weise den weiteren Transport
des Exzitons verhindert. Dahinter verbirgt sich eine ultraschnelle dissipative Molekulardynamik
(schwarzer Pfeil in Abbildung 46) im optisch hellen Frenkel-Zustand (orange), in dem das Exziton ge-
bildet wird, zu einer konischen Durchschneidung mit einem dunklen Frenkel-Zustand (griin). Dort
findet ein Transfer des Exzitons in den dunklen Zustand statt, in dem es zu einer weiteren Relaxation
(weiRer Pfeil) kommt. Im Fall von DIP kann diese Immobilisierung aufgrund hoher Energiebarrieren
nicht stattfinden. Die Barrieren resultieren aus der fischgratenartigen Kristallstruktur des DIP und
verhindern die Molekulardynamik zur konischen Durchschneidung. Diese Diskrepanzen in der Dyna-

mik erklaren die unterschiedlichen Ly-Werte fiir DIP und a-PTCDA.

- . . B
Abbildung 46: Potentialflichen des Grundzustandes (grau) und der ersten beiden angeregten Frenkel-
Zustande (orange, griin) in a-PTCDA. CT-Zustdnde liegen wohl separiert liber den beiden Frenkel-Zustinden
und sind daher hier nicht gezeigt. Das Exziton wird im energetisch hheren Frenkel-Zustand (orange) in der
Franck-Condon-Region (blaues Wellenpaket) gebildet.

In einem weiteren Fall wurde eine Exzitonen-Immobilisierung in helikalen t-Aggregaten von Pery-
len-tetracarboxyl-bisimid (PBI) Molekiilen untersucht (siehe Abbildung 47). Hier wird Self-Trapping
durch einen Relaxationsmechanismus verursacht, in dem das Exziton durch geringe asymmetrische
Schwingungen des Aggregats innerhalb von 200 fs von dem hellen Frenkel- in den dunklen Frenkel-

Zustand transferiert wird, wobei dieser Ubergang allerdings von einem CT-Zustand vermittelt wird.
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Nun wird der CT-Zustand wahrend des gesamten Mechanismus aber kaum populiert, so dass er bis-
her experimentell nicht nachgewiesen wurde. Der gesamte Vorgang ist nur bei helikalen Aggregaten
moglich, weil nur hier CT-Zustdnde sehr dicht bei dem hellen Frenkel-Zustand liegen. Im finalen Fren-
kel-Zustand tritt eine Torsionsbewegung um die n-Stapelachse ein, so dass ein Energieverlust und
eine lokale Anderung der Aggregatstruktur erfolgt — also ein Self-Trapping des Exzitons. Dieser mo-

dellierte Mechanismus steht im Einklang zu allen vorliegenden experimentellen Daten.

.g 1 Relaxation iiber CT-Zustand *—’“’?
— (200 fs) e

Abbildung 47: Darstellung der Exzitonen Immobilisierung in helikalen PBI-Aggregaten. Self-Trapping ge-
schieht nur indirekt, da ein CT-Zustand den Ubergang vom optisch hellen in den dunklen Frenkel-Zustand
ermoglicht, in dem eine Immobilisierung stattfindet.

Diese Erkenntnisse lassen die Schlussfolgerung zu, dass in kiinftigen Materialen fiir organische So-
larzellen eine irreversible und ultraschnelle Deformation des Aggregats nach der Photoanregung
vermieden werden sollte. Nur so kann Self-Trapping von Exzitonen verhindert und lange L; erreicht
werden. Weil eine Exzitonen-Immobilisierung in helikalen Aggregaten von Perylen-basierten Materia-
lien bereits aufgrund kleiner molekularer Bewegungen stattfindet, werden fiir sie stets kleine L vor-
hergesagt. Solche Aggregate sind daher sie flir den Einsatz in organischen Solarzellen ungeeignet.
Lange Lp sind dagegen bei Materialien mit stark verschobenen Aggregatstrukturen, das heil3t grofRen

intermolekularen Translationen, oder mit sterisch anspruchsvollen Substituenten zu erwarten.
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List of abbreviations

List of abbreviations

ADC Algebraic diagrammatic construction

ALDA Adiabatic local density approximation

AO Atomic orbital

BCH Baker-Campbell-Hausdorff (series)

CASPT2 2" order complete active space perturbation theory
CASSCF Complete active space self-consistent field theory
cC Coupled cluster theory

CCsD Coupled cluster single and doubles method

cc2 Approximate Coupled Cluster method 2nd order
Cl Conical intersection or configuration interaction
CIS Configuration interaction singles method

CISD Configuration interaction singles and doubles method
CT Charge transfer (state)

-D Empirical dispersion correction

DIP Diindeno perylene

DFT Density functional theory

EBL Exciton blocking layer

EET Excitation energy transfer

EOM Equation of motion

FRET Forster resonant energy transfer

fs Femtosecond (1 fs: 10™ s)

GGA Generalized gradient approximation

HF Hartree-Fock theory

HOMO Highest occupied molecular orbital

IEFPCM Integral equation formalism variant of the polarizable continuum model
IS Inorganic semiconductor

ITO Indium tin oxide

KS Kohn-Sham theory

Lp Diffusion length

LR Linear response

LUMO Lowest unoccupied molecular orbital

MO Molecular orbital

MP2 2" order Mgller-Plesset perturbation theory
MRCI Multi-reference configuration interaction theory
nm Nanometer (1 nm: 10° m)

ns Nanosecond (1 ns: 107 s)
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OopPV

PBI
PEC
PES
PCM
PMI
ps
PTCDA

aQM/MM
RI

SAC
SCS
SOPPA

TD
TDA

XC
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Organic photovoltaic or organic solar cell

3,4,9,10-perylene tetracarboxylic acid bisimide
Potential energy curve

Potential energy surface

Polarizable continuum model

3,4,9,10-perylene tetracarboxylic acid monoimide
Picosecond (1 ps: 10™s)

3,4,9,10-perylene tetracarboxylic acid dianhydride

Combined quantum mechanics and molecular mechanics approach
Resolution of identity approximation

Symmetry-adapted cluster

Spin component scaling

2" order polarization propagator approximation

Time-dependent
Tamm-Dancoff approximation

Exchange correlation (functional)
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