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1. Introduction* 

Energy transfer is an extensively investigated phenomenon particularly in regard to the natural light-

harvesting process.
1-4

 Accordingly, both natural
5-8

 and artificial
9-18

 antenna systems were examined to 

gain insight into the energy transfer mechanisms and their dependencies on electronic and geometric 

variables. There are generally two ways chromophores can interact with each other to exchange 

energy. First, “through bond” exchange of two electrons and second, Coulomb interactions where 

there is no formal electron exchange between the chromophores.
1
 The former “through bond” energy 

transfer mechanism is strongly related to the concept of charge transfer. Hence, some relevant 

variables like the conjugation of the bridge connecting the two chromophores/redox centres play an 

essential role in both mentioned processes. In order to investigate this correlation the theories of 

energy and charge transfer are discussed in detail in the theory section. But for a better understanding 

of these topics, first the aim of this thesis is presented. 

2. Scope of the work* 

In this work energy transfer (EN) between charge transfer (CT = charge transfer between redox 

centres) states shall be investigated in multidimensional chromophores. In these chromophores, 

optically induced charge transfer between two different redox centres via a connecting bridge is 

possible which, after electron transfer, leads to a reduced and an oxidised redox centre. The main focus 

lies on the influence of the charge transfer parameters on associated energy transfer properties. In 

order to do so homogeneous energy transfer between IV-CT states shall be examined in which the 

“through-bond” interaction pathways of energy transfer coincide with the IV-CT interactions. This is 

the case if the two IV-CT states transferring energy share one redox centre (see Figure 1). 

  



 

 

 

Scope of the work 2 

 

Figure 1 a) Charge transfer pathways and b) energy transfer interactions in a multidimensional 

system consisting of three redox centres. 

Thus, the “through-bond“ energy transfer process shall be treated by conventional electron transfer 

theory and insights how to control electron transfer processes should be directly adaptive to the energy 

transfer process. Furthermore, the examination of IV-CT states has the advantage that the transition 

moment directions of the IV-CT transitions are known to be parallel to the electron donor-acceptor 

vector. This facilitates the analysis of dipole-dipole interactions and therewith the discrimination 

between the Coulomb and “through bond” mechanisms. 

For the EN investigations both the redox centres as well as the bridge connecting the redox centres 

shall be altered providing varying degree of interaction (see Figure 2). This shall be achieved by 

synthesising one set of compounds based on the hexaarylbenzene (HAB) framework, which allows the 

symmetric (HAB-S and B1) and asymmetric (HAB-A and B2) covalent linkage of three electron 

donor and three electron acceptor centres. These multidimensional molecules adopt a propeller like 

arrangement
12,19-21

 to minimise sterical repulsion of the six -systems. In this respect through space 

interactions and direct pz-orbital overlap are made responsible for a weak electronic coupling between 

neighbouring branches.
19

 Due to its geometric and electronic properties the HAB framework has been 

in focus of several energy
13,14,21-23

 and electron transfer
12,20,24-30

 studies. Moreover, a HAB substituted 

with six squaraine chromophores (S1a/b) shall be synthesised. Squaraines can be in general regarded 

as donor-acceptor-donor structures with the charge density completely delocalised throughout the 

whole system. They show a strong absorption band in the red to NIR region which should facilitate the 

EN by Coulomb interactions. In the other set of compounds, the star-like framework with tolan 

bridging units (Star) shall provide a much better electronic communication between the central 

electron acceptor and the three surrounding donor groups.
31

 Triarylamines (TAA) shall be used in all 

cases as electron donors as they are easily oxidisable and have a very low internal reorganization 

energy.
32

 Therefore, TAAs are attractive candidates for hole transport materials in optoelectronic 

applications.
33-42

 Either triarylboranes (TAB) or polychlorinated triphenylmethyl radicals (PCTM) 

shall be used as electron acceptors.
43

 In order to discriminate pure charge transfer characteristics form 
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energy transfer processes in the multidimensional systems HAB-S(A), B1(B2) and Star, three model 

compounds (HAB-Model, B3 and Star-Model) shall be synthesised in which only a single charge 

transfer pathway is possible (Figure 2). 

 

Figure 2 Possible IV-CT pathways (green arrows) in B1, B2 and B3, in HAB-S, HAB-A and 

HAB-Model and in Star and Star-Model. In addition, S1a/b is depicted consisting of six squaraine 

chromophores. 
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The electronic interactions between electron donor and acceptor centres shall be investigated by 

electrochemistry, EPR spectroscopy and by optical methods such as steady-state absorption, steady-

state fluorescence, spectroelectrochemistry and isotropic transient absorption and fluorescence 

upconversion measurements. Energy transfer shall be monitored by anisotropic transient absorption 

spectroscopy, anisotropic fluorescence upconversion measurements and anisotropic steady-state 

fluorescence spectroscopy. 

 



 

 

3. Theory 

To address the relationship between energy and charge transfer their theoretical background shall be 

reviewed in the following. Moreover, insights into the experimental characterisation of charge and 

energy transfer by fluorescence upconversion and ultrafast transient absorption spectroscopy will be 

provided. 

3.1. Charge transfer theory 

Intramolecular charge transfer (CT) from an electron rich to an electron poor redox centre can either 

be described by transitions between or motions on free energy surfaces (FESs).
31,44

 With FESs the free 

energy of the whole electron donor-acceptor system, including the solvent environment, is given as a 

function of the reaction coordinate q (Figure 3).  

 

Figure 3 Diabatic (dashed) and adiabatic (solid line) free energy surfaces (FESs) of an electron 

donor-acceptor compound. The optically induced (green) and thermally induced (blue) charge 

transfers are shown. 

The FESs can be treated either diabatically or adiabatically. This distinction is introduced by the 

quantumchemical description of charge transfer. In general, the total Hamiltonian of the system H can 

be divided into a zeroth-order part H0 and a perturbation term V. With the zeroth-order part H0 the 

situations in which the charge to be transferred is either completely localised at the electron donor 

(reactant state) or at the electron acceptor redox centres (product state) are described. The diabatic 



 

 

 

Theory 6 

FESs are the Born-Oppenheimer approximated solutions to the zeroth-order part H0. For reactant and 

product state a single FES is obtained. These FESs are displaced along the reaction coordinate and 

intersect in the transition state (TS) region. The transition between reactant and product state is 

enabled by the electronic coupling term V. In contrast, the adiabatic FESs are the Born-Oppenheimer 

approximated solutions to the entire Hamiltonian H and can be obtained by linear combination of the 

diabatic states coupled by V. Due to the electronic coupling the adiabatic FESs show no intersection 

but a splitting by about 2V. As a result, an upper and a lower adiabatic FES is obtained with the local 

minima of the lower adiabatic FES representing the reactant and product states. The displacement on 

the q coordinate between these states can be rationalised by the change of the solvent position and 

orientation as well as intramolecular bond lengths and angles due to the oxidation and reduction of the 

respective redox centres. In general, a large number of nuclear coordinates is needed to describe all 

these processes. Therefore a theoretical treatment of all the coordinates is impossible. Hence, these 

nuclear coordinates are combined in the reaction coordinate q. One way to do this shall be described in 

the following. For each nuclear coordinate setting the diabatic free energy of the product and reactant 

states is given by the respective multidimensional, diabatic FESs. Moreover, there is a specific vertical 

energy gap between these two FESs for each setting. The coordinate system can be simplified when 

defining the reaction coordinate q by this vertical energy gap between the multidimensional, diabatic 

FESs of product and reactant.
44

 This means, each position at the reaction coordinate q corresponds to a 

huge number of nuclear coordinate settings which feature all the same beformentioned energy gap. 

Accordingly, a change in q corresponds therewith to a complex change of the intramolecular and 

solvent coordinates.  

3.1.1. Marcus theory and the adiabatic solvent-controlled limit 

Charge transfer can be either thermally or optically induced. Following the Frank-Condon principle, 

electron motion is much faster than nuclear motion, so that the optically induced charge transfer 

occurs from the minimum of the reactant state vertically to the product FESs, whereas the thermally 

induced charge transfer can occur only in the TS region. In this region the nuclear momenta and the 

free energy of the system are nearly conserved. As a result, in the case of thermally induced charge 

transfer, the system has to move along the reaction coordinate to the TS region, resulting in an 

activation barrier. The barrier height can be estimated by parameters for the optically induced charge 

transfer using simple geometric considerations. In the diabatic limit the FESs for reactant and product 

can be approximated by quadratic functions of q with equal shape. Accordingly, the free energy of 

activation G
#
 can be calculated by the intersection point of the two parabolas (equation 1). 

λ
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)Δ(
Δ

200
# 
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The free energy difference between the minima of the reactant and product states is represented by 

G
00

 and  is the reorganisation energy which is composed of the inner and outer reorganisation 

energies v and o, respectively. The free energies v and o are accounting for the intramolecular and 

solvent coordinate changes in the optically induced charge transfer process, respectively, and G
00

 +  

is the total energy needed to optically induce the charge transfer. While v cannot be calculated in a 

simple manner, o can be estimated within the dielectric continuum model by equation 2.
31,44,45
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The radii of the electron donor and electron acceptor redox centres r are assumed to be spherical. The 

distance between these redox centres is represented by d. The solvent continuum is described by its 

refractive index n, permittivity D and the dielectric constant 0. In the adiabatic case, the free energy of 

activation G
#
 is reduced in comparison to the diabatic limit. This is a result of the FES splitting in the 

TS region and due to resonance delocalisation of the adiabatic ground state. If a degenerate charge 

transfer is considered (G
00

 = 0), G
#
 can be calculated by equation 3.

31
 

λ

V
V

λ
G

2
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4
Δ            (3) 

Motion on the FESs can be considered as both intramolecular and solvent fluctuations which alter the 

free energy of the electron donor-acceptor system. However, the overall free energy remains 

unchanged due to energy exchange with the bath. Although the system resides predominantly near the 

minimum of the reactant FES, the mentioned fluctuations can push the system across the activation 

barrier to the intersection point of the diabatic reactant and product FESs. In this TS region the charge 

transfer process may occur with a given probability, so the system changes from the diabatic reactant 

to the diabatic product FESs or crosses the peak in the adiabatic lower FES. Afterwards, the system 

relaxes to the minimum of the product FES by dispensing free energy to the bath. The rate constant of 

charge transfer k is therefore governed by the barrier height given by G
#
, the probability to change 

the state P when the system is in the TS region, and the motion on the FESs. The probability P can be 

rationalised by the time the system needs to cross the TS region, compared to the time the system 

needs to change from the reactant to the product state. In the diabatic regime, the change of states is 

slow regarding the motion through the TS region. Accordingly, the system remains most of the time 

on the reactant FESs when crossing the TS region. Thus, the probability for the transition from the 

reactant to the product state P is low. On that account, the overall charge transfer is limited by P, 

which in turn is proportional to the square of the electronic coupling element V
2
. In the diabatic limit 

hcV < kT, the rate constant of charge transfer kna (na = non-adiabatic) can thus be described by the 

Arrhenius-type equation 4 formulated by Marcus,
46-49
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

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where kb is the Boltzmann constant, c the speed of light in vacuum, h the Plank constant and T the 

temperature. In contrast, if the system remains long enough in the TS region so that a transition of 

states certainly occurs when the TS region is reached, the rate constant depends no more on P. The 

system will leave the TS region always on the product FESs for energetic reasons marking this 

reaction adiabatic. In this case the rate constant is limited by the motion on the FESs escaping the TS 

region.
50

 This time dependent relaxation process is presumably governed mainly by the longitudinal 

dielectric relaxation time of the solvent 1, characterising its response to an added charge.
44

 In this 

limiting case the charge transfer is thus a solvent-controlled, adiabatic process. By measuring time 

dependent spectral shifts (TDSS) of the absorption or fluorescence of specific probe molecules, 1 can 

be obtained experimentally.
51

 Values for 1 range from 250 fs to 50 ps.
44

 As non-exponential decays 

can in general be observed in these TDSS experiments, it is often not obvious which component of the 

decays can be attributed to 1. Furthermore, it is under discussion if very fast inertial motion of the 

solvents (I < 300 fs) is constituting to the relaxation.
44

 Nevertheless, the respective rate constant ksc-ad 

is given by equation 5, which shows that 1/1 represents the upper limit to charge transfer. 
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In several cases (e.g. in intramolecular systems with a twisted charge transfer state), charge transfer 

rates faster than the upper limit 1/1 were observed.
44

 It may be assumed that in these cases charge 

transfer is coupled to very fast solvent relaxation processes, which could not be measured.
44

 

To describe the charge transfer rate constant k in the intermediate situation the limiting cases of 

diabatic and solvent controlled adiabatic charge transfer (equation 4 and equation 5) are interpolated to 

equation 6. 

na
1

1
k

κ
k


  with 

1

228
τ

λ

cVπ
κ          (6) 

When the electronic coupling V is strong and/or the solvent relaxation time 1 long, the adiabacity 

parameter  can be much larger than unity,  >> 1, so that equation 6 simplifies to equation 5, which 

is independent on V. In the opposite situation, if  << 1, the diabatic equation 4 is obtained. 

3.1.2. Jortner Theory 

If high energy intramolecular vibrations can be excited, the intramolecular degrees of freedom can be 

treated quantumchemically, as shown by Bixon and Jortner.
52

 This is possible, because large amounts 
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of energy can be released to the surrounding environment (bath) by the high energy vibrations. This 

theory is restricted to the diabatic case with hcV < kT. In general, it is sufficient to treat the 

intramolecular high energy vibrations by a single averaged molecular vibration mode v
~ν . Within the 

framework of the Marcus theory both the inner and outer reorganisation energies are treated classical. 

On that account, they are described by the position and momentum on the FESs. Bixon and Jortner 

kept this description for the low energy solvent vibrations, but they treated the intramolecular degrees 

of freedom as discrete vibronic quantum states. If v
~νc  >> kT is valid, only the vibronic ground state 

of the reactant state is populated. The overall charge transfer rate k is now calculated by the sum of all 

the charge transfer rates from the reactant vibronic ground state to the j-th product vibronic state. 

Hence, the electronic coupling element V has to be extended by the vibronic overlap matrix element 

0|j, which can be considered as a Frank-Condon factor for the transition between the vibronic states. 

The square of the matrix element 0|j can be represented by a Poisson distribution incorporating the 

Huang-Rhys factor S. As a result the diabatic charge transfer rate kna can be calculated according to 

Bixon and Jortner by equation 7. 

 
















 


0 o

200

ov22

o

22

4

Δ~
exp|0

4

1
4

j bb

na
Tkλ

Gλνjhc
jV

Tkλhcπ
hcπk    (7) 

with 
!

e
|0 2

j

S
j

jS

 and 
v

v

~ν

λ
S           

If equation 7 is substituted into equation 6 the rate constant for the intermediate case is obtained 

(equation 8).
52
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Due to the quantumchemical treatment of the intramolecular motion, the theory of Bixon and Jortner 

is able to account for nuclear tunneling effects. In general, the activation barrier height is dependent on 

the mutual position of the reactant and product FESs. This effect is important in the so called Marcus 

inverted region, where the activation barrier rises with increasing G
00

. In this region the reactant state 

can intersect with higher vibronic states of the product FESs much nearer to the reactant FES 

minimum so that the effective activation barrier is decreased (see Figure 4). Thus, the Bixon-Jortner 

theory leads to higher charge transfer rates in the Marcus inverted region. 
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Figure 4 Diabatic reactant and product FESs (line) in the Marcus inverted region. The nuclear 

tunneling occurs from the vibronic ground state of the reactant FES to high energy vibrational levels 

(dashed) of the product FES with energies v
~νj . 

In case the energy of the averaged high energy vibration is in the range or lower than kbT, it has to be 

assumed that the reactant state may be vibrational excited. It follows that a charge transfer from a 

manifold of reactant states to a manifold of product states has to be considered. Similar to the 

description above, the charge transfer is now calculated by the sum of all charge transfer rates from the 

i-th reactant vibronic state to the j-th product vibronic state. The associated equations for this charge 

transfer consideration are much more complex and can be found elsewhere.
52

 By using these 

equations, nuclear tunneling effects in the Marcus normal region (the activation barrier decreases with 

increasing G
00

) can be explained (see Figure 5). 

 

Figure 5 Diabatic reactant and product FESs in the Marcus normal region. The nuclear 

tunneling occurs from high energy vibrational levels (dashed) of the reactant FES to lower energy 

vibrational levels (dashed) of the product FES. 
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In the high temperature limit, v
~νc  << kT, the influence of the quantumchemical treated high energy 

vibrations on the charge transfer rate is negligible and thus equation 7 can be reduced to the fully 

classical treatment described by the Marcus theory (equation 4). 

To this point it was demonstrated that the thermal charge transfer rates can be calculated by using the 

parameters V, G
00

, v
~ν , v and o. In the following, possibilities to determine these quantities 

experimentally, with optical methods, will be shown. This can be done in case the absorption spectrum 

of the investigated electron donor-acceptor compound shows a band featuring the optical induced 

charge transfer. With this optical excitation information about the FESs of the product and reactant 

states is gained, so that the back-charge transfer rates can be calculated using equation 6 or 8. Thereby, 

it is assumed that the excited state undergoes no geometric reorientations before relaxing to the ground 

state. If the system can be treated diabatically, with hcV < kT, and if v
~νc  >> kT so only the vibronic 

ground state is populated, the charge transfer absorption band can be analysed using equation 9 

formulated by Jortner,
53,54

 

 



















 





0 o

200

ov

o

2
22

0

2

4

Δ~~
exp

!4

1

9

)2(

10ln3

2000
~

j b

jS

b

ab
Tkλ

Gνλνjhc

j

Se

Tkλhcπ
μ

n

n

ε

πN

ν

ε
 (9) 

with  being the exctinction coefficient of the charge transfer absorption band at an absorption energy 

of ν~ , ab the adiabatic transition moment between the ground and the charge transfer states and 0 the 

dielectric constant. With this equation the optically induced charge transfer is described as solvent 

broadened transitions from the ground state to Frank-Condon weighted vibronic states of the charge 

transfer state. The vibronic states differ in energy by v
~ν . The solvent broadening is represented by a 

Gaussian and the Frank-Condon factor 0|j
2
 by a Poisson distribution. Thereby, the Huang-Rhys 

factor S plays a critical role because it dictates the shape of the Poisson distribution. If S is small the 

charge transfer absorption band is asymmetric. In case S is large, the Poisson distribution approaches a 

Gaussian distribution rendering the charge transfer band to be symmetric. Due to ambiguous 

dependency of the fit parameters, a symmetric charge transfer band cannot be fitted with equation 9. If 

the Jortner theory is performed successfully, values for G
00

, v
~ν  v and o are obtained. The 

advantage of this approach is that v and o can be determined separately and that this theory is 

likewise applicable to fluorescence spectra. However, the electronic coupling element V is not directly 

obtained.  
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3.1.3. Mulliken-Hush theory 

In contrast to the Jortner theory, Mulliken and Hush derived equations to analyse charge transfer 

absorption bands in the adiabatic limit, hcV > kT.
47,55-57

 As a result, the transition from the Boltzmann 

weighted vibrational levels of the low-energy minimum of the lower adiabatic FES to the vibrational 

manifold of the upper FES is described (see Figure 3). The subsequent relaxation process leads from 

the upper adiabatic FES to the high-energy minimum of the lower adiabatic FES, describing the 

completion of the charge transfer. Due to the assumption of a Boltzmann distribution the high 

temperature limit, v
~νc  << kT, has to be fulfilled. For this reason, the Mulliken-Hush theory can be 

applied to Gaussian shaped charge transfer absorption bands. It should be noted that charge transfer 

absorption bands may have an asymmetric shape although the high temperature limit is complied. A 

cut-off at the low energy side can be observed when the limiting transition energy of 2V is reached. 

To construct adiabatic FESs, the wave functions of the upper and lower adiabatic states a and b are 

generated by linear combination of the wavefunctions 1 and 2 of the diabatic reactant and product 

states, respectively (equation 10),  

2211 ΨcΨcΨ a   and 2211 ΨcΨcΨ b         (10) 

with c1 and c2 being mixing coefficients. To calculate the energies Ea and Eb of the adiabatic states 

describing the shape of the upper and lower adiabatic FESs, respectively, the secular determinant 

shown in equation 11 has to be solved.  

0
2212

1211






EVV

VEV
          (11) 

V11 and V22 are the energies of the diabatic zeroth-order reactant and product states and V12 is the 

coupling element. Furthermore, the adiabatic transition moment of the optically induced charge 

transfer ab can be represented by equation 12, 

biaab ΨrΨeμ           (12) 

with ri being the vector distance of the i-th electron to the chosen origin. Combining equations 10 – 12, 

the coupling element V12 can be related to ab, the energy difference Ea – Eb between the two adiabatic 

FESs at the minimum of the reactant state, given by the energy of the absorption band maximum max
~ν , 

and the difference in the dipole moments of the diabatic reactant and product states 12 (equation 13). 
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consequently, the coupling element V12 can be calculated by this adiabatic theory. The transition 

moment ab can be obtained by integration of the reduced charge transfer absorption band described 

by equation 14, which is corrected for the refractive index n of the solvent. However, 12 cannot be 

determined by experiment. It has to be calculated by the adiabatic dipole moment difference ab 

using equation 15, which in turn is not easily accessible. ab can be approximated by e  r, with r 

being the distance the participating electron has to cover during the charge transfer process. 

Nevertheless, it has been shown that in general r is overestimated. Furthermore, ab can be obtained 

by quantumchemical calculations or by electro-optical absorption measurements, both methods 

inheriting considerable inaccuracies. To conclude, the electronic coupling element V cannot precisely 

be determined by the Mulliken-Hush analysis, although a rough estimate is obtained.  

3.1.4. Bridge effects 

It may be important to consider the bridge connecting the electron rich and electron poor redox centres 

to describe the intramolecular charge transfer correctly. This is particularly necessary when a second 

charge transfer band is observed in the absorption spectrum of the electron donor-acceptor compound, 

which can be attributed to an optically induced charge transfer to the bridge. To do so a third FES is 

introduced, describing the charge localisation at the bridge, which is in general higher in energy 

compared to the reactant and product states. The FESs of the three states are then positioned as shown 

in Figure 6. 
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Figure 6 Diabatic (dashed line) and adiabatic (solid line) free energy surfaces (FESs) of a three 

state system consisting of reactant, bridge and product states (from left to right).  

Although the bridge state can influence the activation barrier G
#

 of the thermally induced charge 

transfer between reactant and product states,
33

 the bridge state itself is not populated during the 

thermal process. To describe this system, the total Hamiltonian has to be extended for the bridge state 

(see equation 16) 

332313

232212

131211

VVV

VVV

VVV

H            (16) 

with V11, V22 and V33 being the energies of the diabatic zeroth-order reactant, product and bridge states, 

respectively, and V12, V13 and V23 the associated coupling elements. To calculate these energies the 

Generalised Mulliken-Hush (GMH) theory can be utilised, which is able to treat more than two 

states.
31,33,58,59

 The approach is similar to that described for the Mulliken-Hush analysis. Basically, the 

adiabatic transition dipole moments between the three states, the adiabatic and diabatic dipole 

moments of the three states and the transition energies CT
~ν  and 

bridge
~ν  (see Figure 6) between the 

reactant and product and reactant and bridge states, respectively, are used to calculate V12, V13 and V23. 

The mathematical treatment can be found elsewhere.
33,58,59

 As the experimental determination of all 

relevant quantities is almost impossible, the GMH analysis is performed with a mixture of 

experimental and quantumchemically calculated quantities.
33,60
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In addition, the bridge state actually can render the charge transfer possible, in case the coupling 

element between the reactant and product states V12 is negligible. Two mechanisms are discussed in 

this regard.
61

 First, the charge may be transferred without populating the bridge state. This single-step 

nuclear tunneling is called “superexchange” mechanism and is observed when the bridge state is 

considerably higher in energy than the reactant state. In other words, the free energy difference 

between reactant and bridge states is distinctly positive, G13 >> 0 (see Figure 7). 

 

Figure 7 Vibronic level structure of the electronic three state system consisting of reactant, 

bridge and product states (from left to right). In the case the free energy difference G13 >> 0, the 

“superexchange” mechanism (a) is dominant, whereas the charge transfer can be described by a 

sequential/hopping (b) scheme when G13 < 0. 

Second, the sequential/hopping mechanism is observed when G13 < 0, which implies that the charge 

is consecutively transferred to the bridge state, a genuine chemical intermediate, and afterwards to the 

product state. In this case, the bridge state is found to be populated even when the charge transfer from 

the bridge to the product state is faster than the vibrational relaxation within the bridge state.  

Assuming V13 and V23 are small compared to G13, the superexchange can basically be treated as a 

diabatic two state system. This means that the bridge state induces an electronic coupling between 

reactant and product states, but is otherwise not considered in constructing the adiabatic FESs. The 

induced electronic coupling is dependent on the electronic coupling elements between the bridge and 

the reactant/product states V13/V23 and on the free energy difference between the intersection point of 

the diabatic reactant and product FESs and the minimum of the diabatic bridge FES Geff (Figure 

6).
56,62,63
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VV
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The coupling element V12, calculated by equation 17, can then be substituted into equations 4 or 7 to 

obtain the rate constant for the “superexchange” charge transfer. 
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The theoretical description of the sequential/hopping mechanism is split into the transition from a 

“doorway” vibrational state of the reactant FES to a quasicontinuum of vibrational states of the bridge 

FES and subsequently from that quasicontinuum of vibrational states of the bridge FES to the 

quasicontinuum of vibrational states of the product FES.
61

 The first step, the reactant to bridge charge 

transfer, can be treated in a straightforward manner using equation 4 or 7 with the coupling element 

V13, the free energy difference G13, and the respective reorganisation energies.
61,63

 The theoretical 

description of the second step, the transition from the bridge state to the product state, is much more 

demanding and can be found elsewhere.
61,64

 This is for two reasons: first, this transition originates 

from a high energy quasicontinuum of vibrational states in contrast to a single “doorway” state. 

Second, relaxation/dephasing processes within the bridge state may be of importance. It has to be 

pointed out that the sequential charge transfer from reactant to product state is only observed when the 

reverse processes, the charge transfer from bridge to reactant and from product to bridge state, are not 

dominating. Hence, the free energy differences of the three states should follow the relation 

G12 ≤ G13 ≤ 0. 

3.2. Energy transfer 

Energy transfer between two chromophores can be classified into three categories. To do so two 

processes are compared, (i) the motion of the excitation energy between the two chromophores and  

(ii) vibrational relaxation at the chromophore centres.
65

 The former can be quantified by the energy 

transfer coupling element VEN of the chromophores, whereas the latter can be approximated by the 

homogeneous line width  of the chromophore absorption band, which itself is a function of the 

reorganisation energy o.
66-68

 An upper limit for  can be obtained by equation 18. 



 Tk
Γ

bo4
           (18) 

If the energy motion is much faster than vibrational relaxation (VEN >> ), the excitation energy 

oscillates coherently between the two chromophores. Therefore, the excitation energy is delocalised 

over the bichromophoric system, which is the strong coupling limit (first category). The reversed case, 

that the vibrational relaxation is faster than the motion of the excitation energy (VEN << ), describes 

the weak coupling limit (second category). That is, the relaxed excited state is trapped at one 

chromophore and the excitation energy may hop irreversibly to the other chromophore centre. In the 

intermediate region (third category), both concepts are combined so that a coherent, oscillatory 

behavior is partly observed but quickly dies off due to the vibrational relaxation. In the following, 

theoretical models for the weak and the strong coupling limit will be reviewed. The intermediate case 

is much more complex and can be described by quantumchemical calculations.
68
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3.2.1. Weak coupling limit 

Energy transfer between a donor and an acceptor centre can be rationalised in the weak interaction 

limit as a transition between two states (see Figure 8).  

 

Figure 8 Schematic presentation of the two pathways of energy transfer between the initial 

D* + A and final D + A* states. The energy can be transferred by 1) Coulomb interactions or 2) by 

electron exchange. 

The initial state depicts the situation that the donor centre is electronically excited (marked with an 

asterix) whereas the acceptor centre is in the ground state and the final state characterises the reversed 

situation. The transition can then take place either by Coulomb interactions or by exchanging 

electrons. In both cases two electrons are involved so that the initial state can be described by the two-

electron antisymmetric wave function i (equation 19)
69

 

 )1(Ψ)2(Ψ)2(Ψ)1(Ψ
2

1
Ψ AD*AD*i         (19) 

and the final state by the wave function f (equation 20) 

 )1(Ψ)2(Ψ)2(Ψ)1(Ψ
2

1
Ψ *AD*ADf         (20) 

where  is the total wave function. If the Born-Oppenheimer approximation is met,  can be devided 

into an electronic  and a vibrational  part (equation 21): 

φχΨ             (21) 

In the weak interaction limit the energy transfer can be regarded as a perturbation. Hence, the total 

Hamiltonian H can be divided into a zeroth-order part H0 and the perturbation part V given by equation 

22, 

12

2

r

e
V             (22) 
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with the distance between the electrons r12. The coupling element VEN, which induces the energy 

transfer, can then be obtained (equation 23) by uniting equation 19, 20 and 22. 

)1(Ψ)2(Ψ)2(Ψ)1(Ψ)2(Ψ)1(Ψ)2(Ψ)1(ΨΨΨ *AD

12

2

A*D*AD

12

2

A*DfiEN
r

e

r

e
VV   (23) 

The first term on the right side describes the Coulomb interaction. That is the excited donor centre 

relaxes to the ground state and simultaneously the acceptor centre gets excited (Figure 8). One can 

imagine that in this case the energy is transferred by a virtual photon. Although an actual photon is not 

emitted or absorbed, this mechanism is nevertheless only relevant when these transitions are spin-

allowed. The second term on the right side describes the energy transfer as a concerted two electron 

exchange process (Figure 8). Accordingly, the orbitals of the donor and acceptor centres need to 

overlap, so that the two electrons can be transported between the chromophores. It follows that this 

mechanism is only relevant at short interchromophore distances. The overall coupling element VEN is 

therefore divided into a Coulomb part 
Coul

ENV  and an exchange part 
exch

ENV (equation 24). 

exch

EN

Coul

ENEN VVV            (24) 

 

3.2.1.1 Coulomb interactions 

Long-range intermolecular energy transfer (10 nm > r > 1 nm) is predominantly induced by the 

Coulomb coupling as the electron exchange term can be neglected due to the lack of orbital overlap.
65

 

For this case Förster derived an expression for the energy transfer rate constant.
69,70

 Therefore, the 

Coulomb integral (first term on the right side in equation 23) is approximated by the dipole-dipole 

term of the multipole expansion (equation 25), 

 κ
r

μμ
VVEN 3

ADCoul

EN           (25) 

with 
D*D*DDD χχφreφμD


 , 

*AA*AAA χχφreφμA


   

and ADDADAADADA coscos3cos))((3)(   eeeeeeD  

where D and A are the transition dipole moments for the for the D* -> D and A->A* transitions, 

respectively, r is the distance between the D and A centres and  is an orientation factor. The latter is 

defined by the unit vectors eD, eA and eDA of D, A and r, respectively, and can be expressed 

furthermore by the angles D, A and DA between the unit vectors (see Figure 9).
71
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Figure 9 Directions of the unit vectors eD, eA and eDA and the angles D, A and DA used to 

calculate . 

The orientation vector  can have absolute values between 0 and 2. The minimum value of zero is 

obtained for the orthogonal orientation of the donor and acceptor transition moments (D = 90°, 

A = 90°and DA = 90°). Consequently, the Coulomb interaction vanishes in this case. A parallel 

orientation of the transition moments (D = 90°, A = 90°and DA = 0°) leads to the maximal value of 

2. With a random orientation of the transition moments  can be assigned to a value of 3/2 . 

The rate constant for energy transfer can be obtained by applying the Fermis Golden Rule expression 

(equation 26), 

  
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
        (26) 

with Pi being a Boltzman distribution representing all thermally available, initial states. The last term 

in equation 26 is a Dirac delta function of the initial and final energies Ei and Ef considering the 

conservation of energy during the energy transfer process. If equation 25 is inserted into equation 26 

and the transition dipole moments D and A in equation 25 are expressed in terms of 

spectroscopically measurable quantities (equation 27a and 27b), then the formula for the rate constant 

of energy transfer according to Förster is obtained (equation 28), 
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where D and D are the quantum yield and lifetime of the separated donor centre, respectively. The 

integral in equation 28 includes the area normalised fluorescence intensity of the donor )~(, νI Dfl  and 

the extinction coefficient of the acceptor )~(νε  and is called overlap integral J. With the exception of r 

and D, the constants and variables can be combined to the Förster critical transfer radius R0 (equation 

29). 
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The critical transfer radius defines the distance between donor and acceptor at which the fluorescence 

rate constant of the donor equals the energy transfer rate constant. From equation 28 it follows that the 

energy transfer induced by Coulomb interaction is significantly fast when the involved transitions are 

spin-allowed, overlap spectrally and their transition moment directions are oriented non-orthogonal. 

Furthermore, the rate constant decreases with the distance separating the donor and acceptor centres to 

the power of 6. 

It has to be pointed out that the expression for the rate constant of energy transfer according to Förster 

is strictly valid only for donor acceptor distances greater than the chromophore sizes. Despite the fact 

that with very small interchromophore distances the electron exchange interaction gains in importance 

and can no more be excluded, the dipole-dipole approximation no longer holds true.
4,72

 That is because 

the donor and acceptor see each other no more as transition dipoles but in the shape of transition 

densities. In other words, the molecular charge distribution has an effect on the Coulomb interactions. 

These transition densities can be calculated quantumchemically.
65,73,74

 When lifting the dipole-dipole 

approximation and utilising instead transition densities, Coulomb interactions could be even verified 

between dark states of closely neighboured chromophores.
75

 Furthermore, the influence of the solvent 

on the energy transfer is insufficiently described by Förster at very small interchromophore distances. 

Basically, the solvent surrounding the donor and acceptor centres screen the energy transfer 

interaction, which is accounted for by the fixed factor 1/n
4
 in equation 28. However, at small distances 

between donor and acceptor, when they share a common solvent cavity, the screening decreases and 

ultimatively vanishes.
76
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It has been shown that energy transfer can occur in the same time domain as relaxation processes in 

the excited state of the donor chromophore (< 50 ps).
67,71

 These relaxation processes are for example 

solvation dynamics or intramolecular vibrational redistributions. During the relaxation processes, 

changes in the fluorescence energy have been observed in proteins
71

 and compounds with charge 

transfer states.
67,77

 This leads to time dependent spectral overlap integrals J(t) between the 

fluorescence of the relaxing donor and the absorption of the acceptor and thus to time dependent, non-

equilibrium energy transfer rate constants (see Figure 10). By performing ultrafast fluorescence 

measurements the time dependency of the spectral overlap can be determined experimentally.
67,71

 The 

donor fluorescence directly after excitation can be estimated by the fluorescence of the donor in an 

apolar solvent, when charge transfer states are involved.
67

 

 

Figure 10 Schematic model (left side) of non-equilibrium energy transfer from unrelaxed (at 

time t = 0 and t = 1) and relaxed (t = 2) D*-A state to the vibronic level structure of the D-A* state. On 

the right side the spectral overlap (coloured area) of the time dependent fluorescence of the D*-A state 

and the steady-state absorption of the D-A* state is illustrated. 

Besides the spectral overlap the mentioned relaxation may furthermore induce time dependent changes 

in the interchromophore distance
71

 and the direction
71,78

 and magnitude
77,79

 of the fluorescence 

transition moment of D*-A may be altered, too. These processes are difficult to monitor 

experimentally and hence the expression for the energy transfer according to Förster seems to be 

incapable of describing these ultrafast phenomena.  

3.2.1.2 Electron exchange interactions 

If energy transfer is considered between triplet states, the Coulomb interaction is negligible due to the 

spin forbidden electronic transitions. In this case the coupling element VEN in equation 24 reduces to 

the electron exchange part 
exch

ENV  (equation 30). 
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Dexter understood equation 30 as electrostatic interaction between two charge clouds, where the 

electron densities of the involved wave functions decrease exponentially with the distance to their 

centres.
80

 He derived under the assumption of hydrogen like orbitals and on the basis of Fermis 

Golden Rule expression (equation 26) a formula for the energy transfer rate constant via electron 

exchange 
exch

ENk  (equation 31),
80
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where L is the average van der Waals radius of the D*-A and D-A* molecular orbitals and J  the 

spectral overlap of the normalised donor fluorescence and acceptor absorption. In contrast to the 

Förster equation, in the Dexter expression a parameter K is present, which cannot be determined by 

spectroscopic measurements. Combined with the difficulties to determine 
exch

ENV  directly, the 

expression of Dexter (equation 31) is useless to determine the contribution of the exchange mechanism 

to the overall energy transfer rate.
69

 It should however be noted that the rate constant for energy 

transfer via electron exchange interaction decreases exponentially with the interchromophore distance. 

This rate behavior confirms that the electron exchange mechanism is present only at very short 

interchromophore distances.  

Furthermore, it has been remarked by May that besides the direct electron exchange coupling, 

described by Dexter, the superexchange mechanism as well as charge transfer states might 

considerably contribute to the through bond interactions (Figure 11).
1
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Figure 11 Schematic presentation of the energy transfer between the initial D* + A and final 

D + A* states by through bond interactions. The energy can be transferred by direct electron exchange 

or superexchange contributions or via the charge transfer states D
+
 + A

-
 (pathway I) and D

-
 + A

+
 

(pathway II). 

With the charge transfer states a sequential/hopping mechanism is described,
1
 where the transition 

between D*-A and D
+
-A

-
 (pathway I in Figure 11) has the appearance of a photoinduced electron 

transfer from the donor to the acceptor and the subsequent transition between D
+
-A

-
 and D-A* of a 

photoinduced hole transfer from the donor to the acceptor. The reversed situation can be noticed for 

pathway II in Figure 11. Within the “superexchange” mechanism the charge transfer states are 

considered as virtual intermediate states.
1,69

 

3.2.2. Strong coupling limit 

A strong Coulomb interaction between two chromophores (monomers) C1 and C2 leads to a situation 

where the excitation is no more localised at a single chromophore (monomer) but is delocalised over 

the complete system (dimer).
81,82

 One can regard this situation as a bound electron-hole pair which is 

also named exciton. In the following the two chromophores are assumed to be identical, as this 

situation is encountered in the molecules investigated in this thesis. Both the excited and the ground 

states are stabilised due to van der Waals interactions between the two monomers. Furthermore, the 

excited state energy levels are split into a lower and a higher exciton energy level because of the 

strong Coulomb coupling (electron exchange interactions are neglected). The splitting energy equals 

twice the coupling term Vex (Figure 12).  
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Figure 12 Ground and excited state energy diagram for the monomer and a molecular dimer 

depending on the angle  describing the mutual position of the two coplanar transition moments. The 

difference in the excited and ground state van der Waals stabilisation vdW is shown relative to a 

fixed ground state. The excitonic energy levels E1 and E2 are splitted by 2Vex in the case  has a value 

different from the magic angle 54.7°. The transition moment vectors are shown as black arrows. For 

the limiting cases of parallel ( = 90°) and in-line ( = 0°) transition moments, the excitation energies 

are illustrated as coloured arrows, which are dashed when the transition moments have a magnitude of 

zero.  

In these systems energy transfer is basically no more possible due to the intrinsic delocalisation of the 

excited states. The theoretically treatment of excitons is very similar to the description of adiabatic 

charge transfer (see charge transfer section). That is, the two excitonic states E1 and E2 are constructed 

by linear combination of the zeroth-order excited states C1*-C2 and C1-C2*, with the excitation 

localised at one chromophore. These zeroth-order states are coupled furthermore by a perturbation 

term V. The Coulomb coupling element for exciton interactions Vex can be approximated in the exact 

same way as shown for the Förster energy transfer, by the dipole-dipole term of the multipole 

expansion (equation 25).  
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It follows that the energy splitting of the exciton states 2Vex is dependent on the magnitude and mutual 

orientation of the absorption transition moments of the involved chromophores. The same relationship 

is applicable as well to the magnitude of the transition moments between the ground and the exciton 

states E1 and E2 and can be evaluated qualitatively by simple geometric considerations. Optical 
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transitions between two states can basically be regarded as induced oscillations of dipoles. If multiple 

transitions are simultaneously considered, as is done for transitions from/to exciton states, these 

oscillations can be in or out-of-phase which is illustrated by vector diagrams in Figure 12. The 

magnitude of the transition moment is proportional to the square root of the dipole oscillator strength 

(illustrated by the length of the vector). Moreover, the direction of the oscillations (vector orientation) 

and the respective transition moments coincide. Hence, the transition moments related to the E1 and E2 

states can be evaluated by vector superposition of the two monomer transition moments. In the 

following two limiting cases shall be reviewed (see Figure 12). If the transition moments of the two 

chromophores mμ


 are aligned parallel, the in-phase oscillation of the dipoles (the vectors point in the 

same direction) is electrostatically unfavourable so that the energy is increased marking this state to be 

E2. Moreover, the transition from the ground state to E2 is allowed with 
mE2 2μμ  . In contrast, the 

out-of-phase situation leads to the lower energy exciton state E1 with 0E1 μ . It follows that the 

absorption of this dimer is shifted to higher energies compared to that of the monomer and that the 

fluorescence from the lowest energy excited state is quenched. When the transition moments of the 

two chromophores are oriented in-line, the situation is reversed so that the absorption of the dimer is 

shifted to lower energies and the fluorescence transition moment is by the square of two greater than 

that of a monomer 
mE1 2μμ  .  

It should be pointed out that the exciton coupling theory can be expanded to account for any number 

of interacting chromophores. 

 

3.3. Ultrafast spectroscopy 

In this chapter first the measurement setups and then the functional principles for ultrafast transient 

absorption (TA) and fluorescence upconversion (FUC) will be discussed. Furthermore, adjustments of 

the measurement parameters to the characteristics of the monitored molecules will be presented. 

3.3.1. Measurement setups 

The energy transfer and charge transfer processes under investigation (see the scope of the work) all 

involve the excited states of the presented molecules. Hence, these phenomena can be tracked over 

time by monitoring the temporal evolution of the respective excited states. Two possibilities are 

presented in the following. Either the emitting (fluorescence) or the absorption characteristics 

(transient absorption) of the excited states can be recorded with time. As energy transfer and charge 

transfer processes can be very fast (<10 ps) the time dependent measurements have to have an even 

better time resolution. To monitor dynamics in the sub picosecond time regime the recording of data 

has to be translated from the time domain to the space domain. This is because the photoelectric effect 
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that is used in detectors to monitor light intensities in real time is limited to a time resolution in the 

picoseconds regime.
83

 To trace processes in the femtosecond time regime at least two ultrashort light 

pulses have to be correlated. The time resolution is indirectly obtained by the differing path lengths of 

the pulses. In the following the utilised setups are described to monitor ultrafast fluorescence and 

transient absorption. 

3.3.1.1 Fluorescence upconversion 

In the fluorescence upconversion measurement a pump pulse is used to excite the sample (see Figure 

13). 

 

Figure 13 Schematic diagram of upconversion. 

The emitted fluorescence is then overlapped with a gate pulse in an anisotropic medium to generate 

the sum frequency/upconverted signal. The path length of the gate pulse is thereby varied to obtain a 

time delay to the pump pulse. The monitored intensity of the sum frequency signal correlates to the 

fluorescence intensity at the respective delay time between the pump and gate pulses with a time 

resolution determined by the instrument response function (IRF). The IRF is dependent on the 

temporal pulse width of the pump and gate pulses and can be furthermore lengthened by dispersion in 

the sample volume and optics and by phase mismatch in the anisotropic crystal. However, the IRF is 

not dependent on the temporal response of the detector. The complete fluorescence decay can be 

reconstructed by monitoring the sum frequency signal at various delay times.  
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The actual fluorescence upconversion measurement setup used in this work is depicted in Figure 14. 

 

Figure 14 Layout of the fluorescence upconversion measurement setup. Lp-filter stands for long-

pass filter and ND filter for neutral density filter. 

This detection system called “Halcyone” was purchased from Ultrafast Systems. The source of the 

ultrashort pulses was an ultrafast amplified Ti:Sapphire laser (Solstice from Newport-Spectra-

Physics). The generated pulses have a central wavenumber of 12500 cm
-1

 (800 nm) and a length of 

100 fs with a repetition rate of 1 kHz. The laser output was split into the pump and probe beam. The 

wavelength of the pump pulse was subsequently set to 26700 cm
-1

 (375 nm) or 24700 cm
-1

 (405 nm) in 

an optical parametric amplifier (TOPAS from Light Conversion / Newport-Spectra-Physics) whereat 

the pulse length changed to 140 fs. With a neutral density filter (ND) the power of the pump pulse was 

reduced to ≤ 250 nJ. Thereafter the beam was focused (spot diameter at 1/e2 intensity ca. 100 m) 

onto the sample solution stirred in a 2 mm path length quartz cuvette. The molecules under 

investigation were dissolved in Uvasol solvents, the OD adjusted to 0.5-0.7 at the excitation 

wavelength and the solution purged with argon prior measurement. After exciting the sample volume 

the pump pulse was blocked by a colored glass 400 nm long-pass (lp) filter whereas the fluorescence 

(16700 cm
-1

 (600 nm)) was imaged onto a 0.5 mm BBO type 1 anisotropic crystal by two quartz lenses 

(f = 100 mm). The gate pulse was delayed for 0 – 3.3 ns in a delay line (in 20 fs steps between 0 and 

5 ps and in logarithmic steps at longer delay times), attenuated by a neutral density filter to ≤ 500 nJ 
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(12500 cm
-1

 (800 nm)) and then focused by a lens (f = 200 mm) onto the anisotropic crystal with a 

vector phase matching angle of ~11°. After passing through the crystal, the fluorescence and the gate 

beams were blocked by an iris whereas the sum frequency signal (29200 cm
-1

 (340 nm)) was focused 

onto the entrance slit of a double monochromator. The upconverted signal intensity was measured by a 

photomultiplier tube (PMT). A linear polarisation of the pump and gate beams was ensured by wire 

grid polarisers (Thorlabs). The polarisation direction of the pump beam was set parallel and 

perpendicular to that of the gate beam by a /2 wave-plate leading to the intensities III and I of the 

sum frequency signal, respectively. The IRF was measured by stray light or Raman signals of the pure 

solvents. Its fwhm was estimated to ~770 fs for PhCN.  

The obtained data were fitted globally by a self-written procedure based on MATLAB (see 

Appendix 3). During the fitting process the self-written procedure constructs a decay curve for III and 

I, compares it to the respective measured curve and changes its parameters if the match is 

insufficient. The basic equations to construct such curves are equation 55 and 56 (see 

polarisation/anisotropy section). However, these have to be extended to equation 32 due to the fact 

that the pure decays are convoluted by the instrument response function (IRF) of the measurement 

setup.
84,85
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The IRF was assumed to be Gaussian and r(t) and S(t) both to be a sum of exponential functions 

(equation 33).  
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Thereby  is the standard deviation and x0 the mean of the Gaussian distribution. The former can be 

related to the fwhm and the latter can be understood as the point of time with maximal pump pulse 

intensity. The i-th exponential function is described by the amplitude ai and the decay time constant i. 

The advantage of this treatment is that the convolution of a Gaussian and an exponential function has 

an analytical solution (equation 34) and can therefore be calculated easily. 
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If equations 32-34 are combined a trial function with any number of exponential decays can be 

obtained to reproduce the measured data.
85

 The data of III and I were fitted globally, which means that 

all decay time constants and amplitudes as well as the fwhm and the zero time delay of the IRF was 

assumed to be equal for both decay curves. This was done to reduce the impact of the signal-to-noise 

ratio and to minimise the impact of fluctuations introduced by the environment (e.g., temperature) 

during the sequential measurement of III and I. In addition, due to the /2 wave-plate the intensities of 

the pump pulse polarised parallel and perpendicular to the gate pulse differed slightly in intensity, 

which was accounted for in the fitting routine. This was possible as III and I should be equal in the 

absence of anisotropy according to equation 32. Thus, the two decay curves could be normalised at 

very long delay times (after 3 ns) when rotational depolarisation has already taken place. 

3.3.1.2 Transient absorption 

In the ultrafast transient absorption measurements the sample is excited by a pump pulse and the 

absorption characteristics of the sample is probed by a weak WLC pulse.
86

 As described for 

fluorescence upconversion the time dependency is introduced by the time delay between the two 

pulses. Due to the broadband probe pulse entire spectra are recorded for every WLC pulse with a 

spectral width depending on the WLC characteristics. The transient absorption is presented by 

absorbance difference spectra in OD. Thus, two absorption measurements are performed for every 

given time delay. The intensity of the WLC is monitored when passing through the sample which was 

in one case pumped and in the other case unpumped to obtain I()pumped and I()unpumped, respectively. 

This is achieved by blocking every other pump pulse by a chopper. The absorbance difference spectra 

are then calculated by equation 35. 
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The change in optical density OD is linear proportional to the number of molecules in the excited 

state and in the case of one-photon processes also linear proportional to the pump pulse intensity. 

The sensitivity of the measurement can be increased by monitoring the intensity of the WLC pulse in a 

reference channel for every laser shot. Hence, fluctuations in the WLC spectrum can be accounted for 

(equation 36). Accordingly, parts of the WLC pulse are separated before reaching the sample by a 

semitransparent mirror and guided directly to a detector to obtain I()ref. 
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There are three possible contributions to the transient absorption signal (Figure 15): 

 

Figure 15 Energy diagram of the processes observed in the transient absorption. 

1) When the pump pulse passes the sample volume, some molecules are excited to higher energy 

states and therewith the number of molecules in the ground state is decreased. Consequently, the probe 

pulse experiences a stronger ground state absorption in the unpumped case (I()pumped > I()unpumped), 

which leads to a negative signal in the spectral range of the ground state absorption. The signal 

intensity is linear proportional to the number of molecules which are not in the ground state. The 

possibility to monitor the dynamics of the ground state bleaching allows in some cases to indirectly 

investigate dark states. These are states that do not absorb or emit light. 

2) The probe pulse can trigger stimulated emission from the pumped sample. That is, a photon of the 

probe pulse induces an excited molecule to relax to the ground state by emitting a photon in coherence 

with the probing photon. Stimulated emission can only be observed when the transition between the 

excited state and the ground state is allowed. This process amplifies I()pumped so that a negative signal 

is monitored in the spectral range of the molecules fluorescence. The stimulated emission in transient 

absorption experiments however differs from the spontaneous emission in fluorescence experiments in 

band shape due to the difference in the Einstein coefficients.  

3) The molecules excited by the pump pulse can absorb a photon of the probe pulse if transitions to 

higher energy states are allowed. Due to this absorption process I()pumped is reduced and thus a 

positive signal can be observed. The band form of the excited state absorption can be used to 

characterise the excited state. For example, charge transfer states can be identified if the excited state 

absorption can be reproduced by the absorption spectra of the respective oxidised and reduced redox 

centres.  
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The observed transient absorption spectra are the sum of these three contributions so that the 

investigation of a specific process is, if at all possible, limited to a spectral region one contribution is 

dominating or the characteristics of the other contributions are known.  

Anisotropic transient absorption data is obtained by monitoring ODII(t), with the probe pulse 

polarised parallel to the pump pulse, and OD(t), with a perpendicular polarisation direction of the 

two pulses. The anisotropy is then calculated by equation 37. 
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However, the superposition of the ground state bleaching, stimulated emission and excited state 

absorption makes it nearly impossible to interpret the anisotropy values.
87,88

 This is because the 

weights of the contributions and the exact directions of the transition moments of all involved 

components are in general not known. Moreover, the law of addition (equation 59, see 

polarisation/anisotropy section) does not strictly hold true in the transient absorption as the signal can 

have both positive and negative OD(t) values. Hence, the total intensity of the transient absorption, 

ODII(t) + 2OD(t), can be zero when the involved contributions cancel each other out. It follows 

that the anisotropy can have infinitely high or low values when the denominator in equation 37 

approaches zero and is not defined in the case the denominator equals zero. 

Due to the spectral broadness of the probe pulse, group velocity dispersion is observed. As high 

energy light of the probe pulse travels slower through a medium (e.g. filters, the CaF2 plate and the 

sample) compared to low energy light, the probe pulse gets temporally broadened with high energy 

light in the rear part of the pulse and low energy light at the leading part. This phenomenon is called 

chirp. Hence, the pump pulse overlaps at different time delays with differing spectral regions of the 

probe pulse. The chirp of the probe pulse distorts therewith the transient absorption data by shifting 

the zero time delay with the energy of the probe pulse. This shift can be accounted for by a polynomial 

fit (see Figure 16). 
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Figure 16 Polynomial fit (line) of the probe pulse chirp (points) observed in DCM.  

When the probe and the pump pulse pass at the same time through the sample at zero time delay, 

cross-phase modulation can be observed (see the third order nonlinear effects section). The weaker 

probe pulse experiences the nonlinear refractive index changes generated by the high intensity pump 

pulse. It follows that the phase of the WLC is modulated and therewith its spectrum changed. This 

spectral change leads to an oscillatory patterned signal in the transient absorption spectra at zero time 

delay called coherent artifact (Figure 17).
86

  

 

Figure 17 Coherent artifacts experienced in DCM at probe energies of 12600 cm
-1

 (795 nm), 

16700 cm
-1

 (600 nm) and 18200 cm
-1

 (550 nm). The pump pulse had a central wavenumber of 

15200 cm
-1

 (660 nm) 

The observed positive and negative OD(t) values are due to two competing effects. On the one hand, 

light of the monitored wavenumber is converted to higher or lower energy light due to the cross phase 

modulation which leads to a decrease in I()pumped and consequently to positive OD(t) values. On the 

other hand, light of higher or lower energy is converted to the monitored wavenumber such that 

I()pumped increases and OD(t) has negative values. The energy conversion is moreover time 

dependent as the pump and the probe energies pass the sample with a different speed due to the 

differing energy. When the probe pulse experiences the trailing (leading) part of the pump pulse the 

energy of the probe light is converted to higher (lower) energies following the concepts discussed for 



 

 

 

Theory 33 

self-phase modulation (see third order nonlinear effects section). The coherent artifact can have the 

shape of the first derivative of a Gaussian function in the case the chirp in the probe light is negligible. 

This holds true for the probe wavenumber of 12600 cm
-1

 in Figure 17. If the probe spectrum is 

considerably chirped the coherent artifact can take the shape of the second derivative of a Gaussian 

function. This is observed at probe energies of 16700 cm
-1

 and 18200 cm
-1

 in Figure 17. However, the 

longer the sample volume and the higher the pump pulse intensity the more complex the coherent 

artifact signals can get.
89

 The intensity of the coherent artifact is dependent on the polarisation 

directions of the pump and gate beams,
90

 the intensity of the pump and probe pulses,
90

 the nonlinear 

refractive index n2 of the medium and the length of the sample cuvette.
89

 The coherent artifact can be 

used to estimate the chirp of the probe pulse and temporal width of the IRF. 

The ultrafast transient absorption measurement setup is depicted in Figure 18. 

 

Figure 18 Layout of the transient absorption measurement setup. ND filter stands for neutral 

density filter. 

In accordance to the fluorescence upconversion, the used pulses were generated in a “Solstice” 

Ti:Sapphire amplifier (Newport-Spectra-Physics) with a pulse length of 100 fs at 12500 cm
-1

 (800 nm) 

and a repetition rate of 1 kHz. The remaining part of the setup was a “Helios” transient spectrometer 

from Ultrafast Systems. One part of the amplifier output was used to seed an optical parametric 
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amplifier (Newport-Spectra-Physics, TOPAS) to obtain pump pulses with a pulse length of 140 fs at 

energies of 13800cm
-1

 (723 nm) and 15200 cm
-1

 (660 nm). The pump pulse intensity was adjusted to 

~800 nJ by a neutral density filter. The other part of the amplifier output was focused onto a moving 

calcium fluoride plate to generate the probe white light continuum between 23400 cm
-1

 (410 nm) and 

12100 cm
-1

 (830 nm) which was polarised horizontally. The generation of the WLC could be 

influenced by the adjusting the gate pulse intensity by a neutral density filter and by adjusting the 

focus with concave mirrors. Subsequently, the WLC passed two coloured glass filters (BG 38 (Schott) 

and SP775 (Edmund Optics)) to block the gate pulse. Part of the probe pulse was cut off by a 

semitransparent mirror before the sample and monitored in a reference channel. The polarisation axis 

of the pump pulse was adjusted by two wire grids directly in front of the sample. The first wire grid 

was used to rotate the polarisation axis by 45° and with the second wire grid the polarisation axis of 

the pump was regulated between parallel, perpendicular and magic angle relative to the probe 

polarisation axis. The pump pulses at the different polarisation adjustments had intensities of 

I = III = 200 nJ and Imagic angle = 390 nJ which were checked by a photo diode prior to the measurement. 

The pump and probe pulses overlapped in a 2 mm quartz cuvette equipped with a micro-stirrer with 

the pump pulse having at least a two times larger diameter than the probe pulse. Every second pump 

pulse was blocked by a mechanical chopper and the probe pulse was monitored (spectrograph with a 

CMOS sensor) after passing alternately the pumped and unpumped sample. From these two 

measurements absorbance difference spectra in OD were calculated. The time delay between pump 

and probe pulses were altered to a maximum of 40 ps with a motorised, computer-controlled linear 

stage. The samples were dissolved in spectroscopic grade DCM with concentrations of 110
-4

 - 210
-3

 

M and filtered prior measurement. To ensure sample stability, absorption spectra were recorded before 

and after the measurement. Furthermore, the probe spectral intensity maintained linearity when 

varying the pump pulse energy in the range of 50-400 nJ. Accordingly, simultaneous and sequential 

two-photon processes can be excluded in this energy range. 

The analysis of the isotropic time resolved spectra was performed by a global fit with GLOTARAN.
85

 

Thereby, the unbranched unidirectional model was used to model the instrument response function, 

the white light dispersion (chirp) and the coherent artifact at time zero. Evolution associated difference 

spectra (EADS) and their respective time constants were obtained by this procedure. The number of 

independent components and the goodness of the fits were estimated by singular value decomposition. 

The anisotropic data were analysed in a similar fashion described for the fluorescence upconversion by 

a self-written procedure based on MATLAB.
91

 The difference in optical density ODII(t), OD(t) and 

ODmag(t) were fitted globally at specific energies. The magic angle trace ODmag(t) was integrated 

into the fitting process to minimise measurement inaccuracies. These traces are related by equation 

38.
84
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The fit was only possible at energies with small interference of the coherent artefact which was then 

tried to be represented by exponential functions likewise. However, the temporal window of the 

coherent artifact (<400 fs) is not interpretable as this signal distorts the anisotropy.
90

 

3.3.2. Nonlinear optical processes 

Both TA and FUC are based on nonlinear optical processes that will be explained in the following. 

More specifically, the generation of a white light continuum in the TA measurements can be explained 

by the third order nonlinear effects of self focusing, self-phase modulation, self-steepening, four wave 

mixing and stimulated Raman scattering. The coherent artefact arises due to cross-phase modulation. 

Regarding FUC, the upconversion process is based on the second order nonlinear process of sum 

frequency generation. The description will refrain from a complete mathematical derivation but rather 

concentrate on the physical observations. For a more detailed overview about nonlinear optical 

processes the reader is referred to the following references.
92-96

 

The interaction of light with a non-conducting medium, a dielectric, is the basis of all the discussed 

phenomena. In doing so, electromagnetic waves excite oscillations of electrons in the medium which 

lead to a separation of charges and thus induce a dipole moment. In other words the medium gets 

polarised. This polarisation P depends linearly on the strength of the electric field vector E of the 

electromagnetic wave at low intensity of radiation, e.g. by conventional lamps. However, laser 

radiation is so intense that the polarisation is a complicated nonlinear function of E. This complex 

dependency can be physically described by a power (Taylor) series of E as shown in equation 39. 

...)( 3)3(2)2()1(  EχEχEχEP         (39) 

The constant (1)
 is the linear dielectric susceptibility and (2)

, (3)
 are the nonlinear dielectric 

susceptibilities of the second and third order, respectively. These constants are medium specific and 

describe the interaction strength between the radiation and the specific dielectric. In addition, the 

values of the constants decrease considerably with increasing order: (1)
 >> (2)

 >> (3)
. Consequently, 

nonlinear effects are observed only at high light intensities as mentioned above. Furthermore, in 

materials with a symmetry center (in isotropic crystals) (2)
 is zero, whereas (3)

 exists in all materials. 

The susceptibilities are mathematically treated as tensors. These are matrices that describe the overall 

conversion of E
n
 to the polarisation P dependent on the space coordinates x, y and z. For example, the 

tensor of (1)
 is a 3 x 3 matrix (equation 40) with the polarisation in x, y, and z direction Px, Py and Pz 
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(representing the rows) being constructed by interaction of the electronic field vectors Ex, Ey and Ez 

(representing the columns) with the medium dependent susceptibilities )1(

ijχ  (i,j=1-3). 

        (40) 

In case of an isotropic medium only the diagonal elements 
)1(

11χ , 
)1(

22χ  and )1(

33χ  are nonzero. For 

anisotropic media the susceptibilities deviate for the different space coordinates. The tensor of (2)
 is 

consequently a 3 x 3 x 3 matrix for the interaction of 1

,, zyxE  and 2

,, zyxE  to yield Px,y,z. 

The refractive index of the medium, describing the speed of light in vacuum compared to the speed of 

light in that medium, is likewise dependent on the strength of the electric field vector E of the 

electromagnetic wave. This is expressed physically, as shown for P, by a power series of E (equation 

41), 
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with no being the refractive index in the absence of the electric field used in conventional linear optics 

and n1 and n2 are higher coefficients of this series expansion of n(E). It follows that in a medium the 

speed of light is dependent on the intensity of the electromagnetic wave. This is an important aspect of 

nonlinear optics and will be discussed in more detail later. 

The refractive index can be related to the dielectric susceptibility by equation 42. 
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Consequently, the induced nonlinear polarisation can be described by the intensity dependent 

refraction index in that medium. 

3.3.2.1 Second order nonlinear effects 

As stated above, light can induce polarisation in a medium. Each component of this polarisation can be 

rationalised by characteristically oscillating dipoles which will in turn radiate and generate new 

electromagnetic waves depending on the induced polarisation. To describe this process, first off all the 

inducing electromagnetic wave and its electric field vector E have to be considered. In the case of a 

monochromatic plane wave the time dependency of E can be expressed as a cosine function (see 

equation 43), 
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)cos( nn twEE            (43) 

with the amplitude En and the frequency n of the n-th electromagnetic wave. Equation 43 can now be 

inserted into equation 39 to describe the overall induced polarisation. In the following only the result 

for the linear and second order nonlinear polarisation shall be discussed. In addition, two light rays 

with varying frequencies 1 and 2 shall simultaneously polarise the medium. By doing so and with 

the help of trigonometric transformations equation 44 is obtained. 

  (44) 

The first two terms of equation 44 are linear polarisation components with the frequencies 1 and 2 

of the inducing light beams. Accordingly, these polarisation components emit light of the same 

frequencies as the inducing electromagnetic waves. Second order nonlinear effects are expressed by 

the remaining terms. The third term describes an induced constant polarisation named “optical 

rectification” that will not be further discussed here. The last four terms are crucial for the following 

discussion. In these, the frequencies of the two electromagnetic waves 1 and 2 are altered. 

According to the fourth and fifth term, a nonlinear polarisation is induced and from this radiation is 

emitted that has twice the frequency of the inducing light rays 21 and 22. This process is called 

second harmonic generation (SHG). In addition, terms six and seven describe an oscillation of dipoles 

with the frequencies 1 + 2 and 1 - 2. Hence, these polarisation components are responsible for the 

radiation of electromagnetic waves with the sum and difference frequencies, respectively. The former 

is named sum frequency generation (SFG) and the latter difference frequency generation (DFG). It has 

therefore been shown that the frequency of high intensity electromagnetic waves can be changed by 

passing through media with nonlinear characteristics (see Figure 19).  

 

Figure 19 Frequency conversion of the incident beams with frequency 1 and 2 (1 > 2) by 

second order nonlinear processes in a transparent medium.  



 

 

 

Theory 38 

This is utilised in the FUC setup, where the sum frequency of the fluorescence and the laser output 

(800 nm) is generated in a nonlinear crystal. The energy of the fluorescence is so to say 

“upconverted”. In equation 44 the condition of energy preservation is already included, which says 

that the emitted light, with frequency 3, has to have the same energy as the light inducing the 

polarisation (equation 45). 

nn3 ωωω     with n=1,2       (45) 

This holds true for all the above mentioned nonlinear processes. In addition, to prevent destructive 

interactions of the involved electromagnetic waves their momentum has to be preserved. The physical 

meaning is illustrated in the following. In the case of SFG, two light waves induce simultaneously a 

nonlinear polarisation with the frequency 1 + 2. The polarisation then relaxes immediately by 

radiating. When the inducing light waves travel collinear along the nonlinear medium, polarisation is 

induced that seemingly moves with the same speed and in the same direction as these two light waves. 

To observe a constructive amplification of the nonlinear effect, the emitted sum frequency light wave 

has to move with the same speed and in the same direction as the polarisation that emits it. This is 

expressed by the mutual relationship of the wave vectors ki corresponding to the waves with 

frequencies i. For the collinear case of SFG described above, equation 46 can be formulated, 

213 kkk   or alternatively 221133 nωnωnω        (46) 

with ni being the refractive index at the frequency i. 

This is called scalar phase matching, when the electromagnetic waves are collinear, and vector phase 

matching in the case of non-collinearity. Both are illustrated in Figure 20. 

 

Figure 20 a) scalar and b) vector phase matching in the case of SFG. 

Equation 46 is hardly fulfilled in isotropic media as the refractive index is changing with the frequency 

of the light. This phenomenon is called dispersion and in general the higher the energy of the light the 

slower its propagation speed in a medium. Hence, to fulfill the phase matching condition a medium 

has to be chosen that counteracts the dispersion. This is realised in anisotropic crystals in which the 

refractive index of the trespassing light is as well dependent on its polarisation axis. A distinction is 

made between uniaxial and biaxial crystals. For the sake of simplicity only the former shall be 
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overviewed in the next section. Consistently, biaxial crystals are not used in the measurement setups 

discussed below. 

3.3.2.2 Uniaxial crystals 

Uniaxial crystals (e.g. potassium dihydrogen phosphate (KDP) or beta-barium borate (BBO) are 

birefringent (or birefractive) and posses one specific optical axis z. The wave vector k of the 

trespassing light and the axis z define the so called principal plane (red) (see Figure 21).  

 

Figure 21 Principal plane (red) of an anisotropic crystal and a) ordinary beam and  

b) extraordinary beam. In c) the polar coordinate system, described by  and  is depicted. The vector 

k is the wave vector, z the optic axis and k’ the projection of k onto the x,y-plane. 

The specification of this type of crystal is that electromagnetic waves that are polarised perpendicular 

to the principal plane, called ordinary or o-beams, experience a constant refractive index no. Whereas 

those polarised parallel to the principal plane, called extraordinary or e-beams, feature a refractive 

index n
e
() dependent on the angle  between k and z. The birefringence is quantified by the 

difference in the refractive index n between no and n
e
(). The extrema of the extraordinary refractive 

index are n
e
(0°) = no and n

e
(90°) = ne. The values no and ne are called the principal values of the 

refractive index. The crystal is positive uniaxial if no < ne and negative uniaxial if no > ne. The 

azimuthal angle , defined as the angle between the x axis and the projection of k on the x,y-plane, 

describes the three dimensional position of the principal plane in the crystal. The refractive index of a 

light wave is independent of . In summary, in a birefringent crystal the refractive index of an 

electromagnetic wave can be adjusted by its propagation direction and the polarisation axis. This can 
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be illustrated geometrically by plotting the refractive indices of the o-beam and e-beam as a function 

of  (Figure 22). 

 

Figure 22 Dependence of the refractive index of the ordinary and extraordinary beam on the 

propagation direction in a) negative and b) positive uniaxial crystals. 

In doing so the o-beam has the electric field vector E pointing normal to the plane of drawing. Its 

refractive index is independent of , in which case a circle with radius no is obtained. In contrast, E of 

the e-beam is located in the plane of drawing and as the refractive index is dependent on the angle 

between the wave vector k and the optical axis z an ellipse is obtained. Its maximum (for a positive 

crystal) or respectively minimum (for a negative crystal) values ne are observed at  = 90°. With the 

help of these diagrams it is therefore possible to determine the refractive indices of the o- and e-beam 

at various values of .  

To obtain phase matching for the SFG the two mixing and the resulting upconverted signals have 

consequently to be polarised differently. There are several possibilities to do so in uniaxial crystals 

which are shown in Table 1. To explain the notation, the phase matching condition as given in 

equation 47 is named “ooe” phase matching, the first letter describing the polarisation direction of the 

wave with the lowest frequency and the third letter that of the wave with the highest frequency.  

)Θ(3o2o1

ekkk    with 321 ωωω         (47) 

In this situation the mixing light rays are o-beams polarised normal to the principal plane. In contrast, 

the upconverted signal is an e-beam polarised parallel to the principal plane with its refractive index 

depending on . The different possibilities are categorised by type I and II depending on the 

polarisation of the mixing light rays and by (+) and (-) if the phase match conditions hold true for 

positive or negative uniaxial crystals. 
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Table 1. Phase matching conditions of type I and II for positive (+) and negative (-) uniaxial crystals. 

crystal type type I type II 

positive uniaxial eeo oeo, eoo 

negative uniaxial ooe oee, eoe 

 

These phase matching conditions deviate in the efficiency of the nonlinear process at various light 

frequencies and in  which is both discussed below. It is possible to determine the angle  for these 

phase matching conditions mathematically
92

 or geometrically. This is shown for scalar and vector 

“ooe” / Type I
(-)

 phase matching in Figure 23. However, instead of the refractive indices as in Figure 

22 the wave factors (see equation 47) for all involved light waves are illustrated in dependence of 

angle  with both the ordinary and extraordinary polarisation. The interception of the respective 

circles and ellipses mark the wave factor with optimal phase matching.  

 

 

Figure 23 Scalar (red) and vector (green) phase matching of type I in a negative uniaxial crystal 

with phase matching angles s and v, respectively. The coordinates are given in wave vectors k. 

Hitherto, one effect of birefringence was disregarded in determining the phase matching. That is, the 

propagation direction of an extraordinary beam in an anisotropic crystal is generally not parallel to that 

of an ordinary beam although their wave vectors k are pointing in the same direction before 

immerging into the medium. The difference in direction is quantified by the so called “walk-off” angle 

(). It is an often demonstrated characteristic of birefringent crystals to divide a light ray into two 

parts (see Figure 24), the o- and the e-beam.  
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Figure 24 Birefringence in an anisotropic crystal. The quantity () is called the “walk-off” 

angle. 

These two light rays leave the medium after all with parallel propagation directions, however with a 

distance l. This distance as well as the “walk-off” angle are depending on the angle  which can 

therefore be determined experimentally by measuring l of an anisotropic crystal. The “walk-off” is 

strongest in the region of , where small changes of  lead to great changes in the refractive index 

n
e
(). The described effect can be explained by the induced linear polarisation. In the case of the 

ordinary beam, the refractive index is independent on the entrance angle. The medium can therefore be 

treated as isotropic so that the tensor of (1)
 describing the linear polarisation becomes diagonal. 

Accordingly, the polarisation has a vector parallel to the inducing light wave and the o-beam does not 

change the propagation direction in the medium. In contrast, the tensor of the linear susceptibility (1) 

for an e-beam has off-diagonal elements in this anisotropic environment. The result is that the induced 

polarisation vector and with that the emitted wave need not have the same direction as the inducing 

wave. In general, the e-beam is deflected so that n
e
() is decreasing and the speed of the light wave is 

increasing. The propagation directions of the e-beam can be geometrically determined by the normal 

to the tangent drawn at the intersection point of k with the n
e
() ellipse (see Figure 25).  
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Figure 25 “Walk-off” angle  between the ordinary and the extraordinary beam in a negative and 

a positive uniaxial crystal. 

The described “walk-off” effect complicates the phase-matching considerations discussed above. A 

more accurate description of phase matching goes however beyond the scope of this discussion. 

The quantity that describes the efficiency of an anisotropic crystal to induce second order-nonlinear 

effects is deff. It is derived from the susceptibility tensor (2)
 first by reducing the number of tensor 

elements needed due to symmetry considerations of the involved anisotropic crystals space group. The 

mathematically transformed tensor dil is obtained with i = 1, 2, 3 corresponding to x, y, z, respectively, 

and l = 1-6 to the “planes” XX, YY, ZZ, YZ, XZ, and XY, respectively. In the second step dil is 

adapted to the polarisation conditions of phase matching given above and by conversion to the polar 

coordinate system with angles  and  (see Figure 21), deff is yielded. See Table 2 for the deff 

expressions of two space groups I4 ̅2d and R3c of two widely used anisotropic materials, namely 

potassium dihydrogen phosphate (KDP) and beta-barium borate (BBO), respectively. 

Table 2. Expressions for deff in uniaxial anisotropic crystals with the listed point group and phase 

matching conditions. 

space group deff(ooe, oeo, eoo) deff(eeo, eoe, oee) 

I4 ̅2d (KDP) φθd 2sinsin36  φθd 2cos2sin36  

R3c (BBO) φθdθd 3sincossin 2231   φθd 3coscos 2

31
 

 

It can be seen that deff is dependent in all cases on up to two tensor elements dil, which can be 

determined experimentally and are listed in the literature.
92

 In addition, both angles  and  are 

relevant for the effective nonlinearity of the crystal. To minimise reflection and diffraction at the 

crystal surface the commercially available anisotropic crystals are manufactured in such a way that for 

the respective SFG process both angles  and  have optimum values when correctly polarised laser 

pulses advance into the crystal normal to the surface plane.  
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The overall conversion efficiency of the sum-frequency generation is given in equation 48. This 

equation is valid only in the plane-wave fixed-field approximation. This means that it holds true only 

if the effects of diffraction, anisotropy, dispersion, heat, linear and nonlinear absorption and group-

velocity mismatch to the SFG process are neglected.  
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   with 321Δ kkkk      (48) 

In the case of fluorescence upconversion the conversion efficiency is defined as the ratio of the pulse 

powers of the produced, upconverted light P3 to that of the fluorescence P1. It is dependent on the 

pulse power of the laser output P2, on the square of the effective linearity of the medium deff, the 

square of the crystal length L, the refractive indices of the involved pulses n1-3, the square of the 

wavelength of the upconverted signal 3 and the cross sectional area of the combined laser beams A. 

Furthermore, the second term in equation 48 describes the effect of phase mismatch. With this formula 

it is possible to estimate the performance of different crystals in the fluorescence upconversion as well 

as to identify medium independent quantities that can be used to adjust the conversion efficiency. 

Crystal dependent quantities are deff and n1-3 and can only be varied by exchanging the crystal. In 

contrast, the quantities P2 and A are dependent on the measurement setup and can be adjusted easily by 

controlling the power and focus of the laser pulses. It has to be kept in mind that by increasing the 

intensity of the pulses nonlinearities of higher order can be induced in the medium which can damage 

the crystal or corrupt the experiment. From equation 48 it follows furthermore that an increasing 

conversion efficiency is observed when increasing the crystal length. This is however misleading as 

with very short pulses the group velocity mismatch becomes relevant. This effect describes a temporal 

“walk-off” of pulses with different frequencies or polarisation directions in a transparent medium. To 

circumvent this group-velocity mismatch, the crystals have to be thinner the shorter the used pulses.  

3.3.2.3 Third order nonlinear effects 

In the following chapter nonlinear effects of the third-order shall be discussed, which are relevant for 

the ultrafast transient absorption measurement. In order to describe these phenomena a brief 

introduction to the characteristics of ultrafast light pulses is given. 

An ultrafast laser pulse can be described as a superposition of electromagnetic waves with a slightly 

different frequency (see Figure 26). These waves have a strict phase relation which means that at one 

point all waves are interacting constructively- are in phase- describing the centre of the intensity 

envelope of the pulse. The latter is assumed to be Gaussian. The more waves with different 

frequencies are present, the temporally shorter the pulse can be. There are two important velocities to 

be explained. The phase velocity vp is the speed of a single wave with frequency  along the 

propagation direction. The group velocity is the speed of the intensity envelope of the pulse.  
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Figure 26 Group velocity vg of the Gaussian intensity envelope of a modeled ultrafast light pulse 

and phase velocities vp of several light waves constituting the pulse. 

These two velocities are equal when the pulse travels through vacuum but in general deviate in a 

medium. The phase velocity vp of a single wave with frequency i depends on the refractive index in 

the medium following equation 49.  

Enωn

c
vp

2i0 )( 
           (49) 

In an isotropic medium the refractive index consists of a linear term n0(i), that is frequency 

dependent, and a third-order nonlinear term, that is intensity dependent n2E (see equation 41). Due to 

the linear term, waves with higher frequencies have a different propagation speed vp as those with 

lower frequencies, which is called dispersion. Consequently, the intensity envelope of the pulse 

broadens when traveling through a medium. Regarding the nonlinear term of the refractive index, two 

domains have to be considered: time and space.  
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Self-focusing (space domain) 

The spatial intensity distribution of the pulse normal to the propagation direction can be described by a 

Gaussian similarly to the temporal intensity distribution shown in Figure 26. The spatial impact of 

nonlinearity is shown in Figure 27. Thereby it is assumed that the waves respond instantaneously to 

changes of the refractive index. 

 

Figure 27 The intensity dependent phase velocity leads to self-focusing for n2 > 0 and to self-

defocusing for n2 < 0. In the former case vp is decreasing, in the latter case vp is increasing strongest in 

the pulse centre what causes the intensity envelope to contradict or disperse, respectively. In the case 

of self-focusing the theoretical beam collapse is shown in the absence of diffraction or other nonlinear 

effects. 

The wave front gets distorted because the phase velocity of the waves in the centre of the pulse 

deviates from that at the edges due to the difference in intensity. As a consequence, the propagation 

direction of the waves is altered. This can be compared to the effect of a positive or negative lens, 

depending on the sign of n2. In the former case, n2 > 0, the spatial pulse width is decreasing which is 

named self-focusing. For n2 < 0, self-defocusing is observed. There exists a threshold Esf for the light 

intensity below which self-focusing cannot be observed due to diffraction. Accordingly, only high 

intensity ultrafast light pulses experience self-focusing. The pulse should collapse theoretically in a 

single point (Figure 27) because this effect is cumulative. However, with increasing intensity more 

nonlinear effects, like stimulated Raman scattering or multi-photon absorption, can be observed which 

decrease the intensity of the pulse and thus counteract the self-focusing. These phenomena are 

discussed below.  

Self/cross-phase modulation and self-steepening (time domain) 

The effects in the time domain are similar to those described for the space domain. Intensity 

localisation, like self-focusing in the space domain, is thus also detected in the time domain. The 

temporal width of the pulse is thus decreasing (n2 > 0) or increasing (n2 < 0) due to the third-order 

nonlinearity. In the same way self-focusing is counterbalanced by diffraction, the intensity localisation 

in time is impeded by dispersion. In addition, the effect of self-phase modulation is observed in the 

time domain. This is demonstrated in Figure 28 for n2 > 0. 
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Figure 28 The sketch indicates the impact of the intensity dependent phase velocity (n2 > 0) onto 

the temporal intensity envelope of the pulse (red) and the frequency of the wave. 

The wave is compressed in the rear part of the pulse and stretched in the leading part of the pulse by 

reducing the phase velocity more strongly in the centre of the pulse. Therefore, higher energy light is 

produced in the rear part and lower energy light in the leading part as this is equivalent to a frequency 

change. Consequently, the frequency spectrum of the pulse is broadened. The self-phase modulation is 

more pronounced for steeper intensity changes. Thus, the spectral broadening is generally stronger for 

shorter pulses. Moreover, due to the intensity dependent phase velocity the intensity envelope of the 

pulse can be distorted. This leads to a steeper front in the trailing part of the pulse whereas the leading 

edge is flattened for n2 > 0. This is called self-steepening and induces a frequency change which is 

more pronounced to higher energies (Figure 29). 

 

Figure 29 The Sketch indicates the frequency changes of an ultrafast light pulse experiencing 

self-phase modulation in combination with self-steepening with n2 > 0. 

As stated above, the self-focusing process can be regulated by multi-photon absorption processes. That 

is, several photons will simultaneously excite the medium so that electrons can be transferred from the 

valence band of the medium to its conduction band. These electrons are then essentially free and will 
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oscillate with the laser field. With that a new term to the nonlinear change of the refractive index is 

induced and will enhance the self-phase modulation.
97

 The spectrally broadened pulse retains the 

directional properties of the inducing pulse.
97,98

 

The concept of self-phase modulation can further on be applied to a second pulse that temporally and 

spatial crosses the high intensity pulse. This is called cross-phase modulation. The second pulse will 

experience the same change in the refractive index as the high intensity pulse and a similar change in 

the frequencies in the second pulse will occur. 

In summary, self-focusing in combination with self-phase modulation can cause a spectral broadening 

of a high intense, ultrafast light pulse when passing through a transparent medium. The observed 

broadened spectrum can range between 400 – 1500 nm, covering the whole visible spectrum, and is 

called in this case white-light continuum (WLC). A WLC is an important element of the ultrafast 

transient absorption setup. 

Four wave mixing and stimulated Raman scattering 

Besides the self-phase modulation, four wave mixing in combination with stimulated Raman scattering 

can be likewise responsible for WLC generation.
99

 We have seen for the second order susceptibility 

that two light pulses can be mixed to obtain a third pulse with added or subtracted frequency. By 

similar reasoning the third order susceptibility can be responsible for an interaction of four 

electromagnetic waves, also called four wave mixing. Again, the criteria for a constructive interaction 

are energy and momentum conservation. It can be thought of a huge amount of possible mixing 

conditions with valid criteria, but the following discussion will focus on those responsible for the 

WLC generation. Before these are presented a further effect has to be considered. Until now, it was 

assumed that only electronic dipoles are contributing to the polarisation. It has been neglected that 

atomic motions can affect electron motion, too. Accordingly, nuclear vibrations with specific 

symmetry can alter the induced polarisation. In this case, the dielectric susceptibilities have to be 

corrected by a term characterising these nuclear modes.
100

 This is done for (1)
 in equation 50, the first 

term being the linear dielectric susceptibility in the hypothetical absence of nuclear modes and the 

second term describing the coupling between electronic and nuclear (Q) coordinates. The shown 

correction term is the first term of a Taylor series. 
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According to this correction the frequency of the polarisation and therewith that of the emitted light 

can be up (as = p + v) or down shifted (s = p - v) by the frequency of vibrations of the medium 

(v) in comparison to that of the inducing light wave (p) (see Figure 30). This is called Raman 
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scattering. The down shifted frequencies are called Stokes and up shifted anti-Stokes s and as, 

respectively. 

 

Figure 30 Energy diagrams for spontaneous Stokes and anti-Stokes Raman scattering.  

In the linear case, this process is spontaneous which means that the vibration in the medium and 

electromagnetic wave inducing the polarisation are generally not in phase. Hence, the Raman signal is 

likewise not in phase with the light wave generating the polarisation and is emitted in all three space 

directions. This is the starting point for the generation of a WLC. If this spontaneous Raman signal 

generated by a high intensity light pulse is incidentally in phase with the latter, stimulated Raman 

processes can be observed. These are in general four wave mixing interactions in the third-order 

nonlinear regime with the condition that the energies of the four light waves differ by multiples of v. 

In Figure 31 energy diagrams are depicted which characterise the stimulated Raman scattering.  

 

Figure 31 Energy diagrams for the coherent Stokes Raman scattering (CSRS) and the coherent 

anti-Stokes Raman scattering (CARS).  

The difference between the spontaneous and stimulated case is that in the latter formally two light 

waves with frequencies 1 and 2 can induce a nonlinear electron motion with a different frequency 

(1 - 2 = v), which in turn can drive the nuclear mode with the same frequency v. In this case the 

nuclear mode, the induced polarisation and the inducing light waves are all in phase. A third light 

wave interacts with this induced polarisation which can yield a coherent (having a strict phase relation) 

Stokes Raman scattering (CSRS) signal or a coherent anti-Stokes Raman scattering (CARS) signal, 

depending on the selection of the wave frequencies. By traversing through the medium the Stokes and 

anti-Stokes signals will rise in intensity so that they in turn produce second order Stokes and anti-

Stokes signals and so on. As a result, the stimulated Raman scattering can be responsible for the 
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appearance of a series of peaks with fixed frequency intervals in the spectrum of the ultrashort light 

pulse (see Figure 33). The intermediate frequencies are generated by conventional four-wave mixing 

without the involvement of nuclear modes so that a WLC is obtained. The energy conservation 

condition of this four-wave mixing is of the form 1 + 2= 3 + 4 with 1 and 2 being the 

frequencies of two adjacent Raman signals and 3 + 4 frequencies between the Raman signals 

(1 < 3 < 4 < 2). This is depicted in Figure 32.  

 

Figure 32 a) Energy and b) wave vector diagrams of four-wave-mixing with the following 

conditions: 1 + 2= 3 + 4 and 1 < 3 < 4 < 2 

The Raman signals are in general more intense as signals generated by conventional four wave 

mixing. This can be reasoned by the dielectric susceptibility increasing in magnitude when nuclear 

motions are participating. Accordingly, in these WLC spectra intensity peaks can be observed at fixed 

frequencies besides the central frequency of the pulse (see Figure 33). 

 

Figure 33 The Sketch indicates the frequency changes of an ultrafast light pulse experiencing 

four-wave mixing in combination with stimulated Raman scattering with n2 > 0. 

To this point only energy conservation was regarded, however as could be seen in the SFG chapter, 

momentum considerations are vital. The four wave mixing is a constructive interaction when  

equation 51 is valid.  
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4321 kkkk   or alternatively 
44332211 nωnωnωnω      (51) 

This can be discussed geometrically with vectors (Figure 32). In general it is not possible to conserve 

momentum in a completely collinear setup. Nonetheless, these interactions are observed for WLC 

generation because self-focusing of the pulse relaxes the phase matching conditions. In this case, the 

refractive indices are adjusted by the intensity of the participating waves and phase matching must be 

strictly adhered to only longitudinal (in the z-direction), whereas a certain phase mismatch in the 

transverse direction (in x and y direction) is allowed.
99

 As a consequence, self-focusing is the 

fundament of this type of WLC generation. Furthermore, only waves within a narrow frequency range 

can interact constructively to satisfy the transverse phase mismatch limit. Accordingly, the WLC is 

built up from the centre gradually to the edges. In addition, the spectrally broadened pulse shows an 

enlarged spatial divergence in respect to the inducing pulse.  

A white light continuum can be experienced only when the intensity of the inducing pulse E exceeds a 

threshold Eth and only in materials with a bandgap Egap larger than Eth.
97

 The threshold Eth is consistent 

with the intensity needed to observe self-focusing Esf. Hence, it is assumed that in all cases self-

focusing triggers the generation of the continuum. The exact mechanism for the white light generation 

is difficult to identify. It is however assumed that self-phase modulation is the dominating interaction 

for femtosecond pulses with intensities near Eth, whereas stimulated Raman scattering and four-wave 

mixing can be important at higher pulse intensities and for picosecond and nanosecond pulses. The 

width of the white-light continuum increases with increasing Egap. At high values of E (E >>Eth) 

complex nonlinear effects can be observed so that small fluctuations in the inducing pulse lead to 

strongly varying WLC properties. Consequently, E has to be adjusted experimentally so that a WLC 

can indeed be generated but destabilising effects are avoided. It was reported, that the polarisation 

direction of the inducing pulse should be virtually retained in condensed matter despite spectral 

broadening.
101,102

 However, it has been shown that the polarisation directions of the WLC and the 

inducing pulse are increasingly deviating with rising pulse intensities due to nonlinear affects like 

plasma formation.
103

 Moreover, for isotropic crystals with cubic structure, e.g. CaF2 or LiF, nonlinear 

birefringence was observed which altered the polarisation direction of the WLC depending on the 

inducing pulses angle of incidence into the medium.
102

 

3.3.3. Polarisation/Anisotropy 

To characterise the mutual orientation of the electric field of multiple light waves the concepts of 

polarisation and anisotropy are introduced.
104

 This is of importance as energy transfer processes in 

molecules can change the orientation of the exciting electric field. The term polarisation is used in this 

thesis only for the description of beams and anisotropy for samples. This is to avoid confusion about 

the meaning of the term polarisation with that discussed in the prior chapter. To describe the 
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orientation of E a coordinate system is introduced with the x axis being the propagation direction of a 

light wave and the z and y axes being perpendicular to each other and to the x axis (see Figure 34).  

 

 

Figure 34 a) linear polarised light with Ez and Ey in phase and b) circular polarized light with Ez 

and Ey out of phase. 
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The wave factor E is then projected onto the z and y axes to obtain Ez and Ey. If these two formed 

waves are in phase the electromagnetic wave is said to be linear polarised, else wise elliptic or as a 

special case circular polarisation is observed (see Figure 34). The following discussion is focused on 

linear polarisation because it is generally used to test for energy transfer processes. Until now only a 

single light wave was considered, however a light beam consists of innumerable light waves. In this 

context, linear polarised means that E of every light wave is furthermore oriented in the same 

direction. A measure thereof is the polarisation P which is defined as the intensity of the polarised 

component in z direction Iz - Iy divided by the total intensity of E perpendicular to the propagation 

direction Iz + Iy (see Figure 35 and equation 52). When the polarisation of a light beam is referenced to 

a beam polarised linearly along the z-direction, the intensities Iz and Iy can be classified into being 

oriented parallel or perpendicular to the reference beam polarisation direction. It follows that Iz = III 

and Iy = I. 
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Figure 35 Projection of the intensity of a linear polarized light wave onto the z and y axes. The x 

axis is the propagation direction of the light wave. 

By definition P has a range of values between 1 and -1, the maxima representing the case of strictly 

linear polarised light along the z and y axes, respectively (see Table 3). A random orientation of the 

electric field vectors yields a value of P = 0. 

In contrast to the polarisation, the anisotropy considers furthermore the third dimension and is usually 

monitored time dependently. Here again the z axis is the reference orientation. The time dependent 

anisotropy r(t) is defined as the time dependent intensity of the polarised component in z direction 

Iz(t) - Iy(t) divided by the total intensity of E. The total intensity is the intensity sum along all three axis 
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Iz(t) + Iy(t) + Ix(t). The characteristic values of the anisotropy and their interpretation shall be explained 

by examining the common measurement setup. As stated before, the anisotropy shall describe 

processes in samples (see Figure 36). In this thesis anisotropic transient absorption mesasurements of 

the PCTM containing compounds HAB-S, HAB-A, HAB-Model, Star and Star-Model are 

presented. In case of the TAB containing compounds B1, B2 and B3 anisotropic fluorescence 

upconversion was monitored. All measurements were performed in solution. 

 

Figure 36 Projection of the emission/transient absorption intensity onto the x, y and z axes. The 

exciting light wave is linear polarised along the z axis. 

The sample is generally excited with linear polarised light oriented along the z-axis making this the 

reference orientation. Then the polarisation direction of the transient absorption or of the fluorescence 

of the excited sample is measured by monitoring the respective intensities parallel (Iz(t)) and 

perpendicular (Iy(t) or Ix(t)) to the z axis with time. As the excitation is symmetrically to the z axis, the 

absorption or emission characteristics of the excited molecules are equal along the y and x axis, so that 

the anisotropy formula simplifies with Iy(t) = Ix(t) = I(t) and Iz(t) = III(t)  to equation 53.  
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The anisotropy values are accordingly a measure for the change of the transition moment directions of 

the absorption and of the transient absorption/fluorescence represented by the likewise time dependent 
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angle (t) between these two directions. The correlation between r(t) and (t) is expressed in equation 

54. 
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Equation 53 and 54 are equivalent with the exception of the prefactor of 2/5 in equation 54, which 

accounts for the phenomenon called photoselection.
105

 That is, not only those transitions can be 

excited which transition moments are strictly oriented parallel to the wave factor E of the exciting light 

beam. In fact, the probability of excitation depends on the size of the transition moment projected onto 

the z-axis. Accordingly, the excitation probability is indeed maximal when the absorption transition 

moment is parallel to the polarisation direction of the exciting light beam. However, it is only zero 

when these two directions are perpendicular to each other and increases steadily with decreasing angle 

between them. By plotting the absorption probability dependent on the absorption transition moment 

direction a dumb bell shape is obtained (see Figure 37).  

 

Figure 37 Absorption probability (length of the arrows) in dependency on the absorption 

transition moment direction (direction of the arrows). The exciting light wave is linear polarized along 

the z axis.  

Hence, due to the photoselection the excited molecules are distributed around the z-axis and the 

overall anisotropy is therefore reduced. This is mathematically expressed by the prefactor. This is done 
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only in equation 54 as (t) does not account for this phenomenon. In contrast, equation 53 is used to 

calculate the anisotropy with the measured intensities I(t) and III(t) which already include the 

photoselection. In the case of multi-photon excitation processes, the photoselection has to be 

accounted for each participating photon so that the prefactor changes for example to 4/7 in two-photon 

processes.
105

  

By rearranging equation 53 expressions for I(t) and III(t) can be obtained (equation 55-57) 
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The pure population decay of the excited state S(t) is defined as the mean value of the intensity decays 

along the three axis (equation 57). In other words S(t) represents the fluorescence/transient absorption 

decay under isotropic conditions. III(t) equals S(t) plus twice the anisotropic part S(t)  r(t) (equation 

55) and I(t) equals S(t) minus the anisotropic part S(t)  r(t) (equation 56). This fixed intensity 

relationship between S(t), I(t) and III(t) can be used to check the correctness of the measured data set. 

Furthermore, the pure population decay S(t) can be directly obtained by monitoring I(t) and III(t) in 

the ratio described in equation 57. This is done by measuring the intensity of the transient 

absorption/fluorescence polarised with an angle of ~ 54.7° relative to the z axis. This angle is called 

magic angle and the measured intensity accordingly Imag(t). 

If the transient absorption/fluorescence transition moment is oriented parallel to the polarisation 

direction of the exciting light beam, the anisotropy has a value of r = 0.4. When they are perpendicular 

to each other, r = -0.2 (see Table 3). There are several reasons for the angle  to be nonzero:
104

 (i) in 

the time interval between absorption and transient absorption/fluorescence the molecules may be able 

to rotate. As a result the transition moment of the transient absorption/fluorescence gets randomly 

oriented in space. It follows that Iy = Ix = Iz and thus r = 0. Hence, information about the position of 

transition moments can only be obtained when rotational depolarisation does not take effect. This is 

achieved when measuring the sample in solvents of very high viscosity, e.g. embedded into a glass 

matrix of sucrose octaacetate at RT or in conventional solvents at low temperatures. In addition 

rotational depolarisation is negligible when monitoring the anisotropy in a time domain in which 

rotation is so slow that the sample is assumed to be stationary. Rotational motions of small to medium 

sized compounds (M = 600-3000 g / mol) are starting to take effect at around 100 ps – 1 ns after 
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excitation varying with the volume of the respective molecule V and the viscosity of the solvent .
67,106

 

In the case of only rotational Brownian motion of spherical molecules the temporal evolution of the 

anisotropy r(t) can be described by a mono exponential decay of the anisotropy at zero time delay r0 

(equation 58).
105
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Multiple decay times can be observed for non-spherical molecules. 

(ii) the angle  is nonzero if the state excited by the linear polarised light is not the same as that 

monitored by the fluorescence/transient absorption signals and both states differ in the orientation of 

their transition moments. In anisotropic fluorescence measurements this behaviour is experienced 

when internal conversion between excited states has occurred prior to the emission of light. In the 

transient absorption the case is more complex and therefore the reader is referred to the transient 

absorption section for a detailed description. (iii) geometric reorganisation of the chromophores within 

the excited state can be the reason for the change of the transition moment direction. (iv) the energy of 

the excited state can be transferred between several parts of the molecule each with a different 

transition moment direction. This is mathematically treated by the law of addition (equation 59). 
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According to this law, the measured anisotropy r(t) is the sum of the individual anisotropies ri(t) of 

each state i, weighted by the probability Pi(t) state i is in the excited state. It is therefore possible to 

calculate the mean value of the anisotropy in systems in which the excitation energy is rapidly 

transferred between several chromophores with known transition moment directions. In the special 

case of a two dimensional energy delocalisation the anisotropy has a value of r = 0.1. 
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Table 3. Values for the anisotropy and the polarisation in various constellations of polarisation 

directions. 

polarisation directions  anisotropy polarisation 

parallel 
 

0.4 1 

2-D depolarised 
 

0.1 - 

3-D depolarised 

 

0 0 

perpendicular 
 

-0.2 -1 

 

If the eigenstates of two identically chromophores are coherently excited the initial anisotropy can 

have a value of up to 0.7 depending on the angle between the absorption transition moments of the two 

eigenstates.
107,108

 As the coherence dephases in general very rapidly (within a few hundreds of 

femtoseconds) the anisotropy drops contemporarily to the before mentioned maximum value of 

r = 0.4. This effect is accordingly seen only in ultrafast anisotropic spectroscopy. 
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3.3.4. Devices to change the polarisation characteristics of light beams 

In this chapter several devices are presented which are used to generate linear polarised light beams or 

to change the polarisation direction of these light beams.  

Glan-Thompson polarisers 

In the anisotropic steady state fluorescence measurements Glan-Thompson polarisers were used to 

generate linear polarised light. Their layout is depicted in Figure 38.  

 

Figure 38 Layout of a Glan-Thompson polariser consisting of two prisms cemented together. 

The plane of reflection is shown which is held by the incident and reflected light beams. 

These polarisers consist of two prisms (A and B) cemented together. The concept to generate polarised 

light is based on total internal reflection (TIR) at the surface of an anisotropic medium. The existence 

of TIR is dependent on the angle of incidence and on the refractive indices of the two involved 

materials, in this case the cement and the anisotropic medium. The prisms are made of calcite glas, a 

negative uniaxial crystal, whose optical axes are oriented perpendicular to the plane of reflection. The 

incident, unpolarised light beam can be described by two light waves with the electronic wave vector 

E perpendicular and parallel to the optical axis, the o- and e-beams, respectively (see the uniaxial 

crystal section). In calcite, the o-beam experiences a higher refractive index as the e-beam so that 

when they reach the glas-cement interface, the o-beam is totally reflected and the e-beam is 

transmitted. The o-beam is absorbed at the blacked side face and the e-beam represents the demanded, 

linear polarised light beam which is isolated. The second prism serves to compensate beam 

deflections. Glen-Thomson polarisers are commonly used as they are cheap (due to the usage of the 

cement) and have a high transmittance (>90 %) of the e-beam. However, high intensity laser radiation 

should be avoided as the cement layer degrades under these conditions. In Glan-Taylor and Glan-Laser 

polarisers the cement layer is substituted by an air gap to circumvent this drawback and the optical 
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axes are placed in the plane of refraction. The principle of generating linear polarised light is still TIR 

as described above, but the production costs are considerable increased.
109,110

 

Wire grids 

An alternative to the polarisers of the Glan family are wire grids. These consist of parallel aligned 

metal wires (e.g., aluminium or silver) spaced by a dielectic medium (e.g., air or glas) (see Figure 39).  

 

Figure 39 Layout of a wire grid. Electromagnetic light waves with their polarisation axis parallel 

to the wires experience the complex refractive index of the metal and are mostly reflected. Light 

waves with their polarisation axis perpendicular to the wires are transmitted due to the refractive index 

of the dielectric. 

In the metal light induces motion of free electrons of the conduction band which leads to a complex 

refractive index. Its high imaginary part is responsible for a strong absorption of visible and infrared 

light within the metal and furthermore for a strong reflection of this light at the surface. If the distance 

between neighbouring wires is less than or equal to half the wavelength of the incident light then the 

whole structure behaves like a homogeneous birefrigent medium. Accordingly, light waves polarised 

parallel to the wires experience the refractive index of the metal and thus get reflected (~90 %) or 

absorbed by the metal. Whereas those light waves, that are polarised perpendicular to the wires, 

experience the refractive index of the dielectric medium and are transmitted. The induced motion of 

free electrons in the metal is possible along the wires but not perpendicular to the wires.
111,112

 

  



 

 

 

Theory 61 

/2 wave plates 

To change the polarisation direction of a light beam /2 wave plates and Fresnel double rhombs were 

used. The wave plates are made of an anisotropic uniaxial crystal with the optical axis parallel to the 

face of the crystal (see Figure 40). 

 

Figure 40 Layout of a /2 wave plate. A phase shift of /2 between the o- and e-beam is induced 

in an anisotropic crystal. The polarisation axis is rotated by twice the angle  between the polarisation 

axis of the incident light beam and the optical axis. 

As discussed before an incident light wave can then be described by the o- and the e-beam with 

differing refractive index. This leads to a phase shift between the two beams as they travel at different 

speeds through the birefringent medium. If the length of the crystal is chosen so that by traveling 

through the whole crystal the phase shift between o- and e-beam is half the wavelength, the outgoing 

wave is still linear polarised but the polarisation orientation is rotated. The rotation angle equals twice 

the angle between the incident light and the optical axis. The phase shift at a specific wavelength is 

dependent on the refractive indices of the anisotropic crystal no and ne and the length of the plate. 

When the phase shift is slightly deviating from half the wavelength, elliptically polarised light is 

produced. Hence, this device can be used only in a defined wavelength range.
113

 

  



 

 

 

Theory 62 

Fresnel double rhombs 

The dependency of the phase shift on the wavelength is much less pronounced in a Fresnel double 

rhomb. Its layout is depicted in Figure 41 and consists of two prisms made from isotropic glass.  

 

Figure 41 Layout of a Fresnel double rhomb. The z-axis is parallel and the y-axis perpendicular 

to the plane of reflection. 

The prisms are cut in such a way that the incident light beams reflect totally at the tilted glass/air 

surfaces. When undergoing TIR the phase of light polarised perpendicular and parallel to the plane of 

reflection is shifted differently, depending on the difference between the refractive indices of the glass 

and the air and the angle of reflection. This angle can be adjusted so that by experiencing four times 

TIR the phase difference of the two light beams is half the wavelength. The result is as explained for 

the /2 wave plates the rotation of the polarisation axis of the incident light beam. With a constant 

angle of reflection the phase shift is only dependent on the refractive indices and not on the length of 

the material. Hence, the wavelength range of Fresnel double Rhombs is much broader in comparison 

to /2 wave plates.
114

  

3.3.5. Measurement issues 

3.3.5.1 Fluorescence upconversion 

The analysis of the fluorescence upconversion measurements proved to be difficult as the signal-to-

noise ratio of the obtained data was poor. This was probably due to the exceptional long lifetime of the 

examined molecules B1, B2 and B3 (>60 ns). It was shown that as a result the fluorescence transition 

moment of these molecules is small.
19

 In Figure 42 the relation of the fluorescence transition moment 

and the lifetime to the fluorescence intensity is illustrated. 
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Figure 42 Fluorescence intensity in relation to the fluorescence lifetime. The fluorescence 

quantum yield and fluorescence band shape is considered to be equal for both decays. 

Under the assumption that two kinds of molecules show the same fluorescence quantum yield and 

fluorescence band shape, the overall emitted number of photons (the integral of the time dependent 

fluorescence) has to be equal for both cases. This leads to a lower fluorescence transition moment and 

fluorescence intensity at shorter delay times in the case of the molecules with a longer fluorescence 

lifetime and consequently to a lower signal-to-noise ratio. It has to be stressed that the fluorescence 

transition moment can change due to internal conversion or relaxation processes. This change is 

indeed apparent in the molecules B1, B2 and B3. However, these effects seem to be less important at 

the monitored wavelength as the amplitudes of the fastest resolved decays are small compared to that 

of the lowest energy state. 

To increase the signal-to-noise ratio two approaches were pursued. Firstly, it was attempted to 

optimise the sum frequency generation according to equation 48. In general the intensity of the 

fluorescence P1, regulated by the pump pulse intensity, was limited by the stability of the molecules. 

The intensity of the gate pulse P2 could not be increased due to the appearance of non-linear effects in 

the BBO crystal, e.g. WLC generation. Focusing the gate beam more strongly into the BBO crystal led 

to the same effects. When simultaneously decreasing the gate intensity P2, the efficiency nevertheless 

decreased although the beam area A decreased. That is because with a smaller A also P1 decreased, as 

the fluorescence beam and the gate beam overlapped now only partially. For spectroscopic reasons the 

change of the fluorescence wavelength was not possible. At last, the anisotropic crystal could be 

changed as deff and the refractive indices n1, n2 and n3 are medium dependent values. However, BBO 

proved to be most suitable for the usage in the described routine fluorescence upconversion 

measurement system due to the high damage threshold, large deff and wide spectral transparency.
115

 

LiIO3 crystals, for example, do have indeed an even higher deff value, which could theoretically lead to 

a 2-4 fold higher nonlinear conversion efficiency. However, these crystals are highly hygroscopic and 

therefore unusable in this context. Besides the type I BBO crystals a type II BBO crystal was tested for 

the sum frequency generation. The type II crystal should have theoretically a fourfold lower 
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conversion efficiency as the type I counterpart, but the signal-to-noise ratio should be better due to the 

better SHG suppression of the gate pulse.
116

 The test measurements could confirm the lower 

conversion efficiency, at the same time, however, a threefold lower signal-to-noise ratio was observed 

(see Figure 43). 

 

Figure 43 The magic angle fluorescence upconversion traces of B3 in PhCN excited at 

25000 cm
-1

 with the SFG performed in BBO type I and type II crystals. The signal generated in the 

BBO type II crystal was multiplied by 4.5. 

The second approach was to use the seed laser output prior amplification instead of the amplified 

output of the Solstice system. The seed laser was a Ti:Sapphire oscillator (MaiTai BB) generating 

pulses with a central wavenumber of 12500 cm
-1

 (800 nm), a length of 80 fs at a repetition rate of  

80 MHz. As described before the output pulse was divided into the pump and gate pulses. The 

wavelength of the pump pulse was converted to 25000 cm
-1

 (400 nm) by SHG generation (Ultrafast 

Systems) before exciting the sample. All other measurement settings remained unchanged. The pulse 

energies of the pump and gate beams were in this case <5 nJ, considerable lower in comparison to the 

setup using the amplified laser output (pump: ≤250 nJ, gate: ≤500 nJ). This should however be 

overcompensated by the 80000 fold higher repetition rate of the MaiTai output and therewith a 

significant higher number of measurements per time interval. Moreover, with the low pump pulse 

energy sample degradation should be less likely, so that the measurement could be prolonged. 

However, the long life time of the investigated molecules 1 - 3 (~60 ns) and the time interval of 

12.5 ns between two consecutive pump pulses, provided by the high repetition rate (80 MHz), resulted 

in a superposition of the fluorescence decays. Hence, most of the excited molecules could not relax to 

the ground state before the next pump pulse arrived the sample. This effect was observed as an 

“offset” in the measurement data (see Figure 44).  
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Figure 44 The magic angle fluorescence upconversion trace of 3 in PhCN excited at 25000 cm
-1

 

(400 nm) with the seed laser (MaiTai BB) output. 

The “offset” should decrease exponentially with a decay constant similar to the lifetime of the 

molecules. Although multiple excitations of a molecule should be very unlikely due to the low pump 

pulse energy,
67

 the analysis of the data was nevertheless complicated by the temporal superposition of 

the fluorescence signals. In the end the fluorescence upconversion was measured with the amplified 

solstice output as the signal-to-noise ratio was not considerably increased when using the seed laser 

output. 

3.3.5.2 Transient absorption  

Before measuring the transient absorption the WLC generation was calibrated to produce a stable 

probe pulse. Hence, transient absorption spectra of HAB-S in DCM were recorded with varying 

intensities of the gate pulse producing the WLC (Figure 45). 

Figure 45 Transient absorption OD spectra of HAB-S in DCM pumped at 15200 cm
-1

 (660 nm) 

(left) and the respective Iref trace (right). The probe pulse was generated by the gate pulse  

(at 12500 cm
-1

 (800 nm)) with an intensity of 1.5 J and 2.0 J. 

At gate pulse intensities below 1.5 J no WLC could be observed marking this the Pth. In the intensity 

region between 1.5 J and 2.0 J a WLC was generated with a very low Iref in the spectral region 
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between 13000 – 14300 cm
-1

 (700 - 760 nm) after passing the coloured glass filters. If the gate pulse 

intensity is further increased the whole WLC spectrum increases in intensity. Additionally, in the 

range between 13000 – 14300 cm
-1

 (700 - 760 nm) the band form is changed both in the WLC and in 

the transient absorption spectra. Sharp spikes are observed at 2.0 J gate intensity in the before 

mentioned spectral region, while at 1.5 J gate intensity the transient absorption has a band structure. 

As it is known that the WLC generation can get destabilised with increasing pulse intensity (see third 

order nonlinear effects section), all transient absorption measurements were performed with a WLC 

shown for the 1.5 J gate pulse intensity. 

In the case of Star, Star-Model, HAB-A, HAB-S and HAB-Model anisotropic transient absorption 

measurements were performed. From equation 38 the measured values of ODII(t), OD(t) and 

ODmag(t) need to have a strict intensity correlation: ODmag(t) = (ODII(t)+OD(t))/3. This defined 

ratio serves as a measure for the accuracy of the measurement setup.
84

 In all cases the measured data 

differed from the defined ratio and due to the short molecules lifetime (<10 ps) the anisotropic data 

could not be normalised as explained for the fluorescence upconversion. During the error search, 

intensity fluctuations of the amplified laser output, molecule degradation and temperature effects were 

proved to be negligible. It could be thought of two further, obvious sources of error. Either the 

intensity of the pump pulse was not equal for the three polarisation directions or the pulses were not 

strictly linearily polarised. To test the intensity of the pump pulse the thermal sensor provided by 

Newport-Spectra-Physics was replaced by a much more sensitive photodiode. Whenever the 

polarisation direction of the pump pulse was changed the photodiode was placed just in front of the 

sample and the intensity of the pump pulse set to a defined value. However, the polarised transient 

absorption signals were not in accordance to the before mentioned ratio, although an equal pump 

intensity (1 %) was ensured. To guarantee a linear polarisation of the pulses, two different setups 

were tested (Figure 46).  

 

Figure 46 Schematic illustration of the optically setups a) and b) to tune the polarisation 

characteristics of the pump pulse. (part of Figure 18) 
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Thereby, the focus was on the pump pulse, as the WLC was ensured to be linear polarised by light 

extinction when reaching a perpendicular oriented wire grid. The /2 wave plate provided by Ultrafast 

Systems did not retain the linear polarisation when changing the polarisation direction of the pump 

pulse. Obviously, the used pump energies were beyond the wavelength range of the wave plate 

resulting in elliptically polarised light (see polarisation section). It was replaced by either a Fresnel 

double rhomb a) or wire grids b), which both ensured a polarisation of the pump pulses of PII, P and 

Pmag > 0.99. Moreover, it was found that the change of the polarisation direction had to be performed 

after the last aluminum mirror directing the pump pulse into the sample, because the aluminium mirror 

considerably decreased the polarisation at magic angle to Pmag < 0.58. It is assumed that the reflection 

at the mirror induces a phase shift between the parallel and perpendicular polarised pulse components 

leading to elliptically polarised light. In setup a) the transient absorption showed irregular intensity 

fluctuations when rotating the Fresnel double rhomb. This might be explained by the long optical pass 

length of the double rhomb resulting in a beam offset when rotated.
117

 Accordingly, the overlap 

between the pump and probe pulses might change slightly resulting in an increased or decreased 

transient absorption signal. The arrangement of the wire grids in setup b) was explained before. With 

this setup both a linear polarisation and a defined intensity relationship of the pump pulses were 

ensured and a beam offset avoided. However, the demanded ratio for ODII(t), OD(t) and ODmag(t) 

was still not observed. In the case of HAB-Model, HAB-A and HAB-S the measured data differed 

from the defined ratio by 2-6% and in the case of Star-Model and Star by 9-13%. This implies that 

the magic angle measurement has in each case too low intensity and/or the parallel and/or the 

perpendicular measurements have too high intensity by up to the mentioned values. We cannot 

ascertain if all or individual traces are inaccurate but the error is always in the same direction so that 

we assume it to be systematic. As a consequence the obtained anisotropy values can be inaccurate up 

to the same amount of error. However, the temporal evolution of the anisotropy should be unaffected 

and as we are assuming a systematic error in all the measurements the obtained data for the different 

compounds is comparable. 

 



 

 

*Parts of this section have already been published in M. Steeger, S. Griesbeck, A. Schmiedel, M. 

Holzapfel, I. Krummenacher, C. Lambert and H. Braunschweig, Phys. Chem. Chem. Phys., 2015, 

submitted. 

4. Multidimensional chromophores containing PCTMs* 

4.1. Introduction 

Polychlorinated triphenylmethyl radicals (PCTM) are open shell, electron poor systems
118

 which 

belong to the class of inert carbon free radicals.
119-121

 The two chlorine atoms in ortho-position to the 

radical centre prevent typical radical reactions due to sterical shielding.
119

 On the basis of their 

electronic and magnetic properties PCTMs are applied in neutral mixed-valence (MV) 

compounds,
31,122-128

 in redoxactive switches,
129-132

 in purely organic radical open frameworks 

(POROFs)
133,134

 and as sensors.
135-138

 The concept of the star-like framework is based on the charge 

transfer investigations of MV compounds V1 and V2 synthesised by Heckmann et al.
124

 Accordingly, 

these serve as reference for Star-Model. 

 

 

In contrast to V1 and V2, the PCTMs utilised in this work are not substituted by chlorine atoms in 

meta-position to the radical centre. This has no influence on the stability of the redox centre
121

 but 

shifts the reduction potential by 450 mV to lower potentials.
138

 

4.2. Synthesis 

The compounds HAB-S and HAB-A were synthesised by dicobaltoctacarbonyl catalysed 

cyclotrimerisation of the tolan derivative P6 (Figure 47). 
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Figure 47 Synthesis of HAB-S, HAB-A and HAB-Model. 

The cyclotrimerisation reaction is sensible to the steric demands of the arene substituents in ortho-

position to the acetylene group. Therefore we chose the polychlorinated triarylmethane radical A as 
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electron poor redox centre.
139

 Cyclotrimerisation attempts of structurally similar molecules with the 

fully perchlorinated acceptor centre B
124

 with Co2(CO)8 and CpCo(CO)2 were not successful.  

 

The cyclotrimerisation of tolan 6 yielded a symmetric (HAB-S) and an asymmetric isomer (HAB-A) 

in a ratio of 1:5.3. The isomer ratio obtained differs considerably from the expected statistical value of 

1:3.
139

 This can be explained by a distinct difference in the sterical demand of the two acetylene 

substituents in tolan P6 which favours an asymmetrical oxidative coupling within the catalytic 

cycle.
139

 The tolan derivative P6 was obtained by Sonogashira coupling of the known tris(2,4,6-

trichlorophenyl)methane and N,N-di(4-methoxyphenyl)-N(4-(ethynyl)phenyl)amine. Although several 

very reactive catalysts for coupling of chlorinated arenes are described in literature the difficulty of the 

present synthesis was the required selectivity. It turned out that the catalytic systems either were not 

reactive enough (e.g. Pd(PPh3)2Cl2, CuI)
140

 or too reactive (e.g. Pd(PPh3)4, P(t-Bu)3, CsCO3, DBU
141

 or 

Pd(MeCN)2Cl2, x-Phos, CuI
142

) as multiple reactions and side reactions presumably at the chloro 

substituents in ortho-position to the methane centre could be observed. The latter by-products could 

only be separated by size exclusion gel permeation chromatography as solubility and polarity of the 

isomers are very similar. For the synthesis of P6 the optimised reaction conditions proved to be 

stirring N,N-di(4-methoxyphenyl)-N(4-(ethynyl)phenyl)amine (2 equiv.), tris(2,4,6-

trichlorophenyl)methane (1 equiv.), Cs2CO3, DBU, Pd(PPh3)2Cl2, and P(t-Bu)3 in DMF at 150 °C  

(800 W) in a microwave oven for 8 min according to the procedure by Huang et al. which gave P6 in 

30% yield.
141

  

The model compound P9 was synthesised by a Diels-Alder reaction of the tolan derivative P6 with 

tetraphenylcyclopentadienone. All -H compounds of this series (P7, P8 and P9) showed complex 

NMR spectra. Although the overall peak integrals were matching to the different type of atoms the 

assignment of the signals was impossible due to an excessive number of signals and complex splitting 

patterns. We assume that the steric demand induced by the HAB framework to the pyramidal 

polychlorinated triarylmethane centres generates stereoisomers that cannot interconvert rapidly on the 

NMR time scale at rt. In order to provoke rapid equilibration of all these isomers and, thus, to simplify 

the NMR spectra, temperature dependent NMR measurements were performed in 

dimethylsulfoxide[d6], 1,1,2,2-tetrachloroethane[d2], 1,2-dichlorobenzene[d4] and acetone[d6] from rt 

up to 353 K. With increasing temperature some signals coalesced but the coalescence point could not 
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be exceeded in the used solvents. Although we could not obtain simplified NMR spectra, the observed 

coalescence indicates that the origin of the complex NMR spectra are most likely stereoisomers. 

The last step in the synthetic approach to HAB-S, HAB-A and HAB-Model is the radicalisation of the 

-H compounds P7, P8 and P9. In this process, the -H compounds were first deprotonated by 

TBAOH and then oxidised by p-chloranil. In each case a reaction time of 2 days was crucial to ensure 

maximum conversion. NMR analysis of HAB-S, HAB-A and HAB-Model was prevented by the 

paramagnetic character of the PCTM centres, resulting in line-broadening. The presence of 

stereoisomers could therefore not be clarified in case of the radicals. However, as the geometry of the 

polychlorinated triarylmethane centres changed from pyramidal to trigonal planar upon radicalisation, 

the sterical demand of neighbouring centres should thereby be decreased disfavouring the formation of 

stereoisomers. The degree of radicalisation was determined to be ≥ 95 % by comparison of the 

oxidation and reduction peaks in the square-wave voltammograms.  

The star-like oligomere P10 was synthesised by Sonogashira coupling of tris(2,4,6-

trichlorophenyl)methane and N,N-di(4-methoxyphenyl)-N(4-(ethynyl)phenyl)amine similar to the 

synthesis of the tolan derivative P6 (Figure 48). 



 

 

 

Multidimensional chromophores containing PCTMs 72 

 

Figure 48 Synthesis of Star-Model and Star. 

Thereby, the addition of N,N-di(4-methoxyphenyl)-N(4-(ethynyl)phenyl)amine was carried out in 

three consecutive steps each with at most four equivalents. The best reaction conditions gave yields of 

34 % and consist of Pd(MeCN)2Cl2, x-Phos and CuI as described by Langer et al.
142

 Radicalisation of 

P10 was performed in the same manner as described above. The degree of radicalisation in case of 

Star was determined to be 90 %. However, the remaining starting material in the sample should not 

affect the spectroscopic evaluation of the charge transfer properties. The latter exhibits no absorption 

in the range of the IV-CT transition of Star (see below) and thus can be neglected in the following 

investigations. Star-Model was synthesised by deprotonating P6 with TBAOH and oxidation with 

AgNO3 to achieve a 97 % degree of radicalisation. 
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4.3. Electrochemistry 

Electrochemical measurements of the target compounds were performed to estimate the donor and 

acceptor redox potentials as well as interactions between these centres. The oxidation and reduction 

potentials were determined by CV (see Figure 49) and are given in Table 4. For a clearer 

representation of the electrochemical processes the square wave voltammetry (SWV) measurements 

are depicted in Figure 50. The potentials determined by SWV agree with those of the CV 

measurements.  

Table 4  Redox potentials of Star-Model, Star, HAB-Model, HAB-A and HAB-S  

(~3-7  10
-4

 M) versus Fc/Fc
+
 determined by CV

a
. The measurements were performed in 0.2 M 

DCM/[Bu4N][PF6] at a scan rate of 250 mV s
-1

.  

 Star-Model Star HAB-Model HAB-A HAB-S 

Ered/mV -960 -950 -1050 -1010, -1040, -1170 -1020, -1080, -1130 

Eox/mV 330 250, 320, 350 240 210, 260, 290 230, 280, 290 

a
 multiple processes were fitted with DigiSim

143
. 

 

Figure 49 a) CVs of Star, Star-Model and b) HAB-S, HAB-A and HAB-Model in 0.2 M 

DCM/[Bu4N][PF6] measured at a scan rate of 250mV/s. The second oxidation process of HAB-Model 

is attributed to the second oxidation of the TAA moiety.
32
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Figure 50 a) SWV of Star and Star-Model in 0.2 M DCM/[Bu4N][PF6] normalised to the signal 

maximum of the reduction. b) SWV of HAB-S, HAB-A and HAB-Model in 0.2 M DCM/[Bu4N][PF6] 

normalised to the integral of the oxidation including the number of amine redox centres. 

The oxidation processes at 210-350 mV are assigned to the first oxidation of the TAA centres. Typical 

values for TAAs are in the range of 250-400 mV
19,124

 depending on the substitution pattern. 

Furthermore, the reduction signals at -950-(-1130) mV are typical of the PCTM units.
144,145

 Both 

electrochemical processes were proved to be chemically fully reversible by thin-layer CV 

measurements and spectroelectrochemistry (SEC). The redox potentials of the model compounds 

HAB-Model and Star-Model have nearly the same potential difference of 1300 mV even though they 

are shifted by 100 mV to higher potentials in Star-Model. This reflects an equal free energy difference 

G
00

 between ground and possible IV-CT states (see absorption section). The shift is most likely 

induced by the differing substitution pattern of the redox centres, which in case of Star-Model 

provides a more electron rich environment for both redox centres. In addition, their redox potentials 

are in good agreement with the potentials of their corresponding multi-chromophore compounds 

HAB-S, HAB-A and Star. In the latter multiple oxidation states from -3 to +3 can be reached 

according to the number of the redox centres present. But the accessibility of oxidation states between 

-3 and 3 is limited as the redox processes show no distinct potential separation but a single broadened 

wave in the SWV.  

The potential separation in HAB-S, HAB-A and Star is indicative of electronic communication. 

Compared to HAB-Model with only one amine redox centre, the width at half-maximum of the 

oxidation signal is increased in HAB-S and to a greater extent in HAB-A, both containing three amine 

chromophores. In the multi-chromophore compounds, the width at half-maximum can be assessed by 

the difference of the two outermost potentials, increasing from 60 mV in HAB-S to 80 mV in HAB-A. 

The different potential splitting is correlated to the different substitution pattern of the HABs. Whereas 

in the symmetric HAB-S the amines are interconnected strictly by meta-substitution and separated by 

1.2 nm (measured centre to centre from MM2 optimised
146,147

 structures), this is not the case in the 

asymmetric HAB. There, the centres are linked in meta-, para- and ortho-position with a minimum 
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distance of 0.8 nm in the last case, resulting in a stronger electrostatic interaction upon oxidation, and, 

therefore, a larger potential separation. The same effects can be found in case of the reduction 

potentials albeit more pronounced. As redox potential splittings of multi-redox-chromophores are 

highly dependent on the solvent and supporting electrolyte,
19,148

 their magnitude can differ in oxidation 

and reduction. The width at half-maximum of the SWV oxidation signal of Star is with 100 mV the 

largest compared to HAB-S and HAB-A although in Star the amines are separated by the largest 

distance (2.5 nm, measured centre to centre from MM2 optimised
146,147

 structures). We explain this by 

a better electronic communication between the redox centres. 

4.4. Electron paramagnetic resonance 

Electron paramagnetic resonance (EPR) measurements were performed to characterise the PCTM 

centres in all radicals. Furthermore, the interactions between the three PCTM radical centres in  

HAB-S and HAB-A as well as between the TAA
+

 and PCTM radical centres in the oxidised  

HAB-Model and Star-Model were investigated. 
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Figure 51 Simulated (red) and experimental (black) CW EPR spectra of a) HAB-Model,  

b) HAB-S and c) HAB-A in DCM at rt, 250 K and 230 K, respectively, and of d) Star-Model and  

e) Star in DCM at rt. 
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Table 5  Electronic g factor and hyperfine coupling constants |a| from simulated EPR spectra of 

all radicals in DCM. The EPR spectra of HAB-S and HAB-A were measured at 250 K and 230 K, 

respectively, those of Star, Star-Model and HAB-Model at rt. Radical cations were generated by 

oxidation with tris(bromophenyl)amminium hexachloroantimonate(V). 

 g |aN|/mT |aH|/mT |aC|/mT 

Star-Model 2.003 - 0.116 (4 H), 0.121 (2 H) 3.1, 1.31, 0.97 

Star-Model
+

 - - - - 

Star 2.003 - 0.12 (6 H) 3.0, 1.3, 0.95 

HAB-Model 2.003 - 0.12 (4 H), 0.13 (2 H) 3.1, 1.3, 1.0 

HAB-Model
+

 2.003 ~0.4 - - 

HAB-A 2.003 - 0.040 (12 H), 0.041 (6 H) 0.41, 0.35 

HAB-S 2.003 - 0.041 (12 H), 0.042 (6 H) 0.42, 0.34 

 

The EPR spectra were measured in DCM at rt with the exception of HAB-A and HAB-S which were 

measured at 230 K and 250 K, respectively, for a better hyperfine splitting resolution (see Figure 51). 

The obtained spectra were simulated to obtain the electronic g-factor and the isotropic hyperfine 

coupling constants hfc |a| to nuclei with nonzero magnetic moments (see Table 5). For Star-Model, 

Star and HAB-Model EPR signals were observed which are characteristic for this type of PCTM, 

namely a g factor close to the value for the free electron (giso = 2.003), and hfc to the meta hydrogen 

atoms of |aH| = 0.12 mT, to the -carbon atom of |aC| = 3.0 mT and to neighbouring aromatic carbon 

atoms of |aC| = 1.29 mT and |aC| = 1.05 mT.
121

 In agreement with the substitution pattern of the PCTM, 

the proton hfc of Star-Model and HAB-Model were found to be asymmetric showing two different 

hfc constants and that of Star to be symmetric with only one hfc constant. The signals of the 

multidimensional systems HAB-A and HAB-S are centered around the same characteristic g factor 

but all hfc constants are by a factor of ca. one third smaller. For multiradicals
149-152

 if each of the 

unpaired electrons has spin density on the other radical centres a hfc pattern results for all these radical 

centres with apparent hfc constants divided by the number of involved radical centres.
153,154

 More 

precisely, this is observed when the electron exchange interaction J is much greater than the hfc 

constant |a| but the dipolar spin-spin interaction between the unpaired spins is weak. The same effect is 

found for the triradical compounds HAB-A and HAB-S. In these multiradicals the energy difference 

between states of differing spin multiplicity is negligible. 

Both model compounds HAB-Model and Star-Model were oxidised to verify the necessity to 

consider diverse spin states regarding charge transfer. The EPR spectra of oxidised HAB-Model and 

Star-Model
 
show basic differences (see Figure 52).  
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Figure 52 EPR spectra of oxidised a) Star-Model and b) HAB-Model
 

by 

tris(bromophenyl)amminium hexachloroantimonate(V) at rt in DCM. HAB-Model was oxidised by 

~35 % (green) and ~70 % (blue) maintaining the overall concentration of the radical centre. Star-

Model was oxidised by 80 % (black) with the simulated signal in red. 

Whereas the signal intensity of Star-Model gradually decreased upon stewise oxidation, in case of 

HAB-Model a new broad signal is formed in addition to the characteristic PCTM signal. In principle, 

three possible scenarios have to be considered: 1) In diradicals, in which the two radical sites do not 

interact with each other, the electron exchange interaction constant J is smaller than the hfc constants 

|a| and thus only the spectra of the individual radical centres are observed. 2) If J is larger than |a| but 

smaller than the zero-field splitting parameter D the two centres are weakly interacting. In this case a 

“biradical” is observed with the typical changes to the hfc as explained above for the spectra of HAB-

A and HAB-S. In the last case 3) J is considerably larger than D, meaning the two radical centres are 

strongly interacting. If so, singlet (EPR silent) and triplet states (only observable at low temperatures) 

are formed which differ in energy depending on the magnitude of J.
155

 In case of HAB-Model the 

characteristic PCTM signal is assigned to the remaining neutral radical species and the new broad 

signal belongs to the “biradical” = weak interacting case. The simulation indicated a g factor of 2.003 

and although no hfc was directly observable due to the broadness of the signal a nitrogen hfc of 

~0.41 mT was estimated. This hfc constant is roughly half the value of TAA
+.

 centres (~0.82 -

 0.89 mT).
156,157

 Following the explanation above J has to be much greater than the hfc constant 

|a| = 0.004 cm
-1

 but has to be lower or to be in the range of D with typical values of |D| = 0.05-

0.20 cm
-1

 
158

 for biradical molecules.
155

 Regarding Star-Model, only a decrease of the PCTM signal is 

observed so that the formed cation has to be ESR silent. This implies a strong electron exchange 

interaction constant J and the formation of either a singlet or triplet species or both. To distinguish 

between these cases, EPR spectra were measured at 80 K but no change in the signal nor a half-field 

signal, typical of a triplet electronic state, could be observed. We therefore assume that Star-Model
+

 

is in a singlet state, consistent with the antiferromagnetic coupling pathway between the radical 

centres. 
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4.5. Absorption spectroscopy 

Absorption spectra were recorded to analyse possible charge transfer transitions with the aim to get 

information on the electronic coupling between the electron donor and acceptor centres. The 

absorption spectra of HAB-S, HAB-A and HAB-Model resemble each other strongly in band 

structure (Figure 53) and intensity if the lower number of chromophore units in HAB-Model is taken 

into account. 

 

Figure 53 a) Absorption spectra of HAB-S, HAB-A and HAB-Model in DCM. b) Absorption 

spectra of HAB-S, HAB-A and HAB-Model in DCM in the range of 10000 cm
-1

 to 19000 cm
-1

 

All three HABs show two striking absorption features at 26500 cm
-1

 and 33200 cm
-1

. The former, with 

its shoulders at ca. 27700 and 24900 cm
-1

, consists of overlapping -* transitions located at the TAA 

(expected at ~24900 cm
-1

)
32,122,124

 and the PCTM centres (SOMO-LUMO transitions are expected at 

27200 cm
-1

).
120-124

 In addition, two weak absorption bands at 18200 and 19700 cm
-1

 can be observed 

originating from HOMO-SOMO transitions located at the radical centres.
120,121

 The observation of two 

bands for this transition results probably from the asymmetric substitution of the radical chromophore 

and therefore from the loss of degeneracy of the HOMO. This was shown before for the isoelectronic 

triarylamine radical cation.
32

 The lowest energy absorption band at 15700 cm
-1

 is in each case 

attributed to an intervalence charge transfer band (IV-CT) associated with the optically induced charge 

transfer from an electron rich triarylamine centre to an electron poor radical centre.
123

 The intensity 

decreases in the series HAB-S (max  2000 M
-1

 cm
-1

), HAB-A (max  1500 M
-1

 cm
-1

) and HAB-

Model (max  300 M
-1

 cm
-1

). This observation is in good agreement with the number of possible 

charge transfer pathways in the respective HABs which decreases likewise in the series HAB-S (six), 

HAB-A (four) and HAB-Model (one).
19

  

To characterise the charge transfer properties in HAB-Model a Mulliken-Hush analysis was 

performed.
57,159-163

 According to this theory the electronic coupling V between the diabatic ground and 

IV-CT excited states can be calculated by equation 13 with the transition moment ab (obtained by 
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equation 14), the energy max
~  of the measured IV-CT band maximum and the diabatic dipole moment 

difference 12 of the ground state (with its diabatic dipole moment 11) and excited state (22). As 

these diabatic dipole moments are not available by experiment this 12 difference has to be evaluated 

by the adiabatic dipole moment difference ab of the ground state (with its adiabatic dipole moment 

aa) and excited states (bb) by equation 15. The two adiabatic quantities were obtained by TDDFT 

calculations with a custom hybrid functional using the procedure developed by Kaupp et al.
164

 The 

calculations are in good agreement with the measured absorption spectra (see Table 6 for the 

comparison and Table 7 for the calculated IV-CT parameters).  
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An electronic coupling of V = 340 cm
-1

 between the ground state and the IV-CT state was obtained for 

HAB-Model which can be safely attributed to the weak regime. This small interaction between the 

redox centres is due to a mostly through space coupling in the HAB framework.
19

 

 

Figure 54 a) Absorption spectra of Star and Star-Model in DCM. b) Absorption spectra of Star 

and Star-Model in DCM in the range of 9000 cm
-1

 to 19000 cm
-1

. The IV-CT band intensity of Star 

was divided by three for better comparison. 

The UV/vis/NIR spectrum of Star shows six distinct absorption bands (see Figure 54). The two bands 

at 27700 cm
-1

 (D) and 34700 cm
-1

 (E) are attributed to -* transitions of the TAA.
122,124

 The sharp, 

intensive band at 24500 cm
-1

 (C) is assigned to -* transitions of the radical subunit.
120-122,124

 

Furthermore, two absorption bands at 19100 cm
-1

 (A) and 21500 cm
-1

 (B) can be observed which are 
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common for this kind of electron donor-acceptor compound.
124

 The lowest energy, asymmetric 

absorption band at 13500 cm
-1

 can be understood as an IV-CT transition from the amine donor to the 

radical acceptor. However, in contrast to the HABs the IV-CT band in Star and Star-Model is less 

overlapped by other transitions and much more intense.
123

 An analogous spectrum is obtained from the 

model compound Star-Model with differences in band intensities, as the number of TAA 

chromophores has changed. Furthermore, the radical influenced transitions are changed because their 

electronic environment is altered, but only to a minor degree. In agreement with that, the extinction 

coefficient of the transition (E) located at the amine is lower by the factor of around three for Star-

Model. The two -* transitions (C) and (D) are shifted and are overlapping in the range of 

23000 cm
-1

 to 30000 cm
-1

. Therefore, an accurate assignment of band positions and intensities for 

Star-Model is not possible. The absorption bands (A) and (B) show decreased oscillator strengths by a 

factor of around five and three, respectively, whereas their positions remain virtually unaltered. In 

addition, the IV-CT band maximum is shifted by 400 cm
-1

 to higher energies and the intensity is 

reduced by a factor of around three (Figure 54) as the number of possible IV-CT pathways is reduced 

from three in Star to one in Star-Model.
165

  

 

Figure 55 a) Absorption spectra of Star-Model in solvents of different polarity. b) Absorption 

spectra of Star in solvents of different polarity. 

Solvatochromism studies of Star and Star-Model shall give information about the IV-CT processes 

involved. The spectra of both compounds in solvents ranging from totally apolar (cyclohexane) to 

highly polar (acetonitrile) in general show little systematic variation with exception of the IV-CT band 

(see Figure 55). Their band shapes were analysed using equation 9 based on Jortner’s 

theory.
53,124,166,167

 

 



















 







0 o

200

ov

o

2

eg

22

0

2

4

~~
exp

4

1

!

e

9

)2(

10ln3

2000~/
j

jS

kT

Gjhc

kThcj

S

n

nN











  (9) 



 

 

 

Multidimensional chromophores containing PCTMs 82 

with the Huang Rhys factor 
v

v

~ν

λ
S   

With this semiclassical treatment absorption bands can be fitted by four parameters.
124,166,168,169

 These 

are the inner and outer reorganization energies v and o associated with bond length and bond angle 

changes and solvent reorientations, respectively. In addition, the free energy difference G
00

 between 

the diabatic ground and IV-CT states and the quantum chemically treated high-temperature averaged 

molecular vibration mode v
~ν  are obtained. The Huang-Rhys factor S determines the IV-CT band 

shape. If this value is too high the IV-CT band has a Gaussian form and can no longer be treated by 

Jortner’s theory due to ambiguous dependency of the fit parameters as observed in the case of the 

HABs. In the latter compounds v
~  is likely to be very small as was assumed in the biaryl compound 

V1 because a vinyl or alkyne bridging unit is missing and the biaryl torsions should have low 

frequencies.
124

 In contrast, in Star-Model the Huang-Rhys factor is small so that the IV-CT band is 

asymmetric based on a Poisson distribution of vibrational transitions, each Gaussian-broadened by 

solvent interactions. The fits are depicted in Figure 56 and the fitted parameters are summarised in 

Table 6. 

 

Figure 56 Least-squares fits (squares) of equation 9 to the reduced IV-CT bands (lines) of Star-

Model in solvents of different polarity.
170
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Table 6  ET parameters v, o, v
~  and G

00
, the calculated and measured reduced absorption 

maxima max
~ν  and transition dipole moments ab of the IV-CT bands of Star-Model and of HAB-

Model. 

 
measmax,

~  

/cm
-1

 

calcmax,
~  

/cm
-1

 

ab,meas 

/D 

ab,calc 

/D 

v
 a
 

/cm
-1

 

o
 b
 

/cm
-1

 

v
~  

b
 

/cm
-1

 

G
00 b

 

/cm
-1

 

Star-Model         

cyclohexane 13760  2.63  
c c c c 

toluene 13680  2.53  1050 1300 1700 12300 

dibutyl ether 13720  2.56  1380 1660 1930 11970 

DCM 13770 15200 2.70 5.38 1100 2330 2040 11330 

benzonitrile 13470  2.59  950 2710 2190 10660 

acetonitrile 13950  -
d
  1240 2780 2140 11000 

HAB-Model         

DCM 14900 15400 0.81 0.90     

a
 maximum error of  50 cm

-1
.
 b
 maximum error of  150 cm

-1
. 

c
 the maximum error was too large for a 

reliable fit.
 d
 could not be measured due to low solubility. 

The absorption maxima of the IV-CT bands show no obvious trend in solvents of varying polarity but 

appear to be randomly distributed around 13700 cm
-1

. As shown for V2
124

 this is due to opposing 

solvatochromic behaviours of the ET parameters (see Figure 57).  

Figure 57 a) Linear regression of v, v
~  and o vs. solvent polarity function f(D) - f(n

2
), with 

f(D) = (D - 1)/(2D + 1) and f(n
2
) = (n

2
 – 1)/(2n

2
 + 1) for Star-Model. b) Linear regression of G

00
 vs. 

solvent polarity function f(D) - f(n
2
) for Star-Model. 

Whereas G
00

 decreases with increasing solvent polarity as the excited state is much better stabilised 

in polar solvents than the ground state, o increases in the same ratio. Both v and v
~  are only minor 

influenced by the solvent polarity. When comparing the ET parameters of V2 with those of Star-
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Model, the G
00

 values are by 1500-3000 cm
-1

 higher in the latter. This is reasonable as Star-Model 

has the weaker electron acceptor centre, the polychlorinated triphenylmethyl radical  

(Ered = -1000 mV), compared to its per-chlorinated counterpart in V2 (Ered = -600 mV). The value of v 

is nearly doubled from around 650 cm
-1

 in V2 to around 1200 cm
-1

 in Star-Model whereas o and v
~  

have similar values in solvents of low polarity but show a distinctly higher solvatochromism in V2.  

To calculate the electronic coupling of the two redox centres in Star-Model by equation 13 only the 

adiabatic dipole moment difference 12 remains to be determined. A value of ab = 32.9 D was 

obtained by TDDFT calculations (see Table 7) which is nearly twice as high as the value given for V2 

(ab = 17.9 D).
124

 The latter was determined by electro-optical absorption (EOA) measurements 

which agrees with estimates by the Lippert and Mataga model. With ab = 32.9 D the electronic 

coupling yields V = 1190 cm
-1

 in Star-Model which is about half the coupling of V2 (V = 2630 cm
-1

). 

This finding is somewhat unexpected as the decreased steric hindrance of the bridge in Star-Model 

should facilitate the electronic communication between the two redox centres in comparison to V2 and 

not hamper it. To assess the accuracy of the high ab value obtained by the TDDFT calculations we 

determined this quantity by a second approach. As demonstrated before for V2 in ref.
124

 ab can also 

be calculated by correlating the total reorganization energy v + o with the Onsager solvent parameter 

f(D) - f(n
2
) (equation 60) as shown by Lippert and Mataga (see Figure 58).

171,172
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Figure 58 Linear regression of 2(v + o) vs. solvent polarity function f(D) - f(n
2
) for Star-

Model.  
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Table 7. The Connolly solvent excluded volume a0, the adiabatic dipole moment difference ab, the 

measured transition dipole moments ab,meas and electronic coupling V calculated according to Lippert 

and Mataga (index LM) and calculated from TDDFT data (index TDDFT) 

 
a0 

/Å 

ab,LM 

/D 

ab,TDDFT 

/D 

ab,meas 

/D 

VLM 

/cm
-1

 

VTDDFT 

/cm
-1

 

Star-Model 5.31 12.9  1.4 32.9 2.70
b
 2940  280 1190 

HAB-Model -  35.7 0.81
b
  340 

V2
a
 5.54 17.9  1.4  4.1

c
 2630  240  

a 
data taken from Lit.

124
, 

b
 in DCM, 

c
 in n-Hexane 

From the slope of Figure 58 the adiabatic dipole moment difference ab can then be evaluated. 

Therefore, the radius a0 of Star-Model is needed which was calculated from its Connolly solvent 

excluded volume
147

 assuming the molecule to be spherical (see Table 7). The adiabatic dipole moment 

difference obtained in this way is ab = 12.9 D which appears more reasonable and is by far smaller 

than the value obtained by TDDFT calculations. Calculating the electronic coupling with 

ab = 12.9 D for Star-Model by equation 13 yields VLM = 2940 cm
-1

 which indicates a much stronger 

electronic communication of the two redox centres as the one calculated by using dipole moment 

differences from TDDFT
173

, see Table 7. However, the electronic couplings calculated for Star-Model 

and V2 are in good agreement when applying the methodology according to Lippert and Mataga. 

Consequently, the electronic communication between the redox centres in Star-Model and V2 is 

marginally influenced by the differing structure of the PCTM centres. In any case, the electronic 

coupling V of Star-Model is distinctly larger than that of HAB-Model. Hence, the alkyne bridge 

provides a much better electronic linkage as the HAB framework.  

4.6. Spectroelectrochemistry 

In order to investigate the spectral changes that undergo the radicals upon oxidation of the TAA 

moieties or reduction of the PCTM groups we performed spectroelectrochemistry experiments in 

DCM/electrolyte solution. The spectra of the oxidised and reduced species will also be helpful for the 

interpretation of transient absorption spectra. 
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Figure 59 SEC of a) the first oxidation and b) the first reduction of HAB-Model. SEC of c) the 

first oxidation and d) the first reduction and HAB-S. The neutral species are given in blue, the fully 

electrolysed species in brown. The applied potential was varied in 20 mV steps.  

Radical HAB-A showed considerable irregularities in band intensity during the measurements 

possibly caused by deposition at the platinum working electrode rendering a discussion impossible. 

The spectroelectrochemistry of HAB-Model and HAB-S (Figure 59) are very similar and will be 

discussed together. This is reasonable as the single electron redox steps in HAB-S are 

spectroscopically indiscernible. By reduction both compounds show the formation of an intensive 

absorption band at 18900-19300 cm
-1

 which is attributed to -* transitions of the PCTM anion centre. 

These are expected at 20000 cm
-1

 for a single PCTM
121

 but might be bathochromically shifted in 

mixed-valence compounds.
124

 Furthermore, the radical centred transitions at 26600 cm
-1

 as well the 

CT transitions at 15000-15600 cm
-1

 decrease in intensity upon reduction. 

During the oxidation process an intensive and narrow absorption band emerges at 13000-13100 cm
-1

 

with a shoulder at 15900-16100 cm
-1

 characteristic for -* transitions in TAA radical cations.
32

 In 

addition, the absorption bands at 26600 cm
-1

 are increasingly overlapped by a second transition which 

is also attributed to the TAA radical cation.
32

 In contrast, transitions localised at the neutral TAA 

centres in the range of 32500-33000 cm
-1

 decrease. In the SEC of HAB-S one can clearly observe the 

appearance of a very weak absorption band at 8900 cm
-1

. It is attributed to a charge transfer reversed 

from that of the neutral species, that is, from the PCTM radical to the electron poorer cationic TAA 

centre.
124

 In HAB-Model
+

 this band is not observed possibly due to an insufficient signal to noise 
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ratio. The CT band in HAB-S
+

 is very weak and that in HAB-Model
+

 is expected to be one third as 

intensive.  

 

 

Figure 60 SEC of a) the first oxidation and b) the first reduction of Star-Model. The neutral 

species is given in blue, the fully electrolysed species in brown. The applied potential was varied by 

20 mV per step until no further change in the spectrum was observed. 

By reducing Star-Model, the IV-CT absorption band (13500 cm
-1

), band B (21500 cm
-1

) and the 

bands between 24000 cm
-1

 and 30000 cm
-1

, all featuring transitions involving the radical centre (see 

Figure 60), vanish. Furthermore, the reduced species shows a strong absorption band at 17600 cm
-1

 

with a shoulder band at 19900 cm
-1

. These are caused by -* transitions at the anion centre.  

During oxidation of Star-Model (Figure 60) the absorption bands at 26000 cm
-1

 and 34500 cm
-1

 

decrease as expected for transitions located at the amine. Two intense absorption bands at 15400 cm
-1

 

and 13500 cm
-1

 rise. The former asymmetric band is attributed to -* transitions of the radical cation, 

the latter is presumably a bridge-to-radical cation CT. This has been observed before in molecules in 

which an oxidised TAA is connected via a conjugated bridge to an acceptor.
35,59,156

 Even more 

interesting is an intense absorption band at 8100 cm
-1

 (max=32400 M
-1

 cm
-1

), attributed to a charge 

transfer from the PCTM radical to the TAA centre that is likewise present in the HAB-S.
124

 The 

increased oscillator strength of this band in contrast to the IV-CT band in the neutral species is 

remarkable and cannot be explained by the bathochromic shift exclusively but must be caused by an 

increase in electronic coupling. For comparison, it is about five times as intensive as in V2.  
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Figure 61 SEC of a) the first oxidation and b) the first reduction of Star. The neutral species is 

given in blue, the fully electrolysed species in brown. The applied potential was varied by 20 mV per 

step until no further change in the spectrum was observed. 

The reduction of Star (Figure 61) induces spectral changes very similar to that of the model 

compound Star-Model. With the exception of the absorption bands D and E originating from -* 

transitions located at the TAAs, all bands vanish including band A. As observed before, an intense 

absorption band originating from -* transitions at the anion centre is forming at 16500 cm
-1

. Its 

asymmetry is much less pronounced compared to that of Star-Model. This is most likely a result of 

the symmetric substitution pattern of the PCTM and thus a smaller splitting of the formally degenerate 

LUMO orbitals. 

By oxidising Star (Figure 61) to the trication we observed a continuous change of spectra. To get 

absorption spectra related to the individual oxidation steps the SEC data were deconvoluted by a 

global fitting routine implemented in the SpecFit software package (Figure 62).
174

  

 

Figure 62 Deconvoluted spectra of a global fit of the SEC. The absorption spectra of the 

oxidation states are 0 (blue), +1 (green), +2 (orange) and +3 (red) are shown. 

The quality of the fit was ascertained by comparison of the potential splitting calculated by the global 

fitting software to that measured by CV. These values are in good agreement (measured:  



 

 

 

Multidimensional chromophores containing PCTMs 89 

Eox1-2 = 70 mV, Eox2-3 = 30 mV, calculated: Eox1-2 = 69 mV, Eox2-3 = 38 mV). However, it has to be 

stressed that the measured potential splitting for the three oxidation processes is very small (100 mV), 

so substantial deviations in the fitted absorption spectra arise by altering the splitting by a few 

millivolts. Nevertheless, several trends in the SEC spectra can be observed. Starting from the low 

energy part of the spectra, an intense absorption rises in Star
+

 with a maximum at 6300 cm
-1

, getting 

narrower and showing higher energetic maxima at 7400 cm
-1 

for Star
2(+)

 and at 8000 cm
-1

 for Star
3(+)

. 

The absorption band of the trication is very similar to the low energy transition in the model 

compound Star-Model
+

 and is likewise explained by a charge transfer from the radical centre to the 

oxidised TAA moieties. The illustrated changes in the SEC can be interpreted by the IV-CT transition 

depending on the oxidation state of the multidimensional chromophore. Due to oxidation of the second 

(in Star
2(+)

) and third TAA centre (in Star
3(+)

) the electron donor ability of the central PCTM is 

reduced in comparison to Star
+

 (see Table 8). This can be seen in the charge transfer parameters 

extracted by fitting the IV-CT absorptions bands of the cations by the Bixon-Jortner expression 

(equation 9)(see Figure 63).  

Table 8 Charge transfer parameters v
~ , o, v and G

00 
and transition dipole moments  of the low 

energy IV-CT bands of Star
+

, Star
3(+)

 and
 
Star-Model

+
. 

  / D v
~  / cm

-1
 o / cm

-1
 v / cm

-1
 G

00 
/ cm

-1
 

Star
+

 15.5 1770 3300 1230 1875 

Star
2(+)

 14.4 
a a a a 

Star
3(+)

 12.9 1470 2310 580 5140 

Star-Model
+

 9.2 1400 2120 410 5710 

a 
could not be determined due to ambiguous fitting. 



 

 

 

Multidimensional chromophores containing PCTMs 90 

 

Figure 63 Least-squares fits (squares) of the reduced IV-CT bands (line) of a) Star
+

, b) Star
3(+)

 

and c) Star in DCM. 

The free energy G
00

 is substantially lower in Star
+

 in comparison to Star-Model
+

 indicating that the 

electron rich TAA moieties strengthen the donor ability of the radical centre in Star
+

. At the same 

time both reorganization energies v and o are increased (see Table 8), whereas v
~  remains nearly 

unaltered. The IV-CT absorption band of Star
2(+)

 obtained by SpecFit could not be fitted by the Bixon-

Jortner expression as it is too symmetric to get reliable values for the parameters.
31

 The obtained set of 

parameters for Star
3(+)

 confirms the resemblance of its IV-CT bands to that of Star-Model
+

 in spite of 

the different molecular structures.  

Remarkably, the transition dipole moments (Table 8) of the IV-CT bands of Star
+

, Star
2(+)

 and 

Star
3(+)

 are slightly decreasing in this sequence. Although the number of possible charge transfer 

pathways increases equally with the oxidation state and thus an increase in band intensity is expected. 

In addition, the square of the transition dipole moment of the IV-CT band of Star
3(+)

 is about two 

times higher than that of Star-Model
+

. A factor of three would be expected if the three possible CT 

pathways Star
3(+)

 are accounted for. Both phenomena can be attributed to a varying electronic 

environment of the IV-CT states in question with changing the redox centres either by altering 

substitution or oxidation of their substituents. 



 

 

 

Multidimensional chromophores containing PCTMs 91 

4.7. Transient absorption spectra 

fs-Transient absorption spectra of all radical compounds were measured in DCM to investigate the 

evolution and decay of the excited IV-CT states. Therefore, the molecules were excited at the centre of 

their respective IV-CT absorption band to exclude dynamics of localised transitions and the excitation 

of the contaminating α-H precursors (see synthesis). Thus, HAB-Model, HAB-A and HAB-S were 

excited at 15200 cm
-1

, Star-Model and Star at 13800cm
-1

, that is, directly into the IV-CT band. The 

pump pulses had a temporal width of 140 fs and the probe white light continuum ranged from 

12900 cm
-1

 to 23500 cm
-1 

(in the case of HAB-Model from 12100 cm
-1

). The transient data (see 

appendix 1) were deconvoluted by a global fitting routine (see experimental section) to get evolution 

associated difference spectra (EADS) and their respective time constants of formation and decay. All 

EADS are rising with the decay time constant of the previous EADS and are decaying with the time 

constants given in the Figure 64 and 68 and Tables 9 and 10, with the exception of the respective first 

EADS which is formed in the time regime of the instrument response (180-200 fs in DCM). 

 

Figure 64 Evolution associated difference spectra of a) HAB-Model, b) HAB-A and c) HAB-S 

in DCM with the associated decay times. Pump energy = 15200 cm
-1

. 

The global fit of the transient maps of HAB-Model, HAB-A and HAB-S resulted in all cases in two 

EADS (EADS1 and EADS2) with time constants of 1 = 0.7-1.0 ps for the first and 2 = 3.6-4.1 ps for 

the second. In all the EAS a maximum at 20000 cm
-1

 and a maximum in the range of 13300-14500 cm
-
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1
 is observed. Regarding the evolution from EADS1 to EADS2 the former band is only increasing in 

intensity whereas the latter is additionally narrowing and especially in the case of HAB-Model 

shifting to lower energies. Furthermore, in the EADS2 of HAB-A and HAB-S a band at around 

17000 cm
-1

 is observed. To verify the possible involvement of excited charge transfer states, the 

EADS2 were compared to the sum of the cation and anion spectra obtained by SEC, corrected for the 

ground state bleaching by subtracting the absorption spectra in DCM (Figure 65). In this way, we 

model the excited IV-CT state where a PCTM moiety is reduced and a TAA is oxidised. 

Figure 65 EADS2 (green) and the sum (red, corrected for the ground state bleaching) of the 

individual SEC spectra of oxidation and reduction (blue) for a) HAB-Model and b) HAB-S in DCM. 

From Figure 65 a good agreement of EADS2 with the SEC spectra is obtained if accounting for a shift 

of the SEC data of around 350-750 cm
-1

 to lower energies
128

 and for an increased transient absorption 

in the region around 16900 cm
-1

. Thus, the transient absorption at 13300 cm
-1

 is assigned to the TAA 

radical cation and the transient absorption at 20000 cm
-1

 to the PCTM anion verifying the state to be 

the lowest excited state. The band at 16900 cm
-1

 is more prominent for HAB-A and HAB-S than for 

HAB-Model.
175

 However, no specific assignment of this absorption is obvious. A similar transition 

was observed also in the fs-transient absorption spectra of V1 in toluene and MTBE.
175

 This band 

might be caused by a strong electronic communication between the two redox centres, an effect which 

is not considered in the spectra obtained by SEC. On the other hand, the low intensity of the IV-CT 

band and the good agreement of the TAA
+

 absorption band profile obtained by SEC with that of the 

transient absorption indicate a weak electronic coupling between the two redox centres. 

Because we pumped the radical samples directly into the IV-CT band and all EADS1 present maxima 

in the same region as the respective EADS2, the former are attributed to the partially unrelaxed IV-CT 

states.
67,106,176-181

 These are the first states observed after excitation and their molecular geometry 

and/or solvation are similar to the ground state (see Figure 66). 
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Figure 66. Potential energy diagram for the relaxation processes in the excited state of HAB-Model. 

The molecule is sketched besides the relevant states. The small black arrows represent solvent 

molecules. 

After excitation, these unrelaxed IV-CT states relax to the thermally equilibrated IV-CT states 

observed as EADS2. While the global fit assumes discrete species associated with EADS1 (partially 

relaxed IV-CT state) and EADS2 (relaxed IV-CT state) such a relaxation process may well be 

described by a continuous shift along an excited state potential energy surface.
177,180,182,183

 The 

dynamics of this relaxation may give information about its mechanism. Therefore, we analysed the 

time-dependent shift of the absorption maximum of the low energy band at ca 13500 cm
-1

, which is 

least affected by overlapping ground state bleaching. Then, the spectral response function )(~ tS  was 

calculated by equation 61.
51

  

)(~)0(~
)(~)(~

)(
maxmax

maxmax
~











t
tS          (61) 

The maxima of the transient absorption bands )(~
max t  at t after time zero were determined from the 

chirp corrected and smoothed raw spectra. The value of the longest measured time delay of 4 ps served 

as )(~
max  , the maximum of the transient spectra at infinite time. The energy )0(~

max  corresponds to 

the maximum of the transient spectra at time zero, which we define as the time of the instrument 

response maximum. The signal-to-noise ratio as well as the coherent artefact cause severe errors for 

time constants < 400 fs. The fastest processes observable have time constants of ~ 100 fs. 
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Consequently, very fast shifts of the maxima, which are expected for solvent controlled processes, are 

possibly not resolved.
51

 The fitted spectral response functions of HAB-S, HAB-A and HAB-Model 

are depicted in Figure 67 (see appendix 1 for the chirp corrected transient maps) and the time constants 

are given in Table 9. 

Figure 67 Spectral response function )(~ tS  (black) and its exponential fit (red) of a) HAB-

Model, b) HAB-A and c) HAB-S. d) Shift of the absorption maxima of HAB-Model, HAB-A and 

HAB-S in wavenumbers. 

Table 9  Decay time constants 1 and 2 of the evolution associated spectra EADS1 and 

EADS2, respectively, and the mono-exponential time constants s for the spectral response function 

)(~ tS  of HAB-S, HAB-A and HAB-Model in DCM. 

 1 / ps 2 / ps s / ps 

HAB-Model 0.68 3.6 0.08  0.1 

HAB-A 0.96 4.1 0.07  0.1 

HAB-S 0.93 4.0 0.94 

 

In the case of HAB-Model and HAB-A a very short time constant of )(~ tS  was obtained, whereas for 

HAB-S a time constant of s = 0.94 ps was obtained. The latter time constant could be ascribed to 

solvation processes. Maroncelli et al. found a multiexponential decay with time constants of 
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a = 0.144 ps and b = 1.02 ps and an average time constant of  = 0.56 ps in DCM for the time 

dependent solvation of coumarin 153.
51

 On the other hand, intramolecular vibrational redistribution 

contributes to the deactivation of the partially unrelaxed IV-CT state with time constants of typically  

 100 fs
184

. Thus, in the case of HAB-Model and HAB-A the shift of the maxima is governed 

essentially by the very fast inertial motion of the solvent molecules and/or intramolecular relaxation 

processes both with time constants ~ 100 fs. In contrast, the narrowing of the TAA
+

 absorption bands 

of HAB-Model and HAB-A (see appendix 1) can be attributed to low frequency dynamics of the 

solvent with time constants 1 in good agreement with the time constants  or b of coumarin 153 in 

DCM. In HAB-S the very fast 100 fs processes are not resolved. Only a weak shift of 100 cm
-1

 and the 

narrowing process is attributed to the slow solvent relaxation time b (see appendix 1). Thus, the 

relaxation process seems to be influenced by the solvent viscosity. It follows that most likely a large 

amplitude motion is involved in this process, e.g. the twist of two or more aryl rings within the HAB 

framework.
77,176,177

 A time dependent shift of the absorption band of the PCTM
-
 is not observed so both 

anion localised states responsible for this transition have similar potentials regarding solvent and 

intramolecular relaxation. In the case of the TAA
+

 transient absorption band ascribed to localised -* 

transitions, the potential of the lower state (State1) has to be flattened in comparison to the high energy 

state (Statex). This leads to a red shift and a sharpening of the absorption band.
175

 

The time constant 2 represents the back electron transfer from the relaxed excited IV-CT state to the 

ground state. A theoretical investigation of this time constant is not possible here. Because of the 

Gaussian shaped IV-CT absorption band the necessary IV-CT parameters, e.g. o and v, are not 

known and could not be determined by the Hush analysis performed above. It has to be noted though 

that these back electron transfer time constants (2 ~ 4 ps for all HABs) are in the range of the 

solvation time constant obtained for DCM (b = 1.02 ps).
51

 For similar molecules it was found that the 

back electron transfer can be influenced by the solvation processes as well.
175

 

The analysis of the transient spectra of Star and Star-Model yielded in each case three EADS (see 

Figure 68 and Table 10) with time constants of 1 = 0.9 ps for EADS1, 2 = 0.9-1.1 ps for EADS2 and 

3 = 2.8-4.5 ps for EADS3. The excited state time constants 1 and 2 are in good agreement to the 

measured values for V1 in MTBE
175

 and for linear oligomers consisting of alternating TAA and 

PCTM centres.
185
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Figure 68 Evolution associated difference spectra of a) Star-Model and b) Star in DCM. Pump 

energy = 13800 cm
-1

. 

Table 10. Decay time constants 1, 2 and 3 of the evolution associated spectra EADS1, EADS2 and 

EADS3, respectively, and time constants s1 and s2 for the biexponential decay of the spectral response 

function )(~ tS  of Star and Star-Model in DCM. 

 1/ps 2/ps 3/ps s1/ps s2/ps 

Star-Model 0.94 0.94 4.5 0.08  0.1 0.78 

Star 0.90 1.1 2.8 - - 

 

The EADS1 of Star and Star-Model show a transient absorption at the far red side of the measured 

spectrum with a maximum lying around 12500 cm
-1

. This maximum is superimposed with an artefact 

caused by the fundamental amplifier output at 800 nm. At higher energies in the EADS1 of Star an 

absorption band at 17300 cm
-1

 is observed which is absent in the spectra of Star-Model. At 19300 cm
-

1
 and in the range of 21600-22300 cm

-1
 minima are observed in the spectra of both compounds caused 

by ground state bleaching. The EADS2 of both molecules consist of two transient absorption bands, 

one with a band maximum at 13700-13900 cm
-1

 and another one at higher energies with a transition 

energy of 20000 cm
-1

 for Star-Model and of 16900 cm
-1

 for Star. EADS3 is in both cases 

characterised by a negative transient absorption in the ranges of the absorption band maxima of the 

neutral compounds and a positive transient absorption red-shifted to the former. This band structure 

and the respective decay times in the range of a few picoseconds are known for a superposition of a 

ground state bleaching with a red-shifted hot ground state absorption.
176,184

 EADS2 is in both cases 

attributed to the relaxed IV-CT state and 2 to the back electron transfer process. A reconstruction of 

the transient absorption profile is no longer possible by the sum of SEC spectra as expected for a 

strongly coupled system. The low energy absorption band can nevertheless be assigned to the TAA
+

 

centre, in spite of the hypsochromic shift of around 1000 cm
-1

 compared to the much more decoupled 

HABs. The high energy PCTM
-
 absorption band is in the case of Star-Model very weak, possibly due 

to strong superposition with the comparably strong ground state bleaching (see absorption section). In 
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contrast, in the EADS2 of Star this band is strongly shifted to lower energies by about 2300 cm
-1

. A 

red-shift is also observed in the SEC measurements (see Figure 60 and 61) and a maximum up to 

16900 cm
-1

 for this kind of redox centre was observed in the transient absorption before.
186

 EADS1 

represents the partially unrelaxed IV-CT state as observed in the HABs (see above). The missing 

absorption of the PCTM
-
 in the transient spectrum of Star-Model is consistent with the weak signal in 

the relaxed IV-CT states and is explained by a strong overlap with the ground state bleaching. In Star, 

the excited state transition of the PCTM
-
 centre is at 17200 cm

-1
. We assume that in both cases the 

partially unrelaxed IV-CT state is observed as the behaviour of the TAA
+

 transient absorption is very 

similar, that is, an absorption maximum at the very red side of the spectrum shifting to higher energies 

with time. The PCTM
-
 absorption

 
band in the spectrum of Star is superimposed by a varying intensity 

of ground state bleaching and for this reason no spectral evolution can be identified.  

The relaxation process of the partially unrelaxed IV-CT states of Star-Model was analysed by the 

spectral response function )(~ tS  (equation 61) of the TAA
+

 absorption maximum (Figure 69 and 

Table 10). The analysis was only possible in case of Star-Model as a measurement artefact distorted 

this low energy absorption signal of Star more strongly. Therefore, the chirp corrected and smoothed 

transient data of Star-Model were fitted by a polynomial (see Figure 70) whose temporal shift of the 

absorption maximum was analysed by equation 61. 

 

Figure 69 Spectral response function )(~ tS  (black) and its biexponential fit (red) of the transient 

spectra of Star-Model. 
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Figure 70 a) Raw data of the fs-transient absorption corrected for chirp and scattered light of 

Star-Model in DCM excited at 13800 cm
-1

 and b) a six degree polynomial fit to this data set. Data 

points around 12500 cm
-1

 (800 nm) were ignored for the fit because the spectra are in this range 

distorted by a measurement artefact from the fundamental amplifier output at 800 nm. The spectra are 

coloured from blue to red. 

The spectral response function )(~ tS  revealed two time constants, a very short one s1 ~ 0.1 ps and a 

second with s2 = 0.78 ps. As discussed before, the former time constant describes the relaxation by 

inertial solvent motion and intramolecular, high frequency vibrational equilibration. The latter time 

constant points to a relaxation caused by low frequency dynamics of the solvent as it is in the same 

time regime as the solvent relaxation time constant b = 1.02 ps and the average solvent relaxation time 

constant <> = 0.56 ps measured for DCM by Maroncelli et al.
51

 As discussed above, this suggests 

that a large amplitude motion is involved in this process. We assume that especially the aryl rings next 

to the acetylene bridge are twisting relative to the central atom of their respective redox centre (C or 

N) influencing therewith the electronic coupling between the donor and acceptor. 

The described relaxation process causes a band shift to higher energies. This is in contrast to the 

observations made for the HABs discussed above where the shift of the radical cation transient 

absorption is to lower energies. This shift is caused by the differences in the potential energy surfaces 

of the involved State1 and Statex, which in turn are greatly influenced by the degree of charge 

localisation at the respective TAA centres. The electronic coupling V between the TAA and PCTM 

moieties has a great impact on the charge localisation and may therewith cause the diverging shapes of 

the potential energy surfaces between the more delocalised states in Star and Star-Model and the 

more localised states in HAB-S, HAB-A and HAB-Model.  

The back electron transfer rate constants k-ET can be interpreted using Bixon-Jortner theory (equation 

7).
187,188

 This equation allows calculating k-ET with the IV-CT parameters ( v
~ , o, v and G

00
) 

obtained above (see Table 6) and to compare k-ET with experimental values.  
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Table 11. Measured (2) and calculated back electron transfer lifetime without (1/k-ET) and with 

inclusion of the solvent relaxation time (1/k-ETsolv) for Star-Model in DCM. 

 2/ps -ET/ps -ETsolv/ps 

Star-Model 0.94 0.85
a
/0.14

b 
2.3

a
/1.3

b 

a
 calculated with VTDDFT = 1190 cm

-1
. 

b
 calculated with VLM = 2940 cm

-1
. 

The rate constants and lifetimes were determined for both electronic couplings V calculated above 

(Table 11). With VTDDFT = 1190 cm
-1

 the obtained lifetime of -ET = 0.85 ps is in good agreement with 

the measured 2 = 0.94 ps. In contrast, with VLM = 2940 cm
-1

 the lifetime -ET = 0.14 ps is an order of 

magnitude shorter than the measured value of 2.  

The solvent relaxation time of DCM ( = 0.56 ps)
51

 is in the range of the experimental back electron 

transfer lifetimes. Because solvation can limit the back electron transfer in adiabatic processes
44

 the 

solvation process has to be accounted for in the theory.
175,176

 Therefore, equation 7 which holds true in 

the non-adiabatic limit has to be transformed to the solvent-controlled adiabatic limit
52

 yielding 

equation 8: 
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with 
o

l

22

A

8



 cV
H    

where l is the longitudinal relaxation time of the solvent. In our calculations l was represented by the 

average solvent relaxation time constant measured for DCM  = 0.56 ps.
51

 With this, back electron 

transfer lifetimes of -ETsolv = 2.3 and 1.3 ps were obtained for VTDDFT and VLM, respectively. From 

these results the conclusion is drawn, that the solvation processes are indeed limiting the back electron 

transfer in Star-Model since the lifetimes are prolonged in the solvent-controlled adiabatic limit. 

Thus, further considerations are restricted to the adiabatic approach. 
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4.8. Transient absorption anisotropy measurement 

In the following the possibility of energy redistributions within the IV-CT states of the 

multichromphoric systems will be discussed. Therefore, polarised transient absorption measurements 

were performed. Transient maps were recorded with the polarisation of the pump and probe pulses 

parallel (III), perpendicular (I) and in the magic angle (Imag) to each other. For several probe energies 

these three traces were fitted globally by a fitting routine which also considers the convolution of the 

individual traces by the instrument response.
91,189

 With this procedure the amplitudes and time 

constants of the anisotropy decay were directly obtained. The anisotropy r is thereby defined by 

equation (53 and 54): 








 











2

1)(cos3

5

2

)(2)(

)()(
)(

2

II

II t

tItI

tItI
tr


      (53 and 54) 

with (t) being the angle between the transition moment directions of the pumped and probed 

transitions. The magic angle trace was integrated into the fitting process to minimise measurement 

inaccuracies. Besides that, the intensities of the three traces have to follow a defined ratio 

Imagic = (III+2I)/3 which is a measure for the accuracy of the measurement setup.
84

 A small deviation 

from this defined ratio was experienced and attributed to a systematic error in the measurement setup 

(see 1.3.4.1 for a discussion). We chose probe energies of 13000 cm
-1

, 13900 cm
-1

 and 19600 cm
-1 

for 

several reasons. First, the coherent artefact could be well fitted at all energies. Second, 13000 cm
-1 

and 

13900 cm
-1 

were chosen because the underlying TAA
+

 absorption band is least superimposed by 

ground state bleaching and we get more information about the relaxation processes of the partially 

unrelaxed IV-CT states. Third, probing at the maximum of the PCTM
-
 band at 19600 cm

-1
 served to 

exclude coincidences in the anisotropic behaviour at the other two probe energies. The time-dependent 

transient absorption anisotropy curves of HAB-Model, HAB-A and HAB-S at various energies are 

depicted in Figure 71 (for the fits of the respective traces see the appendix 1). 
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Figure 71 Time-dependent transient absorption anisotropy curves (circles) and the associated fits 

(lines) convoluted with the instrument response of HAB-Model, HAB-A and HAB-S pumped at 

15200 cm
-1

 and probed at (a) 13000 cm
-1

, (b) 13900 cm
-1

 and (c) 19600 cm
-1

. We consider the grey 

shaded as unreliable because of strong overlap with the coherent artifact. 

The obtained time constants for the anisotropy decays as well as their amplitudes are given in Table 

12. We refrain from the interpretation of the time range < 0.4 ps (grey shaded in Figure 71 and 73) as 

the signal and the anisotropy is distorted by the coherent artefact in this region.
84
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Table 12. Amplitudes a and decay time constants  of the time dependent transient absorption 

anisotropy curves of HAB-Model, HAB-A and HAB-S pumped at 15200 cm
-1

 and probed at 
probe

~ .
 

probe
~ /cm

-1
  a1 1/ps a2 2/ps a3 3/ps 

13000 HAB-Model 0.26 <0.4 0.06 0.90 -0.06 >40 

 HAB-A 0.22 <0.4 0.04 0.91 -0.04 >40 

 HAB-S 0.11 <0.4 0.03 1.04 -0.04 >40 

13900 HAB-Model 0.04 1.15 -0.06 >40   

 HAB-A 0.04 1.37 -0.06 >40   

 HAB-S 0.03 1.28 -0.05 >40   

19600 HAB-Model -0.04 <0.4 0.001 >40   

 HAB-A 0.002 >40     

 HAB-S -0.002 >40     

 

Remarkably, the time dependent transient absorption anisotropy curves of the three compounds at the 

respective probe energies match each other. At a probe energy of 19600 cm
-1

 the anisotropy curves 

have a constant value of nearly zero. The associated fitting parameters reflect that the time constants 

are either too long or too short to be fitted reasonably. At probe energies of 13000 cm
-1 

and 13900 cm
-1 

the anisotropy drops with small amplitudes of 0.06 and time constants of 0.9-1.4 ps to a value of 

around -0.05 and depolarises with a time constant that is too long to be determined within the short 

lifetime of the excited state. At 13000 cm
-1

 probe energy a third time dependent process can be 

observed which is very fast (< 0.4 ps) and has high amplitudes of >0.1. The latter cannot be interpreted 

because the coherent artefact also is anisotropic
90

 and influences the anisotropy curve in just that time 

region. The longer time constants of around 1 ps are in agreement with the relaxation phenomena 

observed in the isotropic measurements and will be discussed later. The obtained anisotropy value of 

r1 = -0.05 refers to an angle of 60° between the transition moments of pump and probe excitation. This 

is in good agreement with the situation given in Figure 72. However, we stress that in transient 

absorption spectroscopy, unlike in fluorescence spectroscopy, the observed anisotropies are the 

weighted average of ground state bleaching, excited state absorption and, if present, stimulated 

emission, and is therefore in general difficult to assign to specific angles.
87,88

 In the present case, at 

13000 cm
-1

 there is only excited state absorption of TAA
+
 which makes the evaluation of an angle 

more useful. 



 

 

 

Multidimensional chromophores containing PCTMs 103 

 

Figure 72 Structural model of HAB-S.
190

 The transition moment direction of the IV-CT 

transition (red) and localised transitions at the TAA
+

 (blue) are represented by arrows. The given 

anisotropy values are calculated for pumping the IV-CT state and probing the respective TAA
+ 

transition. 

The transition moment direction of the IV-CT states is approximately oriented along the line between 

the centres of the TAA and PCTM units. In contrast, the localised transitions of the TAA
+

 centre 

consist of two non-degenerate transitions (see spectroelectrochemistry section) whose transition 

moments point in one case to the central benzene ring while the other lies perpendicular to this axis.
60

 

The first forms an angle of 60° to the IV-CT transition moment in accordance to the measured data. 

For the second transition moment direction an anisotropy value of r2 = 0.03 is calculated if accounting 

for the unrestricted rotation of the TAA
+

 unit. Recalling the systematic errors mentioned above both 

transitions are most likely observed with focus on the former which therefore dominates the anisotropy 

value according to equation 59.  


i

rwr ii
           (59) 

The experimental anisotropy r is a sum of all anisotropy contributions ri multiplied by their weighing 

factor wi. The anisotropy loss with a time constant of 1 ps can be explained in two ways. First, we can 

assume that while the partially unrelaxed IV-CT state is relaxing the transition moment of the probed 

localised transitions at the TAA
+

 are also reorienting due to the twisting motion described above.
78

 

The extent of reorientation can be calculated by equation 54 to be of no more than 6°. Second, due to 

the band shifting in the transient absorption the ratio between the two localised excited state transitions 

of the TAA
+

 centres is changing with time at the static probe energy. The anisotropy values observed 
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when probing the PCTM
-
 band at 19600 cm

-1
 are slightly higher than those at lower probe energy. This 

finding can be explained by an increased superposition of the transient absorption signal by ground 

state bleaching which contributes to the anisotropy with a value of 0.4 when energy transfer is absent. 

Besides, the rotation of the PCTM
-
 can be considered to be restricted because of the sterical demand 

introduced by the chlorine atoms. This can be likewise a reason for the altered anisotropy values. For 

two reasons we conclude that there is no energy transfer between the six and four IV-CT states in 

HAB-S and HAB-A, respectively. The strongest argument is that the anisotropy shows no differences 

between HAB-Model, where energy transfer is not possible, and HAB-A and HAB-S, where several 

energy transfer pathways are conceivable. The second argument is that, in case of probing the TAA
+

 a 

higher anisotropy value of around 0.1 is expected for the delocalization of the transition moments 

predominantly located on the axis to the central benzene ring. This value differs too much from the 

observed -0.05 value. In other words, the exited state remains localised within one donor-acceptor 

pair within the lifetime of the excited IV-CT state. 

The time-dependent, polarised transient absorption curves of Star-Model and Star pumped at 

13800 cm
-1 

and probed at 13300 cm
-1

 and 14300 cm
-1

 are shown in Figure 73. The pump and probe 

energies were chosen as stated for the HABs with the exception that the PCTM
-
 band was not analysed 

because of strong superposition with the hot ground state bleaching (see above). The latter distorts 

anisotropy curves especially at long delay times. This behaviour could not be fitted by the used 

routine. 

Figure 73 Time-dependent transient absorption anisotropy curves (circles) and the associated fits 

(lines) convoluted with the instrument response of Star-Model and Star pumped at 13800 cm
-1

 and 

probed at (a) 13300 cm
-1

 and (b) 14300 cm
-1

. We consider the grey shaded as unreliable because of 

strong overlap with the coherent artifact. 

All anisotropy decay curves were fitted with a biexponential anisotropy function (see Table 13 for fit 

parameters). In contrast to the HABs, the model compound Star-Model shows at all time delays a 

higher anisotropy than the multidimensional Star.  
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Table 13 Amplitudes a and decay time constants  of the time dependent transient absorption 

anisotropy curves of Star-Model and Star pumped at 13800 cm
-1

 and probed at probe
~ . The sum of the 

amplitudes yields the initial anisotropy.
 

probe
~ /cm

-1
  a1 1/ps a2 2/ps 

13300 Star-Model 0.22 0.97 0.12 >40 

 Star 0.07 0.97 0.06 >40 

14300 Star-Model 0.16 <0.4 0.24 >40 

 Star 0.9 <0.4 0.10 >40 

 

By probing close to the band maximum of the partially unrelaxed IV-CT state at 13300 cm
-1

 in both 

molecules Star-Model and Star a decrease of anisotropy with a time constant of around 1 ps is 

observed followed by depolarisation with an indefinite long time constant. Thereby the anisotropy 

decreases from a value of r = 0.34 and r = 0.13 at time zero to r = 0.12 and r = 0.06 within 10 ps for 

Star-Model and Star, respectively. The anisotropy curve of Star-Model tends at longer delay times to 

higher values which could not be represented by the fit. As mentioned above, this is due to the hot 

ground state bleaching. Both the ground state bleaching and the hot ground state bleaching should 

have high anisotropy values of r = 0.4 as their transition moments are matching that of the pumped IV-

CT transition with small deviations for the hot ground state bleaching. This explains the rise of 

anisotropy observed at long delay times where the hot ground state bleaching is starting to dominate 

the transient absorption signal. The above mentioned anisotropy values are difficult to interpret 

because of the high error in the measurement setup of >10% and because several superimposed probed 

transitions are involved. In Figure 74 the relevant transition moments are depicted.  

 

Figure 74 Structural model of Star.
190

 The transition moment direction of the IV-CT transition 

(red) and localised transitions at the TAA
+

 (blue) are represented by arrows. The given anisotropy 

values are calculated for pumping the IV-CT state and probing the respective TAA
+ 

transition. 
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As discussed above the localised absorption of the TAA
+

 moieties consist of two transitions of non-

degenerate states with transition moment directions perpendicular to each other which gives rise to 

anisotropy values of r1 = 0.4 and r2 = -0.2 when excluding energy transfer. This is true for both the 

partially relaxed and the relaxed IV-CT states. Therefore, the observed anisotropy values are a sum of 

two transitions for each state superimposing each other with differing weighing factors. The time 

dependency of the anisotropy has the same time dependency as the isotropic relaxation process of the 

partially unrelaxed IV-CT state. This is explained by the following scenario: at the fixed probe energy 

the amplitude ratio of the two non-degenerate TAA
+

 transitions are differing for the partially 

unrelaxed and the relaxed IV-CT state. With solvent relaxation the two IV-CT states interconvert as 

well as the amplitude ratios of the TAA
+

 states. A distinct assignment of the observed anisotropy 

values to this ratio is not possible. In contrast to the probe energy of 13300 cm
-1

, the anisotropy curve 

probed at 14300 cm
-1

 is independent of time in the observable window possibly due to the relaxed IV-

CT state dominating the transient absorption signal. If accounting for energy transfer in Star the 

theoretical anisotropy values tend to the average values of r1 = 0.1 and r2 = -0.05. So the lower 

anisotropy values observed for Star can be explained by a very fast (<< 0.4 ps), unresolved energy 

transfer between the IV-CT states located at the different branches.  

4.9. Conclusion 

The absence of energy transfer in the HABs can be explained as follows. The dipole-dipole interaction 

formulated by Förster
191

 is dependent on the electronic coupling Vpq of the transition moments p and 

q of two weakly coupled subchromophores p and q. This coupling can be calculated using the point-

dipole-point-dipole approximation (equation 25).  

3

qppq

 rV            (25) 

with ))((3)( pqqpqpqp eeeeee   

The interacting distance r is estimated by the distance between the middle points of the C
.
-N 

separation (~6.8 Å was obtained from MM2 optimised structures).
146

 The factor  describes the 

orientation of the transition moments to each other with the unit vectors ep, eq and epq of p, q and r, 

respectively, and is determined to be 1.75. A value of Vpq = 20 cm
-1

 is obtained with p = q = 0.81 D 

(see Table 6). With this small electronic coupling Vpq the energy transfer process is bound to be very 

slow (>100 ps) compared to other non-radiative deactivation processes. In contrast, energy transfer 

described by Dexter is based on electronic communication between the chromophores exchanging 

concertedly two electrons.
80

 The classical theory of exchange energy transfer can be pictured by the 

orbital diagram shown in Figure 75 where we considered that we deal with radicals, that is, in the 
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excited IV-CT state the SOMO of the PCTM moiety is doubly occupied while the HOMO of the TAA 

is singly occupied. The ET process thus involves six electrons. 

 

Figure 75 a) Orbital diagram of the “through bond” exchange energy transfer. b) The 

corresponding states in HAB-S.  

This concept of electron migration holds true if we look at the energy transfer between IV-CT states 

which have no redox centres in common e.g. IV-CT states at opposite sides of HAB-S (see Figure 75). 

The rate constant of this process is governed therefore, amongst others, by the electronic 

communication between two redox centres meta-linked to the central benzene ring. When considering 

neighbouring IV-CT states in HAB-S or IV-CT states in Star as shown in Figure 76 the number of 

molecular orbitals necessary to describe the energy transfer is reduced to three and the number of 

electrons to five as one redox centre remains formally unaltered in this process. Here we consider the 

process TAA
+

-PCTM
-
-TAA  TAA-PCTM

-_
TAA

+ 
for HAB-S. In analogy, PCTM

-_
TAA

+
-PCTM  

PCTM
_
TAA

+
-PCTM

-
 would also be conceivable. 

 

Figure 76 a) Orbital diagram of the exchange energy transfer. b) The corresponding states in 

HAB-S and Star in case of neighbouring states with a PCTM
-
 as the centre.  

Figure 76 makes the identity between energy transfer and electron transfer in the specific situation 

apparent. The energy transfer is in fact a single charge transfer between meta-linked redox centres. 

This process has to compete with the back electron transfer to the ground state with a time constant of 

~4 ps. Bonvoisin et al investigated molecule V3
+
 with meta-linked TAA-TAA

+
 redox centres, very 

similar to the situation depicted for HAB-S in Figure 76.  



 

 

 

Multidimensional chromophores containing PCTMs 108 

 

From their data a IV-CT time constant of several hundreds of picoseconds can be calculated.
192

 Thus 

we assume that the direct electronic coupling of meta-linked redox centres in HAB-S (pathway 2 in 

Figure 76) is so weak that the energy transfer between neighbouring IV-CT states is too slow to be 

observed within the excited state lifetime. However, electron transfer can be facilitated by the presence 

of bridge states in the case of a small direct electronic coupling between donor and acceptor.
31,61

 In 

fact, in HAB-S and Star such a bridge state can be formulated which is absent in V3. This state 

corresponds to the ground state and is lower in energy than the initial and final IV-CT states (pathway 

1 in Figure 76). Following the description by Bixon and Jortner
61

 a sequential mechanism has to be 

considered in this case with two time constants for the charge transfer from the initial to the bridge 

(ground) state and from the bridge (ground) to the final state. The former corresponds to the relaxation 

of the excited state to the ground state and the latter to the thermally induced charge transfer from a 

TAA to a PCTM centre, which is energetically unfavourable and thus slow. Hence, the formulated 

bridge state will never lead to an energy transfer rate that is faster than the excited state relaxation in 

the described system. 

In the case of the star-shaped compound Star complete energy delocalisation takes place within the 

first 400 fs. Very fast, (< 200 fs) coherent energy delocalisation may occur in multichromophoric 

systems
184,193,194

 and in conjugated polymers.
195,196

 In these cases, the chromophores have to be coupled 

strongly otherwise energy is transferred via the slower hopping mechanism.
68,197

 To discriminate 

between coherent and hopping cases the homogeneous line width  of the excited IV-CT band is 

compared to the coupling element Venergy of the chromophores.
66-68

  is a measure for the loss of 

coherence due to interaction with phonons and an upper limit is estimated by equation 18. 



 Tk
Γ

bo4
           (18) 

For the reorganisation energy o a value of 1960 cm
-1

 was obtained by fitting the IV-CT band of Star 

using equation 9 (see Figure 63). Accordingly, the upper limit of  is 720 cm
-1

. As a first 

approximation Venergy is described by the dipole-dipole coupling element Vpq which can be calculated 

by equation 25. A value of Vpq = 50 cm
-1

 is obtained when using the data of Star-Model 



 

 

 

Multidimensional chromophores containing PCTMs 109 

(p = q = 2.8 D, r = 11 Å,  = 1.75, see above). As Vpq is by more than one order of magnitude 

smaller than , the dipole-dipole coupling seems not to be responsible for this ultrafast energy transfer 

alone. It has to be pointed out that the point-dipole approximation used in equation 25 is not accurate 

when the interchromophore-distance is in the range of the chromophore size.
4
 This is certainly the case 

in Star as the IV-CT states exceed 12 Å (distance between the centre of the donor and acceptor 

obtained from the DFT calculations of Star-Model). Other reasons for the breakdown of the dipole 

approximation could be the neglect of dielectric screening. In all these cases, an explicit calculation of 

the transition densities at the individual chromophores and their mutual interaction yields improved 

electronic couplings.
65,73,74

 The absorption band of Star is shifted to lower energies by 400 cm
-1

 

compared to Star-Model. If D3 symmetry is assumed for Star, this difference in energy should be 

three times the Coulomb coupling of the three IV-CT states.
81,168

 Accordingly, a value of 130 cm
-1

 is 

derived which is still much smaller than .  

Furthermore, electron exchange interactions were neglected hitherto. Regarding Star only the special 

case of neighbouring redox centres is present as shown in Figure 76. In the simplest case the energy 

transfer can be described by the charge transfer between TAA and TAA
+

 redox centres. For this 

process a discrete IV-CT band is expected in the NIR-spectra of Star
+

 which we do not observe 

because it is either too weak due to the long distance between two TAA redox centres (>20 Å) or 

possibly hidden by other bands.
31

 In addition, this charge transfer should be limited by the dielectric 

relaxation of the solvent as shown for the adiabatic back electron transfer.
44

 It is therefore implausible 

to obtain ultrafast charge transfer rates (< 400 fs) with the charges being localised at the respective 

redox centres. Consequently, to explain the findings by the “through bond” exchange mechanism, 

charge delocalisation over the three chromophore branches in Star has to be considered. However, we 

do not have direct spectroscopic data that would support strong electronic communication. On the one 

hand that is due to the fact that the presumably delocalised state relaxes so rapidly to the localised IV-

CT states that it cannot be monitored. On the other hand the low energy absorption characteristics of 

Star and Star-Model are very similar (Figure 54), which does not support a strong electronic coupling 

between the IV-CT states in Star. 

Although the reason for the very fast energy delocalisation could not be identified the excited state 

processes in Star can be summarised as follows (see Figure 77): 
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Figure 77 Potential energy diagram for the relaxation processes in the excited state of Star. The 

molecule is sketched besides the relevant states, the small black arrows represent solvent molecules 

and the coloured ellipses highlight the spatial extent of the excited states. 

Upon excitation the Frank-Condon excited state is formed with the molecular and solvent geometry 

equal to the ground state.
179

 In case of Star the branches are in this state strongly coupled so that the 

energy is distributed coherently between all three branches with  < 400 fs.
179

 In HAB-S and HAB-A 

the coupling between the branches is too small for ultrafast energy distribution. Very fast molecular 

relaxation processes and inertial solvent reorientations ( < 400 fs) lead to localisation of the energy on 

a single branch. The partially relaxed IV-CT state is obtained which is observed for all radical 

compounds. Presumably, low frequency dynamics of the solvent ( ~ 1 ps) induce further a twisting 

motion of the aryl systems reducing the electronic communication between donor and acceptor. The 

relaxed IV-CT state is formed which is characterised by a stronger charge localisation in comparison 

to the partially unrelaxed IV-CT state and can therefore be better stabilised by the solvent. In this time 

range energy hopping between the IV-CT states is also not observed for HAB-A and HAB-S due to 

the small electronic and dipole-dipole coupling of the involved states. In case of Star incoherent 

energy hopping cannot be ruled out completely. However, anisotropy measurements indicate complete 

energy distribution between the three chromophore branches by a coherent process followed by 

localisation of energy in one branch. As soon as the relaxed IV-CT state is formed, all radical 

compounds relax to the ground state ( ~ 1-4 ps) limited by the dielectric relaxation of the solvent. In 

case of Star and Star-Model a hot ground state is observed which relaxes to the ground state with a 

time constant of  ~ 3-5 ps. 



 

 

*Parts of this section have already been published in M. Steeger and C. Lambert, Chem. Eur. J., 2012, 

18, 11937-11948. 

5. Hexaarylbenzenes containing TABs* 

5.1. Introduction 

Owing to the unoccupied boron pz-orbital the acceptor properties of the triarylboranes have been used 

in optoelectronic devices as electron transporting and/or emitting layer,
198-202

 but also in studies about 

their linear
168,203-214

 and nonlinear optical properties,
208,210,215-225

 and in sensor systems for fluoride
213,226-

230
 and cyanide anions.

231-235
 Because of these favourable characteristics Lambert et al. incorporated 

triarylboranes into polymeric structures
207

 and a multidimensional chromophore C,
168,236,237

 in both 

cases in combination with carbazole as the electron donating redox centre. In case of the 

multidimensional chromophore C the excitation energy of optically induced CT states is redistributed 

between the different chromophore branches of the molecule which initiated the EN investigations 

presented in this work. 

 

Because of general susceptibility towards hydrolysis, the boron centres have to be kinetically shielded 

by sterically demanding methyl groups in ortho-position of the aryl rings.
220,238-240

 However, due to the 

very small size of fluoride and cyanide these anions can selectively form a complex with the trivalent 

boron which thus can be used for ion sensing by colorimetric, fluorescence or electrochemical 

responses.
227

 In general, binding constants of triorganoboranes though depend on the Lewis acidity of 

the boron centre and the steric hindrance of the substituents. It was shown that the Lewis acidity can 

be amplified by linking multiple trivalent boron centres
212

. Therewith the binding constant of the first 

complexation is enhanced whereas further binding constants are characterised by a negative binding 

cooperativity which is explained by a gradual loss of Lewis acidity. The question arises if the 

triarylborane moieties in the HAB B1 and B2 are subject to the same effects which shall be 

investigated by fluoride titration experiments. 
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5.2. Synthesis 

HABs B1 and B2 can easily be synthesised by cobalt catalysed cyclotrimerisation of the appropriate 

tolan precursor B4 (Figure 78).
241

 Although complexes of other metals are also known to catalyse this 

type of reaction, cobalt complexes rank among the most effective.
139

 The tolan derivative B4 was 

synthesised by lithiation of the known triarylamine derivative B5
33

 followed by reaction with Mes2BF.  

The cyclotrimerisation was carried out with Co2(CO)8 as the catalyst which yields a symmetric (B1) 

and an asymmetric isomer (B2). Because of the reaction mechanism that leads over 

metallacyclopentadiene intermediates
242

 the two different isomers with chromophore substituents in 

1,3,5- and 1,2,4-position result. The yields of 17 % (for B1) and 62 % (for B2), respectively, are in 

agreement with the statistically expected product ratio of 1:3.
139

 Since the product ratio of such 

reactions are influenced by substituents that differ strongly in size, the steric hindrance of the two 

different chromophores can be assumed to be nearly identical.
139

 

The synthesis of model compound B3 is again based on the triarylamine derivative B5 (Figure 79), 

which is transformed by a Diels-Alder reaction with tetraphenylcyclopentadienone to HAB B6. The 

boron acceptor centre is built up in the last step by the same procedure as mentioned above, as it 

decomposes under high temperature Diels-Alder reaction conditions. 

 

Figure 78 Synthesis of HABs B1 and B2. 
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Figure 79 Synthesis of model HAB B3. 

 

5.3. Electrochemistry 

HABs B1 and B2 each possess three electron acceptors and three electron donors which should lead to 

in total seven accessible redox states: -3, -2, -1, 0, +1, +2, and +3. HAB B1 unfortunately proved to be 

not soluble enough for electrochemical measurements but we were able to measure the oxidation and 

reduction potentials of HABs B2 and B3 by cyclic voltammetry (CV) which are listed in Table 14. 

Table 14 Redox potentials of HABs B2 and B3 (vs Fc/Fc
+
).

c
 

 B2
a
 B3

b
 

oxE /mV 316 300
d
 

1

redE /mV -2453 -2517 

2

redE /mV -2586 - 

3

redE /mV -2726 - 

a
 0.65 M THF/[Bu4N][ClO4]. 

b
 0.5 M THF/[Bu4N][ClO4]. 

c
 Compound B1 is insufficient soluble in 

THF for electrochemical measurements. 
d
 Determined by differential pulse voltammetry (DPV). 

To measure the very negative reduction potentials of the boron redox centres our conventional 

electrochemical cell had to be upgraded by an intrinsic aluminiumoxide column for further drying of 

the electrolyte as recommended by Kiesele.
243

 The measureable potential window could thereby be 

expanded from -3.1 V to -3.4 V in THF. The best results were obtained when the electrolyte together 

with the added substance was dried over the aluminiumoxide column until all peaks were well 

separated from the accessible solvent potential limit. This procedure requires substances which do not 

degrade on the column. Unfortunately compound B3 is not stable under these conditions and 

particularly the oxidation was not well resolved in the CV. Thus, we applied differential pulse 

techniques (DPV), which compensate better for electrochemical processes of the solvent. By this way, 

a one electron oxidation of the triarylamine and a reversible one electron reduction of the triarylborane 

moiety of model compound 3 could be observed at 300 mV and -2517 mV, respectively (Table 14). 
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These values lie in the typical range for this type of donor-acceptor compounds.
124,244

 The CV of 

compound B2 shows three reversible reduction and one reversible oxidation processes (Figure 80) at 

around the same potential as model compound B3. As mentioned above the solubility of B1 in THF is 

unfortunately insufficient for electrochemical studies. 

 

Figure 80 CV of B2 in 0.65 M THF/[Bu4N][ClO4], ν = 100 mV s
-1

. 

Each reduction wave in the CV of B2 corresponds to the reduction of one boron centre, whereas the 

oxidation of the three nitrogen centres occurs at almost the same potential. Since the triarylamine and 

triarylborane centres have nearly the same linkage and distance relative to each other the different 

redox behaviour of amine and borane centres has to be ascribed mainly to effects of the electrolyte. 

Geiger et al. showed that the donor/acceptor number and polarity of the solvent and the ion-pairing 

ability of the conducting salt may have a strong influence on the separation of the potentials of multi-

step redox processes.
148

 In order to investigate these effects in HAB B2, we replaced the 

tetrabutylammonium perchlorate conducting salt by [Bu4N][B(C6F5)4] which has a very poorly 

coordinating anion. Indeed, the use of the non-coordinating anion leads to a small shift of the 

reduction potentials of B2 to less negative and of the oxidation potentials to less positive values. Even 

more remarkable is a change of the redox potential splittings within the oxidation and reduction 

signals as can be seen in the differentials pulse voltammetry (DPV) in Figure 81: those of the 

reduction are closer together in [Bu4N][B(C6F5)4] while those of the oxidation are now split (visible 

shoulder) in contrast to THF/[Bu4N][ClO4].  
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Figure 81 Differential pulse voltammogram of B2 in 0.46 M THF/[Bu4N][ClO4] (blue) and in 

0.36 M THF/[Bu4N][B(C6F5)4] (red) normalised to the integral of the reduction. 

For better comparison all redox peaks in the DPV were fitted by Voigt functions, with the exception of 

the oxidation peak in THF/[Bu4N][ClO4]. Here, the potentials are too close to get a stable fit. In this 

case using three Voigt functions yields the two outermost oxidation processes being seperated by 

maximal 60 mV while the third in-between is fitted equally well for variable potential values. In 

contrast, the two outermost oxidation processes are separated by 135 mV in THF/[Bu4N][B(C6F5)4]. 

For both electrolyte salts, three reduction peaks are visible in the DPVs with a somewhat larger 

outermost peak difference of 264 mV in THF/[Bu4N][ClO4] than in THF/[Bu4N][B(C6F5)4] (196 mV). 

Both phenomena are consistent with a decreased donor strength of the borate counteranion compared 

to the perchlorate anion, which leads to reduced ion-pair formation with and reduced shielding of the 

oxidised triarylamine moieties. As a result the electrostatic repulsion of a given oxidised amine to 

other positive charges within the molecule is increased and consequently the next oxidation hampered. 

Furthermore, ion-pair formation of the borate and the tetrabutylammonium cation is decreased as well, 

resulting in increased acceptor strength of the tetrabutylammonium cation. Following the same train of 

thought as stated above, the second and third reduction is facilitated and hence the peak separation is 

reduced. Two further remarks have to be made: first, the redox potentials of the DPVs differ from 

those of the CVs by up to 20 mV which can be ascribed to slow interfacial electron transfer kinetics in 

the DPV.
245

 However, as all potentials are shifted in the same direction the above mentioned 

differences in the peak separations are not perturbed. Second, by using the [Bu4N][B(C6F5)4] 

conducting salt, the reductions of the borane moities become chemically irreversible for unknown 

reasons. 

The above stated results nicely demonstrate that the redox potential splitting of multi-redox-

chromophores depend on the type of electrolyte salt in the electrochemical experiment and no definite 

conclusions about possible mixed valence interactions in the differently charged species can be drawn 

from the redox potential splitting. On the other hand, the observation of discrete reduction waves and 
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at least partially resolved oxidation waves of B2 in THF/[Bu4N][B(C6F5)4] shows that a series of 

mixed valence states B2
2-

, B2
-
, B2

+
, and B2

2+
 can selectively be generated. 

5.4. Absorption and emission spectroscopy 

The UV/vis spectra of compounds B1, B2 and B3 are characterised by intense absorption bands at 

32000, 31700 and 31900 cm
-1

, respectively, in DCM (Figure 82). These bands can be attributed to 

overlapping -* excitations localised at the triarylamine and triarylborane centres.
206

 As expected the 

extinction coefficient of this band in the model compound B3 (43000 M
-1

 cm
-1

) is around three times 

weaker as that of B1 (116000 M
-1

 cm
-1

) and of B2 (129000 M
-1

 cm
-1

), since there is only one donor-

acceptor pair instead of three. Furthermore, in all three spectra the lowest energy absorption band is 

visible as a weak shoulder at around 27000 cm
-1

. This band can be attributed to CT transitions whose 

intensity varies with the number of possible CT transitions. In the symmetric HAB B1 there are in 

total six possible CT interactions (see Figure 2), in the asymmetric trimer B2 there are four and in the 

model compound B3 only one. Accordingly, the CT absorption band of B1 is most intense, that of B3 

least. 

 

Figure 82. Absorption spectra of B1 (blue), B2 (red) and B3 (green) in DCM. The absorption spectrum 

of B3 is multiplied by 3. 

The fluorescence spectra of all compounds show a large positive solvatochromism which supports the 

lowest excited state being a CT state (Figure 83 and 84 and Table 14). From this observation we 

conclude that the molecules have a small or vanishing (for the symmetric B1) dipole moment in the 

ground state and a high dipole moment in the dipolar excited CT.
168

 As the fluorescence 

solvatochromism of all HABs is remarkably similar, it follows that the lowest excited state of the 

multichromophore systems B1 and B2 must be localised within one donor-acceptor pair of the 

molecule resembling the situation in the model compound B3. While this would be no surprise for the 

asymmetric B2, there has to be symmetry breaking in the first excited state of the formally symmetric 

HAB B1. 
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Figure 83 Fluorescence spectra of a) B1, b) B2 and c) B3 in solvents of different polarity (from 

right to left: C6H12, nBu2O, MTBE, THF, DCM, PhCN, MeCN). A spectrum of B1 in acetonitrile 

could not be measured due to low solubility and the spectrum of B3 in acetonitrile shows a weak high 

energy fluorescence band which is due to complexation of the solvent to the boron centre.
206

  

 

Figure 84 Emission maxima of HABs B1 (red squares), B2 (green circles) and B3 (blue 

triangles) in solvents of different polarity (from left to right: C6H12, nBu2O, MTBE, THF, DCM, 

PhCN, MeCN). f(D)-0.5f(n
2
) is the solvent polarity function with f(D)=(D-1)/(2D+1) and  

f(n
2
)=(n

2
-1)/(2n

2
+1). The molecules were excited at 29400 cm

-1
. 
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Table 15 Extinction coefficients, absorption- and emission maxima of HABs B1 - B3 in 

solvents of different polarity. 

 
abs

~  /cm
-1

 (/10
4 
/M

-1
 cm

-1
) 

fl
~  /cm

-1
 

solvent B1 B2 B3 B1 B2 B3 

MeCN -
a
 32000 (12.7) 32300 (4.4) -

a
 15600 15600 

PhCN 31700 (11.0) 31300 (11.9) 31600 (4.4) 16500 16600 16600 

DCM 32000 (11.6) 31700 (12.9) 31900 (4.3) 17800 17600 17500 

THF 32100 (-)
[a]

 31800 (12.5) 32000 (4.8) 18300 18300 18200 

MTBE 32200 (-)
[a]

 31800 (12.3) 31900 (4.6) 19700 19700 19600 

nBu2O 32200 (-)
[a]

 31800 (12.4) 31900 (4.8) 20500 20600 20600 

C6H12 32100 (-)
[a]

 31700 (13.2) 31700 (4.5) 22200 22000 22200 

a
 insufficient solubility 

The fluorescence excitation spectra of compounds B1 - B3 agree very well with the absorption spectra 

in these solvents, indicating a complete energy transfer from higher excited to the lowest excited 

states. Fluorescence quantum yields of the three compounds were determined in benzonitrile (Table 

16) and are in the expected range for this type of donor-acceptor systems.
206

 

5.5. Time-resolved fluorescence spectroscopy 

Fluorescence lifetimes of B1 - B3 were obtained by measuring the fluorescence decays in benzonitrile 

using time gated technique (Table 16). The decays proved to be single exponential in all cases. With 

the quantum yields f and fluorescence lifetimes f the rate constants for the fluorescent kf and non-

radiative deactivation processes knr were calculated using the following equations (equation 62 and 

63): 

f

f

f
τ

Φ
k             (62) 

f

f

nr
τ

Φ
k




1
           (63) 
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Table 16 Fluorescence quantum yields f, fluorescence lifetimes f, rate constants for the 

fluorescent and non-radiative deactivation processes, kf and knr, and transition moments of the 

fluorescence fl of HABs B1 - B3 in PhCN. Excitation at 29400 cm
-1

 (340 nm). 

 f f /ns kf/10
6
 s

-1
 knr/10

7
 s

-1
 fl /D 

B1 0.30 58 5.2 1.2 1.11 

B2 0.36 59 6.1 1.1 1.25 

B3 0.35 63 5.6 1.0 1.18 

 

It is noticeable that the measured fluorescence lifetimes and quantum yields of the compounds B1, B2 

and B3 are very similar. This again supports that the photophysically active unit is in all cases a single 

donor-acceptor pair which requires symmetry breaking in B1. 

The lifetimes of around 60 ns for all HABs are considerable longer (by a factor of 3 to 20) than those 

of other known triarylamine-triarylborane donor-acceptor compounds.
168,210,246

 Consequently, both the 

rate constants kf and knr are significantly lower in the HABs B1 - B3. The relatively small kf can be 

explained by the small fluorescence transition moment (which should be equal to the absorption 

transition moment in the absence of structural changes in the excited state) which was estimated by the 

Strickler-Berg equation
247

 (equation 64) and which is due to the essentially through-space character of 

the CT process. The latter is affirmed by structure optimisations of B1, which show very small 

molecular orbital coefficients at the central benzene ring in the three HOMOs of highest energy and in 

the three LUMOs of lowest energy. 

f

f

f

3

g

e

2236

02

fl ~

~~

2)(

9

1016

3
k

νdI

νdIν

g

g

nnπ

hε
μ







       (64) 

Here, ge and gg are the degree of degeneracy of the excited and ground state, n is the refractive index 

of the solvent and If is the fluorescence intensity at the given wavenumber. 

5.6. Transient absorption spectroscopy 

Transient absorption spectra in the ns-time regime were recorded for HABs B1 - B3 in benzonitrile 

(Figure 88) in order to characterise the excited state in more detail. Generally the transient absorption 

signal rises immediately with the 24000 cm
-1

 (416 nm) laser light excitation (instrument response 

function 8 ns) and decay to the ground state with the same time constants (58 ns for B1 and 59 ns for 

B2 and B3, measured at the low energy transient absorption band maximum) as the fluorescence 

lifetimes (see Figure 85-87). 
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Figure 85 a) Fluorescence decay at 14300 cm
-1

 (700 nm) (black) and b) transient absorption 

decay at 13500 cm
-1

 (742 nm) (black) of B1, mono-exponentional fits (red) and residuals of the fits 

(blue). 

Figure 86 a) Fluorescence decay at 16100 cm
-1

 (620 nm) (black) and b) transient absorption 

decay at 13500 cm
-1

 (739 nm) (black) of B2, mono-exponentional fits (red) and residuals of the fits 

(blue). 

Figure 87 a) Fluorescence decay at 16100 cm
-1

 (620 nm) (black) and b) transient absorption 

decay at 13400 cm
-1

 (745 nm) (black) of B3, mono-exponentional fits (red) and residuals of the fits 

(blue). 

Consequently, all transient signals originate from the first excited singlet state and no intersystem 

crossing to any triplet states can be observed. The transient spectra of compounds B1, B2 and B3 all 
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feature an absorption band at 13400, 13500 and 13400 cm
-1

. These can be assigned to an overlap of 

SOMO-LUMO transitions of the triarylborane radical anion (absorption maximum is expected at 

14500 cm
-1

)
248

 and of the triarylamine radical cation moieties (absorption maximum is typically 

located at 13000 cm
-1

).
32

 Furthermore, in all the transient spectra a broad absorption band can be 

observed at the high energy end of the spectra at around 26000 cm
-1

, accompanied by a shoulder at 

22800-23400 cm
-1

. The exact maxima of these bands cannot be determined, but they can be attributed 

to HOMO-SOMO transitions of the boron radical anion and the nitrogen radical cation. The 

assignments are based on the spectroelectrochemical studies on the 4,4’-bis(dimesitylboryl)biphenyl 

radical anion compared to the isoelectronic tetramethylbenzidinium radical cation by the group of 

Kaim.
248

 The UV/vis spectra of both species show exceptionally similar band structures albeit slightly 

shifted. Although the maxima of HOMO-SOMO transitions of triarylboranes are expected to be in the 

near-UV region, they can be shifted to lower energies (up to 23500 cm
-1

) by conjugation with π-

acceptor centres. Likewise this effect can be observed in triarylamines.
248

 All the information supports 

the formation of a CT state between the triarylamine and triarylborane moieties with pronounced 

radical cation and radical anion character in the first excited state of B1, B2 and B3.  

 

Figure 88 Transient absorption spectra of HABs B1 - B3 in benzonitrile. Excitation at  

24000 cm
-1

 (see Figure 85-87 for the transient absorption decay curves and their fits). The spectra are 

displayed in 7 ns steps (from blue to orange) and 33 ns to 66 ns (for red). 
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5.7. Steady-state fluorescence anisotropy spectroscopy 

In order to gain further insight into the symmetry breaking effects in B1 and B2 we performed steady-

state fluorescence anisotropy measurements at rt in sucrose octaacetate. The latter forms a rigid glass 

matrix upon heating and subsequent cooling to rt, which is necessary to avoid rotation of the 

chromophores during fluorescence lifetime. By measuring the fluorescence anisotropy r as defined by 

equation 54 the relative orientation r of the excitation and fluorescence transition dipole moments can 

be studied.  








 


2

1cos3

5

2 2 β
r           (54) 

With parallel orientation (r = 0°) of the transition dipole moments a maximum anisotropy r = 0.4 

should be observed, with perpendicular orientation (r = 90°) a minimum value of -0.2 should be 

obtained. In the special cases of three- and two-dimensional depolarisation of the fluorescence light, 

anisotropy values of 0 and 0.1, respectively, are expected.
104,249

 Particularly the anisotropy for three- 

and two-dimensional depolarisation is of great significance in B1 and B2, because excitation into one 

donor-acceptor CT state of the molecule could be followed by energy redistribution within all possible 

donor-acceptor CT combinations of the chromophore, thus leading to depolarisation within two (or 

three) dimensions. The topology of the HAB framework and the CT nature of the transition are ideal 

for this kind of study because excitation and fluorescence transition moments of the CT processes 

should be parallel and oriented in the plane of the central benzene ring whereby the analysis of the 

polarised steady-state fluorescence data is simplified. The anisotropy curves for the excitation spectra 

of compounds B1, B2 and B3 are depicted in Figure 89.  

 

Figure 89 Excitation anisotropy spectra in sucrose octaacetate (triangles) and normalised 

absorption spectra in nBu2O (solid lines) of HABs B1 (blue), B2 (green) and B3 (orange). 
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The excitation anisotropy of model compound B3 has a high value of 0.34 in the energy range of the 

lowest absorption band, the CT-transition. This is somewhat lower than the expected r = 0.4 for 

parallel transition moments and may be due to residual molecular motion in the sucrose octaacetate 

matrix at rt. To higher energies the anisotropy decreases and has a rather constant value of -0.02 in the 

range of the second absorption band, which is attributed to localised -*-transitions mentioned 

above. The interpretation of this value is difficult as several absorption bands are overlapping and their 

transition moments are not precisely known. In comparison, the lower anisotropy of compounds 1 and 

2 in the range of the CT transitions is remarkable and can be explained by the “red-edge excitation 

effect”.
250,251

 This effect can be observed in symmetry broken or asymmetric chromophores in which 

energy transfer between chromophoric branches occurs.
168

 Owing to symmetry breaking in B1 induced 

by the inhomogeneous environment (solvent or matrix) and to the inherently asymmetric B2 the six 

and four possible CT transitions in compound B1 and B2, respectively, differ among each other 

slightly in energy. Following Kasha’s rule fluorescence will be emitted from the lowest energy CT 

state only. On the low energy side of the CT absorption bands only the lowest energy CT state will be 

excited and the transition moments for absorption and fluorescence are parallel, resulting in a high 

anisotropy value of ideally 0.4. Excitation at the high energy side of the CT bands leads to energy 

transfer to the lowest energy CT state followed by fluorescence emission. Thus, the transition 

moments for absorption and fluorescence are no longer parallel which leads to lower anisotropies. 

Because of the additivity of anisotropies, one should ideally observe an anisotropy of 0.1 if there is 

rapid energy transfer between all CT states in two dimensions. Overlap of the CT bands with the more 

intense π-π*-transitions may in fact lead to the observed complete depolarisation (r ~ 0) in that 

spectral range. The different anisotropy behaviour of the CT band of B1 and B2 on the one hand and 

of B3 on the other hand nicely demonstrates that energy transfer between the different CT states 

occurs in B1 and B2 within the fluorescence lifetime. 

5.8. Titration with fluoride 

Fluoride sensing is an important issue in detection of chemical weapons based on phosphorous 

fluorides.
252,253

 In order to probe the applicability of B2 and B3 (B1 is not soluble enough in THF) for 

fluoride sensing, fluoride titration experiments were performed in THF using tetra-n-butylammonium 

fluoride as the anion source. Complexation of the triarylborane centres with fluoride anion was 

observed both by UV/Vis and by fluorescence spectroscopy. By fluoride complexation of the 

unoccupied pz-orbital the boron centre loses its acceptor character
227

 and the CT states and the 

associated transitions vanish in the absorption and fluorescence spectra. As can be seen in the 

absorption spectra of B2 and B3 in Figure 90 fluoride titration leads to a decrease of the -* 

transitions at ca. 33000 cm
-1

 and the CT shoulder at 27000 cm
-1

. Likewise, upon the addition of 

fluoride to HABs B2 and B3 the charge transfer fluorescence at ca. 18000 cm
-1

 decreases and a new 

band rises at ca. 23000 cm
-1

.  
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Figure 90 UV/Vis of a) B2 and b) B3 and fluorescence spectra of c) B2 and d) B3 in THF upon 

titration with TBAF under ambient conditions. The equivalents of added TBAF are given in the 

graphs. The UV/Vis spectra were measured at concentrations of 1·10
-5

 M (B2) and 4·10
-5

 M (B3), 

fluorescence spectra at a concentration of 5·10
-7

 M (B2 and B3). 

The latter band at 23000 cm
-1

 is due to localised fluorescence from the TAA chromophores. This high 

energy fluorescence is more intense than the CT fluorescence in the model HAB B3, whereas in HAB 

B2 it is much weaker. For a quantitative analysis of the spectral changes it is important to account for 

the decreasing absorption in the range of the CT and the -* transitions from 23000 cm
-1

 to  

37000 cm
-1

 where the chromophores were excited (ex=340 nm). However, the quantitative analysis of 

the fluorescence titration experiments in THF at ambient conditions is further complicated by 

instability of the complexed species noticeable by a slow decrease of its fluorescence in the time range 

of hours. This is possibly due to rearrangement reactions known for four-coordinated organoboron 

compounds.
254

 Furthermore, there is another process which competes with the complexation of the 

fluoride by the boron centre. In case of the model compound B3 with only one TAB moiety this 

competing process can be seen in the fluoride binding curve from fluorescence (absorption) spectra at 

very low chromophore concentrations (~10
-7

 M) which does not rise (fall) instantaneously with a finite 

slope while adding fluoride as expected for a 1:1 ratio of binding sites to ligands, but is sigmoidal, 

indicating that the added fluoride is “deactivated” partially prior to boron complexation (see Figure 

91).  
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Figure 91 a) Fit (line) of the fluoride binding curve (dots) of B3 (7.5·10
-7

 M) at 23900 cm
-1

 

fluorescence in THF under ambient conditions by adding incremental amounts of TBAF (1.3·10
-4 

M) 

using coupled chemical equilibria (see below) and a Mathematica script.
255

 The “deactivating” 

substrate was fitted with a concentration of 1.5·10
-6

 M and a binding constant of 1.4·10
7
. b) Fit (pale 

green line) of the fluoride binding curve (dark green squares) of B3 (7.5·10
-7

 M) at 31900 cm
-1

 

absorption in THF under ambient conditions by adding incremental amounts of TBAF (1.3·10
-5 

M) 

using the HypSpec software package.
256

 

Absorption measurements at much higher chromophore concentrations of ~10
-5

 M are affected much 

less. Thus, this fluoride “deactivation” can neither be caused by impurities present in the analyte nor in 

the chromophore. However, it is possible that residual moisture in the THF solvent affects the 

measurements by hydrogen bonding to the fluoride anions. By analysing the absorption measurements 

using the global fit routine of the HypSpec software package (Figure 92) the complexation constant of 

B3 was determined to be 1.5·10
5
. The fluorescence titration could be both fitted by HypSpec software 

(Figure 91) and by a simple mathematical treatment using coupled chemical equilibria (Figure 91 and 

equations 65-68), from which complexation constants of 3.6·10
5
 and 5·10

5
, respectively, could be 

obtained. The deactivation process is thereby described by a 1:1 complex of fluoride with a second 

unknown substrate. Both the substrate and the “deactivating” complex do not interact with light in the 

given range of the spectrum. 

][F[B]

][BF





bK           (65) 

][F[D]

][DF





dK           (66) 

][BF[B][B]0

           (67) 

][DF][BF[F][F]0

           (68) 

a) 
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with Kb being the binding constant of fluoride to the boron centre, Kd
 
the binding constant to the 

“deactivating” substrate, [B] concentration of the borane, [D] concentration of the deactivating” 

substrate, [F
-
] concentration of uncomplexed fluoride, [BF

-
] concentration of the complexed borane, 

[DF
-
] concentration of the complexed “deactivating” substrate, [B0] the overall concentration of the 

borane and [D0] the overall concentration of the “deactivating” substrate. The complexation constants 

obtained in this way are similar to those found in the literature for other triarylboranes connected to a 

donor centre.
206

 For further investigation of the “deactivation” process, compound B3 (4.4·10
-5

 M) was 

titrated under inert gas conditions in dry THF (water content < 0.03 %) monitored by UV/Vis 

spectroscopy. In this experiment fluoride “deactivation” could no longer be detected and the 

complexation constant increases so strongly that it could not be determined by a fit of the data (see 

Figure 92) and only an upper limit of K >1·10
7 
could be estimated. From this observation we conclude 

that by choosing moisture free conditions the reactivity of the fluoride is no longer reduced by 

hydrogen bonding to water which thus leads to a higher complexation constant. 

 

 

Figure 92 a) Normalised fluoride binding curve of B3 at 31900 cm
-1

 absorption under an argon 

atmosphere (dark red squares) in dry THF and at 31800 cm
-1

 in THF under ambient conditions (dark 

green squares) upon adding incremental amounts of TBAF. The linear fit of the former is shown in red 

and the fit of the latter by the HypSpec software is shown in bright green. b) UV/Vis absorption 

spectra of the titration of B3 (4.4·10
-5

 M) with TBAF (equivalents given in the graph) in abs. THF 

under an argon atmosphere. 

In case of B2 - a substrate with three binding sites - the fitting of the binding curve from absorption 

spectra in THF at ambient conditions is a much more demanding task, which is due to the fact, that the 

extinction coefficients of the involved complex species are unknown and the binding constants are too 

similar to get well defined complexation steps. For this reason the automatic global fitting routine of 

HypSpec was not able to yield physically reasonable results from the absorption spectra. However, 

with manual optimisation the arguable best fit is obtained with binding constants of 6·10
5
, 2·10

5
 and 

0.7·10
5 
 for the first, the second and the third complexation, respectively (see Figure 93). 
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Figure 93 a) Fit (pale green line) of the fluoride binding curve (dark green squares) of B2 at 

32100 cm
-1

 absorption (311.5 nm) in THF under ambient conditions by adding incremental amounts of 

TBAF using the HypSpec software package. b) Absorption spectra of B2 (blue) and the complex 

species BF
-
 (green), BF2

2-
 (orange) and BF3

3-
 (red), manually calculated by global fit with the HypSpec 

software package. 

The goodness of the fit was determined by the curve progressions. Thereby it is assumed that the 

absorption in the range of the CT and the -* transitions located at the boron centres decreases by the 

same amount for every complexation step (black arrows in Figure 93 b). The absorption band of the 

complexed triarylborane chromophore should be at much higher energy.
212

 The absorption spectra of 

the complexed species reflect that assumption reasonable well in the range of the -* transitions but 

not at lower energies for unknown reasons. The binding constants of 6·10
5
, 2·10

5
 and 0.7·10

5
 agree 

with the statistical ratio of 3:1:⅓ for the subsequent complexation of the analyte with three 

noninteracting ligands. However, these findings disagree with the negative binding cooperativity 

found in many systems with more than one boron centre.
227,230

 A reason for this disagreement could be 

the poor electronic coupling of the neighbouring redox centres in B2. This is also supported by the 

complexation constants of B2 being in good agreement with that of the model compound B3. Thus, 

the greater sterical hindrance provided by the HAB framework in B2 does not affect the binding 

ability of the triarylboranes to the small fluoride anion. Under moisture-free conditions a binding 

curve with a linear decrease was observed (see Figure 94), which was impossible to be fitted with the 

given procedures. 
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Figure 94 Linear fit (red line) of the binding curve (dark red squares) of B2 at 31800 cm
-1

  

(314 nm) absorption in dry THF under an argon atmosphere adding incremental amounts of TBAF. 

Full complexation is reached after adding four equivalents of TBAF. At this point we stress that the 

commercially available TBAF solution contains around 5 wt. % water which definitely hampers its 

Lewis-base reactivity Nevertheless, both observations indicate binding constants exceeding those 

measured under ambient conditions, which agrees with the findings in HAB B3. Fluorescence titration 

experiments at concentrations of 7.10
-7

 M under ambient conditions gave no definite fit of the binding 

curves with all parameters optimised due to the increased complexity of the system and the significant 

fluoride “deactivation” process at these low concentrations. However, with some constraint parameters 

a fit was possible (see below). It is remarkable that the fluoride binding curve at 31800 cm
-1

 absorption 

decreases almost immediately after addition of fluoride, whereas the CT fluorescence at 17600 cm
-1

 

has a constant high intensity until 10 equivalents of fluoride are added (Figure 95). This observation 

shows that as long as there is one unblocked CT state present in the molecule fluorescence will be 

emitted from this unblocked state at constant intensity. This requires energy transfer in-between the 

chromophore branches to take place before emission. 

 

Figure 95  Normalised fluoride binding curves of B2 at 17600 cm
-1

 fluorescence in red and at 

23100 cm
-1 

fluorescence in black and at 31800 cm
-1

 absorption in blue in THF under ambient 

conditions upon adding incremental amounts of TBAF. 
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With the assumption of energy transfer and no cooperativity effects the binding curve at 23100 cm
-1

 

fluorescence could be fitted with binding constants of K = 1.8·10
6 

, 6·10
5
 and 2·10

5
 for the first, the 

second and the third complexation, respectively (see Figure 96). 

 

 

Figure 96 Fit (line) of the fluoride binding curve (dots) of B2 (7.3·10
-7

 M) at 23900 cm
-1

 

fluorescence in THF under ambient conditions by adding incremental amounts of TBAF (2.5·10
-4 

M) 

using coupled chemical equilibria (see below) and a Mathematica script. The “deactivating” substrate 

was fitted with a concentration of 7.2·10
-6

 M and a binding constant of 5·10
6
. 

The fit is based on the coupled chemical equilibria described in equations 69-74: 

][F[B]

][BF
1 




bK           (69) 

][F][BF

][BF2

2
2 




bK           (70) 

][F][BF

][BF

2

3

3
3 




bK           (71) 

][F[D]

][DF





dK           (72) 

][BF][BF][BF[B][B] 3

3

2

20

          (73) 

][DF][BF][BF][BF[F][F] 3

3

2

20

        (74) 

with Kb1 to Kb3 being the stepwise binding constants of fluoride to the boron centre, Kd
 
the binding 

constant to the “deactivating” substrate, [B] concentration of the borane, [D] concentration of the 

deactivating” substrate, [F
-
] concentration of uncomplexed fluoride, [BF

-
], [BF2

-
] and [BF3

-
] 
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concentrations of the complexed borane species, [DF
-
] concentration of the complexed “deactivating” 

substrate, [B0] the overall concentration of the borane and [D0] the overall concentration of the 

“deactivating” substrate. The fitted binding constants are very similar to those obtained by the UV 

measurements at higher substrate concentrations. 

5.9. Ultrafast TA and FUC measurements 

5.9.1. Model compound B3 

Pump-probe transient absorption spectra in the fs to ns time regime were measured for compound B3 

in DCM and PhCN to monitor the temporal evolution of the CT transfer state. Therefore, the molecule 

was pumped at 26700 cm
-1

 (375 nm) and probed with a white light continuum in the wavelength range 

between 25000 cm
-1

 (400 nm) and 12500 cm
-1

 (800 nm) (the chirp corrected transient absorption raw 

data can be found in the appendix 2). This pump energy excites not only the charge transfer state, but 

furthermore states localised at the borane and amine centres. However, at smaller pump energies the 

signal-to-noise ratio of the transient absorption measurement is drastically decreased due to a lower 

exctinction coefficient. Furthermore, the internal conversion from the localised states to the energy 

lowest CT state is so fast that it cannot be traced by the measurement setup (see below for 

justification) and thus does not complicate the analysis. By a global fit routine evolution associated 

difference spectra (EADS) and their respective decay time constants were obtained (Figure 97 and 

Table 17). 

Figure 97 Evolution associated fs-transient absorption spectra of B3 in a) DCM and b) PhCN. 

The decay times of the respective EADS are given in the legend. The compounds were pumped at 

26700 cm
-1

. 
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Table 17 Decay time constants 1 - 3 of the evolution associated spectra EADS1 – EADS3 and 

time constants s for the spectral response function )(~ tS  of B3 in DCM and PhCN.  

 
1 

/ps 

2 

/ps 

3 

/ns 

s 

/ps 

DCM 0.3 3.1 34 1.4 

PhCN 1.0 16.0 65 9.8 

 

EADS1 rises with the instrument response function (~ 300 fs in DCM and ~ 500 fs in PhCN) and all 

further EADS rise with the decay time constant of the preceding EADS. The transient absorption data 

could be fitted for both solvents with three EADS. All these EADS show an absorption band rising to 

the high energy end of the spectrum at ca 26500 cm
-1

 (380 nm) in PhCN and above 25000 cm
-1

 

(400 nm) in DCM and an absorption band in the range between 14700 cm
-1

 (680 nm) and 13500 cm
-1

 

(740 nm). The maxima of the low energy band shift from EADS1 to EADS3 to lower energies by 

1100 cm
-1 

and 800 cm
-1

 in PhCN and DCM, respectively, and the intensity increases in the same order. 

The bandshape of EADS3 measured in PhCN and DCM and the decay time constant in PhCN are in 

good agreement with the transient absorption data of B3 measured in the ns time regime ( = 59 ns) in 

PhCN (see Figure 88).
19

 Accordingly, EADS3 represents in both solvents the charge transfer state 

between the amine donor and boron acceptor centres as dicussed in the previous transient absorption 

spectroscopy section.
19

 The low energy transient absorption band can be ascribed to the SOMO-

LUMO transition and the high energy band to the HOMO-SOMO transition of the amine radical 

cation superimposed by that of the boron radical anion centre.
19,32,248

 EADS1-EADS2 can be 

rationalised by a relaxation process of the charge transfer state as a continuous shift along an excited 

state potential energy surface.
177,180,182,183,185,257

 The temporal evolution of this process was monitored 

by calculating the spectral response function )(~ tS  of the time-dependent shift of the low energy 

transient absorption band (equation 61).
51

 

)(~)0(~
)(~)(~

)(
maxmax

maxmax
~






νν

νtν
tS ν          (61) 

The maxima of the transient absorption bands )(~
max t  were determined from polynomial fits of the 

chirp corrected raw spectra. The value )(~
max   corresponds to the maximum of the transient spectra 

at infinite time represented in this case by the value of the longest measured time delay of 1-3 ns. 

Although we are aware of the inaccuracy this value seems reasonable as the shift is restricted to the 

first 200 ps. The maximum of the transient spectra at zero time delay corresponds to )0(~
max . The 

signal to noise ratio, the presence of the coherent artefact as well as the broadness of the TA band 
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complicate an analysis before 300 fs (DCM) to 400 fs (PhCN) after excitation. Hence, very fast shifts 

of the maxima, which are expected for solvent controlled and intramolecular vibrational redistribution 

processes,
51,184

 might not be resolved. By fitting the spectral response function of B3 in PhCN a 

monoexponential time constant of s = 9.3 ps was obtained (Figure 98, Table 17).  

Figure 98 Spectral response function of the transient absorption of B3 in a) DCM and in b) 

PhCN. 

For comparison, Maroncelli et al. probed the time dependent solvation of coumarin 153 in a wide 

range of solvents.
51

 They found a multiexponential decay with time constants of a=0.35 ps (amplitude 

aa=0.38), b=5.27 ps (ab=0.530) and c=25 ps (ac=0.088) in PhCN. The first time constant a is 

presumably to fast to be resolved with the used instrumentation but the other two time constants 

should be detectable for a solvent controlled process. As can be seen in Figure 98, the signal to noise 

ratio of the spectral response function is very low. It could therefore be possible that the fitted time 

constant s = 9.3 ps may represent an average value of the solvation dynamics. Accordingly, the 

correlation time 〈𝜏〉 of the two longer time constants b and c for the solvation of coumarin 153 in 

PhCN was calculated by equation 75.
51

  


i

iia ττ            (75) 

The obtained value of <> = 8.1 ps is in good agreement to the fitted time constant of s = 9.3 ps. From 

the fit of the spectral response function of B3 in DCM (Figure 98, Table 17) a time constant of 

s = 1.4 ps is obtained. Maroncelli et al. reported two solvation time constants in DCM, a=0.144 ps 

and b=1.02 ps.
51

 The solvation time constant a is presumably too fast to be resolved and b is in good 

agreement with s obtained for B3. Thus, it can be concluded that the relaxation process of the CT 

state is influenced by the viscosity of the solvent. Furthermore, as the transient absorption maxima 

shifts to lower energies the potential energy surfaces of the lower energy states (State1) is flattened in 

comparison to that of the high energy states (Statex) involved in these localised SOMO-LUMO 

transitions at the amine and borane centres. 
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To support the findings obtained by the transient absorption measurements fluorescence upconversion 

experiments were performed in PhCN. HAB B3 was therefore excited with a 140 fs pulse at either 

26700 cm
-1

 (375 nm) or 24700 cm
-1

 (405 nm) and the induced fluorescence signal at 16700 cm
-1

 

(600 nm) was upconverted by a gate pulse (12500 cm
-1

, 800 nm) in a 0.5 mm BBO type 1 crystal and 

the upconverted signal monitored. The measurements were performed with the polarisation axis of the 

exciting pulse and the gate pulse being perpendicular (I) as well as parallel (III) to each other. These 

two anisotropic decay traces were then fitted globally by a fitting routine
91,189

 to obtain the isotropic 

and anisotropic time constants of the fluorescence decay. For this fitting process the instrument 

response function was assumed to be Gaussian. The two excitation energies were chosen to 

investigate the influence of electronically higher excited states on the temporal evolution of the CT 

transfer state. The fluorescence at 16700 cm
-1

 was upconverted to minimise interferences with 

fluorescence from B3 which might partly be complexed by the solvent and is expected at higher 

energies.
19,206

 On the other hand, the signal-to-noise ratio at lower fluorescence energies was too poor 

for reliable fits of the measured data. This is due to a lower fluorescence intensity as well as a poorer 

upconversion efficiency of the BBO crystal. For both excitation wavelengths three isotropic as well as 

one anisotropic time constant were obtained (see Table 18, and Figure 99 for the fits). 

 

Table 18 Isotropic (index i) and anisotropic (index a) time constants  and amplitudes a of the 

fluorescence upconversion measurements of B3 in PhCN excited at the given energies exc
~ν . 

exc
~ν  

/cm
-1

 
ai1 

i1 

/ps 
ai2 

i2 

/ps 
ai3 

i3 

/ns 
aa 

a 

/ps 

26700 -118 2.57 52 29.8 113 25 0.19 475 

24700 -109 1.96 63 27.3 110 32 0.32 561 
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Figure 99 The fluorescence upconversion traces (circles) III, I and the reconstructed Imag excited 

at a) 24700 cm
-1

 (405 nm) and b) 26700 cm
-1

 (375 nm) in PhCN and c) the respective convoluted 

anisotropy decay curves of B3. The global fits are shown in all cases as solid lines. In the case of the 

anisotropy the fit curve is deconvoluted. 

The time constants and the ratio of the amplitudes are nearly independent of the excitation energy, 

with the exception of the anisotropic amplitudes. This indicates that although higher energy electronic 

states are excited the internal conversion processes are too fast to be resolved by this measurement 

setup and thus only the CT state can be monitored. The reduced amplitude of the anisotropic decay 

when exciting at higher energies can be explained as follows. When only the CT state is excited, the 

fluorescence, originating from the same state, should theoretically have anisotropic amplitude of 0.4. 

Values below 0.4 are indicating that higher energy electronic states are as well excited with transition 

moment directions deviating from that of the CT state. The lower the anisotropic amplitude the more 

are the higher energy electronic states excited. From the absorption spectra it can be clearly seen that 

at 26700 cm
-1

 (375 nm) transitions localised at the borane and amine centres are significantly excited 

whereas at 24700 cm
-1

 (405 nm) the excitation is mainly restricted to the CT state. 

The isotropic time constants are in the same order of magnitude as those obtained by the transient 

absorption measurements (see Table 17 and 18). This implies that the evolution of the CT state is also 

observable in the fluorescence. To monitor this evolution a fluorescence map was constructed by a 

series of fluorescence upconversion traces recorded at fluorescence wavelengths between 21700 cm
-1
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(460 nm) and 13900 cm
-1

 (720 nm) in steps of 10 nm. The map was corrected for the chirp in the 

fluorescence signal. Furthermore, the fluorescence intensity was corrected by comparing the 

fluorescence spectrum at the longest delay time with the steady-state fluorescence spectrum measured 

in PhCN. In addition, the spectra were devided by 
3~ν  to correct for the 

3ν  dependency of the 

spontaneous emission according to Einstein. The corrected map was then sliced at several delay times 

and the obtained fluorescence spectra fitted in each case by a log-normal function (see Figure 100 and 

appendix 2). 

 

Figure 100 Log-normal functions fitted to the fluorescence upconversion map of B3 in PhCN at 

various delay times (colour given in the legend) and the steady state emission spectra of B3 in 

cyclohexane (black). 

The maxima of the log-normal functions were used to calculate the spectral response function )(~ tS  

by equation 61 (Figure 101). A biexponential decay was obtained with time constants of s1 = 3.09 ps 

and s1 = 23.4 ps. These are in good agreement to the solvation time constants b = 5.27 ps and  

c = 25 ps of Coumarin 153 in PhCN.
51

 Accordingly, the fluorescence of B3 displays the same 

solvation dynamic that could be observed in the transient absorption. In addition, the integrals of the 

reduced fluorescence spectra decreased linearly with the shift of the fluorescence maxima (Figure 

101), indicating that both observations have the same cause. 
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Figure 101 a) Spectral response function and b) integrated intensity of the log-normal functions 

fitted to the fluorescence upconversion map of B3 in PhCN 

This fluorescence intensity drop was observed before in electron donor-acceptor compounds.
77

 In 

accordance with the transient absorption band shifts discussed above, this may be explained by the 

change of the electronic properties of the charge transfer state by large amplitude motions,
258

 e.g. a 

twist of the phenyl rings between the donor and acceptor centres. This twisting motion is influenced 

by the solvent viscosity and presumably changes the electronic coupling of the two redox centres from 

a more delocalised situation directly after the excitation to a localised, less radiative system at longer 

delay times.  

The time dependent anisotropy measured for B3 can be described by a mono-exponential decay 

(Figure 99c, Table 18) with the amplitudes depending on the excitation wavelength as described 

above. The anisotropy drop to a value of zero with a time constant of around 500 ps can be ascribed to 

rotational diffusion of the molecules.
67

 Hence, no energy transfer or internal conversion can be 

observed within the time resolution of the measurement setup. Furthermore, the solvent relaxation 

processes observed in the emission and transient absorption do not change the transition moment 

direction of the charge transfer state because an anisotropy decay was not observed in this time 

domain. 

In conclusion, the evolution of the CT state observed for B3 is very similar to that of Star-Model and 

HAB-Model and can presumably be ascribed to the framework connecting the redox centres in all 

these cases. That is, the flexibility of the bridging unit to respond to two competing driving forces to 

stabilise the excited state. On the one hand, planarisation of the -system provides ideal conjugation 

between the redox centres leading to a lower energy, delocalised state. On the other hand, when the 

conjugation is disturbed by e.g. twisting motions localised charges can be effectively stabilised by 

polar solvent molecules.
258

 Apparently, as soon as the DCM or PhCN solvent molecules are able to 

adjust to the electronic properties of the CT states by rotation, the latter solvent stabilisation seems to 

be dominating. 
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5.9.2. HABs B1 and B2 

To test for the same CT dynamics as observed for B3, fs-transient absorption measurements were 

performed for the multidimensional HABs B1 and B2 in DCM. It turned out that B1 (not shown) and 

B2 decomposed by pumping with an energy of 26700 cm
-1

 (375 nm, see the intensity drop at longer 

delay times in Figure 102 (right)), which could however be avoided by exciting the molecules at 

24700 cm
-1

 (405 nm). Remarkably, the recorded transient spectra of B2 pumping at these two 

wavelengths resemble each other in the time interval from time zero to 1 ps and show furthermore the 

same time dependent behaviour as B1 pumped at 24700 cm
-1

 (405 nm) and B3 pumped at 26700 cm
-1

 

(375 nm) (see Figure 102). 

Figure 102 a) Normalised transient absorption spectra after 1 ps and b) decay curves at 14700 cm
-

1
 (680 nm, right) of B1 - B3 excited at 24700 cm

-1
 (405 nm) and 26700 cm

-1
 (375 nm). 

From this it follows that on the one hand, higher energy electronic states, which are excited to a 

greater extend at 26700 cm
-1

 (375 nm), cannot be observed with the measurement setup used due to 

ultrafast internal conversion. One the other hand, the temporal evolution of the CT state is similar for 

all presented HABs showing the same shift of the low energy transient absorption maximum and 

similar time constants for the three evolution associated difference spectra (Figure 103 and Table 19) 

fitted to the data. 
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Figure 103 Evolution associated fs-transient absorption spectra (the decay times of the respective 

EADS are given in the legend) of a) B1 and b) B2 and the spectral response functions of the transient 

absorption of c) B1 and d) B2 in DCM. The compounds were pumped at 24700 cm
-1

 (405 nm). 

Table 19 Decay time constants 1 - 3 of the evolution associated difference spectra EADS1 -

 EADS3, respectively, and time constants s1 and s2 and amplitudes as1 and as2 for the spectral 

response function )(~ tS  of B1 and B2 in DCM. 

 
1 

/ps 

2 

/ps 

3 

/ns 
as1 

s1 

/ps 
as2 

s2 

/ps 

B1 0.7 8.6 48 2.0 0.7 0.3 11.8 

B2 0.5 4.7 30 2.0 0.9 0.2 9.6 

 

The spectral response functions )(~ tS , calculated by the shift of the low energy transient absorption 

bands of B1 and B2, showed in contrast to B3 both a biexponential decay with time constants of 

s1 = 0.7 – 0.9 ps and s2 = 9.6-11.8 ps. The short time constant is in good agreement to the time 

constant observed in B3 and to the solvation time constants of coumarin 153 in DCM b=1.02 ps. The 

low weighted, longer time constant s2 is only obtained for B1 and B2 and is ascribed to slow torsional 

geometry changes stabilising the CT state.
67,77,259,260

 This behavior is not observed for B3 possibly 

because of one of the two following reasons. (i) HABs B1 and B2 are sterical much more demanding 



 

 

 

Hexaarylbenzenes containing TABs 139 

compared to B3 so that an additional relaxation process of the CT state seems reasonable. (ii) This 

longer time constant could be untraceable in B3 due to the low weighted amplitude and low signal-to-

noise ratio. This is supported by the fact that in all three HABs two EADS with similar time constants 

are needed to fit the evolution of the CT state. It has to be pointed out that due to the similar transient 

absorption characteristics of B1, B2 and B3, the CT seems to be localised in all cases on one donor 

acceptor pair. This symmetry breaking in the exited state was observed before in the steady-state 

fluorescence anisotropy measurements. 

Fluorescence Upconversion measurements were performed for B1 and B2 in PhCN to test for energy 

transfer between CT states within the lifetime of the excited state. They were carried out with the same 

specifications as used for B3 except that the molecules were excited solely at 24700 cm
-1

 (405 nm) to 

circumvent degradation of the samples. For both B1 and B2, three isotropic and 2 anisotropic decay 

time constants were obtained (see Figure 104 and Table 20).  

 

Figure 104 The fluorescence upconversion traces (circles) III, I and the reconstructed Imag of  

a) B1 and b) B2 and c) the convoluted anisotropy decay curves of B1 and B2 excited at 24700 cm
-1

 

(405 nm) in PhCN and the respective global fits (lines). In the case of the anisotropy the fit curve is 

deconvoluted. 
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Table 20 Isotropic (index i) and anisotropic (index a) time constants  and amplitudes a of the 

fluorescence upconversion measurements of B1 and B2 in PhCN excited at 24700 cm
-1

 (405 nm). 

 ai1 
i1 

/ps 
ai2 

i2 

/ps 
ai3 

i3 

/ns 
aa1 

a1 

/ps 
aa2 

a2 

/ps 

B1 -149 1.01 48 38.0 72 21 0.17 1.04 0.13 353 

B2 -153 1.92 93 35.3 166 25 0.12 0.74 0.16 606 

 

The isotropic time constants obtained for B1 and B2 are in good agreement to each other (Table 20) 

and are of the same order of magnitude as those obtained for B3 (1 = 1.96 ps, 2 = 27.3 ps and 

3 = 32 ns). This strengthens the assumption, that in all HABs the same evolution, relaxation and 

decay of a localised CT state is observed. The anisotropy decays in the multidimensional HABs B1 

and B2 biexponentially with a long time constant a1 = 350-600 ps and a short time constant 

a1 = 0.74-1.04 ps. The long time constant is roughly of the same magnitude as the anisotropic time 

constant found for B3. Hence, it can be likewise attributed to rotational diffusion of the molecules. It 

has to be noted that the rotational diffusion of B1 is fitted to be faster than that of B3. This is 

incompatible with the greater molecule size of B1 in comparison to B3 and is possible due to a poor 

signal-to-noise ratio of the fluorescence upconversion data of B1 that may lead to considerable errors 

in the fitting process. In contrast, the rotational diffusion constant of B2 is greater than that of B1 and 

B3 and the respective data has a much better signal-to-noise ratio. The short anisotropic decay is not 

observed in B3. It is therefore attributed to the energy transfer between the CT states in B1 and B2. 

With this short time constant the anisotropy drops from values of 0.3 and 0.28 at zero time delay to 

values of 0.13 and 0.16 for B1 and B2, respectively. The values at zero time delay of all HABs are 

similar ranging from 0.28 to 0.32, so there is no indication of ultrafast coherent energy transfer  

(<100 fs) in B1 and B2. These anisotropy values deviate by at most 0.04 for several possible reasons. 

(i) In HABs B1 - B3 higher energy states might be excited unequally at the given excitation 

wavelength. (ii) The low signal-to-noise ratio at early time delays and small temporal shifts of the 

maxima of the differently polarised excitation pulses might result in errors of the observed anisotropy 

values. Nonetheless, the energy is assumed to hop between the localised CT states. The observed 

anisotropy values of 0.13 and 0.16 match the values of 0.1 and 0.175 expected for planar energy 

delocalisation in B1 and B2, respectively (see below for the justification of the expected values). The 

small deviations of the observed and calculated limiting anisotropy values are possibly caused by the 

transition moment directions of the involved CT states slightly deviating from the assumed orientation 

along the N-B axis. 

In the following the mechanism for this energy transfer shall be discussed. There are in general two 

possible ways how the CT states can interact. The energy can be transferred by exchanging electrons 
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and/or by Coulomb interactions.
1
 In the case of electron exchange, energy transfer between 

neighbouring CT states coincide with the single charge transfer between degenerate redox centres 

meta-linked by the central benzene ring (see Figure 105).
257

  

 

Figure 105 a) Orbital diagram of the energy transfer and b) the corresponding states in B1 in the 

case of electron exchange between neighbouring states with a TAB
-
 as the centre. In analogy the 

following process is also conceivable: TAB
-_

TAA
+

-TAB -> TAB
_
TAA

+
-TAB

-
. 

Bonvoisin et al investigated charge transfer between TAA moieties linked in the exact same way
192

 

and the obtained data indicate a charge transfer time constant of several hundreds of picoseconds. The 

charge transfer between TAB and TAB
-
 centres should have similar time constants as these redox 

centres are isoelectronic to the TAA-TAA
+

 couple and their molecular geometry is very similar. 

Hence, we assume that the electron exchange interactions in B1 and B2 are too slow to explain energy 

transfer time constants of  1 ps. 

The Coulomb interactions between neighbouring CT states can be characterised by resonance energy 

transfer theory derived by Förster.
191,261

 In the case of energy hopping equation 28 was postulated, 

which is based on the dipole-dipole approximation. 
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rτnNπ

JκΦ
k           (28) 

Accordingly, the energy transfer rate kFT is dependent on the quantum yield DΦ  and lifetime Dτ  of the 

donor state in absence of the acceptor state, the factor  describing the mutual orientation of the 

transition moments of the donor and acceptor states, the centre to centre distance r of the two states 

and the overlap integral J. The latter is defined as the integral over the product of the area normalised 

fluorescence intensity of the donor )~(, νI Dfl  and the extinction coefficient of a single acceptor state 

)~(νε  (equation 28). 
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With n(PhCN)=1.528, DΦ  = 0.35 and Dτ  = 63 ns (of 3 in PhCN),  =1.75 for an angle of 120° 

between the transition moment directions of two neighbouring CT states, rDA = 6.279 Å for the 

distance between the middle points of the C
.
-B separation (from DFT obtimised structures) and 

J = 1.110
-18

 and 3.210
-18

 dm
3 

mol
-1

 cm
3
 (calculated for the steady state absorption and emission 

spectra in PhCN), energy transfer time constants of 42 ns and 79 ns were obtained for B1 and B2, 

respectively (see Table 21). 

Table 21 Overlap integrals J of B1 and B2, calculated for PhCN and cyclohexane, and the 

respective energy transfer time constants EN obtained by equation 28. 

 
J (PhCN) 

/dm
3
 mol

-1 
cm

3
 

J (cyclohexane) 

/dm
3
 mol

-1 
cm

3
 

EN 

(PhCN) 

EN 

(cyclohexane) 

B1 3.210
-18

 1.210
-15

 42 ns 89 ps 

B2 1.110
-18

 1.510
-15

 79 ns 75 ps 

 

Furthermore, the energy transfer rate can directly be calculated from the transition moments of the 

donor (µD) and acceptor (µA) using equation 76.
65,262,263
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EN
4 rhc
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
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where )~(, DflI  is the area normalised fluorescence intensity of the donor and and )~( the area 

normalised absorption of the acceptor. This method is however not applicable for B1 and B2, because 

)~(  cannot be determined due to band superposition. 

To relate the calculated EN to the measured values the dynamic hopping processes in the 

multidimensional chromophores have to be considered. The symmetric HAB B1 shall be discussed 

first. There, the six CT states have each a time dependent probability to be excited Pi(t) (i = 1-6) that is 

based on the assumption that one CT state (i = 1) is initially excited, the energy can be transferred 

between neighbouring CT states with an uniform rate constant kEN and each CT state can relax to the 

ground state with the fluorescence time constant fl (see Figure 106). 
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Figure 106  Energy transfer pathways in HAB B1.  

The following Pauli master differential equations can be set up for each CT state (equation 77). 
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This system of equations can be solved to derive terms for each probability Pi(t) (equation 78) 
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The measured anisotropy r(t) can then be obtained by summation of the anisotropy values of each CT 

state ri(t) (i = 1 - 6) weighted by the relative probability of each CT state being excited wi (equation 

59).  
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If rotational diffusion is neglected the measured anisotropy is calculated to decay with equation 79 

tk
etr EN3

3.01.0)(


           (79) 

Hence, in the case of the symmetric HAB B1 the observed anisotropy decay time constant a1 ascribed 

to energy transfer is a third of the actual energy transfer time constant EN between neighbouring CT 

states (equation 80). 

EN

EN
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3
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3 k
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
           (80) 

In this consideration it was assumed that energy transfer between CT states being further apart is 

negligible in contrast to that between neighbouring chromophores. That is because the energy transfer 

rate constant decreases rapidly with the distance between the involved states (see equation 28). 

Furthermore, the derived anisotropy decay is only observable if the energy transfer (EN ~ 3 ps in B1 

and B2) is faster than the fluorescence lifetime (fl ~ 60 ns) and the rotational diffusion  

(a2 ~ 350-600 ps), which is the case in all HABs. From equation 79 the anisotropy value of planar 

delocalisation is determined to be 0.1 for B1. 

For the asymmetric HAB B2 the set of Pauli Master differential equations is much more complex as 

the initial excitation of each CT state leads to a different system of equations. A detailed derivation of 

the time dependent anisotropy for B2 is found appendix 4. With the same assumptions made for B1 

and following the same procedure in solving the differential equations, equation 81 can be obtained for 

the time dependent anisotropy of B2. 

tktk
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Consequently, two time constants are expected for the anisotropy decay of B2 caused by energy 

transfer. However, as these time constants are of the same order of magnitude the observed single time 

constant may be the average of the calculated biexponential decay. It has to be noted that 

delocalisation of the CT states in B2 leads to a limiting, calculated anisotropy of 0.175. 

When considering equation 80, the calculated anisotropy time constants of B1 and B2 in PhCN have 

values of 14-26 ns. These are too long to be observed due to the faster rotational depolarisation 

(a2 ~ 350-600 ps). Moreover, the fast anisotropy drop (a1 = 0.74-1.04 ps) indicates that the energy 

transfer is present while the excited state relaxation processes take place. As the fluorescence energy 

shifts due to the solvent relaxation the overlap integral J becomes time dependent. An upper limit for J 

can be obtained by calculating the overlap integral for the steady state emission in cyclohexane, which 

should correspond to the emission spectrum in PhCN immediately after excitation (see Figure 100). 

Thus, overlap integrals are obtained which are by three orders of magnitude higher than those 

calculated for the steady state emission in PhCN (see Table 21). Consequently, the calculated 

resonance energy transfer time constants are likewise faster (EN(cyclohexane) = 75-89 ps). This 

corresponds to an anisotropy decay of 25 ps in B1 and 30 ps in B2 which still cannot explain the very 

fast anisotropy decays (a1 = 0.74-1.04 ps) observed for the multidimensional HABs. There are two 

possible reasons that the Förster energy transfer theory cannot reproduce the measured energy transfer 

time constants. (i) The interchromophore distances in B1 and B2 (rDA = 6.279 Å) are similar to the 

chromophore size (the centre-to-centre distance between neighbouring TAA and TAB moities is  

7.15 Å, obtained from DFT calculations of B3). As a result, the point-dipole approximation utilised by 

Förster is no more valid.
4,72

 In this case, improved electronic couplings can be obtained by calculating 

the interactions between the transition densities of the individual chromophores.
65,73,74

 Furthermore, for 

small interchromophore distances the dielectric screening is inaccurately described in equation 28. (ii) 

As the integral of the fluorescence intensity decreases with the solvent relaxation, see Figure 100, the 

same relationship might be speculated for the fluorescence transition moment. Förster describes the 

emission transition moment in equation 28 by the quantum yield, the fluorescence lifetime and the 

steady state emission energy of the donor state. All these values are obtained for the relaxed CT state 

of B3 in PhCN and presumably underestimate the emission transition moment of the unrelaxed CT 

state involved in the energy transfer process. To approximate the transition moment of the unrelaxed 

CT, the before mentioned quantities should be determined in unpolar solvents (e.g. cyclohexane) as 

the solvent relaxation should be less distinct in an unpolar environment. However, the model 

compound B3 showed complex, multiexponential decay characteristics in the range of the cyclohexane 

emission which rendered an analysis of the fluorescence lifetime and quantum yield in this solvent 

impossible. It is assumed that the complexed species of B3 as well as products of decomposition emit 

in the wavelength range between 18200 – 25000 cm
-1

 (400 - 550 nm), which could be responsible for 

this obscure emission behavior. To conclude the energy transfer considerations, the Förster equation is 

presumably overestimating the energy transfer time constants in B1 and B2 because of the geometric 
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proximity of the individual CT states and as the charge transfer state adepts a rearrangement within the 

first 50 ps. However, as the anisotropy decay is much better described by Coulomb interactions 

compared to through bond interactions we assume the former to be the predominant mechanism of 

energy redistribution in B1 and B2. It has to be noted that both the steady-state and the ultrafast 

fluorescence measurements prove energy transfer in B1 and B2. 

 

Figure 107  Potential energy diagram for the relaxation processes in the excited state of 1. The 

molecule is sketched besides the relevant states, the small black arrows represent solvent molecules 

and the coloured ellipses highlight the spatial extent of the excited states. 

The excited state processes of B1 and B2 in PhCN can be summarised as follows (see Figure 107). 

The first state observable is a localised, partially relaxed CT state because ultrafast relaxation 

processes (induced by e.g. inertial solvent motion) cannot be resolved by the used measurement setup. 

The energy of this partially relaxed CT state is redistributed within the multidimensional compounds 

B1 and B2 with energy transfer time constants of EN~ 2 - 3 ps by a hopping mechanism. This might 

be due to strong Coulomb interactions between neighbouring partially relaxed CT states. The energy 

transfer process competes with the localisation of the excitation energy due to solvens dynamics. With 

two time constants of ~ 3 ps and ~ 23 ps for the reorientational motions of the PhCN molecules the 

excited state converts to the solvent stabilised, relaxed CT state. Due to the solvent relaxation a 

twisting motion of the aryl systems is presumably stimulated which reduces the electronic 

communication between donor and acceptor. This leads to a stronger charge localisation in the relaxed 

CT state. Moreover, the Coulomb coupling between the relaxed CT states is reduced so that the energy 

transfer is hampered. The competition of these two processes might be the reason that in case of B1 
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the anisotropy drops to a value of only 0.13 within the first picoseconds, whereas a value of 0.1 is 

expected for a complete energy delocalisation. Time constants for the hampered energy transfer of 

EN,relaxed > 40 ns were calculated by Förster energy transfer theory which are too slow to be observed 

by the presented anisotropy measurements. In addition, these calculated energy transfer time constants 

are so slow that it is in fact questionable if the energy can be redistributed between the relaxed CT 

states within the excited state lifetime of ~ 60 ns.  

In the following the discrepancy in the energy transfer behavior of B1 and B2 in PhCN and HAB-S 

and HAB-A in DCM shall be addressed. Whereas in B1 and B2 energy transfer with a time constant 

of  = 0.7-1.0 ps in PhCN was observed, the excitation energy is not redistributed in HAB-S and 

HAB-A within the excited state lifetimes of ~4 ps in DCM. The discussion shall be restricted to 

Coulomb interactions as these are assumed to be responsible for the energy transfer in B1 and B2. A 

precise comparison of these interactions is for two reasons difficult. (i) Due to the short excited state 

lifetimes and the absence of steady state fluorescence it is impossible to measure or calculate energy 

transfer rate constants for HAB-S and HAB-A. (ii) The discussion on energy transfer in B1 and B2 

showed that the simple model of energy transfer derived by Förster is not able to describe the 

Coulomb interactions in B1 and B2 accurately. This might be due to the small interchromophore 

distances and ultrafast solvent relaxation processes. Nevertheless, the Coulomb interactions in B1 and 

HAB-S shall be roughly compared by the Coulomb coupling elements between the respective CT 

states. In the case of HAB-S the calculations yield Coul

ENV  = 20 cm
-1

 (with abs = 0.81 D,  = 1.75 and 

rDA = 6.8 Å) whereas for B1 a Coulomb coupling of Coul

ENV  = 40 cm
-1

 was obtained (with fl = 1.18 D, 

 = 1.75 and rDA = 6.8 Å). It has to be noted that for the calculation of the Coulomb coupling in B1 the 

fluorescence transition moment was used, which was obtained by the Strikler-Berg relation. The 

absorption transition moment of the CT state in B1 was not determinable due to band superposition. 

Although the values for Coul

ENV  are very similar, the small deviation by a factor of 2 may be responsible 

for the observed energy transfer behaviours. That is because it is necessary to consider the solvent 

relaxation as a competing process. It has been shown that in the case of CT states the energy transfer 

rate is time dependent because the overlap integral J(t) changes with the solvent relaxation process. 

Two limiting cases can be discussed. (i) If the solvent relaxation is faster than the energy transfer 

between the unrelaxed CT states, the excited state will first relax to the relaxed CT state and the 

energy transfer time constant between these relaxed states has to be considered (for B1 calculated to 

be >40 ns). (ii) In the reversed case energy transfer between the unrelaxed CT states is observed in the 

time domain faster than solvent relaxation. It is evident that the choice of solvent is crucial in this 

consideration. Given that the energy transfer time constants in B1 and B2 in PhCN are in the range of 

solvent relaxation (intermediate case), it is very possible that the slightly smaller Coulomb coupling 

calculated for HAB-S leads to the first limiting case (i). That is, the energy transfer rate between the 

unrelaxed CT states in HAB-S and HAB-A is slower than the solvent relaxation processes in the less 
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viscous DCM. Consequently, the excited state in HAB-S and HAB-A would first relax to the relaxed 

CT state, which features an energy transfer time constant presumably much greater (> 1 ns) than the 

excited state lifetime of ~4 ps. This would explain the lack of energy transfer in HAB-S and HAB-A. 

To prove this theory, anisotropic transient absorption/fluorescence upconversion measurements should 

be performed for all HABs in solvents with varying viscosities. 

 



 

 

6. Hexaarylbenzene containing squaraine chromophores 

6.1. Introduction 

Due to the strong absorption characteristics in the near infrared region, squaraine dyes are used in 

organic photovoltaics,
264-269

 as photoconductors for xerographic devices,
36

 in data imaging,
270

 in 

studies about nonlinear optics
271-275

 and as sensors.
276-279

 Moreover, squaraine chromophores were 

incorporated into polymeric
271,280

 and multidimensional
281

 structures to investigate excitonic 

interactions between the squaraines. In the case of S1a/b exciton theory shall be utilised to determine 

the interactions between neighbouring and further distant squarain chromophores in the cyclic 

arrangement provided by the HAB framework. 

6.2. Retrosynthetic analysis 

From a retro synthetic point of view there are basically two pathways to obtain the symmetric HAB 

bearing six squaraine chromophores S1a/b (Figure 108). These pathways differ in the order the 

cyclotrimerisation reaction is performed. Pathway I describes the situation that first the tolan S2a/b, 

substituted with two squaraines, is synthesised and then the cyclotrimerisation reaction is carried out 

to yield S1a/b. Co2(CO)8 is chosen as cyclotrimerisation catalysts as this kind of cobalt complex rank 

among the most reactive catalysts for the cyclotrimerisation reaction.
139

 In pathway II the HAB 

framework S3 is at first synthesised by the cyclotrimerisation reaction and the squaraine 

chromophores are subsequently prepared by a sixfold condensation reaction. Although multiple 

reactions are often avoided in the last reaction step due to purification and yield issues, in this case it 

seems promising as a fourfold condensation reaction with reasonable yields of 20-35 % was reported 

by Gerold et al.
281
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Figure 108 Retrosynthetic analysis of S1a/b. 

Before going into more detail about pathway I, the basics of squaraine synthesis shall be discussed. In 

general, asymmetric squaraines are built up by two successive condensation reactions (Figure 109).
282

 

Thereby, di-n-butylestersquarate or squaric dichloride is used as starting material to guarantee a 

gradual reaction sequence. After reaction with the first nucleophile, in general an electron-rich 

aromatic compound, a semisquaric ester/cloride is obtained. Before the condensation with the second 

nucleophile can be executed, the ester/chloride has to be hydrolysed under acid or base catalysis.  

 

Figure 109 Synthesis of an asymmetric squaraine. 

The first condensation reaction can be readily executed with a lithium organyle as nucleophile.
283

 The 

crucial point of the squaraine synthesis is the second condensation step. Thereby, the nucleophile has 

to be reactive enough to attack the more electron-rich semisquaric acid. This can be influenced by the 

order the nucleophiles are used. When regarding the synthesis of S2a/b (pathway I), the second 

nucleophile can accordingly be either the tolan spacer S5 (pathway III) or the amine S7 (pathway IV) 

(see Figure 110). The nucleophility of both molecules is strengthened by introducing hydroxyl groups 

into the reacting aryl unit.
264

 Moreover, the hydroxyl groups will improve thermal stability and 

guarantee structural rigidity.
264

 Pathway III is based on the synthesis of multiple squaraines by Gerold 

et al
281

 and would provide squaraines with a more balanced electron distribution as two electron-rich 

moieties are vicinal to the electron poor four-ring-system. In contrast, the amine S7 in pathway IV is 
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the undeniably better nucleophile but leads to squaraines with a strongly onesided electron density. 

This might have an influence to the spectral properties of the synthesised squaraines.
264,281

 The 

respective semisquaric acids for the pathways III and IV are S4 and S6, respectively. 

 

Figure 110 Retrosynthetic analysis of S2a/b. 

The semisquaric esters S8 and S10 shall be synthesised from S9 and S11, respectively, following the 

procedure of Paquette et al.
284

 To do so, S9 and S11 are converted to lithium organyles which in turn 

should readily attack di-n-butylestersquarate, as stated above (Figure 111). In the following S8 and 

S10 shall be hydrolised under acidic conditions
282,285

 to yield S4 and S6, respectively. 

 

Figure 111 Retrosynthetic analysis of S4 and S6. 

In order to synthesise S5 and S7, their hydroxyl groups need to be protected, because these might 

interfere with the coupling reactions involved in the synthesis of S12 (shown elsewhere)
286

 and S13 

(see Figure 112).  
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Figure 112 Retrosynthetic analysis of S5 and S7. 

In the case of S5 a convenient protection strategy is to use methoxy ethers and then cleave the ether 

bond in S12 with the strong Lewis acid BBr3 at mild conditions according to the patent of Docherty et 

al.
287

 The protection of the aromatic alcohols in S7 shall be realised by benzyl groups which can be 

removed by hydrogenation.
288

 This is to avoid BBr3, which would cleave all ether groups in the 

triarylamine S13. The latter shall be synthesised by two consecutive Ullmann coupling reactions of 

S15
289

 with ammonium hydroxide
290

 and S14 with 1-(2-ethylhexyloxy)-4-iodobenzene.
285

 

 

Figure 113 Retrosynthetic analysis of S3. 

To realise pathway II (see Figure 113), HAB S16 shall be synthesised by cyclotrimerisation of S10 

with Co2(CO)8. Subsequently, S17 shall be hydrolised under acidic conditions to yield S3.  
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6.3. Synthesis 

The attempts to synthesise S1a/b according to the retrosynthetic considerations are presented in the 

following. The approach is thereby structured by the different pathways. 

6.3.1. Attempted synthesis of S2b (pathway III) 

The starting material for the pathway III was S12, which could be synthesised as described 

elsewhere.
286

 The subsequent cleavage of the methyl ether groups (see Figure 114) was not achieved 

with the Lewis acid BBr3 alone as described in ref.
287

 Only when dried Na2CO3 (freshly prepared by 

heating NaHCO3 to 300°C in vacuo) was present during the reaction, S5 was obtained with a yield of 

62 %.
291

 The carbonate possibly scavenges HBr, which is formed when BBr3 comes into contact with 

traces of moisture. 

 

Figure 114 Synthesis of S5. 

The semisquaric acid S4 was prepared as shown in Figure 115. Lithiation of S9
284

 and the subsequent 

condensation reaction with di-n-butylsquarate gave S8 with a yield of 40 %. S4 was obtained nearly 

quantitatively by acid catalysed hydrolysis of the semisquaric ester S8. 

 

Figure 115. Synthesis of S4. 

The squaraine S2b could however not be obtained by the reaction of the semiquaric acid S4 with the 

electron rich tolan derivative S5 (figure 116).  
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Figure 116 Attempted synthesis of S2b. 

To identify possible reasons, the reaction progress was monitored by absorption spectroscopy (see 

Figure 117).  

 

Figure 117. Absorption spectra of the reaction mixture synthesising S2b at the start of the reaction 

(red) and after 2 d (black). 

The absorption band at 25500 cm
-1

 can be attributed to the semisquaric acid S4. After stirring S4 and 

S5 in a n-butanol/toluene (1:3) mixture for 2 d at reflux the spectrum is nearly unchanged. Thereby, 

water was removed by azeotropic distillation using a Dean-Stark trap. A comparison to the absorption 

spectra of S2a and S20, a tolan substituted by only one squaraine, with absorption maxima at 

16000 cm
-1

 and 17800 cm
-1

, respectively, indicates that the low energy absorption band at 17800 cm
-1 

may be attributed to traces of a mono condensation product. Attempts to isolate this species 

chromatographically or by precipitating were however unsuccessful. The nucleophility of S5 seems to 

be too poor to attack the semisquaric acid S4. Consequently, attention was drawn to pathway IV where 

the much better nucleophile S7 was synthesised. 

6.3.2. Synthesis of S2a (pathway IV) 

The triarylamine S7 was obtained in three steps starting from S15 (Figure 118). Firstly, the aromatic 

compound S15
290

 was aminated under copper catalysis with a yield of 64 %. The following Ulmann 

coupling with two equivalents of 1-(2-ethylhexyloxy)-4-iodobenzene gave S13. In the third step, the 
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two benzyl protection groups were removed by reduction with hydrogen in the presence of Pd/C to 

yield 84 % of S7.  

 

Figure 118 Synthesis of S7. R
1
 = 2-ethylhexyl. 

The tolan derivative S6 was synthesised using a similar procedure as described for S4 (figure 119). 

That is the double lithiation of S11,
292

 followed by the twofold condensation reaction with di-n-

butylsquarate to yield S10. Hydrolisation to S6 was executed nearly quantitatively under acidic 

conditions. 

 

 

Figure 119 Synthesis of S6. 

With the much better nucleophile S7 the twofold condensations reaction with S6 was successful (see 

Figure 120). Squaraine S2a was obtained in a yield of 51 %. 

 

Figure 120. Synthesis of S2a. R
1
 = 2-ethylhexyl. 
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6.3.3. Attempted synthesis of S1a (pathway I) 

The cyclotrimerisation of S2a was attempted with Co2(CO)8 as catalyst in 1,4-dioxane (Figure 121). 

After several days stirring at reflux the tolan was completely consumed. However, S1a could not be 

evidenced by mass spectroscopy or NMR. As the solubility of S2a in 1,4-dioxane is poor, solubility 

issues possibly hamper the cyclotrimerisation by e.g. precipitation of insoluble intermediates. 

Therefore, the cyclotrimerisation was tested in several solvents. In chloroform at 61 °C and toluene at 

100 °C no reaction could be observed so that the squarain could be recovered in each case after 6 d 

reaction time. At last the cyclotrimerisation was performed in DCM in a sealed glass vessel, which 

was heated to 100 °C in a microwave oven (800 W). After 4 h neither reactant nor product could be 

identified in the reaction mixture. Although the exact reason why the trimerisation does not succeed is 

obscure, the following statements can be given. (i) The squaraine itself seems to be stable for several 

days at 100 °C in solution, when kept in the dark. (ii) The lack of cyclotrimerisation product in 

chloroform suggests that the cobalt catalyst is unreactive in this solvent. (iii) The reaction behavior in 

DCM and 1,4-dioxane cannot be comprehended. Both steric and energetic reasons do not argue 

against the cyclotrimerisation because the triple bond in S2a is not shielded by substituents of the 

linked benzene rings. Moreover, the cobalt catalyst should in general be able to convert both very 

electron-poor (e.g. S10, see below) or electron-rich
20

 tolan derivatives to the respective substituted 

benzenes. It may however be possible that in the case of S2a the hydroxyl groups at the triarylamines 

are not tolerated by the cobalt complex.  

 

Figure 121 Attempted synthesis of S1a. R
1
 = 2-ethylhexyl. 
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6.3.4. Attempted synthesis of S3 (pathway II) 

As the cyclotrimerisation of S2a could not be achieved, the sequence of reactions was switched as 

stated for pathway II. Accordingly, the cyclotrimerisation of S10 was tested (Figure 122). Thus, HAB 

S16 was successfully synthesised when S10 was stirred with Co2(CO)8 in 1,4-dioxane for 6 d at reflux. 

 

Figure 122 Attempted synthesis of S3. 

The following sixfold hydrolysis to S3 could not be realised. This reaction was performed either under 

acidic conditions with diluted HCl in acetone
285

 or 1,4-dioxane
293

 or under alkaline conditions with 

40 % NaOH in ethanol.
294

 The obtained residue showed in all cases ambiguous, broad aromatic signals 

in the 
1
H-NMR and moreover could not be identified by mass spectroscopy. 

In conclusion, neither pathway I or II could lead to the desired HAB S1a/b. However, with S2a a 

dimeric squarain dye could be synthesised, which was in the following analysed concerning energy 

transfer between the two containing chromophores. 

6.3.5. Synthesis of model compound S20 

For comparison reasons the tolan S20 was synthesised with a similar framework compared to S2a, but 

featuring only one squaraine chromophore. The procedure resembles the synthetic approach to S2a, 

except that the starting material is the mono brominated tolan S17 (Figure 123). 

 

 

Figure 123 Synthesis of model compound S20. R
1
 = 2-ethylhexyl. 
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As described before the semisquaric ester was obtained by lithiation of S17 and the subsequent 

condensation reaction with di-n-butylsquarate. After hydrolysis of the ester S18 to the semisquaric 

acid S19, the second condensation reaction was performed to yield of 38 % of S20. 

6.4. Absorption spectroscopy 

Absorption spectra were measured for the squaraine S2a and the respective model compound S20 to 

investigate the EN interactions between the two squaraine chromophores in S2a. The respective 

spectra in toluene and DCM are given in Figure 124. 

 

Figure 124 Absorption spectra of S2a and S20 in toluene and DCM. 

In all cases a broad, intense absorption band is observed at ~16700 cm
-1

, which is characteristic for 

squaraine dyes.
264,281,285

 For both compounds the absorption band in toluene is red-shifted by 200 cm
-1

 

compared to DCM. The square of the transition moment of this absorption band in S2a (2
 = 302 D

2
) 

is around twice as high as in S20 (2
 = 131 D

2
), resembling the number of squaraine chromophores per 

molecule. Moreover, the absorption band in S2a is shifted by 1800 cm
-1

 to lower energies. This 

indicates a strong Coulomb interaction between the two squaraine subchromophores, whose transition 

moments are presumably positioned “in line”. For this situation a red-shift is expected by theory (see 

EN theory section). The coupling strength can be calculated using the point-dipole approximation 

(equation 25).  

3

2CC1Coul

EN
r

μκμ
V            (25) 

with ))((3)( C1C2C221CC1C21C eeeeee C  

where r is estimated by the distance between the squaraine cores (~14.7 Å was obtained from MM2 

optimised structures).
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 The orientation factor was determined to be 2 for the “in-line” configuration 

of the respective transition moments (C1 = C2 = 11.4 D). Accordingly, a strong Coulomb coupling of 

Coul

ENV  = 410 cm
-1

 is obtained. The Coupling strength can be furthermore estimated from experiment, as 
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the energy difference between the absorption maxima of monomer and dimer equals 2
exp

ENV . The 

experimentally obtained value (
exp

ENV  = 900 cm
-1

) is around two times higher as the calculated one. 

This discrepancy cannot be solely explained by the inaccuracy of determining r. The charge transfer 

characterisation of Star and StarModel indicates that the tolan bridging unit may provide a 

considerable electronic communication between the linked chromophores. It is thus entirely possible 

that the “through bond” energy transfer contributes to the coupling of the squaraines in S2a. 

A further investigation of the optical properties of S2a and S20 was not possible, as steady state 

fluorescence was not observed. Moreover, the presented squaraines were not photo stable when 

irradiated with laser light. Spectroelectrochemistry could not be measured as all observed oxidation 

and reduction processes were irreversible. 



 

 

*Parts of this section have already been published in M. Steeger, S. Griesbeck, A. Schmiedel, M. 

Holzapfel, I. Krummenacher, C. Lambert and H. Braunschweig, Phys. Chem. Chem. Phys., 2015, 

submitted and M. Steeger and C. Lambert, Chem. Eur. J., 2012, 18, 11937-11948. 

7. Summary* 

The focus of this work was the investigation of energy transfer between charge transfer states. For this 

purpose the multidimensional chromophores HAB-S, HAB-A, B1 and B2 were synthesised, each 

consisting of three electron donor and three electron acceptor redox centres linked symmetrically or 

asymmetrically by the hexaarylbenzene framework. Triarylamines represent in all these compounds 

the electron donors, whereas the electron poor centres were triarylboranes in B1 and B2 and PCTM 

centres in HAB-S and HAB-A, respectively. The hexaarylbenzenes were obtained by cobalt catalysed 

cyclotrimerisation of the respective tolan precursors. In addition, Star was synthesised, which consists 

of a central PCTM linked to three triarylamin centres by tolan bridging units in a star-like 

configuration. The hexaarylbenzene S1a/b substituted with six squaraine chromophores could not be 

realised. It is assumed that the cyclotrimerisation catalyst Co2(CO)8 does not tolerate the essential 

hydroxyl groups in the tolan precursor S2a. The alternative reaction pathway to execute the 

cyclotrimerisation reaction first and introduce the hydroxyl groups thereafter failed as well, because 

the required hexaarylbenzene substituted by six semisquaric acid moieties could not be synthesised. 

However, energy transfer interactions could be investigated in the tolan precursor S2a with two 

squaraine units to obtain information about the electronic coupling provided by the tolan bridge. For 

all multidimensional compounds model molecules were synthesised with only a single donor-acceptor 

pair (B3, Star-Model and HAB-Model). This allows a separate consideration of energy and charge 

transfer processes. It has to be stressed that in all before mentioned multidimensional compounds the 

“through bond” energy transfer interaction between neighbouring IV-CT states is identical to a transfer 

of a single electron between two redox centres of the same kind (e.g. TAA TAA
+
). The latter can be 

analysed by electron transfer theory. This situation is observed when the two IV-CT states transferring 

energy share one redox centre. 

All compounds containing PCTM centres were characterised by paramagnetic resonance spectroscopy. 

Thereby, a weak interaction between the three PCTM units in HAB-S and HAB-A was observed. In 

addition, when oxidising Star-Model, a strongly interacting singlet or triplet state was obtained. In 

contrast, signals corresponding to a weakly interacting biradical were obtained for HAB-Model
+

. This 

indicates a strong electronic coupling between the redox centres provided by the tolan bridge and a 

weak coupling when linked by the hexaarylbenzene. This trend is supported by UV/Vis/NIR 

absorption measurements. The analysis of the observed IV-CT absorption bands by electron transfer 

theory reveals a weak electronic coupling of V = 340 cm
-1

 in HAB-Model and a distinctly stronger 

coupling of V = 1190-2900 cm
-1

 in Star-Model. In the oxidised HAB-S
+
, Star

+
 and Star-Model

+
 a 
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charge transfer reversed from that of the neutral species, that is, from the PCTM radical to the electron 

poorer cationic TAA centre, was observed by spectroelectrochemistry. The temporal evolution of the 

excited states was monitored by ultrafast transient absorption measurements. Within the first 

picosecond stabilisation of the charge transfer state was observed, induced by solvent rotation. 

Anisotropic transient absorption measurements revealed that within the lifetime of the excited state 

( = 1-4 ps) energy transfer does not occur in the HABs whereas in the star-like system ultrafast and 

possibly coherent energy redistribution is observed. Taken this information together the identity 

between energy transfer and electron transfer in the specific systems were made apparent. It has to be 

remarked that neither energy transfer nor charge transfer theory can account for the very fast energy 

transfer in Star. 

The electrochemical and photophysical properties of B1 and B2 were investigated by cyclic 

voltammetry, absorption and fluorescence measurements and were compared to B3 with only one 

neighbouring donor-acceptor pair. For the asymmetric B2 CV measurements show three oxidations as 

well as three reduction peaks whose peak separation is greatly influenced by the conducting salt due to 

ion-pairing and shielding effects. Consequently, peak separations cannot be interpreted in terms of 

electronic couplings in the generated mixed valence species. Transient absorption, fluorescence 

solvatochromism and absorption spectra show that charge transfer states from the amine to the boron 

centres are generated after optical excitation. The electronic donor-acceptor interaction is weak though 

as the charge transfer has to occur predominantly through space. The electronic coupling could not be 

quantified as the CT absorption band is superimposed by -* transitions localised at the amine and 

borane centres. However, this trend is in good agreement to the weak coupling measured for HAB-

Model. Both transient absorption and fluorescence upconversion measurements indicate an ultrafast 

stabilisation of the charge transfer state in B1- B3 similar to the corresponding observations in HAB-S 

and Star. Moreover, the excitation energy of the localised excited charge transfer states can be 

redistributed between the aryl substituents of these multidimensional chromophores within 

fluorescence lifetime (ca. 60 ns). This was proved by steady state fluorescence anisotropy 

measurements, which further indicate a symmetry breaking in the superficially symmetric HAB. 

Anisotropic fluorescence upconversion measurements confirm this finding and reveal a time constant 

of EN = 2-3 ps for the energy transfer in B1 and B2. It has to be stressed that, although the geometric 

structures of B1 and HAB-S are both based on the same framework and furthermore the neighbouring 

CT states show in both cases similar Coulomb couplings and negligible “through bond” couplings, 

very fast energy transfer is observed in B1 whereas in HAB-S the energy is not redistributed within 

the excited state lifetime. To explain this, it has to be kept in mind that the energy transfer and the 

relaxation of the CT state are competing processes. The latter is influenced moreover by the solvent 

viscosity. Hence, it is assumed that this discrepancy in energy transfer behaviour is caused by 

monitoring the excited state in solvents of varying viscosity. Adding fluoride ions causes the boron 

centres to lose their acceptor ability due to complexation. Consequently, the charge transfer character 
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in the donor-acceptor chromophores vanishes which could be observed in both the absorption and 

fluorescence spectra. However, the fluoride sensor ability of the boron centre is influenced strongly by 

the moisture content of the solvent possibly due to hydrogen bonding of water to the fluoride anions. 

UV/Vis/NIR absorption measurements of S2a show a red-shift by 1800 cm
-1

of the characteristic 

squarain band compared to the model compound S20. From exciton theory a Coulomb coupling of 

Coul

ENV  = 410 cm
-1

 is calculated which cannot account for this strong spectral shift. Consequently, 

“through-bond” interactions have to contribute to the strong communication between the two 

squaraine chromophores in S2a. This is in accordance with the strong charge transfer coupling 

calculated for the tolan spacer in Star-Model. 



 

 

*Parts of this section have already been published in M. Steeger, S. Griesbeck, A. Schmiedel, M. 

Holzapfel, I. Krummenacher, C. Lambert and H. Braunschweig, Phys. Chem. Chem. Phys., 2015, 

submitted and M. Steeger and C. Lambert, Chem. Eur. J., 2012, 18, 11937-11948. 

8. Experimental section* 

8.1. Methods 

NMR 

 Bruker Avance 400 FT-Spectrometer (
1
H: 400.1 MHz, 

13
C: 100.6 MHz) 

 Bruker 600 DMX FT (
1
H: 600.1 MHz, 

13
C: 150.9 MHz) 

When no temperature is explicitly given, the spectra were measured at rt. The chemical shift  is given 

in ppm relative to tetramethylsilane (TMS) as internal standard. The coupling constants J are given in 

Hertz [Hz]. The multiplicity is abbreviated by s (singlet), d (doublet), t (triplet) and m (multiplet). The 

data is displayed in the following order: chemical shift (multiplicity, coupling constant, number of 

nuclei, assignment). 

For molecules, which are based on the HAB framework and contain unradicalised PCTM units 

complex NMR spectra were obtained. This may be due to stereoisomers. As a result an assignment of 

peaks or integrals was not possible in these cases. 

The analysis of NMR spectra of the synthesisied radicals was not possible due to paramagnetic line 

broadening, so that in these cases only mass spectra are given. 

 

Mass Spectrometry 

 Bruker Daltonik micrOTOF focus (ESI) 

 Finnigan MAT 90 (EI) 

 Bruker Daltonrics autoflex II (MALDI) 

For compounds containing many chlorine atoms the mass signals were distributed over a broad m/z 

region so that the signal to noise ratio of the monoisotopic signal was too low for an accurate mass 

measurement. In these cases the most intensive signals (X + n) of the isotropic distribution were 

checked against values calculated with the software module “Bruker Daltonics IsotopePattern” of the 

software Compass 1.1 (Bruker Daltonik GmbH, Bremen, Germany). 

 

 



 

 

Experimental section 164 

Electrochemistry  

 GAMRY INSTRUMENTS potentiostat/galvanostat/ZRA model REFERENCE 600 

 BAS CW-50W 

The measurements were carried out under an argon atmosphere in a flame-dried cell with the standard 

three electrode setup. A platinum wire served as counter electrode, an Ag/AgCl “leak free” electrode 

(Innovative Instruments, Inc. Tampa, USA) as reference electrode or a platinum wire as pseudo 

reference electrode and a glass-sealed platinum wire of 1 mm diameter as working electrode. The 

ferrocene/ferrocenium redox couple served as an internal standard. The electrochemical cell was 

furthermore equipped with a column filled with aluminiumoxide (dried in vacuo at 300 °C for 30 min) 

which allowed in-situ drying of the solvent/solute/electrolyte mixture. DCM was dried over calcium 

hydride and distilled prior usage. THF was dried over Na and freshly distilled prior usage. The 

samples were measured at a concentration of 3  10
-4

 -1  10
-3

 M. [Bu4N][B(C6F5)4] was prepared 

according to a literature procedure
296

 from Li[B(C6F5)4]
297

 and recovered by recrystallisation in 

hexane/DCM after usage. [Bu4N][PF6] was prepared according to a literature procedure.
298

 

UV/Vis/NIR absorption 

 JASCO V-570 

 JASCO V-670 UV/Vis/NIR 

Absorption spectra were measured in 1 cm quartz cuvettes. All solvents were obtained in 

spectroscopic grade and used without further purification. 

Spectroelectrochemistry 

 EG & G Princeton Applied Research Model 283 potentiostat 

 JASCO V670 spectrometer 

 Spectroelectrochemistry measurements were performed in a cylindrical quartz cell with a three 

electrode setup consisting of a platinum disc working electrode with a diameter of 6 mm, a gold-

coated metal plate counter electrode and an Ag/AgCl pseudo reference electrode. The working 

electrode was positioned 100 m above the quartz cell bottom by an m-screw so that the adjusted 

thin-layer is completely electrolysed during the measurement. The light beam was directed through the 

optically transparent bottom of the quartz cell and the thin-layer and reflected at the working electrode. 

The oxidation or reduction process was assumed to be finished when no further change in the 

spectrum was observed by varying the voltage. The extinction coefficients of the oxidised and reduced 

species were determined by comparison to the neutral starting compound. 
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Steady state fluorescence spectroscopy 

 PTI (Photon Technology International) QM-2000-4 fluorescence spectrometer with a cooled 

photomultiplier (R928 P).  

 

All solvents were of spectroscopic grade and used as received. The samples (~10
-6

 M) were measured 

in 1 cm quartz cuvettes and freed of oxygen by degassing with argon for 5 min prior to use. Equation 

82 was used to determine the fluorescence quantum yield (If, OD and n denote the intensity of the 

fluorescence, the optical density of the solution at the excitation wavelength and the refractive index of 

the solvent, respectively). 

 
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~

n

n

OD
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ΦΦ         (82) 

A solution of chininsulfate in 1 N sulfuric acid with a quantum yield of 0.546 was used as the 

reference.
299

  

Polarised steady-state fluorescence spectroscopy 

 PTI (Photon Technology International) QM-2000-4 

 Glan-Thompson polarisers (PTI) 

The analyte was embedded in a sucrose octaacetate (SOA) matrix. SOA (Acros Organics) was 

recrystallised from ethanol prior usage. The sample was prepared as reported in literature.
300

 A 

Solution of SOA and the chromophore in DCM (Merck, Uvasol) was filtered through a syringe PTFE 

filter with 0.1 m pore size (Whatman) in order to remove any traces of lints and dust and degassed 

with argon for 10 min. The solution was concentrated in vacuo until a viscous oil was obtained and 

then filled into a 1 cm fluorescence quartz cuvette. To remove the remaining DCM the cuvette was 

heated in an oven to 100°C for about 1 h and to 130°C for 4 h. The excitation anisotropy 

measurements were recorded at 21200 cm
-1

 (472 nm) emission energy. 

Fluoride titration 

Fluorescence and UV/Vis fluoride titration measurements were performed with the steady-state 

spectrometers mentioned above. Tetra-n-butylammonium fluoride was purchased from Sigma-Aldrich 

and used as received. THF was either dried over Na and freshly distilled before use or obtained from 

Acros in spectroscopic grade with a water content of =< 0.03 % and used without further purification. 

The samples were measured in 1 cm quartz cuvettes at concentrations of ~5·10
-7

 M (fluorescence 

measurements) and 1-4·10
-5

 M (UV/Vis measurements) and the TBAF added in portions of 10-20 l 

with concentrations of 1-3·10
-4

 M and 0.6-1·10
-3

 M, respectively. The fluorescence spectra were 
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normalised by the OD at the excitation wavelength of 29400 cm
-1

 prior to fitting. For measurements 

under inert gas conditions the cuvettes were filled under an argon atmosphere and sealed by septa. The 

HypSpec software package, which is part of the Hyperquad suite,
256

 was used to fit the titration curves.  

ns-Transient Absorption spectroscopy 

 Edinburgh LP 920 Laser Flash  

 Continuum Minilite II Nd:YAG laser 

 pulsed Xe flash lamp 

All solvents were obtained in spectroscopic grade and used as received. The instrument response 

function (IRF) of the setup is ca. 8 ns and was obtained by measuring the laser pulse scattered with an 

empty quartz cell. The decay curves were deconvoluted with the measured IRF and the quality of the 

fit was evaluated by the residuals and the2
 values.  

Fluorescence lifetime measurements:  

 Edinburgh LP 920 Laser Flash 

 Continuum Minilite II Nd:YAG laser 

The fluorescence lifetimes were determined in the same manner as in the transient absorption 

measurements. 

Ultrafast transient absorption and fluorescence upconversion  

The setups are described in section 1.3.4 

EPR  

 Bruker ELEXSYS E580 CW/FT 

EPR measurements at X-band (9.8 GHz) were carried out at room temperature. Typical experimental 

conditions for the acquisition of CW EPR spectra were as follows: 0.6 mW microwave power, 0.1 G 

field modulation, 100 kHz modulation frequency. Low temperature experiments were conducted in a 

liquid-flow He cryostat (Oxford ESR900) and a mercury iTC controller. The spectral simulations were 

performed using MATLAB 8.2 and the EasySpin 4.5.3 toolbox.
301

 

Structure optimisations 

 Gaussian09RevD.01.
302

  

A global hybrid functional with an exact-exchange admixture of 30% and an SVP basis was used for 

all atoms.
164

 Solvent effects of DCM have been taken into account by a continuum solvent model 

(CPCM). The excitation energies, transition moments and excited state dipole moments were 
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calculated by linear-response time-dependent density functional theory (TDDFT) using the same 

custom hybrids and SVP basis sets. 

Differential Scanning Calorimetry 

 TA Q1000 calorimeter 

DSC measurements were recorded with a heating/cooling rate of 30°C min
-1

. Two heating-cooling 

cycles were conducted. 

Gel permeation chromatography (GPC)  

Shimadzu GPC System 

 Model SPD-M20A diode array detector 

 CBM-20A system controller 

 LC-20AD solvent delivery unit 

 DGU 20A9 online degasser 

Two preparative columns from PSS (SDV 50 Å and 500 Å, dimension 20 x 600 mm, particle size  

10 m) were used in recycling mode.  

Melting points 

 Tottoli melting point apparatus (Büchi) 

All melting points are uncorrected. 

8.2. Synthesis 

All reagents were purchased from commercial suppliers in standard quality and used as received. 

Reactions under a nitrogen-atmosphere were carried out in flame-dried Schlenk vessels and the 

solvents were dried according to common literature procedures.
303

 Silica gel (32-63 m) was obtained 

from Merck (32-63 m) or Acros Organics( 35-70 m). The precursors  

N-[4-(4-bromophenyl)ethynylphenyl]-N,N-di(4-methoxyphenyl)amine
33

, N,N-Di(4-methoxyphenyl)-

N(4-(ethinyl)phenyl)amine
19

, S12
286

 and S15
290

 were synthesised according to a literature procedure.  

General Procedure (GP): Radicalisation of polychlorotriphenylmethanes: Under a nitrogen 

atmosphere the polychlorotriphenylmethane was dissolved in absolute THF (10 ml) and degassed. 

TBAOH (1 M solution in water, 2.33 equiv per reaction centre) was added and the dark blue mixture 

stirred at rt under exclusion of light for 3 d. Thereafter p-chloranil (5.50 equiv per reaction centre) was 

added and the now brown solution was stirred under exclusion of light at rt for further 3 d. The 

reaction mixture was poured in 2 N HCl (50 ml) and extracted with CHCl3 (30 ml). The organic phase 
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was dried over MgSO4 and the solvent removed in vacuo. The crude product was purified by gel 

permeation chromatography (Chloroform). 

Synthesis of HAB-S 

 

HAB-S was synthesised according to GP from P7 (45 mg, 18 mol). 

Yield: 18 mg (7.2 mol, 40 %) of a brown solid 

C123H72Cl24N3O6 [2538.776] 

SWV measurements proved a degree of radicalisation of 95 %. 

HRMS (ESI): [M
+
+10] calc.: 2537.78172 m/z, found: 2537.78130 m/z, =0.17 ppm. 

 

Synthesis of HAB-A 

 

HAB-A was synthesised according to GP from P8 (40 mg, 16 mol).  

Yield: 31 mg (13 mol, 78 %) of a brown solid 
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C123H72Cl24N3O6 [2538.776] 

SWV measurements proved a degree of radicalisation of 95 %.  

HRMS (ESI): [M
+
+10] calc.: 2537.78172 m/z, found: 2537.77993 m/z, =0.71 ppm. 

 

Synthesis of HAB-Model 

 

HAB-Model was synthesised according to GP from P9 (60 mg, 50 mol).  

Yield: 33 mg (28 mol, 55 %) of a brown solid 

C69H44Cl8NO2 [1202.717] 

SWV measurements proved a degree of radicalisation of 99 %.  

HRMS (ESI): [M
+
] calc.: 1198.08748 m/z, found: 1198.08850 m/z, =0.85 ppm. 
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Synthesis of Star  

 

Star was synthesised according to GP from P10 (36 mg, 25 mol). 

Yield: 16 mg (11 mol, 44 %) of a brown solid 

C85H60Cl6N3O6 [1432.120] 

SWV measurements proved a degree of radicalisation of 90 %. 

HRMS (ESI): [M
+
] calc.: 1428.26078 m/z, found: 1428.26170 m/z, =0.64 ppm. 

 

Synthesis of Star-Model 

 

Under a nitrogen atmosphere P6 (68 mg, 80 mol) was dissolved in absolute THF (30 ml), TBAOH 

(1.5 M, 1.00 ml, 1.50 mmol) was added and the reaction mixture was stirred at rt under light exclusion 

over night. Afterwards the violet solution was poured in a hexane (30 ml), water (30 ml) mixture. The 

organic phase was separated and the solvent removed in vacuo. Under a nitrogen atmosphere the 

residue was dissolved in absolute DCM (10 ml). AgNO3 (15 mg, 88 mol) was added and the reaction 
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mixture was stirred at rt under light exclusion for 5 h. The brown solution was directly filtrated 

through silica gel (DCM). 

Yield: 30 mg (35 mol, 44 %) of a brown solid 

C41H24Cl8NO2 [846.259] 

SWV measurements proved a degree of radicalisation of 97 %. 

HRMS (ESI): [M
+
] calc.: 841.93098 m/z, found: 841.93138 m/z, =0.48 ppm. 

 

Synthesis of P6 

 

Under a nitrogen atmosphere N,N-Di(4-methoxyphenyl)-N(4-(ethinyl)phenyl)amine (119 mg, 

361 mol), tris(2,4,6-trichlorophenyl)methane (100 mg, 180 mol), Cs2CO3 (129 mg, 397 mol) and 

DBU (27.0 l, 180 mol) were dissolved in a quartz pressure vessel in absolute DMF (5 ml) and 

degassed. After addition of Pd(PPh3)2Cl2 (4 mg, 5 mol) and P(t-Bu)3 (1 M in toluene, 11 l, 11 mol) 

the reaction mixture was stirred at 150 °C in a microwave oven for 8 min. After cooling, EA was 

added to reaction mixture and then washed with saturated NaCl solution (3 x 30 ml). The combined 

aqueous phases were extracted with EA (3 x 30 ml) and the combined organic phases dried over 

MgSO4. The solvent was removed in vacuo and the residue was purified by flash chromatography on 

silica gel (DCM/petrol ether 1:3). The crude product was purified further by gel permeation 

chromatography (Chloroform)  

Yield: 46 mg (54 mol, 30 %) of a yellow solid 

C41H25Cl8NO2 [847.267] 

M.p. 258 °C 

1
H NMR (600 MHz, [D6]acetone): 

[ppm] = 7.63 (d, 
4
JHH = 2.3 Hz, 2 H), 7.59 (d, 

4
JHH = 1.7 Hz, 1 H), 7.46 (d, 

4
JHH = 1.4 Hz, 2 H), 

7.43 (d, 
4
JHH = 1.7 Hz, 1 H), 7.35 (AA’, 2 H), 7.13 (AA’, 4 H), 6.96 (BB’, 4 H), 6.79 (s, 1 H), 6.77 

(BB’, 2 H), 3.81 (s, 6 H) 
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13
C NMR (150.9 MHz, [D6]acetone): 

[ppm] = 158.0, 150.8, 140.4, 138.8, 138.7, 138.00, 137.98, 137.92, 137.3, 135.3, 135.1, 134.71, 

134.69, 133.6, 133.2, 131.5, 130.90, 130.87, 129.37, 129.35, 128.6, 126.4, 118.6, 115.9, 112.6, 94.6, 

85.6, 55.8, 51.1, no carbons at the chlorinated benzene rings are chemical equivalent with the 

exception of one pair. 

HRMS (ESI): [M
+
] calc.: 842.93880 m/z, found: 842.93884 m/z, =0.05 ppm. 

 

Synthesis of P7 and P8 

 

To a degassed solution of P6 (155 mg, 0.182 mmol) in 1,4-dioxane (5 ml) dicobaltoctacarbonyl 

(6.0 mg, 0.02 mmol) was added and the reaction mixture stirred at 100 °C for 4 d. The solvent was 

removed in vacuo and the residue was purified by flash chromatography on silica gel (DCM/petrol 

ether 1:21:12:1) and by gel permeation chromatography (THF).  

Yield (P7): 12 mg (4.7 mol, 8 %) of a yellow solid 

C123H75Cl24N3O6 [2541.800] 

1
H NMR (600 MHz, [d6]acetone, 323K): 

[ppm] = 7.56 (3H), 7.46-7.43 (3H), 7.41 (3H), 7.28-7.26 (3H), 7.05-6.60 (45 H), 3.78-

3.77  (18H). 

13
C NMR (150.9 MHz, [D6]acetone, 323K): 

[ppm] = 156.6-156.5, 148.0, 143.0-142.9, 142.1-142.0, 141.9-141.7, 139.1-139.0, 138.7-138.5, 

138.0-137.9, 137.8-137.7, 136.3-136.2, 135.8, 135.4, 135.3-135.2, 134.5-134.0, 132.4-133.2, 131.1-
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130.9, 130.7, 129.6-129.4, 129.2, 126.5-126.1, 123.4-122.9, 115.6-115.4, 55.7-55.6, 51.0, the 

existence of an unknown number of conformers causes the observation of signals of higher order 

HRMS (ESI): [M
+
+12] calc.: 2540.80520 m/z, found: 2540.80117 m/z, =1.59 ppm 

Yield (P8): 64 mg (25 mol, 42 %) of a yellow solid 

C123H75Cl24N3O6 [2541.800] 

1
H NMR (600 MHz, [d6]acetone, 313K): 

[ppm] = 7.58-7.53 (3H), 7.48-7.17 (8H), 7.12-6.57 (46 H), 3.78-3.76  (18H). 

 13
C NMR (150.9 MHz, [D6]acetone, 313K): 

[ppm] = 156.9-156.7, 148.1-147.9, 143.4-141.7, 140.0-137.5, 137.1-135.0, 134.7-134.2, 133.6-

132.5, 131.1-130.6, 129.7-129.0, 126.9-126.4, 123.3-123.0, 122.1-121.8, 115.7-115.5, 55.8, 51.2-51.1, 

the existence of a unknown number of conformers causes the observation of signals of higher order. 

HRMS (ESI): [M
+
+12] calc.: 2540.80520 m/z, found: 2540.80937 m/z, =1.64 ppm. 

 

Synthesis of P9 

 

Under a nitrogen atmosphere P6 (150 mg, 180 mol) and tetraphenylcyclopentadienone (68.0 mg, 

180 mol) were dissolved in diphenyl ether (15 ml) and stirred at reflux for 3 d. After cooling, the 

residue was purified by flash chromatography on silica gel (DCM/petrol ether 1:2). 

Yield: 65 mg (56 mol, 31 %) of a yellow solid 

C69H45Cl8NO2 [1203.725] 
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1
H NMR (600 MHz, [d6]acetone, 323K):  

[ppm] = 7.52 (1.4 H), 7.38-7.35 (2H), 7.20-7.19 (0.5 H), 6.97-6.73 (31.6 H), 6.67-6.66 (0.7 H), 

6.59-6.49 (3 H), 3.77-3.75 (6 H), due to the existence of at least two conformers, fractional integrals 

are observed. 

13
C NMR (150.9 MHz, [D6]acetone, 313K): 

[ppm] = 156.8, 156.7, 147.5, 143.93, 143.88, 142.2, 142.13, 142.10, 141.9, 141.7, 141.44, 

141.41, 141.34, 141.28, 141.25, 141.20, 141.17, 141.1, 141.02, 141.00, 139.4, 139.2, 138.7, 138.5, 

138.3, 138.2, 137.8, 136.24, 136.19, 135.8, 135.7, 135.6, 135.4, 135.3, 134.41, 134.37, 134.36, 134.2, 

134.0, 133.9, 133.0-132.9, 132.8-132.7, 132.6, 132.53, 132.47, 132.4-132.1, 130.94, 130.88, 130.7-

130.6, 129.5, 129.3, 129.11-129.08, 128.1, 127.91-127.88, 127.82, 127.6-127.5, 126.8, 126.7, 126.6, 

126.33-126.30, 121.7-121.5, 115.6, 115.5, 55.8, 51.0, the existence of at least two conformers causes 

the observation of signals of higher order. 

HRMS (ESI): [M
+
+4] calc.: 1203.09142 m/z, found: 1203.09206 m/z, =0.53 ppm. 

 

Synthesis of P10 

 

Under a nitrogen atmosphere tris(2,4,6-trichlorophenyl)methane (180 mg, 324 mol), Pd(MeCN)2Cl2 

(3.0 mg, 13 mol), x-Phos (12 mg, 26 mol) and CuI (2 mg, 10 mol) were suspended in a quartz 

pressure vessel in (i-Pr)2NH (2 ml) and degassed. A degassed solution of N,N-Di(4-methoxyphenyl)-

N(4-(ethinyl)phenyl)amine (428 mg, 1.30 mmol) in absolute 1,4-dioxane (4 ml) was added and the 

reaction mixture stirred at 100 °C in a microwave oven for 1 h. After cooling, a degassed solution of 
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N,N-Di(4-methoxyphenyl)-N(4-(ethinyl)phenyl)amine (321 mg, 972 mol) in absolute 1,4-dioxane 

(2 ml) was added stirred at 100 °C in a microwave oven for further 1 h. This procedure was repeated 

one more time. After cooling, EA (100 ml) was added and the mixture washed with a saturated NaCl 

solution (3 x 50 ml). The combined aqueous phases were extracted with EA (3 x 50 ml) and the 

combined organic phases dried over MgSO4. The solvent was removed in vacuo and the residue was 

purified by flash chromatography on silica gel (DCM/petrol ether 1:1->2:1->3:1) and by gel 

permeation chromatography (CHCl3). 

Yield: 160 mg (110 mol, 34 %) of a yellow solid 

C85H61Cl6N3O6 [1433.128] 

M.p. 174 °C 

1
H NMR (600 MHz, [D6]acetone, 298 K): 

[ppm] = 7.59 (3 H), 7.43 (3 H), 7.36 (AA’, 6 H), 7.13 (AA’, 12 H), 6.95 (BB’, 12 H), 6.86 (s,  

1 H), 6.77 (BB’, 6 H), 3.80 (s, 18 H). 

13
C NMR (150.9 MHz, [D6]acetone, 298 K): 

[ppm] = 157.9, 150.7, 140.4, 138.1, 137.3, 135.8, 133.5, 133.1, 131.4, 128.6, 126.2, 118.6, 

115.8, 112.6, 94.4, 85.6, 55.7, 51.6. 

HRMS (ESI): [M
+
] calc.: 1429.26860 m/z, found: 1429.26884 m/z, =0.17 ppm. 

 

Synthesis of S2a 

 

S7 (400 mg, 749 mol) and S6 (139 mg, 375 mol) were dissolved in a n-butanol/toluene mixture 

(100 ml, 1:3) and stirred at reflux over night. Water is removed by a Dean-Stark trap. The solvent is 

removed and the residue washed with hot acetone.  
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Yield: 270 mg (190 mol, 51 %) of a metallic, green solid 

C90H100N2O12 [1401.763] 

1
H-NMR (600 MHz, CD2Cl2): 

𝛿[ppm] = 12.97 (s,4H, H-25), 8.04 (AA‘,4H, H-3 oder H-4), 7.61 (BB‘,4H, H-3 oder H-4), 7.16 

(AA‘,8H, H-14), 6.95 (BB‘,8H, H-15), 5.75 (s,4H, H-11), 3.89-3.85 (m,8H, H-17), 1.73 (sept.,4H,  

H-18), 1.52-1.39 (16H, H-19 und H-23), 1.37-1.30 (16H, H-20 und H-21), 0.94-0.90 (24H, H-22 und  

H-24). 

13
C-NMR (150 MHz, CD2Cl2): 

𝛿[ppm] = 183.3 (q, 4C, C-7), 181.5 (q, 2C), 166.3 (q, 4C, C-10), 165.0 (q, 2C), 159.6 (q, 4C.  

C-16), 157.0 (q, 2C, C-6), 135.9 (q, 4C, C-13), 132.7 (t, 4C, C-3), 130.4 (q, 2C, C-5), 128.7 (t, 8C,  

C-14), 127.9 (t, 4C, C-4), 125.9 (q, 2C, C-2), 115.9 (t, 8C, C-15), 113.1 (q, 2C, C-9), 98.4 (t, 4C, C-

11), 93.9 (q, 2C, C-1), 71.2 (s, 4C, C-17), 39.7 (t, 4C, C-18), 30.8 (s, 4C, C-19), 29.4 (s, 4C, C-20), 

24.2 (s, 4C, C-23), 23.4 (s, 4C, C-21), 14.3 (p, 4C, C22), 11.2 (p, 4C, C24). 

HRMS (ESI): [M
+
+H] calc.: 1401.73490 m/z, found: 1401.73519 m/z, =0.21 ppm. 

 

Synthesis of S4 

 

S8 (70 mg, 150 mol) was stirred in a mixture of acetic acid (6.3 ml), water (6.3 ml) and 2N HCl 

(0.5 ml) at reflux for 2 h. The solvent was removed in vacuo. 

Yield: 60 mg (150 mol, 98 %) of a yellow solid 

C24H19NO5 [401.411] 

1
H-NMR (600 MHz, dmso[D6]): 

𝛿[ppm] = 7.83 (AA‘, 2H, H-6), 7.03 (AA’, 4H, H-10), 6.91 (BB’, 4H, H-11), 6.76 (BB‘, 2H,  

H-7), 3.74 (s, 6H, H-13). 
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13
C-NMR (150 MHz, dmso[D6]): 

𝛿[ppm] = 214.4 (q, 1C), 196.8 (q, 2C), 175.7 (q, 1C, C-4), 155.9 (q, 2C, C-12), 148.3 (q, 1C,  

C-8), 139.8 (q, 2C, C-9), 126.8 (t, 4C, C-10), 124.8 (t, 2C, C-6), 124.7 (q, 1C, C-5), 118.8 (t, 2C, C-7), 

115.0 (t, 4C, C-11), 55.2 (p, 2C, C-13). 

MALDI-MS:  400 m/z [M
-
 – H] 

 

Synthesis of S5 

 

Under a nitrogen atmosphere S12 (500 mg, 1.68 mmol) and NaHCO3 (5 g, heated to 300°C in vacuo 

for 30 min) were suspended in dry DCM (14 ml). Boron tribromide (10.1 ml, 10.1 mmol, 1M DCM) 

was added dropwise at -78°C. The temperature was slowly allowed to rise to rt over night. The 

reaction mixture was poured into water, extracted with EA (3 x 30 ml) and the combined organic 

phases dried over MgSO4. The solvent was removed in vacuo and the residue was purified by flash 

chromatography on silica gel (DCM/EA 4:1).  

Yield: 250 mg (1.03 mmol, 62 %) of a colourless solid 

C14H10O4 [242.227] 

1
H-NMR (400 MHz, acetone[D6]): 

𝛿[ppm] = 8.42 (s, 4H, -OH), 6.51 (d, 
4
J=2.23 Hz, 4H, H-3), 6.39 (t, 

4
J=2.20 Hz, 2H, H-4). 

 

Synthesis of S6 

 

S10 (250 mg, 520 mol) is dissolved in acetone (40 ml) and 2N HCl (10 ml) was added at reflux. The 

reaction mixture was stirred at reflux for 3 d. The solvent was removed in vacuo. 

Yield: 190 mg (510 mol, 99 %) of a yellow solid 

C22H10O6 [370.311] 
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1
H-NMR (600 MHz, [d6]dmso): 

𝛿[ppm] = 8.02 (AA‘, 4H, H-4), 7.63 (BB‘, 4H, H-3). 

13
C-NMR (151 MHz, [d6]dmso): 

𝛿[ppm] = 210.8 (q, 2C, C-7 or C-8, or C-9), 196.5 (q, 4C, C-7 or C-8, or C-9), 172.7 (q, 2C,  

C-6), 131.8 (t, 4C, C-3), 131.2 (q, 2C, C-5), 124.3 (t, 4C, C-4), 122.3 (q, 2C, C-2), 91.1 (q, 2C, C-1).  

MALDI-MS: 369 m/z [M
-
 – H] 

 

Synthesis of S7 

 

 

S13 (1.00 g, 1.40mmol) and Pd/C (10 wt% palladium on activated carbon, 220 mg) were stirred in a 

mixture of EtOH (20 ml) and EtOAc (10 ml) under 1 atm H2 (balloon) for 4 d. The reaction mixture 

was filtrated and the solvent removed in vacuo. The residue was purified by flash chromatography on 

silica gel (PE/EA 5:1). 

Yield: 630 mg (1.18 mmol, 84 %) of a colorless solid 

C34H47NO4 [533.741] 

1
H-NMR (400 MHz, acetone[D6]): 

𝛿[ppm] = 7.93 (s, 2H, H-17), 7.02 (AA’, 4H, H-6), 6.89 (BB’, 4H, H-7), 5.89 (t, 
4
J=2.08 Hz, 1H, 

H-1), 5.82 (d, 
4
J=2.08 Hz, 2H, H-2), 3.88 (d, 

3
J=5.67 Hz, 4H, H-9), 1.76-1.67 (m, 2H, H-10), 1.58-

1.28 (16H, H-11-13 and H-15), 0.96-0.88 (12 H, H-14 and H-16). 
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13
C-NMR (101 MHz, acetone[D6]): 

𝛿[ppm] = 159.7 (q, 2C, C-2), 156.8 (q, 2C, C-8), 151.9 (q, 1C, C-4), 141.7 (q, 2C, C-5), 128.0 (t, 

4C, C-6), 115.9 (t, 4C, C-7), 99.8 (t, 2C, C-3), 96.2 (t, 1C, C-1), 71.2 (s, 2C, C-9), 40.4 (t, 2C, C-10), 

31.3 (s, 2C, C-11), 29.8 (s, 2C, C-12, superimposed by solvent signal, proved by HSQC, HMBC), 24.6 

(s, 2C, C-15), 23.7 (s, 2C, C-13), 14.3 (p, 2C, C-14), 11.4 (p, 2C, C-16). 

MALDI-MS: 533 m/z [M
+
] 

 

Synthesis of S8  

 

Under a nitrogen atmosphere S9 (170 mg, 0.44 mmol) was dissolved in THF (4 ml). n-BuLi (0.19 ml, 

2.6 M in toluene, 0.49 mmol) was added dropwise at -78 °C and the reaction mixture stirred for 

30 min at -78°C and 30 min at -50 °C. At 78°C a to -78 °C cooled solution of di-n-butylsquarate 

(200 mg, 0.88 mmol) in THF (4 ml) was added dropwise. After stirring for 1 h at -78 °C 

trifluoroaceticacid anhydride (125 mg, 0.08 ml, 0.48 mmol) was added and the reaction mixture stirred 

for 15 min at -78 °C. A saturated NH4Cl solution (5 ml) was added and the reaction mixture was 

warmed to rt. Subsequently, brine (5 ml) was added and the reaction mixture was extracted with 

diethyl ether (2 x 20 ml), the combined organic phases washed with brine and dried over MgSO4. The 

solvent was removed in vacuo and the residue was purified by flash chromatography on silica gel 

(PE/DCM 2:1EA). 

Yield: 80 mg (0.18 mmol, 40 %) of a yellow solid 

C28H27NO5 [457.518] 

1
H-NMR (400 MHz, CDCl3): 

𝛿[ppm] = 7.85-7.80 (AA’, 2 H), 7.14-7.09 (AA’, 4 H), 6.91-6.84 (6 H), 4.87 (t, 
3
J=6.5 Hz, 2 H, 

OCH2), 3.82 (s, 6 H, OCH3), 1.89-1.81 (m, 2 H, CH2), 1.54-1.44 (m, 2 H, CH2), 0.98 (t, 
3
J=7.4 Hz,  

3 H, CH3) 
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13
C-NMR (150 MHz, CDCl3): 

𝛿[ppm] = 192.6 (q), 192.3 (q), 191.2 (q), 173.6 (q), 157.5 (q), 152.8 (q), 138.9 (q), 129.5 (t), 

128.1 (t), 118.6 (t), 117.6 (t), 115.2 (q), 74.7(s), 55.7 (s), 32.2 (s), 18.8 (s), 13.8 (p). 

 

Synthesis of S10 

 

Under a nitrogen atmosphere S11 (1.09 g, 3.24 mmol) was dissolved in THF (10 ml). n-BuLi (2.75 ml, 

2.6 M in toluene, 7.14 mmol) was added dropwise at -78 °C and the reaction mixture stirred for 

30 min at -78°C and 30 min at -50 °C. At 78°C a to -78 °C cooled solution of di-n-butylsquarate 

(1.47 g, 6.49 mmol) in THF (10 ml) was added dropwise. After stirring for 1 h at -78 °C 

trifluoroaceticacid anhydride (1.84 g, 1.23 ml, 8.76 mmol) was added and the reaction mixture stirred 

for 15 min at -78 °C. A saturated NH4Cl solution (20 ml) was added and the reaction mixture was 

warmed to rt. Subsequently, brine (20 ml) was added and the reaction mixture was extracted with 

diethyl ether (2 x 50 ml), the combined organic phases washed with brine and dried over MgSO4. The 

solvent was removed in vacuo and the residue was purified by flash chromatography on silica gel 

(PE/DCM 2:1EA). 

Yield: 560 mg (1.16 mmol, 36 %) of a yellow solid. 

C30H26O6 [482.524] 

1
H-NMR (600 MHz, CD2Cl2): 

𝛿[ppm] = 8.05 (AA‘, 4H, H-4), 7.69 (BB‘, 4H, H-3), 4.93 (t, 
3
J=6.7 Hz, 4H, H-10), 1.93-1.88 

(m, 4H, H-11), 1.57-1.50 (m, 4H, H-12), 1.01 (t, 
3
J=7.4 Hz, 6H, H-13).  

13
C-NMR (151 MHz, CD2Cl2): 

𝛿[ppm] = 195.2 (q, 2C, C-9), 192.91 (q, 2C, C-7 or C-8), 192.88 (q, 2C, C-7 or C-8), 172.4 (q, 

2C, C-6), 132.7 (t, 4C, C-3), 128.1 (q, 2C, C-5), 127.8 (t, 4C, C-4), 127.0 (q, 2C, C-2), 92.4 (q, 2C,  

C-1), 76.0 (s, 2C, C-10), 32.3 (s, 2C, C-11), 19.0 (s, 2C, C-12), 13.8 (p, 2C, C-13). 
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HRMS (ESI): [M
+
] calc.: 505.16216 m/z, found: 505.16155 m/z, =1.21 ppm. 

 

Synthesis of S13 

 

 

Under a nitrogen atmosphere CuCl (14 mg, 0.14 mmol) and KOH (1.56 g, 27.8 mmol) are added to a 

degassed solution of 1-(2-ethylhexyloxy)-4-iodobenzene (2.42 g, 7.29 mmol), 1,10-phenanthroline 

(25 mg, 0.14 mmol) and S14 (1.06 g, 3.47 mmol) in dry toluene (5 ml). The suspension was stirred at 

reflux for 10 d. The solvent was removed in vacuo. Water (150 ml) and DCM (150 ml) were added to 

the residue. The phases were separated and the aqueous phase extracted with DCM (3 x 100 ml). The 

organic phases were combined, washed with water (2 x 100 ml) and dried over MgSO4. The solvent 

was removed in vacuo and the residue was purified by flash chromatography on silica gel (PE/DCM 

6:1). 

Yield: 1.45 g (2.03 mmol, 59 %) of a colorless solid. 

C48H59NO4 [713.986] 

1
H-NMR (400 MHz, acetone[D6]): 

𝛿[ppm] = 7.37-7.28 (10H, H-1 and H-2 and H-3), 7.01 (AA’, 4H, H-11), 6.88 (BB’, 4H, H-12), 

6.22 (t, 
4
J=2.23 Hz, 1H, H-6), 6.07 (d, 

4
J=2.23 Hz, 2H, H-8), 4.96 (s, 4H, H-5), 3.88 (d, 

3
J=5.68 Hz, 

4H, H-14), 1.75-1.67 (m, 2H, H-15), 1.58-1.28 (16H, H-16-18 and H-20), 0.96-0.88 (12 H, H-19 and 

H-21). 

13
C-NMR (101 MHz, acetone[D6]): 

𝛿[ppm] = 161.3 (q, 2C, C-7), 157.0 (q, 2C, C-13), 151.7 (q, 1C, C-9), 141.3 (q, 2C, C-10), 138.4 

(q, 2C, C-4), 129.2 (t, 4C, C-2 or C-3), 128.5 (t, 2C, C-1), 128.4 (t, 4C, C-2 or C-3), 128.0 (t, 4C,  

C-11), 116.2 (t, 4C, C-12), 100.3 (t, 2C, C-8), 94.8 (t, 1C, C-6), 71.3 (s, 2C, C-14), 70.4 (s, 2C, C-5), 



 

 

Experimental section 182 

40.4 (t, 2C, C-15), 30.3 (s, 2C, C-16), 29.8 (s, 2C, C-17, superimposed by solvent signal, proved by 

HSQC, HMBC), 24.6 (s, 2C, C-20), 23.7 (s, 2C, C-18), 14.4 (p, 2C, C-19), 11.5 (p, 2C, C-21); 

MALDI: 713.362 m/z [M
+
] 

 

Synthesis of S14  

 

Under a nitrogen atmosphere a degassed solution of S15 (2.00, 5.42 mmol), ammonium hydroxide  

(28 %, 5.50ml, 5.42 mmol), CuI (210 mg, 1.08 mmol), trans-4-hydroxy L-proline (284 mg,  

2.17 mmol) and K2CO3 (2.25 g, 16.2 mmol) in DMSO (10 ml) was stirred at 70 °C for 3 d. Water 

(50 ml) and EA (50 ml) were added and the phases separated. The aqueous phase was extracted with 

EA (2 x 50 ml) and the combined organic phases dried over MgSO4. The solvent was removed in 

vacuo and the residue was purified by flash chromatography on silica gel (DCM). 

Yield: 1.06 g (3.47 mmol, 64 %) of a colorless solid. 

C20H19NO2 [305.370] 

1
H-NMR (400 MHz, acetone[D6]): 

𝛿[ppm] = 7.45-7.43 (4 H), 7.39-7.35 (4 H), 7.32-7.29 (2 H), 6.01 (3 H), 5.00 (4 H). 

MALDI-MS: 305.139 m/z [M
+
] 
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Synthesis of S16 

 

Under a nitrogen atmosphere a degassed solution of S10 (250 mg, 0.518 mmol) and Co2(CO)8 (18 mg, 

51 mol) in 1,4-dioxane (15 ml) was stirred at reflux for 6 d. The solvent was removed in vacuo and 

the residue was purified by flash chromatography on silica gel (PE/EA 10:1). 

Yield: 120 mg (83 mol, 48 %) of a yellow solid. 

C90H78O18 [1447.572] 

1
H-NMR (400 MHz, CD2Cl2): 

𝛿[ppm] =  7.61 (AA‘, 12H, H-4), 7.06 (BB‘, 12H, H-3), 4.81 (t, 
3
J=6.6 Hz, 12H, H-10), 1.85-

1.78 (m, 12H, H-11), 1.48-1.41 (m, 12H, H-12), 0.96 (t, 
3
J=7.4 Hz,18H, H-13).  

13
C-NMR (100 MHz, CD2Cl2): 

𝛿[ppm] = 195.0 (q, 6C, C-9), 193.2 (q, 6C, C-7 or C-8), 192.7 (q, 6C, C-7 or C-8), 173.0 (q, 6C, 

C-6), 144.2 (q, 6C, C-2), 140.3 (q, 6C, C-5), 132.3 (t, 12C, C-3), 126.8 (t, 12C, C-4), 126.3 (q, 6C,  

C-1), 75.8 (s, 6C, C-10), 32.3 (s, 6C, C-11), 19.0 (s, 6C, C-12), 13.7 (p, 6C, C-13). 

HRMS (ESI): [M
+
 +Na] calc.: 1469.50804 m/z, found: 1469.50925 m/z, =0.82 ppm. 
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Synthesis of S18 

 

Under a nitrogen atmosphere S17 (750 mg, 2.92 mmol) was dissolved in THF (20 ml). n-BuLi 

(1.23 ml, 2.6 M in toluene, 3.21 mmol) was added dropwise at -78 °C and the reaction mixture stirred 

for 30 min at -78°C and 30 min at -50 °C. At 78°C a to -78 °C cooled solution of di-n-butylsquarate 

(660 mg, 2.92 mmol) in THF (20 ml) was added dropwise. After stirring for 1 h at -78 °C 

trifluoroaceticacid anhydride (830 mg, 0.560 ml, 3.94 mmol) was added and the reaction mixture 

stirred for 15 min at -78 °C. A saturated NH4Cl solution (80 ml) was added and the reaction mixture 

was warmed to rt. Subsequently, brine (60 ml) was added and the reaction mixture was extracted with 

diethyl ether (2 x 60 ml), the combined organic phases washed with brine and dried over MgSO4. The 

solvent was removed in vacuo and the residue was purified by flash chromatography on silica gel 

(PE/EA 5:12:10:1). The raw product was recrystallised from hexane. 

Yield: 570 mg (1.73 mmol, 59 %) of a yellow solid. 

C22H18O3 [330.377] 

1
H-NMR (400 MHz, acetone[D6]): 

𝛿[ppm] = 8.04 (AA‘, 2H, H-9), 7.73 (BB‘, 2H, H-8), 7.61-7.58 (m, 2H, H-3), 7.45-7.44 (3H,  

H-1 and H-2), 4.99 (t, 
3
J=6.6 Hz, 2H, H-15), 1.98-1.91 (m, 2H, H-16), 1.61-1.51 (m, 2H, H-17), 1.01 

(t, 
3
J=7.4 Hz, 3H, H-18). 

13
C-NMR (101 MHz, acetone[D6]): 

𝛿[ppm] = 196.2 (q, 1C, C-14), 193.33 (q, 1C, C-12 or C-13), 193.28 (q, 1C, C-12 or C-13), 

171.7 (q, 1C, C-11), 133.0 (t, 2C, C-8), 132.5 (t, 2C, C-3), 130.0 (t, 1C, C-1), 129.6 (t, 2C, C-2), 128.6 

(q, 1C, C-10), 128.0 (t, 2C, C-9), 127.7 (q, 1C, C-7), 123.5 (q, 1C, C-4), 93.2 (q, 1C, C-5), 89.6 (q, 1C, 

C-6), 76.2 (s, 1C, C-15), 32.6 (s, 1C, C-16), 19.3 (s, 1C, C-17), 13.9 (p, 1C, C-18). 

MALDI: [M
+.

+Na]= 353.025 m/z 
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Synthesis of S19 

 

S18 (200 mg, 604 mol) was dissolved in acetone (40 ml) and 2N HCl (10 ml) was added at reflux. 

The reaction mixture was stirred at reflux for 3 d. The solvent was removed in vacuo. 

Yield: 165 mg (600 mol, 99 %) of a yellow solid 

C18H10O3 [274.270] 

1
H-NMR (400 MHz, dmso[D6]): 

𝛿[ppm] = 8.01 (AA‘, 2H), 7.60 (BB‘, 2H), 7.57-7.54 (2H), 7.44-7.40 (3H). 

13
C-NMR (101 MHz, dmso[D6]): 

𝛿[ppm] = 212.1 (q, 1C), 197.1 (q, 2C), 173.5 (q, 1C), 132.0 (t, 2C), 131.6 (t, 2C), 131.5 (q, 1C), 

129.2 (t, 1C), 129.1 (t, 2C), 124.4 (t, 2C), 122.5 (q, 1C), 122.4 (q, 1C), 90.8 (q, 1C), 90.0 (q, 1C). 

MALDI: [M
-.
–H

+
]= 273 m/z 

 

Synthesis of S20 

 

S7 (45 mg, 84 mol) and S19 (25 mg, 84 mol) were dissolved in a n-butanol/toluene mixture (50 ml, 

1:3) and stirred at reflux for 3 h. Water is removed by a Dean-Stark trap. The solvent is removed and 

the residue washed with hexane.  

Yield: 25 mg (32 mol, 59 %) of a metallic, green solid. 

C52H55NO6 [789.996] 
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1
H-NMR (400 MHz, CD2Cl2): 

𝛿[ppm] = 12.98 (s, 2H, H-30), 8.04 (AA‘, 2H, H-4), 7.61 (BB‘, 2H, H-3), 7.57-7.55 (m, 2H, 

H27), 7.39-7.37 (3H, H-28 and H-29), 7.17 (AA‘, 4H, H-14), 6.95 (BB‘,4H, H-15), 5,75 (s,2H, H-11), 

3.89-3.85 (m, 4H, H-17),1.74 (sept., 2H, H-18),1.52-1.27 (16H, H-19, H-20, H-21 and H-23), 0.96-

0.94 (12H, H-22 and H-24). 

13
C-NMR (101 MHz, CD2Cl2): 

𝛿[ppm] = 183.3 (q, 2C, C-7), 181.7 (q, 1C), 166.4 (q, 2C, C-10), 165.1 (q, 1C), 159.7 (q, 2C.  

C-16), 157.4 (q, 1C, C-6), 136.0 (q, 2C, C-13), 132.5 (t, 2C, C-3), 132.1 (t, 2C, C-27), 130.1 (q, 1C,  

C-5), 129.2 (t, 1C, C-29), 128.9 (t, 2C, C-28), 128.7 (t, 4C, C-14), 128.0 (t, 2C, C-4), 126.4 (q, 1C,  

C-2), 123.3 (q, 1C, C-26), 116.0 (t, 4C, C-15), 113.1 (q, 1C), 98.4 (t, 2C, C-11), 93.5 (q, 1C, C-25), 

90.1 (q, 1C, C-1), 71.3 (s, 2C, C-17), 39.8 (t, 2C, C-18), 30.9 (s, 2C, C-19), 29.5 (s, 2C, C-20), 24.2 (s, 

2C, C-23), 23.5 (s, 2C, C-21), 14.3 (p, 2C, C-22), 11.2 (p, 2C, C-24). 

HRMS (ESI): [M
+
+H] calc.: 790.41021 m/z, found: 790.41058 m/z, =0.47 ppm. 

 

Synthesis of B1 and B2 

 

Under a nitrogen atmosphere compound B4 (193 mg, 0.30 mmol) was dissolved in absolute 1,4-

dioxane (8 ml) and degassed. Dicobaltoctacarbonyl (15.1 mg, 44 mol) was added and the reaction 

mixture stirred at reflux for 5 d. The solvent was removed in vacuo and the crude product was purified 

by flash chromatography on silica gel with (DCM/petrol ether 2:3→2:5). Pure compound B1 was 

obtained as by dropping a concentrated DCM solution into acetone.  

Yield: 32 mg (16 mol, 17 %) of a yellow solid. 

C138H132B3N3O6 [1960.974] 
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M.p. 290°C (decomp.);  

1
H NMR (600 MHz, [D2]DCM): 

[ppm] = 7.06 (AA’, 6 H), 6.85-6.88 (18 H), 6.77 (s, 12 H), 6.74 (BB’, 12 H), 6.59 (AA’, 6 H), 

6.38 (BB’, 6 H), 3.76 (s, 18 H, MeO), 2.28 (s, 18 H), 1.89 (s, 36 H). 

13
C NMR (150.9 MHz, [D2]DCM): 

[ppm] = 155.9, 146.4, 145.5, 143.5, 142.2, 141.6, 141.0, 140.7, 140.3, 138.8, 134.7, 133.5, 

132.3, 131.7,128.4, 126.4, 120.1, 114.8, 55.7, 23.6, 21.3. 

HRMS (ESI): [M
2+

] calc.: 980.052241 m/z, found: 980.051541 m/z, =0.71 ppm. 

Pure compound B2 was obtained by dropping a concentrated DCM solution into methanol.  

Yield: 120 mg (61 mol, 62 %) of a yellow solid. 

C138H132B3N3O6 [1960.974] 

Tg = 151°C 

1
H NMR (600 MHz, [D6]acetone): 

[ppm] = 7.08 (AA’, 2 H), 7.01-7.04 (2 AA’, 4 H), 6.97 (BB’, 4 H), 6.94 (BB’, 2 H), 6.90 (AA’, 

4 H), 6.85-6.87 (8 H), 6.77-6.83 (24 H), 6.70-6.72 (2 AA’, 4 H), 6.67 (AA’, 2 H), 6.49-6.52 (2 BB’,  

4 H), 6.39 (BB’, 2 H), 3.77 (s, 6 H, MeO), 3.76 (s, 6 H, MeO), 3.75 (s, 6 H, MeO), 2.27 (s, 6 H), 2.26 

(s, 12 H), 1.87-1.95 (36 H). 

13
C NMR (150.9 MHz, [D6]acetone): 

[ppm] = 156.63, 156.59, 156.5, 147.2, 147.12, 147.07, 146.3, 146.0, 145.9, 144.3, 142.63, 

142.56, 142.04, 142.01, 141.97, 141.6, 141.32, 141.26, 141.1, 140.9, 140.8, 140.7, 139.34, 139.33, 

135.0, 134.94, 134.93, 134.4, 134.3, 134.2, 133.1, 133.04, 132.96, 132.4, 132.3, 129.1, 129.0, 126.8, 

126.7, 126.5, 121.1, 120.9, 120.8, 115.5, 115.4, 55.68, 55.67, 23.9, 21.3, 21.26, 21.25. 

HRMS (ESI): [M
+
+H] calc.: 1961.04536 m/z, found: 1961.04309 m/z, =1.16 ppm. 
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Synthesis of B3 

 

Compound B6 (190 mg, 0.23 mmol) was dissolved in dry THF (6 ml) under a nitrogen atmosphere. A 

solution of t-BuLi in pentane (0.3 ml, 0.51 mmol, 1.7 M) was added slowly at -78°C. The mixture was 

stirred for 30 min at -78°C and then Mes2BF (91.0 mg, 0.34 mmol) dissolved in dry THF (4 ml) was 

added slowly at -78°C. The reaction mixture was allowed to warm up to RT and was stirred at RT for 

further 2 d. The pale yellow suspension was hydrolised with water (20 ml) and extracted with DCM 

(2 x 30 ml). The combined organic phases were washed with water (2 x 50 ml) and dried over MgSO4. 

The solvent was removed in vacuo and the residue was purified by flash chromatography on silica gel 

(DCM/petrol ether 1:4→1:3→1:2). The pure product was obtained by dropping a concentrated DCM 

solution into hexane.  

Yield: 66 mg (65 mol, 29 %) of a white solid. 

C74H64BNO2 [1010.116] 

M.p. 246°C. 

1
H NMR (600 MHz, [D2]DCM): 

[ppm] = 6.99 (AA’, 2H), 6.93-6.95 (3H), 6.84-6.90 (19 H), 6.80 (AA’, 4H), 6.75 (s, 4H), 6.74 

(BB’, 4H), 6.63 (AA’, 2H), 6.41 (BB’, 2H), 3.75 (s, 6H, OMe), 2.27 (s, 6H), 1.83 (s, 12H). 

13
C NMR (150.9 MHz, [D2]DCM): 

[ppm] = 155.8, 146.3, 145.5, 143.6, 142.1, 141.5, 141.19, 141.15, 141.07, 141.0, 140.9, 140.8, 

140.7, 140.5, 140.4, 140.3, 138.8, 134.6, 133.7, 132.3, 131.9, 131.80, 131.78, 131.76, 131.6, 128.4, 

126.92, 126.89, 126.2, 125.62, 125.58, 125.56, 125.5, 120.2, 114.7, 55.8, 23.5, 21.3. 

HRMS (ESI): [M
+
] calc.: 1008.50609 m/z, found: 1008.50609 m/z, =0.00 ppm. 
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Synthesis of B4 

 

N-[4-(4-bromophenyl)ethynylphenyl]-N,N-di(4-methoxyphenyl)amine (200 mg, 0.41 mmol) was 

dissolved in dry THF (7 ml) under a nitrogen inert gas atmosphere. A solution of tBuLi in pentane 

(0.5 ml, 0.85 mmol, 1.7 M) was added slowly at -78°C. The mixture was stirred for 30 min at -78°C 

and then Mes2BF (166 mg, 0.62 mmol) dissolved in dry THF (4 ml) was added slowly at -78°C. The 

reaction mixture was allowed to warm up to RT and was stirred for further 4 d at RT. The brown 

suspension was hydrolysed with water (20 ml) and extracted with DCM (2 x 30 ml). The combined 

organic phases were washed with water (2 x 50 ml), dried over MgSO4 and the solvent was removed 

in vacuo. The residue was purified by flash chromatography on silica gel (DCM/petrol ether 2:3). The 

pure product was obtained by dropping a concentrated DCM solution into methanol.  

Yield: 110 mg (170 mol, 42 %) of a yellow solid. 

C46H44BNO2 [653.658] 

M.p. 104°C 

1
H NMR (600 MHz, [D6]acetone): 

[ppm] = 7.52 (AA’, 2 H), 7.45 (BB’, 2 H), 7.35 (AA’, 2 H), 7.12 (AA’, 4 H), 6.95 (BB’, 4 H), 

6.84-6.85 (4 H), 6.77 (BB’, 2 H), 3.80 (s, 6 H, MeO), 2.28 (s, 6 H), 2.00 (s, 12 H). 

13
C NMR (150.9 MHz, [D6]acetone): 

[ppm] = 157.8, 150.4, 146.1, 142.2, 141.3, 140.5, 139.6, 136.9, 133.3, 131.53, 129.1, 128.5, 

128.3, 118.8, 115.8, 114.8, 93.5, 88.9, 55.7, 23.6, 21.2. 

HRMS (EI): [M
+
] calc.: 652.34959 m/z, found: 652.34908 m/z, =0.78 ppm.  
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Synthesis of B6 

 

N-[4-(4-bromophenyl)ethynylphenyl]-N,N-di(4-methoxyphenyl)amine (200 mg, 0.41 mmol) and 

tetraphenylcyclopentadiene (159 mg, 0.41 mmol) were dissolved in diphenyl ether (6 ml) under a 

nitrogen atmosphere. The reaction mixture was stirred under reflux for 3 d. The crude product was 

purified by flash chromatography on silica gel (DCM/petrol ether 1:4→1:2). 

Yield: 190 mg (226 mol, 55 %) of a white solid. 

C56H42BrNO2 [840.842] 

M.p. 241 °C 

1
H NMR (600 MHz, [D2]DCM): 

[ppm] = 7.07 (AA’, 2 H), 6.84-6.94 (20 H), 6.75-6.77 (10 H), 6.61 (AA’, 2 H), 6.46 (BB’,  

2 H), 3.74 (s, 6 H, MeO). 

13
C NMR (150.9 MHz, [D2]DCM): 

[ppm] = 155.8, 146.5, 141.6, 141.1, 141.04, 141.00, 140.88, 140.87, 140.8, 140.7, 140.6, 140.5, 

140.4, 139.7, 133.9, 133.6, 132.3, 131.8, 131.69, 131.67, 130.0, 127.1, 126.93, 126.90, 126.89, 

125.84, 125.79, 125.6, 120.9, 119.5, 114.7, 55.8. 

HRMS (ESI): [M
+
] calc.: 839.23934 m/z, found: 839.23934  m/z, =0.00 ppm. 
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11. Zusammenfassung 

Ziel dieser Arbeit war die Untersuchung des Energietransfers zwischen Ladungstransfer-Zuständen in 

multidimensional Donor-Akzeptor Systemen. Zu diesem Zweck wurden die Chromophore HAB-S, 

HAB-A, B1 und B2 synthetisiert. Diese bestehen jeweils aus drei Elektronen-Donoren und 

Elektronen-Akzeptoren, die über das Hexaarylbenzol-Gerüst symmetrisch oder asymmetrisch 

verknüpft sind. Triarylamine stellen dabei die Elektronen-Donoren dar, während Triarylborane in B1 

und B2 und PCTM-Zentren in HAB-S und HAB-A die Aufgabe der Elektronen-Akzeptoren 

übernehmen. Die Hexaarylbenzole konnten durch Cobalt-katalysierte Cyclotrimerisierung der 

entsprechenden Tolan-Vorstufen hergestellt werden. Zusätzlich wurde das multidimensionale 

Chromophor Star synthetisiert. Dieses besteht aus einem zentralen PCTM, welches über Tolan-

Brückeneinheiten sternförmig mit drei Triarylamin Zentren verknüpft ist. Das Hexaarylbenzol S1a/b, 

das mit sechs Squarain Chromophoren substituiert ist, konnte nicht realisiert werden. Möglichweise 

werden die essentiellen Hydroxygruppen der Tolan-Vorstufe S2a nicht von dem Cyclotrimerisierungs-

Katalysator Co2(CO)8 toleriert. Der alternative Reaktionsweg, die Cyclotrimerisierung zuerst 

durchzuführen und anschließend die Hydroxygruppen einzuführen, schlug ebenfalls fehl. Grund dafür 

war, dass das Hexaarylbenzol, welches mit sechs Quadratsäure-Einheiten substituiert ist, nicht 

synthetisiert werden konnte. Nichtsdestotrotz konnten Energietransfer Wechselwirkungen in der 

Tolan-Vorstufe S2a untersucht werden. Dabei konnte die elektronische Kopplung zwischen den zwei 

Squarain-Zentren charakterisiert werden. Zu allen multidimensionalen Verbindungen wurden 

zusätzlich Modelverbindungen mit nur einem einzelnen Donor-Akzeptor-Paar hergestellt (B3, Star-

Model und HAB-Model). Dadurch konnten die Energie- und Ladungstransferprozesse getrennt 

betrachten werden. Es soll noch angemerkt werden, dass in allen genannten multidimensionalen 

Verbindungen der Energietransfer „über Bindungen“ zwischen zwei benachbarten IV-CT Zuständen 

identisch ist mit dem Transfer eines einzelnen Elektrons zwischen zwei gleichartigen Redoxzentren 

(z.B. TAA→TAA
+
). Diese Situation ist immer dann zu beobachten, wenn sich die zwei IV-CT 

Zustände, zwischen denen Energie übertragen wird, ein Redox-Zentrum teilen. 

Alle Verbindungen, die PCTM Zentren beinhalten, wurden durch Elektronenspinzresonanz 

Experimente charakterisiert. Dabei wurde eine schwache Wechselwirkung zwischen den drei PCTM 

Einheiten in HAB-S und HAB-A beobachtet. Durch die Oxidation von Star-Model konnten zudem 

stark wechselwirkende Singlett- bzw. Triplettzustände erhalten werden. Dagegen wurden für HAB-

Model
+∙

 Signale beobachtet, die einem schwach wechselwirkendem Biradikal entsprechen. Das lässt 

darauf hindeuten, dass die Tolan-Brückeneinheit eine starke Kopplung zwischen den Redox-Zentren 

gewährleistet, während die Verknüpfung über das Hexaarylbenzol-Gerüst eine schwache Kopplung 

zur Folge hat. Dieser Trend wurde durch UV/Vis/NIR Absorptionsmessungen gestützt. Durch die 

Analyse der beobachteten IV-CT Absorptionsbanden mittels Elektronentransfer-Theorie konnte eine 
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schwache Kopplung von V = 340 cm
-1

 in HAB-Model und eine deutlich stärkere Kopplung von 

V = 1190-2900 cm
-1

 in Star-Model ermittelt werden. In spektroelektrochemischen Untersuchungen 

wurde in den oxidierten Verbindungen HAB-S
+
, Star

+
 und Star-Model

+
, im Vergleich zu den 

neutralen Verbindungen, der Ladungstransfer in entgegengesetzter Richtung beobachtet. D.h. vom 

PCTM-Radikal zum elektronenärmeren, kationischen TAA-Zentrum. Die zeitliche Entwicklung der 

angeregten Zustände wurde mit transienter Absorptionsspektroskopie verfolgt. Innerhalb der ersten 

Pikosekunden konnte eine Stabiliserung des Ladungstransferzustands, verursacht durch 

Umorientierungen des Lösungsmittels, beobachtet werden. Anisotrope, transiente 

Absorptionsmessungen konnten zeigen, dass innerhalb der Lebenszeit des angeregten Zustands (τ = 1-

4 ps) kein Energietransfer in den HABs stattfindet, während in dem sternförmigen System eine 

ultraschnelle und möglicherweise koherente Energieumverteilung beobachtet wurde. Letztendlich 

konnte klargestellt werden, dass Energietransfer und Ladungstransfer in diesen speziellen Systemen 

identisch sind. Jedoch konnte weder die Energie-, noch die Ladungstransfertheorie den sehr schnellen 

Energietransfer in Star erklären. 

Die elektrochemischen und photophysikalischen Eigenschaften von B1 und B2 wurden mittels 

Cyclovoltammetrie, Absorptions- und Fluoreszenzmessungen untersucht und mit B3 verglichen. Im 

Fall vom asymmetrischen B2 zeigten CV Messungen drei Oxidations- und drei Reduktionspeaks, 

wobei der Abstand zwischen den Peaks stark vom Leitsalz abhing. Dies lässt sich auf Ionenpaar und 

Abschirmungseffekte zurückführen. Folglich konnten die Abstände zwischen den Peaks nicht in 

Bezug auf elektronische Kopplungen in den erzeugten, gemischtvalenten Verbindungen interpretiert 

werden. Transiente Absorption, Fluoreszenz Solvatochromie sowie Absorptionsspektren zeigten, dass 

nach optischer Anregung Ladungstransferzustände vom Amin- zum Borzentrum bevölkert werden. 

Die elektronische Donor-Akzeptor Wechselwirkung war jedoch schwach, da der Ladungstransfer 

hauptsächlich über den Raum stattfindet. Die elektronische Kopplung konnte nicht quantifiziert 

werden, weil die CT Absorptionsbande von π-π* Übergängen, die an den Amin- und Borzentren 

lokalisiert sind, überlagert war. Der Trend ist jedoch in guter Übereinstimmung mit der schwachen 

Kopplung, die für HAB-Model gemessen wurde. Sowohl transiente Absorptions- wie auch 

Fluoreszenz-Aufkonversionsmessungen deuten auf eine ultraschnelle Stabilisierung des 

Ladungstransferzustandes in B1 - B3, ähnlich dem Verhalten von HAB-S und Star, hin. Des Weiteren 

kann die Anregungsenergie der lokalisierten, angeregten Ladungstransferzustände innerhalb der 

Fluoreszenzlebensdauer (ca. 60 ns) zwischen den Arylsubsituenten dieser multidimensionalen 

Chromophore umverteilt werden. Dies wurde mit stationären Fluoreszenz-Anisotropiemessungen 

bewiesen, die weiterhin einen Symmetriebruch im vermeintlich symmetrischen HAB andeuten. 

Anisotrope Fluoreszenz-Aufkonversionsmessungen bestätigten diese Schlussfolgerung und zeigten 

eine Zeitkonstante von τEN = 2-3 ps für den Energietransfer in B1 und B2. Es soll darauf hingewiesen 

werden, dass obwohl die geometrischen Strukturen von B1 und HAB-S beide auf dem gleichen 

Grundgerüst basieren und weiterhin benachbarte CT Zustände in beiden Fällen ähnliche Coulomb 
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Kopplungen und vernachlässigbare Kopplungen „über Bindungen“ aufweisen, in B1 ein sehr schneller 

Energietransfer beobachtet werden konnte, während in HAB-S die Anregungsenergie innerhalb der 

Fluoreszenzlebenszeit nicht umverteilt wird. Um dies zu erklären, muss berücksichtigt werden, dass 

Energietransfer und die Relaxation des CT Zustands konkurrierende Prozesse darstellen. Letzteres 

wird zudem von der Viskosität des Lösungsmittels beeinflusst. Demnach wird angenommen, dass der 

Unterschied im Ladungstransferverhalten auf die Verwendung von unterschiedlich viskosen 

Lösungsmitteln zurückzuführen ist. Wenn Fluorid-Ionen zugesetzt wurden, verloren die Borzentren 

auf Grund von Komplexierung die Akzeptoreigenschaften. Folglich ging der Ladungstransfercharakter 

in den Donor-Akzeptor-Verbindungen verloren, was mittels Absorptions- und 

Fluoreszenzspektroskopie verfolgt wurde. Die Fluorid-Sensor-Eigenschaften der Borzentren war 

jedoch stark vom Feuchtigkeitsgehalt des Lösungsmittels beeinflusst. Dies ist wahrscheinlich auf 

starke Wasserstoffbindungen zwischen Wasser Molekülen und Fluorid-Ionen zurückzuführen. 

UV/Vis/NIR Absorptionsmessungen von S2a zeigten im Vergleich zur Modelverbindung S20 eine 

Rotverschiebung der charakteristischen Squarain Bande um 1800 cm
-1

. Anhand der Excitonen-Theorie 

konnte eine Coulomb Kopplung von 
Coul

ENV  = 410 cm
-1

 berechnet werden, die jedoch diese starke 

Verschiebung nicht erklären kann. Demnach müssen Wechselwirkungen „durch Bindungen“ mit zu 

dieser guten Kommunikation zwischen den beiden Squarain Chromophoren in S2a beitragen. Diese 

Annahme stimmt mit der starken Ladungstransfer Kopplung überein, die für die Tolan-Brücke in 

Star-Model berechnet wurde. 

 



 

 

*Parts of this section have already been published in M. Steeger, S. Griesbeck, A. Schmiedel, M. 

Holzapfel, I. Krummenacher, C. Lambert and H. Braunschweig, Phys. Chem. Chem. Phys., 2015, 

submitted. 

12. Appendix 1* 

Transient absorption raw data for HAB-S, HAB-A, HAB-Model, Star and Star-Model 

 

Raw data of the fs-transient absorption corrected for chirp and scattered light of HAB-Model in DCM 

excited at 15200 cm
-1

. The spectra are coloured from blue to red. 
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Raw data of the fs-transient absorption corrected for chirp and scattered light of HAB-A in DCM 

excited at 15200 cm
-1

. The spectra are coloured from blue to red. 
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Raw data of the fs-transient absorption corrected for chirp and scattered light of HAB-S in DCM 

excited at 15200 cm
-1

. The spectra are coloured from blue to red. 
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Raw data of the fs-transient absorption corrected for chirp and scattered light of Star-Model in DCM 

excited at 13800 cm
-1

. The spectra are coloured from blue to red. 
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Raw data of the fs-transient absorption corrected for chirp and scattered light of Star in DCM excited 

at 13800 cm
-1

. The spectra are coloured from blue to red. 
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Transient absorption anisotropy measurements 

 

The transient absorption traces (circles) Imag (black), III (orange) and I (green) of HAB-Model 

pumped at 15200 cm
-1

 and probed at 13000 cm
-1

 (a), 13900 cm
-1

 (b) and 19600 cm
-1

 (c) in DCM and 

the respective fits (lines) performed with a self written procedure based on MatLab (S36). All fit 

parameters are summarised below. 
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The transient absorption traces (circles) Imag (black), III (orange) and I (green) of HAB-A pumped at 

15200 cm
-1

 and probed at 13000 cm
-1

 (a), 13900 cm
-1

 (b) and 19600 cm
-1

 (c) in DCM and the 

respective fits (lines) performed with a self written procedure based on MatLab (S36). All fit 

parameters are summarised below. 
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The transient absorption traces (circles) Imag (black), III (orange) and I (green) of HAB-S pumped at 

15200 cm
-1

 and probed at 13000 cm
-1

 (a), 13900 cm
-1

 (b) and 19600 cm
-1

 (c) in DCM and the 

respective fits (lines) performed with a self written procedure based on MatLab (S36). All fit 

parameters are summarised below. 

The transient absorption traces (circles) Imag (black), III (orange) and I (green) of Star-Model pumped 

at 13800 cm
-1

 and probed at 13300 cm
-1

 (a) and 14300 cm
-1

 (b) in DCM and the respective fits (lines) 

performed with a self written procedure based on MatLab (S36). All fit parameters are summarised 

below. 
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The transient absorption traces (circles) Imag (black), III (orange) and I (green) of Star pumped at 

13800 cm
-1

 and probed at 13300 cm
-1

 (a) and 14300 cm
-1

 (b) in DCM and the respective fits (lines) 

performed with a self written procedure based on MatLab (S36). All fit parameters are summarised 

below. 

Isotropic amplitudes a and decay time constants  of the global fits of the transient absorption traces 

Imag, III and I measured for the presented compounds at the given probe wavelength 
probe

~ . 

probe
~

/cm
-1

 
 a1 

1 

/ps 

a2 
2 

/ps 

a3 
3 

/ps 

a4 
4 

/ps 

a5 
5 

/ps 

13300 StarModel -0.07 0.59 0.09 1.23       

 Star -0.38 0.02 -0.15 0.69 0.17 1.33     

14300 StarModel -3.00 0.88 3.00 0.90       

 Star -4.19 1.03 4.12 1.06       

13000 HAB-Model -0.17 0.01 240 0.01 -35.4 0.01 -0.02 1.12 0.03 3.27 

 HAB-A -0.17 0.01 240 0.02 -35.4 0.02 -0.04 0.98 0.09 4.21 

 HAB-S -0.17 0.01 240 0.01 -35.4 0.01 -0.04 1.01 0.08 4.08 

13900 HAB-Model 2.45 0.04 -2.30 0.04 -0.02 1.02 0.04 3.28   

 HAB-A 0.01 0.01 -0.02 0.86 0.09 4.15     

 HAB-S 0.01 0.01 -0.01 1.01 0.06 4.00     

19600 HAB-Model 1.98 0.01 0.68 0.06 -0.03 0.91 0.05 3.34   

 HAB-A 0.02 0.02 -0.05 0.93 0.11 4.07     

 HAB-S -0.02 0.16 0.5 0.76 -0.50 0.79 0.09 3.93   
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S35. Anisotropic amplitudes a and decay time constants  of the global fits of the transient absorption 

traces Imag, III and I measured for the presented compounds at the given probe wavelength 
probe

~ . 

probe
~

/cm
-1

 
 a1 

1 

/ps 

a2 
2 

/ps 

a3 
3 

/ps 

13300 StarModel 0.22 0.97 0.12 100   

 Star 0.07 0.97 0.06 100   

14300 StarModel 0.16 0.12 0.24 100   

 Star 0.88 0.05 0.10 100   

13000 HAB-Model 0.26 0.13 0.06 0.90 -0.06 140 

 HAB-A 0.22 0.10 0.04 0.91 -0.04 139 

 HAB-S 0.12 0.18 0.03 1.04 -0.04 139 

13900 HAB-Model 0.04 1.15 -0.06 101   

 HAB-A 0.04 1.38 -0.06 49.3   

 HAB-S 0.03 1.28 -0.05 49.3   

19600 HAB-Model -0.04 0.39 0.001 100   

 HAB-A 0.002 100     

 HAB-S -0.002 100     

 

 



 

*Parts of this section have already been published in M. Steeger and C. Lambert, Chem. Eur. J., 2012, 

18, 11937-11948. 

 

13. Appendix 2*  

Transient absorption raw data for B1, B2 and B3 

 

Raw data of the fs-transient absorption corrected for chirp and scattered light of B1 in DCM excited at 

24700 cm
-1

. The spectra are coloured from blue to red. 
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Raw data of the fs-transient absorption corrected for chirp and scattered light of B2 in DCM excited at 

24700 cm
-1

. The spectra are coloured from blue to red. 
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Raw data of the fs-transient absorption corrected for chirp and scattered light of B3 in DCM excited at 

26700 cm
-1

. The spectra are coloured from blue to red. 
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Raw data of the fs-transient absorption corrected for chirp and scattered light of B3 in PhCN excited at 

26700 cm
-1

. The spectra are coloured from blue to red. 

 

Log-normal functions (lines)  fitted to the fluorescence upconversion map (squares) of B3 in PhCN at 

various delay times (colour given in the legend). 

 

 

 



 

 

*Parts of this section have already been published in M. Steeger, S. Griesbeck, A. Schmiedel, M. 

Holzapfel, I. Krummenacher, C. Lambert and H. Braunschweig, Phys. Chem. Chem. Phys., 2015, 

submitted. 

14. Appendix 3* 

MATLAB script used for the global analysis of the transient absorption traces Imag, III and I. 

 

function [x,resnorm,residual,exitflag,output] = FitA(n,b,xo,fucAx,fucAy)  

options=optimset('Display','off','LargeScale','off','LevenbergMarquardt','on'); 

[x,resnorm,residual,exitflag,output] = lsqcurvefit(@nestedfun,xo,fucAx,fucAy,[],[],options);             

function [Fo] = nestedfun(x,fucAx)  

 

l(1) = find(fucAx(:,1)>0,1,'last'); 

l(2) = find(fucAx(:,2)>0,1,'last');     

l(3) = find(fucAx(:,3)>0,1,'last');    

                                                

    fucMAx=fucAx(1:l(1),1); 

    fucPx=fucAx(1:l(2),2); 

    fucSx=fucAx(1:l(3),3);  

     

    

    F{1,1}=zeros(max(l),3);                                     

   

    m=1; 

                   while m <= n;                        

        IMA{m}=x(1,2*m+1)./2.*exp(-(fucMAx-x(1,1))./x(1,2*m+2)).*exp(-

x(1,2).^2./(2.*x(1,2*m+2)^2)).*(1+erf((fucMAx-x(1,1)-x(1,2).^2/(x(1,2*m+2)))./((2^0.5).*x(1,2)))); 

%#ok<AGROW> 

         IP{m}=x(1,2*m+1)./2.*exp(-(fucPx-x(2,1))./x(1,2*m+2)).*exp(-

x(2,2).^2./(2.*x(1,2*m+2)^2)).*(1+erf((fucPx-x(2,1)-x(2,2).^2/(x(1,2*m+2)))./((2^0.5).*x(2,2)))); 

%#ok<AGROW> 

         IS{m}=x(1,2*m+1)./2.*exp(-(fucSx-x(3,1))./x(1,2*m+2)).*exp(-

x(3,2).^2./(2.*x(1,2*m+2)^2)).*(1+erf((fucSx-x(3,1)-x(3,2).^2/(x(1,2*m+2)))./((2^0.5).*x(3,2)))); 

%#ok<AGROW> 

 

        F{1,1}(1:l(1),1)=F{1,1}(1:l(1),1)+IMA{1,m}(:,1); 

        F{1,1}(1:l(2),2)=F{1,1}(1:l(2),2)+IP{1,m}(:,1); 

        F{1,1}(1:l(3),3)=F{1,1}(1:l(3),3)+IS{1,m}(:,1); 

 

     a=1;     

                while a <= b;    

                 

                 

        AP{a+b*(m-1)}=x(1,2*m+1)*x(1,2*n+1+2*a)./2.*exp(-(fucPx-

x(2,1))./(x(1,2*m+2)*x(1,2*n+2+2*a)/(x(1,2*m+2)+x(1,2*n+2+2*a)))).*exp(-

x(2,2).^2./(2.*(x(1,2*m+2)*x(1,2*n+2+2*a)/(x(1,2*m+2)+x(1,2*n+2+2*a)))^2)).*(1+erf((fucPx-

x(2,1)-x(2,2).^2/((x(1,2*m+2)*x(1,2*n+2+2*a)/(x(1,2*m+2)+x(1,2*n+2+2*a)))))./((2^0.5).*x(2,2)))); 

%#ok<AGROW> 

        AS{a+b*(m-1)}=x(1,2*m+1)*x(1,2*n+1+2*a)./2.*exp(-(fucSx-

x(3,1))./(x(1,2*m+2)*x(1,2*n+2+2*a)/(x(1,2*m+2)+x(1,2*n+2+2*a)))).*exp(-

x(3,2).^2./(2.*(x(1,2*m+2)*x(1,2*n+2+2*a)/(x(1,2*m+2)+x(1,2*n+2+2*a)))^2)).*(1+erf((fucSx-

x(3,1)-x(3,2).^2/((x(1,2*m+2)*x(1,2*n+2+2*a)/(x(1,2*m+2)+x(1,2*n+2+2*a)))))./((2^0.5).*x(3,2)))); 

%#ok<AGROW> 
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        F{1,1}(1:l(2),2)=F{1,1}(1:l(2),2)+2*AP{1,a+b*(m-1)}(:,1); 

        F{1,1}(1:l(3),3)=F{1,1}(1:l(3),3)-AS{1,a+b*(m-1)}(:,1);  

 

    a=a+1; 

               end 

    m=m+1;           

           end 

                

    Fo=cell2mat(F); 

    Fo(:,2)=Fo(:,2).*x(2,2*n+3+2*b);  

    Fo(:,3)=Fo(:,3).*x(3,2*n+3+2*b); 

  

    P(:,1)=Fo(:,2); 

    S(:,1)=Fo(:,3); 

  

            End 

 

%calculation of the anisotropy 

 

         

   u = round((x(2,1)-x(3,1))*1000); 

         

fucPi(:,1)=(0:0.001:30); 

fucSi(:,1)=(0:0.001:30); 

fucAxi(:,1)=(0:0.001:30); 

fucAxi(:,2)=(0:0.001:30); 

fucAxi(:,3)=(0:0.001:30); 

  

fucPi(:,2) = interp1(fucAx(1:l(2),2),fucAy(1:l(2),2),fucPi(:,1)); 

fucSi(:,2) = interp1(fucAx(1:l(3),3),fucAy(1:l(3),3),fucSi(:,1)); 

  

if u>=0 

AniM=((fucPi(1+u:end,2)-fucSi(1:end-u,2))./(fucPi(1+u:end,2)+2*fucSi(1:end-u,2))); 

else 

AniM=((fucPi(1:end+u,2)-fucSi(1-u:end,2))./(fucPi(1:end+u,2)+2*fucSi(1-u:end,2))); 

end 

  

fucFi=nestedfun(x,fucAxi);  

 

if u>=0      

AniF=((fucFi(1+u:end,2)-fucFi(1:end-u,3))./(fucFi(1+u:end,2)+2*fucFi(1:end-u,3))); 

else 

AniF=((fucFi(1:end+u,2)-fucFi(1-u:end,3))./(fucFi(1:end+u,2)+2*fucFi(1-u:end,3)));     

end 

  

ii=isnan(AniF); 

AniF(ii)=0; 

  

%grafic Output 

  

figure(1) 

semilogx(fucAx(:,1),fucAy(:,1),'.k',fucAx(:,2),fucAy(:,2),'.b',fucAx(:,3),fucAy(:,3),'.g',fucAx,nestedfu

n(x,fucAx),'-r')  

title('Fit mit Exponentialfunktionen'); 

axis([0.5 10 0 0.03]) 
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xlabel('t in ps'); 

ylabel('intensity a. u.'); 

legend('MA','P','S'); 

  

figure(2) 

if u>=0 

semilogx(fucPi(1+u:end,1),AniM(:,1),'.b',fucAxi(1+u:end,1),AniF(:,1),'-r') 

else 

semilogx(fucPi(1:end+u,1),AniM(:,1),'.b',fucAxi(1:end+u,1),AniF(:,1),'-r') 

end 

axis([0.5 10 -0.25 0.45]) 

xlabel('t in ps'); 

ylabel('anisotropy'); 

legend('Messdaten', 'FIT') 

 

%save the data as ASCII 

  

if u>=0 

SAniso(:,1)=fucPi(1+u:end,1); 

SAniso(:,2)=AniM(:,1); 

SAniso(:,3)=AniF(:,1); 

else 

SAniso(:,1)=fucPi(1:end+u,1); 

SAniso(:,2)=AniM(:,1); 

SAniso(:,3)=AniF(:,1);     

end 

  

TFit=nestedfun(x,fucAx); 

SFit(:,1)=fucAx(:,1); 

SFit(:,2)=fucAy(:,1); 

SFit(:,3)=TFit(:,1); 

SFit(:,4)=fucAx(:,2); 

SFit(:,5)=fucAy(:,2); 

SFit(:,6)=TFit(:,2); 

SFit(:,7)=fucAx(:,3); 

SFit(:,8)=fucAy(:,3); 

SFit(:,9)=TFit(:,3); 

  

dlmwrite('Fit.txt',SFit,',')  

dlmwrite('Anisotropie.txt',SAniso,',')  

  

dlmwrite('xo.txt',x,',') 

dlmwrite('fucAx.txt',fucAx,',') 

dlmwrite('fucAy.txt',fucAy,',') 

  

display(resnorm) 

display(output) 

display(u); 

  

end 
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MATLAB script used for the global analysis of the fluorescence upconversion traces III and I. 

 

function [x,resnorm,residual,exitflag,output] = FitA(n,b,xo,fucAx,fucAy)  

  

options=optimset('Display','off','LargeScale','off','LevenbergMarquardt','on'); 

[x,resnorm,residual,exitflag,output] = lsqcurvefit(@nestedfun,xo,fucAx,fucAy,[],[],options);  

            function [Fo] = nestedfun(x,fucAx)  

     

l(1) = find(fucAx(:,1)>0,1,'last');    

l(2) = find(fucAx(:,2)>0,1,'last');     

  

                                                

     

    fucPx=fucAx(1:l(1),1); 

    fucSx=fucAx(1:l(2),2);  

     

    

    F{1,1}=zeros(max(l),2);  

                                     

      

     

    m=1; 

           while m <= n;                        

 

         IP{m}=x(1,2*m+1)./2.*exp(-(fucPx-x(1,1))./x(1,2*m+2)).*exp(-

x(1,2).^2./(2.*x(1,2*m+2)^2)).*(1+erf((fucPx-x(1,1)-x(1,2).^2/(x(1,2*m+2)))./((2^0.5).*x(1,2)))); 

%#ok<AGROW> 

         IS{m}=x(1,2*m+1)./2.*exp(-(fucSx-x(2,1))./x(1,2*m+2)).*exp(-

x(2,2).^2./(2.*x(1,2*m+2)^2)).*(1+erf((fucSx-x(2,1)-x(2,2).^2/(x(1,2*m+2)))./((2^0.5).*x(2,2)))); 

%#ok<AGROW> 

         

         

        F{1,1}(1:l(1),1)=F{1,1}(1:l(1),1)+IP{1,m}(:,1); 

        F{1,1}(1:l(2),2)=F{1,1}(1:l(2),2)+IS{1,m}(:,1);  

     a=1;     

                while a <= b;    

                 

        AP{a+b*(m-1)}=x(1,2*m+1)*x(1,2*n+1+2*a)./2.*exp(-(fucPx-

x(1,1))./(x(1,2*m+2)*x(1,2*n+2+2*a)/(x(1,2*m+2)+x(1,2*n+2+2*a)))).*exp(-

x(1,2).^2./(2.*(x(1,2*m+2)*x(1,2*n+2+2*a)/(x(1,2*m+2)+x(1,2*n+2+2*a)))^2)).*(1+erf((fucPx-

x(1,1)-x(1,2).^2/((x(1,2*m+2)*x(1,2*n+2+2*a)/(x(1,2*m+2)+x(1,2*n+2+2*a)))))./((2^0.5).*x(1,2)))); 

%#ok<AGROW> 

        AS{a+b*(m-1)}=x(1,2*m+1)*x(1,2*n+1+2*a)./2.*exp(-(fucSx-

x(2,1))./(x(1,2*m+2)*x(1,2*n+2+2*a)/(x(1,2*m+2)+x(1,2*n+2+2*a)))).*exp(-

x(2,2).^2./(2.*(x(1,2*m+2)*x(1,2*n+2+2*a)/(x(1,2*m+2)+x(1,2*n+2+2*a)))^2)).*(1+erf((fucSx-

x(2,1)-x(2,2).^2/((x(1,2*m+2)*x(1,2*n+2+2*a)/(x(1,2*m+2)+x(1,2*n+2+2*a)))))./((2^0.5).*x(2,2)))); 

%#ok<AGROW> 

      

 

        F{1,1}(1:l(1),1)=F{1,1}(1:l(1),1)+2*AP{1,a+b*(m-1)}(:,1); 

        F{1,1}(1:l(2),2)=F{1,1}(1:l(2),2)-AS{1,a+b*(m-1)}(:,1);  

    a=a+1; 

               end 

    m=m+1;           

           end 
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    Fo=cell2mat(F);  

    Fo(:,2)=Fo(:,2).*x(2,2*n+3+2*b);  

     

  

    P(:,1)=Fo(:,1); 

    S(:,1)=Fo(:,2); 

  

            end 

         

fucAxi(:,1)=fucPx; 

fucAxi(:,2)=fucPx; 

  

  

fucFi=nestedfun(x,fucAxi);  

  

 

AniF=((fucFi(:,1)-fucFi(:,2)/x(2,2*n+3+2*b))./(fucFi(:,1)+2*fucFi(:,2)/x(2,2*n+3+2*b))); 

  

 

ii=isnan(AniF); 

AniF(ii)=0; 

  

 

figure(1) 

semilogx(fucAx(:,1),fucAy(:,1),'.k',fucAx(:,2),fucAy(:,2),'.b',fucAx,nestedfun(x,fucAx),'-r')  

title('Fit mit Exponentialfunktionen'); 

xlabel('t in ps'); 

ylabel('intensity a. u.'); 

legend('P','S'); 

  

  

r(1,1)=length(fucAx(:,1)); 

r(1,2)=length(fucAx(:,2)); 

  

c=1; 

for k=1:r(1,1); 

  

for l=1:r(1,2) ;    

    if fucAx(k,1)==fucAx(l,2); 

         

    Zeile(c,1)=k; 

    Zeile(c,2)=l; 

    c=c+1; 

    end 

end 

end 

  

for o=1:length(Zeile(:,1)); 

    fucAxt(o,1)=fucAx(Zeile(o,1),1); 

    fucAxt(o,2)=fucAx(Zeile(o,2),2); 

    fucAyt(o,1)=fucAy(Zeile(o,1),1); 

    fucAyt(o,2)=fucAy(Zeile(o,2),2); 

end 

  

for o=1:length(Zeile(:,1)); 
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aniso(o,1)=((fucAyt(o,1)-

fucAyt(o,2)./x(2,2*n+3+2*b))./(fucAyt(o,1)+2*fucAyt(o,2)./x(2,2*n+3+2*b))); 

end 

  

  

figure(2) 

semilogx(fucAxt(:,1),aniso(:,1),'.b',fucAxi(:,1),AniF(:,1),'-r') 

axis([0.0 8000 -0.25 0.45]) 

xlabel('t in ps'); 

ylabel('anisotropy'); 

legend('Messdaten') 

  

  

 

TFit=nestedfun(x,fucAx); 

SFit(:,1)=fucAx(:,1); 

SFit(:,2)=fucAy(:,1); 

SFit(:,3)=TFit(:,1); 

SFit(:,4)=fucAx(:,2); 

SFit(:,5)=fucAy(:,2); 

SFit(:,6)=TFit(:,2); 

  

SAniso(1:length(Zeile(:,1)),1)=fucAxt(1:length(Zeile(:,1)),1); 

SAniso(1:length(Zeile(:,1)),2)=aniso(1:length(Zeile(:,1)),1); 

SAniso(1:l(1),3)=fucAxi(1:l(1),1); 

SAniso(1:l(1),4)=AniF(1:l(1),1); 

  

dlmwrite('Fit.txt',SFit,','); 

dlmwrite('Anisotropie.txt',SAniso,',');  

 

dlmwrite('xo.txt',x,','); 

dlmwrite('fucAx.txt',fucAx,','); 

dlmwrite('fucAy.txt',fucAy,','); 

  

display(resnorm) 

display(output) 

  

  

end 

 



 

 

15. Appendix 4 

Equation 81 for the time dependent anisotropy of B2 is obtained in the following way. As B2 is 

asymmetric (see Figure 125), four cases have to be treated corresponding to the excitation of the four 

CT states. In the following it is assumed that the energy transfer is only observed between adjacent CT 

states.  

 

Figure 125  Energy transfer pathways in HAB B2.  

(i) Excitation of CT state 1: 

The following Pauli master differential equations can be set up for each CT state (equation 83). 
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CT state 4 is not considered as it is not populated in this case. This system of equations can be solved 

to derive terms for each probability Pi(t) (equation 84) 
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The measured anisotropy r(t) can then be obtained by summation of the anisotropy values of each CT 

state ri(t) (i = 1 - 3) weighted by the relative probability of each CT state being excited wi (equation 

59) and equation 85 is obtained. 
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(ii) Excitation of CT state 2: 

In the same way as shown for (i) Pauli master differential equations can be set up for each CT state 

(equation 83). 
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CT state 4 is again not considered as it is not populated in this case. This system of equations can be 

solved to derive terms for each probability Pi(t) (equation 86). 
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        (86) 

The measured anisotropy r(t) can then be obtained by summation of the anisotropy values of each CT 

state ri(t) (i = 1 - 3) weighted by the relative probability of each CT state being excited wi (equation 

59) and equation 87 is obtained. 
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(iii) Excitation of CT state 3: 

The same result as in (i) is optained. 

(iv) Excitation of CT state 4: 

As there is no adjacent CT state, no energy transfer is possible and hence equation 88 is obtained. 
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The overall anisotropy (equation 81) is calculated by averaging the cases (i)-(iv). 
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