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Prüfer des öffentlichen Promotionskolloquiums
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There are naive questions, tedious questions, ill-phrased questions,
questions put after inadequate self-criticism. But every question is a cry to
understand the world. There is no such thing as a dumb question

- Carl Sagan -
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1 Introduction

Within this work, two aspects of using theoretical methods for describing
the interactions between small molecules and larger biomolecular systems
will be presented. One the one hand, this will be the rational design process
of covalent inhibitors making use of combining accurate quantum mechanical
methods with the capabilities of docking procedures for estimating and opti-
mizing binding affinities of chemical compounds towards their target enzyme.
On the other hand, theoretical investigations on the electronic structure of
a potential drug molecule and the influences of diverse environments will be
shown.

The development of covalent inhibitors is guided mainly by the idea of
increasing the residual time of a drug molecule within the active site of its
target by maximizing the binding free energy. Without covalency between
the inhibitor and its target, the binding free energy is mainly determined
by non-covalent interactions such as hydrogen bonds, electrostatic or van
der Waals interactions. The magnitude of the resulting interaction potential
scales almost linearly with the interaction surface between the inhibitor and
its target. Therefore, an optimization of the chemical structure for maximal
binding free energies would require the largest interaction surface between
the two compounds. However, an analysis of several know inhibitors and
their target enzymes revealed, that the binding free energies do only in-
crease up to a system size of about 30 non-hydrogen atom before converging
to a constant value of about -60 kJ

mol
, independent of the molecules size. [1]

The reason for this limitation can be found the the entropy of the inhibitor,
which can move freely while being solvated but receiving significant con-
straints upon binding to the target molecule. The larger the molecule is,
the stronger these constraints affect the binding free energy, resulting in the
observed maximum value of -60 kJ

mol
. A further increase of the binding free en-

ergies could only be reached by introducing additional exothermicity into the
binding process. A possible means for that could be to introduce a chemical
reaction, preferably the formation of a covalent bond between the inhibitor
and the protein. [2] This bond would anchor the inhibitor while a favorable
reaction energy could render the dissociation of the enzyme-inhibitor com-
plex very unlikely or even impossible. The irreversibility however has led
concerns against using inhibtors with a covalent mode of action as the high
reactivity of some functional groups required for the bond formation also
increase the potential of undesired side reactions. [3] Hence the criterion for

1



1 - Introduction

the reactivity of a covalent inhibtor to be successful is to be sufficiently large,
such that the bond formation with the target protein can happen, and si-
multaneously as small as possible such as to minimize the reactivity against
other host enzymes and such. The theoretical methods used in the design
process of such inhibitors are combined quantum mechanical / classical me-
chanical calculations, which are used to investigate the reaction mechanisms
and energies of potential lead compounds in combination with docking pro-
cedure, which are used to maximize the binding affinity via and optimization
of the chemical structure of the inhibitor. The design process is started from
a chemical compound with known covalent inhibition potency and an avail-
able crystal structure of the inactivated enzyme-inhibitor complex. QM/MM
calculations and docking procedures as then used alternatively in an itera-
tive procedure to study the inhibition reaction and energies and to further
optimize the chemical structure until a compound of satisfactory inhibition
potency is found. Every time the reactivity against the target is theoretically
confirmed, the proposed structures are to be evaluated experimentally.

The second part of this work will be concentrated on interactions be-
tween small molecules and their environments. These interactions are routed
in their electron densities which, according to the Hohenberg-Kohn theo-
rem, [4] determines all molecular properties. Furthermore, the electron den-
sity is accessible by means of X-ray spectroscopy, a field in which great
advances have been achieved throughout the last century. [5,6] With the tech-
nological advances, ever growing system sizes are accessible. From small
organic molecules [7] over biologically active compounds [8,9] the determina-
tion of the three dimensional structure of proteins, has evolved to a widely
spread procedure with more than 100.000 structures being deposited at the
RCSB database [10,11] up to now. Nevertheless, determining the structure
of large biochemical systems is still very challenging and, with some rare
exceptions, [12,13,14] the resolution remains limited to the position of atoms.
Finer details of the electron density cannot be obtained except for small
organic and inorganic compounds. [15] Several small, biologically active com-
pounds have been found to arrange comparably in complexes with enzymes
and within the crystals of the pure compound concerning the amount and
nature of the interactions with the surrounding. [16,17,18,19] These findings and
the assumption that the comparable interaction patterns emerge from an
optimal arrangement between the compound and its surrounding, has led to
the idea of using the crystal structures of the pure compound as estimates
to study complexes with their target enzymes. Although the geometries and
orientations of small organic molecules have been shown to correspond well
between structures taken from the Cambridge structural data bank and the
RCSB protein data bank, [20] only few investigations comparing the corre-
sponding electron densities could be found. The selected system for these
investigations is again a model for a covalent inhibitor. The chemical envi-
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1 - Introduction

ronments that will be studied are the complex of the molecule with its target
enzyme taken from theoretical studies, the crystal structure of the pure com-
pound which was experimentally determined [21] as well as further theoretical
model treating the isolated molecule in vacuum or simulating aqueous so-
lution. The electron densities for the inhibitor will be computed by using
density functional theory either directly, for the isolated molecule, or within
the framework of QM/MM calculations, which allows to take the atomic
structure of the environment for the crystal and protein-based systems into
account.
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2 Theoretical Methods

The theoretical methods used within this work comprise well established
theories for the description of molecular systems as well as methods for the
analysis of special properties of them. The structure of the investigated
systems is thus determined using quantum mechanical methods, classical
mechanics or a combination of them. The same methods are furthermore
used to determine chemical reactivities, relative energies of the participating
compounds as well as the electron distribution within the systems. The
obtained electron densities for the model systems were further analysed using
the quantum theory of atoms in molecules. [22,23,24]

2.1 Classical mechanics

The most simple description for molecular systems is the idea of the ball-and-
spring model, in which the atoms are treated solely by classical mechanics.
Bonded interactions between the individual atoms are described by harmonic
potentials, for bond distances and bond angles, or periodic potentials, in the
case of torsions around single bonds. Non-bonded interactions are covered
by classical electrostatics using the atomic charges and van der Waals in-
teractions, usually described via a Lennard-Jones potential. [25] The major
difference between the available force fields is found in the corresponding pa-
rameters, which are usually derived and optimized according to experimental
data. Calculations within this work were carried out using the AMBER [26]

and Charmm [27] force field, both of which have been optimized for proteins
in aqueous solution. Preparation and analysis of these calculations was per-
formed within VMD, [28] wereas the actual calculations have been carried out
using NAMD. [29]

2.2 Electronic Structure Calculations

If not only the molecular geometries but the details of the electronic struc-
ture of the model system is of interest, electronic structure methods are
mandatory. These methods can be divided into wavefunction based theories
such as the Hartree Fock theory and derivatives thereof as well as density
functional theory methods. A detailed description of these methods will not
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2 - Theoretical Methods

be given here and the interested reader is referred to the corresponding text-
books. [30,31,32,33,34] Among the multitude of methods that are available, only
a few have been used within this work. Due to its simplicity and well estab-
lished implementation in most quantum mechanical program packages, the
Hartree Fock method was used for benchmark calculations to validate proper
input files especially for the later AIM analysis. Besides the benchmark cal-
culations, however, neither Hartree Fock nor post Hartree Fock calculations
were used within this work. The majority of calculations on the electronic
structure of molecules have been conducted using density functional theory
using either the B-LYP [35,36] or the B3-LYP [35,36,37,38] functional. Despite the
development of newer functionals [39] with improved performance for specific
classes of molecules, those employed within this work have been found to be
sufficiently accurate for the description of the investigated systems. [40,41] A
further advantage especially for the B-LYP functional is the efficient imple-
mentation within Turbomole, [42] which in connection with the RI approxima-
tion [43] can drastically reduce the computational demands. Whereas geome-
try optimizations have been carried out using B-LYP, the electronic structure
as well as relative energies have always been determined by using B3-LYP due
to its increased accuracy. [40,41] For all calculations involving electronic struc-
ture calculations, a triple-ζ basis set with polarization functions (TZVP) was
used. [44] Benchmark calculations have shown that the riple-ζ quality provides
the best ratio between computational demands and obtained energies while
the additional polarization functions have been found to be needed in the
description of charged species and for calculating molecular dipole moments.

Although being feasible for calculations on individual structures, compu-
tations on density functional level have been found to be too demanding
for scanning the conformational space of some of the model compounds.
Therefore, a much less demanding semiempirical method, PM7 [45] was used,
which is implemented in the MOPAC program package. Calculations using
MOPAC were conducted in connection with the CAST [46] program, which
internally interfaces MOPAC.

For electron structure calculations of molecules that require an explicit
treatment of the environment, for example reactions within the active site
of an enzyme, combined quantum mechanical / classical mechanical calcula-
tions (QM/MM) have been used. [47] These calculations divide the model sys-
tem into a small part with its electronic structure explicitly being computed
using density functional theory while the remaining part of the system is cov-
ered by classical mechanics in form of a force field. The interactions between
the two subsystems are covered by the electrostatic embedding scheme. [48]

Covalent bonds along the boundary between the QM- and MM-subsystem
are treated by using link-atoms. [49,50] QM/MM calculations within this work
have been carried out using the Chemshell package [51] which interfaces Tur-
bomole for the quantum mechanical calculations. The force field contribu-
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tions are computed internally using the DL POLY code. [52]

2.3 Quantum Theory of Atoms in Moelcules

Molecules are constructed from atom and functional groups and, as every
undergraduate chemistry student learns, functional groups have character-
istic properties and are transferable between different molecules. Whereas
this simple idea has proven useful in experimental chemistry and shown its
value as basis for group additivity schemes, its origin had long time not
been understood. It took until the 80ies when Bader introduced the Quan-
tum Theory of Atoms in Molecules (QTAIM or AIM), [22,23] which provided
a physically based explanation grounded in the molecular charge distribu-
tion, the electron density ρ(r). The shape of this three dimensional function
determines the topology of the system as well as a unique partitioning of
space into regions corresponding to functional groups or individual atoms.
Whereas the interested reader is referred to the literature [24,53] for further
information, some of the main concepts are briefly given below.

The central quantity of the AIM theory is the three dimensional electron
density distribution which, depending on the system of interest, may exhibit
up to four types of stationary points, minima, saddle points of first and
second order and maxima. At each of these points, the gradient in ρ(r),
∇ρ(r) = ∂d

∂dx
+ ∂d

∂dy
+ ∂d

∂dz
vanishes. To discriminate between the four possible

types one has to evaluate the hessian matrix, a 3x3 matrix of all nine second
derivatives of ρ(r). As the hessian matrix is necessarily real and symmetric,
it can readily be diagonalized resulting in its eigenvalues λ1−3, representing
the curvature along the principle axis of a critical point, represented by its
eigenvectors. The number of non-zero eigenvalues, the rank (ω), and the
algebraic sum of their signs, the signature (σ), can be used to classify the
critical point according to Table 2.1.

ω σ type name and abbreviation
3 +3 minimum cage critical point, CCP
3 +1 1st order saddle point ring critical point, RCP
3 -1 2nd order saddle point bond critical point, BCP
3 -3 maximum nuclear critical point, NCP

Table 2.1: Mathematical type of citical points determined by the combina-
tion of rank (ω) and signature (σ) and chemical interpretation
thereof.

Whereas the electron density in molecular systems exhibits cusps of in-
finitely large values at the position for the nuclei and is not differentiable,
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these points behave topologically as if they were true maxima and are usu-
ally also recognized as such by computer programs. [53] Also present in any
multi-atomic system are bond critical points, which are found on the path of
maximal electron density connecting two nuclei. BCPs have been used ex-
tensively in discussing the nature of chemical interactions [54,55,56,57,58] as well
as in deciding about the existence of absence of a chemical bond. [59,60,61,62]

Despite the great interest in BCPs, ring and cage critical points have only
received minor attention and also the analysis carried out within this work
will focus on BCPs and quantities computed thereat.

The quantities investigated at BCPs encompass the electron density ρb,
the Laplacian of the electron density ∇2ρb, being computed as trace of the
diagonalized hessian matrix, and the ellipticity of the bond, ε = λ1

λ2
− 1. The

absolute value of the electron density is used as a measure for the strength
of the interaction between the participating atoms, fragments or molecules.
The Laplacian∇2ρ provides a measure of the enrichment or depletion of elec-
tron density and, furthermore, a characterization of the bond with respect
to covalent or ionic interactions. The last quantity, the bond ellipticity ε re-
flects the symmetry of the electron density distribution along the bond path,
asuming values around 0 indicating rotational symmety for single bonds, and
reaching up to 0.45 for the prototypical double bond in ethane. [53]

2.4 Description of Molecular surfaces

For the investigations on interactions between separate molecules, it is nec-
essary to define an interface between the participating species. Especially
in the study of internal and external influences on a molecule, space has to
be partitioned into two regions ”inside” and ”outside” the molecule, thus
requiring a molecular surface as boundary between them. Though concep-
tually straight forward, there is no such thing as a molecular surface for real
systems, as the electron density continually decreases with larger distances
from the nuclei, yet it never reaches zero. However, the idea of a molecular
surface is very helpful for many aspects in theoretical chemistry, thus there
are several diverse methods reported in the literature how to obtain such a
model. The earliest approaches to construct molecular surfaces are based on
the idea of van der Waals radii of individual atom, constituting the smallest
distance that atoms can approach each other without chemically reacting.
Measurements of interatomic distances in numerous crystal structures have
been used to derive a more or less consistent table of van der Waals radii
for the elements. [63,64,65] Lee and Richards [66] used these van der Waals radii
to estimate surfaces of biomolecules, namely the solvent accessible and the
solvent excluded surface. Both surfaces can be derived using the ”rolling
ball” algorithm reported by Shrake and Rupley. [67] In this algorithm, a sol-
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vent molecule, approximated by a sphere of defined radius, is moved in such
a ways, that its perimeter is always in contact with at least on of the van
der Waals surfaces of the moleculs atom, but it is never allowed to overlap
with one of them. Tracing the center of this sphere, the resulting surface is
termed solvent accessible surface which is used widely in computations on
the free energy of biomolecules and the prediction of their tertiary structure.
Instead of using the center of the sphere, mapping the points of contact
between the probe and the van der Waals radii of the atoms results in the
solvent excluded sphere, which gives a much better approximation of the
boundary between ”inside” and ”outside” of a molecule than the solvent ac-
cessible surface. Whereas the surfaces are widely used for investigations on
biomolecules, they are not able to represent the finer details in the electronic
structure. Hence, methods were developed using the electron distribution of
a molecule as criterion to define the molecules surface. One of these meth-
ods is the theory of atoms in molecules reported by Bader, [22,23,24] which uses
the zero flux surfaces between adjacent atoms as definition for the atomic
basins and thus also for the molecular surface. Whereas this theory has ex-
perience broad application in the analysis of crystal structures, it can not
provide molecular surfaces for isolated compounds. As the electron density
decays continuously at distance from the molecule, there gradient never van-
ishes and thus no zero flux surfaces encompassing the system can be found.
A further problem of the Bader surfaces is the shape of the molecular sur-
faces, which may lead to technical difficulties while computing properties by
integration of the corresponding densities. Another electron density based
method to derive molecular surfaces was reported by Hirshfeld [68] and it has
found extensive application in the field of crystallography and the analysis
of crystal structures. [69,70,71] To derive the shape of the Hirshfeld surface,
the electron density is decomposed into contributions arising from each in-
dividual atom ρa(r). To estimate the contributions, spherically averaged
ground-state densities are used. A weighting function can then be used to
estimate the amount to which the molecule or its surrounding contribute to
the overall electron density at each point in space.

w(r) =

∑
mol ρa(r)∑
total ρa(r)

(2.1)

Wherever the value of w(r) exceeds 0.5, the electron density is dominated
by contributions arising from inside the molecule of interest, thus the surface
of exactly w(r) = 0.5 is used to define the Hirshfeld surface of a molecule.
In contrast to the Bader surfaces, Hirshfeld surfaces have a much smoother
shape. This however causes the Hirshfeld surfaces to not being space filling.
Whenever used to partition space not only into a molecule and its surround-
ing but into multiple molecules, regions with significant contributions of more
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than two molecules will not be assigned to any of them. Additionally, Hir-
shfeld surfaces can also not be derived for isolated systems, as the weighting
function in this case will always be 1.0 as the only source of electron density
is the molecule itself.

Much simpler than the determination of Bader or Hirshfeld surfaces is to
use the amplitude of the electron density as decisive criterion. With the den-
sity being highest at the nuclei and rapidly decreasing with larger distance,
large values can be assigned to the ”inside” an small ones to the ”outside”
of a molecule. This approach however requires the definition for a threshold
value, for which no unambiguous choice can be made. Choosing a value of
0.005 atomic units in the electron density is a common practice to gener-
ate the corresponding isodensity surface which is then used as a model for
the molecular surface. Surfaces of 0.005 a.u. have shown to agree rather
well with the experimentally determined van der Waals radii as well as with
Bader or Hirshfeld surfaces derived from crystal structures. However, isoden-
sity surfaces can also be computed for isolated molecules making this type
of surface applicable for the investigations on the environmental influences
on the electron density described later.
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3 Design of Covalent Inhibitors

The aim of rational design of new drug molecules is to develop chemical
compounds which show a large binding affinity towards their target protein,
preferably also exhibiting a strong selectivity for it, such that side effects due
to the reaction with further species is minimized. The usual procedure for
maximizing the binding affinity is to search for a lead structure, which can
then be modified to perfectly address the target enzyme. From a theoretical
point of view, docking procedures provide a helpful means for this process,
as they are designed to reliably estimate binding free energies between model
compounds and their targets. Nevertheless, docking procedures alone con-
centrate mainly on non-covalent interactions, such as hydrogen bonds, elec-
trostatic and van der Waals interactions. Whereas these interactions can well
be used to describe the binding affinities, they suffer from two major flaws.
The estimated binding energies are calculated for a very specific configuration
of the target protein as well as the model compound. Nevertheless, due to
the high rate of mutations in organisms such as bacteria or viruses, changes
in the sequence of their proteins are quite frequent. A well studied example
if the HIV-1 protease, which is known to retain its catalytic activity, even if
up to 20% of the amino acids are exchanged. [72,73,74,75,76] Nevertheless, even
small mutations affecting a single amino acid only might already lead to re-
sistance against inhibitor compounds, which have been highly active against
the wild type enzyme. One possibility to solve this issue is to address not
only the binding pockets of the target enzyme, but to find a reactive species,
capable of forming a covalent bond with one of the catalytically active amino
acids. By attaching the new compound to the catalytic center, the protein
is no longer functional. The only way to develop resistance against this kind
of inhibitor would be to mutate the active site residues, in which case the
catalytic activity is also lost. The downside of such compounds is, that they
require a relatively large reactivity, sufficient to overcome the activation bar-
rier that needs to be overcome during the bond formation process. A high
reactivity though implies a higher probability of possible side reactions that
might lead to severe side effects if administered as a drug molecule which
in turn has led to concerns about the development of covalent inhibitors.
There are, however, some widely used examples of drug molecules, that act
by covalent binding, for example esomeprazole (Nexium; AstraZeneca) and
clopidogrel (Plavix; Sanofi-Aventis/Bristol-Myers Squibb) [3]. Thus, by care-
ful selection of the reactive group, it should be possible to design inhibitors
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that posses both, a high binding affinity through non-covalent interactions
and the ability to retain their inhibition potency despite mutations of the
target protein.

Another advantage of covalent binding can be found in the energetics of
the reaction. The binding energy of strictly non-covalently inhibitors is based
solely on non-covalent interactions between the inhibitor and the target en-
zyme. Nevertheless, similar interactions can also be found between the unli-
ganded enzyme and the surrounding solvent or between the solvent and the
inhibitor. Thus the binding free energy is not determined by the interactions
in the protein-inhibitor complex alone, but by its difference to the solvated
but separated species. Strong interactions, such as hydrogen bonds, can
also be formed with surrounding water molecules. Similarly charged groups
receive a significant stabilization by surrounding water molecules. With a
given binding pattern within the protein-inhibitor complex, one would thus
have to reduce the solubility in the surrounding solvent such to increase the
difference between the solvated and complexed species. Nevertheless, such
attempts are estimated to yield no more than about 60 kJ

mol
. [1,2] Alterna-

tively, instead of making the solvated species more unfavorable, one could
also aim to introduce stabilizing interactions which can not be formed in the
solvent alone. One such possibility is the above mentioned formation of a
covalent bond between the inhibitor and the target enzyme. Covalent inter-
actions have been shown to stabilize hydrogen bond system in crystals about
two- to threefold when compared to ”usual” hydrogen bonds [77] and several
promising, covalently binding compounds have shown to increase binding
affinity by at least three orders of magnitude. [2]

To exploit the advantages of covalent binding during the rational design of
new compounds, docking procedures are of limited value, as covalent binding
is usually only implemented as the definition of an unbound and a bound
state. [78,79] To adequately account for the bond formation process, the dock-
ing procedures have to be augmented by the use of quantum mechanical
methods, which due to their detailed description of electronic effects, are ca-
pable to model bond formation processes. Therefore, in the present chapter I
will describe the protocol used to combine the benefits of docking procedures
and quantum mechanical methods for the rational design of covalent drugs,
illustrated for the example of an aspartic acid protease, the HIV-1 Protease.

3.1 The Target Protein

The model system I used during the development of the new protocol for the
rational design of covalent inhibitors is the HIV-1 Protease, as this enzyme
exhibits several properties that facilitate its use during the current study.
In the first place, the HIV-1 Protease plays an essential part in the repro-
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duction cycle of the Acquired Human Immunodefficiency Syndrom (AIDS),
which classifies the protein as possible point of attack for new drugs. Several
experimental studies have shown, that the active form of the enzyme is re-
quired for new virions to be infective. [80,81] Further investigations have shown
that the catalytic activity results from two aspartic acid moieties which,
upon dimerization of two identical protein chains, together form the catalytic
dyad. [82,83] The experimental studies carried out on the HIV-1 Protease were
son extended to investigations on possible inhibitors including structure de-
terminations by means of NMR and Xray crystallography. [84,85,86,87] These
studies mark the beginning of the structural survey on HIV-1 Protease in
its wildtype form as well as diverse synthetically engineered mutants, mostly
containing inhibitor model compounds. A selection of almost 50 structures
is depicted in Figure 3.1 with the corresponding pdb ID codes and authors
provided in Table 3.1. The huge number of available crystal structures to-
gether with the numerous publications both on experimental [88,89,90,91] and
theoretical [92,93,94,95] results form a solid basis for the ongoing investigations
and reference data to compare the results to. As a last point to mention are
the successful design of several non-covalent inhibitors, some of which are
already approved to be administered by the FDA. [96,97,98,99,100,101]

3.1.1 Structure of the HIV-1 Protease

The structure of the HIV-1 Protease can be described as a c2-symmetric
dimer of two identical, 99 amino acid residues long protein chains. The ac-
tive site of the protein is composed of each ASP25 moiety of the two protein
strands, classifying the HIV-1 Protease as aspartic acid protease. The ac-
tive site is located in two alpha-helical strands right above the dimerization
interface, being composed of a beta sheet structure comprising the N- and
C-termini of both monomers. Around the active site, there are four distinct
binding pockets (S1-S4), while the top is usually covered by the two flaps,
two flexible protein loops with the Ile50/Ile50’ moieties being located di-
rectly above the active site. As depicted in Figure 3.1, the three dimensional
structure of the HIV-1 Protease is extremely insensitive to mutations and
the overlay of 44 crystal structures does hardly exhibit any deviations. The
only flexibility is found in the two flaps which adopt to the steric demands
of complexed molecules. They have been shown to exhibit even larger flexi-
bility in solution, where they can open up comparably to a two-winged door,
allowing easy access to the active site. [102,103,104,105,106,107] A notable feature
of many of the crystals structures [98] and theoretical investigations [108] is the
presence of a ”flap water” molecule, a molecule of water, tightly bound to
the aminofunctions of ILE50/ILE50’ via hydrogen bonds and, where possi-
ble, to the side of the complexed molecule opposite to the catalytic dyad.
Though usually tightly bound, this molecule of water can readily be replaced
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by the inhibitor, if the later provides a suitable functional group to accept
two hydrogen bonds from the ILE50/ILE50’ residues. [109] The later effect
was also investigated due to the possible favorable entropic effect caused by
the release of the flap water molecule. [110,111]

Figure 3.1: Overlay of X-ray crystal structures taken from the RCSB
database. xx structures represent the HIV-1 protease in com-
plex with a variety of inhibitors as well as in its uncomplexed
form. For comparison, also the crystal structure of SIV protease
in complex with EPNP is given to show its structural similarity
to the HIV-1 protease. A list of the crystal structures is given in
Table 3.1.

3.1.2 Protonation States

For the investigations on the reactivity of HIV-1 Protease, the protonation
states of titratable groups play an important role. Nevertheless, there are
not many such side chains present. Considering the pH range in which the
enzyme usually acts (4-6), only the degree of protonation of the His69/His69’
and the one of the catalytic dyad are unclear. Due to the position of the
His69/His69’ residues on the outer perimeter of the protein, their protonation
state is expected to have an only negligible influence on the catalytic activity
within the active site. The one of the ASP25/ASP25’ residues however has
a significant impact.

Considering the two side chains of the catalytic dyad, there are three
possible protonation states. In highly acidic environment, both amino acid
residues could reside in form of the corresponding carboxylic acids, prob-
ably being stabilized by formation of two strong hydrogen bonds between
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Table 3.1: Author list and pdb reference codes of the crystal structures
used in Figure 3.1. pdb codes given as additional structures de-
note crystal structures of the same group, but without noticeable
structural differences to the one given in the first column.
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these groups. Nevertheless, given the pH-range for optimal activity and
an estimated low (3.3±0.1) and high (6.8±0.1) pKa value for the catalytic
dyad, [135,136] a protonation of both residues is unlikely.

With only a single proton, either of the ASP25/ASP25’ moieties could
be protonated. Yet, due to the inherent c2-symmetry of the enzyme, both
cases would lead to equivalent structures, which will thus be considered being
identical within this work. The monoprotonated form agrees best with the
estimated pKa values. In connection with experimental studies, this proto-
nation state also correlates well with the formation of a cyclic ring structure
between the two carboxylic acid functions forming a low barrier hydrogen
bond [137,138,139,140] and a molecule of water bridging the remaining carbonyl
oxygen atoms (see Figure 3.2). [141,142]

The third possibility would be a completely deprotonated catalytic dyad
with both aspartates being present as carboxylates. Although, with respect
to the pKa values, more probable than a completely protonated form, the
deprotonated state is expected to be disfavored due to the interactions of
the two negative charges repelling each other, supporting the assumption of
a monoprotonated catalytic dyad in the free enzyme.

Whereas the protonation state of the free enzyme can rather unambigu-
ously be determined, a common one for the protein-inhibitor complexes is
not. With the broad variety of crystal structures of complexes with HIV-1
Protease, the degree of protonation for the catalytic residues ranges from
completely deprotonated [73] over the monoprotonated form of the free pro-
tein [143] up to completely protonated. The finding of these atypical protona-
tion states [144] lead to development of further molecules, tailored to address
these such as piperidine [100] and pyrrolidine [145,146,147] based inhibitors.

3.1.3 Catalytic Cycle and Inhibition Mechanism

The catalytic cleavage of peptide bond by HIV-1 Protease can be decomposed
into the two step reaction formula given in equation 3.1. In the first step of
the reaction, the separate species enzyme, denoted E, and substrate, denoted
S, have to form a preliminary complex labeled E · · · I. The association
constant Ki can be used to quantify the binding affinity between the two
species. Once formed, the E · · · I complex marks the beginning of the actual
catalytic reaction leading to the degraded products P . This second step of
the reaction is drawn as reversible reaction. Nevertheless, in the real system,
the rate constant for the bond cleavage, kforward, is so much larger than that
of the reverse reaction, kback, such that the bond cleavage can be assumed to
be irreversible.

E + S
Ki−⇀↽− E · · ·S

kforward−−−−⇀↽−−−−
kback

E + P (3.1)
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While the catalytic cycle involves both steps, binding of the substrate and
cleavage of the bond, only the second step comprises chemical reactions.
Hence the term ”mechanism” is often ambiguously used both for the overall
process as well as for the second step of the reaction only. The chemical, sec-
ond step of the catalytic reaction is based on the prevalent monoprotonated
state of the catalytic dyad. Early assumptions of the mechanism involve
a direct nucleophilic attack of the deprotonated ASP25 while the second
ASP25’ acts as general acid/base catalyst [148] merely due to its spatial prox-
imity. [149,150] Later experimental results however indicated, that a direct bond
formation between the nucleophilic ASP25 and the substrate might not be
possible due to a molecule of water, caught between the ASP25/ASP25’ moi-
eties and stabilizing this protonation state as described above. Hence another
mechanism was proposed, in which the nucleophilicity of the deprotonated
ASP25 residue is transferred onto this molecule of water, which in turn can
perform the nucleophilic attack on the scissle bond of the substrate. [142,151]

This generally accepted mechanism is depicted in Figure 3.2 and proceeds
as follows.

free enzyme E · · ·S tetrahedral intermediate

E · · ·P E + P free enzyme

Figure 3.2: Sketch of the catalytic cycle of cleaving peptide bonds. [142,151]

The active site of the free enzyme resides in the 10 membered cyclic struc-
ture described for the monoprotonated form of the catalytic dyad above.
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Upon binding of the substrate, the carbonyl function of the peptide bond to
be cleaved gets positioned in direct vicinity to the oxygen atom of the water
molecule, which is bridging the active site residues ASP25/ASP25’. Linked
by the low barrier hydrogen bond, the two aspartic acid residues act as base,
abstracting a proton from the water molecule which in turn forms a cova-
lent bond via nucleophilic attack onto the carbonyl funtion of the peptide.
The degree of the proton transfer is not exactly defined, such that a signifi-
cant stabilization via the interaction between the oxygen atoms of the water
molecule and the transferred proton is conserved. This also prearranges the
hydrogen atom in a position, in which it can readily be shifted onto the ni-
trogen atom of the peptide bond. The last shift allows the formation of a
carboxylic acid and an amine function via cleavage of the scissle bond. The
reaction products are thus formed and can be released from the active site.
The remainder of Figure 3.2 sketches a possible pathway for the release of
the products and the restoration of the catalytically active state of the en-
zyme as seen at the beginning of the catalytic cycle. Some minor details of
the mechanism such as the exact sequence of releasing the products or the
numerous hydrogen shifts have not yet been fully confirmed, nevertheless the
depicted mechanism can be considered as generally accepted. [152]

Depending on the mode of action, the inhibition of HIV-1 Protease can
also be described as a simple one- or two step reaction depicted in equation
3.2. For inhibitors that only bind via non-covalent interactions to the tar-
get protein, the reaction can be simplified to the first step of the reaction,
the formation of the E · · · I complex out of the separated enzyme (E) and
inhibitor (I). In this case, the inhibition potency of the inhibitor can be
described solely by the association constant Ki of the non-covalent complex.
The second step depicted in equation 3.2 is limited to inhibitors, that act
covalently with the target protein, usually by forming a bond with one of
the active site residues. Depending on the difference in the free energy of
the non-covalent complex (E · · · I) and the covalent adduct (E− I), the sec-
ond step can be highly exergonic (kforward >> kback) and thus irreversible,
energetically neutral (kforward ≈ kback) or even endergonic (kforward < kback),
in which the formation of a covalent bond is very unlikely.

E + I
Ki−⇀↽− E · · · I

kforward−−−−⇀↽−−−−
kback

E − I (3.2)

The prerequisites for a successful covalent inhibitor as thus a high bind-
ing affinity (Ki) towards the target enzyme, such that the formation of the
E · · · I complex can readily occur and a favorable reaction free energy of
the bond formation, resulting in the equilibrium between the non-covalent
and the covalent complex being shifted towards the later one. For the bond
formation, the mechanism has to differ from the catalytic one, as a bond
between enzyme and inhibitor and target protein can only be formed, if the
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nucleophilic attack happens in a direct and not a water mediated manner.
This mode of action was found for the 1,2-epoxy-3-(p-nitrophenoxy)-propane
(EPNP) molecule, which is known to be a general, non-specific inhibitor for
aspartic proteases [153] and thus also inhibits HIV-1 Protease. [154,155] The nu-
cleophilic attack on one of the epoxides carbon atoms leads to a ring opening
reaction, liberating an alcoholate moiety which finally gets protonated by the
second aspartic acid residue (see Figure 3.3). Whereas the direct attack is
supported by experimental results, the way of the proton transfer reaction
is not fully clarified yet. Most probably, the protonation can occur in a di-
rect fashion or mediated by a single molecule of water, bridging the space
between the carboxylic acid an the emerging alcoholate. [92,93]

Figure 3.3: Proposed reaction mechanisms for the inhibition of HIV-1 Pro-
tease by epoxides such as EPNP. While the nucleophilic attack
of the carboxylate onto the epoxide is assured, the proton trans-
fer reaction might occur directly or alternatively mediated by a
water molecule.

The formation of the covalent enzyme-inhibitor complex of HIV-1 Protease
with EPNP is largely determined by the energetically favorable ring opening
reaction of the epoxide which releases the ring strain of the three membered
ring and increases the exothermicity of the inhibition reaction. Hence, the
epoxide function represents a good lead structure in the rational design of
covalent drugs.

3.1.4 Protonation State Dependence on Ligands

During the later stages of the investigations, the generally assumed protona-
tion state of the free enzyme did no longer seem to be valid upon binding of
inhibitors. There have indeed been report about changes of the protonation
state due to the presence of ligands. Whereas many inhibitors are constructed
such to provide both a proton donor as well a an acceptor to form at least two
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hydrogen bridges with the ASP25/ASP25’ residues, [89,143,156] there are also
several reports on significantly different binding modes. A common building
block for inhibitors is a vicinal diol, being able to provide two protons, each
one being bound to the oxygen atoms of either of the catalytic aspartates.
Hence, both aspartates have to reside in their carboxylate form, such that
they can act as hydrogen bond acceptors. Similarly, protonated pyrroles
where investigated as potential scaffolds which can also provide a twofold
hydrogen bond donor functionality, again causing the protein to reside as
two carboxylates. [100,109,145,146,157,158,159] According to these findings, the in-
vestigations are concentrated on the monoprotonated form of the protein
while taking other protonation states into account when required.

3.2 State of the Art

Several preliminary studies have been carried out previous to the current
investigations. Searching for a suitable crystal structure of HIV-1 Protease
complexed with the known EPNP delivered no result. Instead, a crystal
structure of the Simmian Immunodeficiency Virus (SIV) Protease with the
desired inhibitor could be found (pdb ID 2sam [113]). The SIV Protease is
closely related to the HIV-1 Protease, exhibiting an identical composition of
two 99 amino acid residues long protein strands and identical active site sub-
structures. Furthermore, the tertiary structure of the two enzymes is almost
identical as can be seen from the overlay in Figure 3.1. In addition to that,
a crystal structure of HIV-1 Protease complexed with a different inhibitor
from the same group (pdbID 1yth [112]) could be obtained. Hence, a hybrid
of the two crystal structures could be constructed by superimposing the ac-
tive site regions and building a model system of the HIV-1 Protease protein
strand in the covalent complex with EPNP. This model system is expected
to represent the real enzyme-inhibitor complex sufficiently well for the on-
going investigations. The first series of preliminary calculations used small
model systems derived from the constructed covalent complex to study the
thermodynamics of the inhibition reaction, the most probable protonation
path and the influence of modifications of the inhibitor model. [160] Besides
changes in the substitution pattern of the functional group, also an exchange
of the epoxide against its nitrogen analog (AZNP) was studied. This modi-
fication was made as the nitrogen atom provides the possibility to introduce
an additional substituent which in the later stages of the design process could
be used to improve the affinity of the inhibitor to the target protein.

Further investigations were then carried out using model systems of the
whole protein-inhibitor complexes. [161] These combined quantum mechanical
/ molecular mechanical calculations were used to determine the thermody-
namics of the inhibition reaction under consideration of the protein envi-
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EPNP AZNP

Figure 3.4: Chemical structures of the lead compound, 1,2-epoxy-3-(p-
nitrophenoxy)-propane (EPNP) and its aziridine analog, AZNP

ronment, to further clarify potential reaction pathways and to obtain the
non-covalent enzyme-inhibitor complexes preceding the irreversible blocked
product. These calculations were carried out based on the covalent complex
constructed as hybrid structure described above. Whereas these compu-
tations also concentrated on the EPNP molecule and its aziridine analog,
the employed methods allowed to take environmental influences of the pro-
tein surrounding into account. The calculations on the inhibition reaction
resulted in comparable reaction energies as those for the pure quantum me-
chanical ones before. In addition, they delivered the geometrical structures
of the preceding non-covalent complexes. These geometries were then used
as a basis for docking investigations improving the affinity of the compound.
The docking procedures were guided by the search of a substitution pattern
which addresses the mostly hydrophobic binding pockets adjacent to the cat-
alytic center. The two most promising candidates are the two compounds
depicted in Figure 3.5. The modifications comprise the extension of the for-
mer nitrophenoxy-group to a naphtalene scaffold and the addition of a small
aliphatic tail to the unsubstituted carbon atom of the ring. The most im-
portant change however is the exchange of the epoxides oxygen atom for a
nitrogen center, which allowed the addition of the two benzene rings being
connected by a flexible alkyl linker chain.

The two newly developed compounds exhibited a similar binding orien-
tation as EPNP with a binding mode percentage over 50%. The estimated
binding affinities are very similar with 6.79 in the case of DPPA1 and 6.70
for DPPA2. Compared to the calculated pKi of AZNP (3.66), this represents
already an increase of the affinity by a factor of 1,000.
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DPPA1 DPPA2

Figure 3.5: Chemical formulae of the two most promising compounds de-
rived directly from the non-covalent complex of EPNP/AZNP
via docking procedures.
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3.3 Protonation State of the Free Enzyme

In order to validate the model system for the target enzyme, a series of molec-
ular dynamics simulations was carried out on the unliganded protein under
consideration of the various possible protonation states of the catalytic dyad
(ASP25/ASP25’) and the two His69/His69’ residues. For each possible com-
bination of protonation states, neglecting doublettes due to the c2-symmetry
of the enzyme, a separate simulation was performed. Although simulating
the free enzyme, the initial geometry was taken from the same Xray crystal
structure that was also used for calculations on any of the protein-inhibitor
complexes (1yth [112]). To facilitate the preparation of the system, the data
taken from the RCSB Protein Data Bank [162] was run through the web-based
interface of Charmm-GUI [163] in order to obtain files compatible with the
Charmm force field. [27] The further preparation of the model systems was
carried out using VMD [28] and the autopsfgen plugin. The later required
setting up the correct protonation state for the four amino acid residues of
interest, adding the hydrogen atoms missing in the Xray dataset, solvating
the protein in a spherical shell of water with a radius of about 50Å and the
generation of the corresponding input files for the actual calculations. The
calculations were carried out using NAMD [29] as a series of constrained and
unconstrained minimizations, a heating procedure, equilibrations and the fi-
nal molecular dynamics simulations. The initial minimizations were carried
out by fixing all heavy atom at their initial coordinates an only relaxing the
hydrogen atoms. This step was performed to remove sterical stress caused
by the addition of hydrogen atoms to the crystal structure geometry. By
only optimizing the hydrogen positions, deviations of the protein structure
were reduced to a minimum. The relaxation of the hydrogen atoms was fol-
lowed by a 10,000 steps long relaxation of the whole system to further reduce
artificial stress. The optimized systems were successively heated from 0 to
310K. The temperature range was separated into steps of 10K each and a
short simulation of 5,000 timesteps was performed at each temperature step.
The heated system was then further subjected to an equilibration phase of
30,000 timesteps to obtain realistically distributed velocities for each individ-
ual nucleus before carrying out the actual molecular dynamics simulation.
During the equilibration and simulation, no constraints were used on in-
dividual atoms. Nevertheless, a spherically symmetric, harmonic potential
starting at a radius of 56.5Å was employed to avoid single molecules of water
from diffusing away from the system. The minimal radius of that potential
was chosen such that the system can evolve in an unbiased way, as usually
none of the water molecules reached that outer layer.

With respect to the overall behavior of the free enzyme, all molecular
dynamics simulations deliver very consistent results. Depicted in Figures 3.6
are RMSD values measured for each pair of geometries along each of the 18
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Figure 3.6: RMSD values for the simulation on the free HIV-1 Protease.
The alignment was performed on the protein backbone atoms,
the measurement on all protein atoms. Range: 0.0(blue) to
3.0Å(red). 24



3 - Design of Covalent Inhibitors

0

250

500

750

fr
am

e
in

d
ex

0

250

500

750

fr
am

e
in

d
ex

0

250

500

750

fr
am

e
in

d
ex

0

250

500

750

fr
am

e
in

d
ex

0

250

500

750

fr
am

e
in

d
ex

0

250

500

750

0 25
0

50
0

75
0

fr
am

e
in

d
ex

frame index

0 25
0

50
0

75
0

frame index

0 25
0

50
0

75
0

frame index

Figure 3.7: RMSD values for the simulation on the free HIV-1 Protease. The
alignment was performed on the protein backbone atoms, the
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individual trajectories. Each column represents one of the three protonation
states of the catalytic dyad, from left to right: deprotonated, mono- and
doubly protonated. The protonation states of the His69 residue are, from
top to bottom, cationic (first three lines) and protonated at the δ- (4th and
5th line) or ε-nitrogen center. Correspondingly the protonation states of
the His69’ are cationic (1st line), δ-protonated (lines two and four) and ε-
protonated (remaining lines). The lower right half of each graph represents
the deviation of the heavy atoms forming the protein backbone (N, Cα,
C, O) while the upper left half provides the values measure for all heavy
atoms of the protein, including the side chains of each amino acid residue.
As expected from the comparison of crystal structures in Figure 3.1, the
deviations of the protein backbone are extremely small, amounting to less
than 2.4Å throughout all simulations. The same can be found regarding also
the more flexible side chains. Including them into the RMSD measurements,
the maximal value remains still well below 3.0Å. Partially unexpected are the
values pictured in Figure 3.7. These measurement have been performed for
the two catalytic Asp25/Asp25’ residues, for which a structural fluctuation
below that of the protein backbone was found. With the tertiary structure
of the protein being already extraordinarily stable, RMSD values of less than
2.3Å indicate a very rigid geometry of the active site region.

To get a deeper insight into the influence of the protonation states of
the ASP25/Asp25’ dyad as well as that of the His69/His69’ residues, dis-
tance measurements between the Cγ atoms of the catalytic dyad were per-
formed. Whereas the protonation state of either histidine did not have any
noticeable effect on the protein geometry, that of the catalytic dyad could
clearly be seen. Consistently throughout all simulations, in which the two
Asp25/Asp25’ residues had been treated as negatively charged carboxylates,
their electrostatic interaction led to significantly increased distances between
their Cγ atoms (5.16Å) compared to either the monoprotonated (4.00 Å) or
fully protonated systems (4.26 Å). The additional hydrogen atom in the
monoprotonated state does not only reduce the repelling electrostatic force
between the ASP25/Asp25’ residues, but it also allows the formation of a
hydrogen bond between them, which provides further stabilization. A visual
inspection of the geometries along the trajectories of the corresponding sim-
ulations also revealed, that the assumed cyclic structure (see Figure 3.2) can
frequently be encountered. Rather unexpected is the fact, that the distances
measured for the monoprotonated systems are even lower than those of the
systems comprising a fully protonated catalytic dyad. With both catalytic
residues being protonated, repelling forces due to negative charges should no
longer exist and the presence of two carboxylic acid moieties should result in
the formation of very stable dimers, held together by two hydrogen bridges.
Nevertheless, the formation of such dimers is hampered in the actual model
systems, as the rigidity of the active site region disfavors the two carboxylic
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acid functions to directly face each other.
The measured Cγ-Cγ distance were also compared to those determined

from five Xray crystal structures. These structures are the one, the protein
structure was taken from for building the model system (pdbID 1yth [112]),
a structure comprising the free enzyme (pdbID 1hhp [134]) and structures of
the free enzyme containing several mutations (pdb IDs 2g69 [133], 3kt2 and
3kt5 [132]).

simulations crystal structures

deprotonated 4.29-7.17Å 1yth 5.02Å
monoprotonated 3.31-5.29Å 1hhp 5.36Å
fully protonated 3.49-5.88Å 2g69 4.94Å

3kt2 4.90Å
3kt5 4.97Å

Table 3.2: Distances between the Cγ carbon atoms of Asp25/Asp25’ calcu-
lated for the molecular dynamics simulations of the free HIV-1
Protease and reference values taken from different Xray crystal
structures.

3.4 Inhibitor Models of the first Generation

The docking experiments conducted to improve the binding affinity of the
non-covalent complex of AZNP delivered several promising candidates as
those depicted in Figure 3.5. From the newly generated molecules, I have
chosen DPPA1 as most promising candidate, as it exhibited the larges bind-
ing affinity (pKi=6.79) and the orientation of the reactive aziridine ring re-
sembled the one of AZNP most closely. As the methods used for docking are
well established, the generated structures appear highly reliable. However,
due to the explosion of the conformational space, the docking experiments
had been performed on a rigid protein geometry only. Hence, the obtained
structure had to be further refined to account for the flexibility of the pro-
tein, especially the exact geometry of the active site and the position of the
two flaps. As the refinement was also intended as preliminary step preparing
the system for later combined quantum mechanical / molecular mechanical
calculations on the bond formation process, the same force field was used
to carry out molecular dynamics simulations. The parameterization of the
protein and solvent shell was done identically to the simulations of the free
protein before. The missing data for the new inhibitors was generated using
the web-based interface of Swissparam [164] to produce a valid topology and
parameter set to be used with Charmm [27]. As the atomic charges assigned
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by Swissparam are known to be of low quality, they have been replaced by
those obtained from quantum mechanical calculations on the isolated in-
hibitor molecule according to the recommendation given in the extension to
the Charmm force field, the Charmm General Force Field (CGenFF). [165]

The further preparation of the molecular dynamics simulations was carried
out similarly to that used for the free enzyme before. The water shell however
was not newly generated, but the already optimized one from the preceding
calculations was used. As the docking experiments did not yield a single
optimal orientation of the inhibitor but several equally favorable ones, eight
separate simulations for each of them were conducted. The analysis of these
simulations was started by an analysis of the overall stability of the protein
structure and the flexibility of the catalytic dyad as described before. Again,
the simulations confirm a very rigid tertiary structure of the enzyme, for
which the RMSD values calculated for the atomic positions of the protein
backbone atoms (N, Cα, C, O) did not exceed 2.3Å which is comparable to
the value obtained for the free enzyme (2.4Å). Similarly the fluctuations of
the overall geometry remain very low with RMSD values of less than 2.9Å
throughout all simulations (see Figures 3.8). Looking more closely on the
catalytic residues, the two Asp25/Asp25’ also exhibit an extremely stable
conformation with their RMSD values being well below 2.2Å (see Figure
3.9).

In addition to measurements on the protein atoms only, also the fluctu-
ations in the position of the inhibitor could be analyzed. For the inhibitor
measurements had been performed on the whole molecule, represented by its
heavy atoms only, and the reactive functional group, comprising the three
atoms of the aziridine ring. A first remarkable result is that the inhibitor
model as a whole exhibits a flexibility almost twice as large (up to 4.98Å)
as that of the surrounding protein, indicating larger structural changes in
the orientation of the inhibitor. Even more surprising are the RMSD values
determined only for the three rings of the aziridine ring, for which the mea-
surements yielded up to 5.43Å. A visual inspection of the molecular dynamics
trajectories revealed that although addressing the hydrophobic pockets of the
target protein, the phenyl rings do not completely fill the hydrophobic bind-
ing pockets of the HIV-1 Protease, thus retaining a notable flexibility. The
reactive aziridine group however does hardly show specific interactions with
the protein surrounding, leaving even more flexibility both to its position
within the active site as well as to is orientation.

While the newly introduced substituents help to constrain the molecule,
the missing interactions between the aziridine group and the neighborhood
of the catalytic dyad results in a high tendency for the electrophilic group
to moved away from the Asp25/Asp25’ residues. This is depicted for the
simulation of the best ranked docking pose by the evolution of the interatomic
distances between the potentially nucleophilic oxygen atoms of Asp25 and
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Figure 3.8: RMSD values for the simulations on HIV-1 Protease in com-
plex with DPPA1. The alignment was performed on the protein
backbone atoms, the measurement on all protein atoms. Range:
0.0(blue) to 3.0Å(red). 29
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Figure 3.9: RMSD values for the simulations on HIV-1 Protease in com-
plex with DPPA1. The alignment was performed on the pro-
tein backbone atoms, the measurement on the catalytically active
Asp25/Asp25’ residues. Range: 0.0(blue) to 3.0Å(red).30
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Figure 3.10: RMSD values for the simulations on HIV-1 Protease in complex
with DPPA1. The alignment was performed on the protein
backbone atoms, the measurement on all non-hydrogen atoms
of the inhibitor. Range: 0.0(blue) to 3.0Å(red).31
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Figure 3.11: RMSD values for the simulations on HIV-1 Protease in complex
with DPPA1. The alignment was performed on the protein
backbone atoms, the measurement on the three non-hydrogen
atoms of the aziridine ring. Range: 0.0(blue) to 3.0Å(red).32
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the closer of the two carbon atoms of the aziridine ring (see Figure 3.12.
While the aziridine ring remains in a reasonable distance from the catalytic
residues during the first quarter of the simulation, a significant increase of the
measured distances can be seen at around 300ps. This increase is not only
some temporarily constrained fluctuation, but the larger distances remain
at the elevated values during the remainder of the simulation. Although
depicted only for a single simulation here, the trend is the same for the other
simulations with the only notable differences being the exact time when the
structural change happens. Nevertheless, as can be seen from Figures 3.10
and 3.11, the structural change happens at the latest after half the simulation
period, thus within a frame of 2.5ns.
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Figure 3.12: Bond distances between the nucleophilic oxygen atoms of
the Asp25 carboxylate function and the electrophilic C2 car-
bon atom of the inhibitor along the trajectory of one of the
simulations.

The observed diffusion of the aziridine ring away from the catalytic dyad
implies that the necessary non-covalent complex preceding the formation
of a covalent bond between the enzyme and the inhibitor with a proper
orientation of the aziridine ring with respect to the nucleophilic Asp25 is
very unlikely to form. Thus, although the binding affinities of DPPA1 and
DPPA2 exceed by far those of the initial compound, a covalent inhibition is
not possible.
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3.5 Inhibitor Models of the second Generation

In order to resolve the issues observed during the simulations of the first
generation of inhibitors, further optimizations of the chemical structure had
been made. To benefit from the favorable binding modes of the two aromatic
rings introduced as substituents at the aziridine nitrogen center, this part of
the molecule was hardly changed with respect to DPPA1. A carboxylic acid
function was added to one of the rings, as this part of the molecule remains
solvent exposed even in the bound state. Thus adding this carboxylic acid
function retains favorable interactions with the surrounding water shell, de-
creasing the energy loss due to the desolvation of the molecule upon binding.
Furthermore it is expected, that the carboxylic acid function might help to
facilitate the solubility of the molecule, which would allow an easier adminis-
tration of the drug later on. For some of the new compounds, an additional
CH2 function was introduced between the substituent and the nitrogen atom.
The expected advantage of this modification is an increased flexibility of the
nitrogen center, which is mandatory for the ring opening reaction, while
the aromatic rings are allowed to remain at their positions most perfectly
addressing the corresponding binding pockets. The most significant change
between the previous models and the current series is the extension of the
aziridine ring to a bicyclic scaffold comprising the three membered aziridine
ring augmented by a pyrrolidine ring. The idea behind the construction
of this 3,6-diazabicyclo[3.1.0]hexane scaffold was to rigidify the core of the
inhibitor, avoiding large scale movements of the reactive group. The later
should be positioned in a reactive orientation in close vicinity to the catalytic
dyad, anchored by the hydrophobic substituents. The modifications of the
inhibitors core also required modifications of the substitution pattern at the
two bridgehead carbon atoms, where only hydrogen atoms of a single methyl
group were used to minimize sterical hindrance of the nucleophilic attack.
Also due to sterical reasons, the connection between these carbon atoms
and the naphtalene unit was elongated by another CH2 group, whereas the
naphtalene moiety itself was retained as it addresses the available binding
pocked in a very favorable way. Nevertheless, the naphtalene group did not
yet completely fill the available space, hence it was enlarged by an aromatic
sulfonamide tail, which is know to be recognized well by the HIV-1 Pro-
tease, as it was optimized in the development of the FDA approved drug
Tipranavir. [166,167] The modifications of the chemical structure are depicted
in Figure 3.13.

Among the best ranked docking candidates, the four molecules of Figure
3.13 reached the highest scores. Due to the chemical similarity of the four
molecules, the high degree of similarity and the huge computational effort
required, the validation of the covalent reactivity against HIV-1 Protease was
only performed for the topmost molecule, 1020. The investigations on the re-
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1020 (98.55) 1021 (91.56)

1120 (92.40) 1121 (85.02)

Figure 3.13: Chemical formulae of the inhibitor molecules developed during
the second interation of docking. Values provided in parenthesis
fitness scores determined with Goldscore. [168,169]
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activity of 1020 were started with a series of molecular dynamics simulations
on the best ranked inhibitor pose.

3.5.1 Preliminary Molecular Dynamics Simulations

The docking investigations have been carried out on a rigid protein struc-
ture and, in order to exploit the c2-symmetry of the enzyme, with the cat-
alytic Asp25/Asp25’ residues being treated in their carboxylate form, such
that each of the two amino acid groups could potentially act as nucleophile.
Nevertheless, the reaction mechanism does not only involve the nucleophilic
attack on one of the two bridgehead carbon atoms of the inhibitor but also
the protonation of the nitrogen center, which gets detached from it during
the ring opening reaction. The required proton donor is expected to be the
second catalytic aspartate, thus for the further investigations, it was treated
in its carboxylic acid form. This is also in line with the assumed proto-
nation state of the enzyme providing a carboxylate and a carboxylic acid
group. The decision of where to place the missing proton, on the Asp25 or
the Asp25’ residue, was determined by the shortest distance between one of
the carboxylate oxygen atoms and one of the two electrophilic carbon atoms
of 1020, hence the most probable path for the bond formation reaction. The
proton was thus placed on the other aspartate. For the system, five individ-
ual simulations were started using the same initial geometry, but separate
heating and equilibration steps before carrying out the actual simulations.
The technical details of these preparatory steps as well as the simulation
parameters are the same as those described before. The reason for starting
several simulations on the same initial geometry is that during the prepara-
tion of the MDs, the initial velocities of the individual atoms are assigned
randomly, though Boltzmann distributed, velocities. Hence, depending on
the starting conditions, the molecular dynamics simulations could evolve in
a very diverse manner, increasing the chance of sampling rare events such as
diffusion processes of the changes in the position of the inhibitor within the
active site.

3.5.2 Selecting Geometries for QM/MM

The scoring function is defined by the number of quantities (distances, angles
or dihedral angles) measured for the system of interest. Each measured values
ri is compared to the corresponding optimal value Ropt as well as a validity
range between the lower rmin and upper rmax boundary. If the value of ri i
outside the valid range, it will not contribute to the total score Stexttotal
as can be seen from equation 3.3. Within the range, the score is calculated
by the euclidean distance between the value ri and its optimal value ropt,
normalized to the distance between ropt and the respective boundary. Thus,
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the individual contributions to the total score can obtain values between
zero and one. A weighting factor ci can be used to account for different
importance of the selected quantities. With positive values assigned to ci,
ri is in favor of the current frame if it is in the provided range. Conversely,
negative values of ci provide a means to assign penalties to geometries, which
obtain an arrangement that is known to be disfavored.

Stotal =

Nquantities∑
i=1

ci ×


0 , if ri < rmin

1−
∣∣∣ ri−rmin

ropt−rmin

∣∣∣ , if rmin ≤ ri ≤ ropt

1−
∣∣∣ rmax−ri
rmax−ropt

∣∣∣ , if ropt < ri ≤ rmax

0 , if rmax < ri

(3.3)

In the present case for the simulations of 1020 and the HIV-1 Protease,
only interatomic distances have been used as criteria in selecting most useful
geometries from the simulation trajectories. Six measures have been per-
formed for the distances between:

• the two carboxylate carbon atoms (Cγ) of the Asp25/Asp25’ residues

• the proton of the carboxylic acid function of Asp25 and the two car-
boxylate oxygen atoms of the Asp25’ residue

• the nucleophilic oxygen atoms of Asp25 and the two bridgehead carbon
atoms of the inhibitor

• the aziridine nitrogen atom and the proton of the carboxylic acid func-
tion of Asp25

The parameters rmin, ropt and rmax were chosen such that the optimal Cγ-
Cγ distance resembles that measured in the crystal structure of 1yth and
that a suitable trajectory for the nucleophilic attack as well as a plausible
protonation path between the nitrogen and the carboxylic acid function can
be found. The weighting factors chosen such that contributions to the score
by equivalent distance measures are not doubly counted. An adjustable
threshold was defined, such that only a manageable number of structures
could be selected. The finally selected geometries comprise the frame 599 of
the third trajectory, frame 250 of trajectory four and frame 815 of the last
simulation.

3.5.3 QM/MM Calculations on the Reaction Path

To follow the reaction path by means of combined quantum mechanical /
molecular mechanical calculations in form of potential energy surfaces, two
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internal degrees of freedom were chosen as representing the major compo-
nents of the reaction coordinate. The first coordinate was chosen as being the
distance between the two Cγ atoms of the Asp25/Asp25’ residues. While be-
ing hydrogen bonded during the simulation, increasing the distance between
them should break up the hydrogen bond, liberating the proton to be trans-
ferred to the aziridine nitrogen atom while the other aspartate should increase
in nucleophilicity thus facilitating the nucleophilic attack on the inhibitor.
The corresponding distance between the attacking oxygen atom and the elec-
trophilic carbon atom of the inhibitor was used as a second coordinate, giving
a direct measure of the bond formation process. To reduce the computational
demands of the calculations, the water shell compassing the whole system
during the simulations was truncated to a small sphere with only 15Å radius
around the inhibitor molecule. The active region of the QM/MM system was
yet smaller, comprising only residues within a distance of 12Å around the
inhibitor. Thus the outermost shell of water molecules fixed at their initial
positions provides a reasonable boundary between the center of the chemical
reaction and the surrounding solvent while the molecules within this shell
provide sufficient flexibility to adopt to the actual position along the reac-
tion path. The reaction path was followed in 0.1Å increment along each
of the coordinates described above. All potential energy surfaces exhibit a
clear minimum at the position of the initial, non-covalent enzyme-inhibitor
complex, indicated a good agreement between the purely molecular mechan-
ical calculations and those on the QM/MM level. Nevertheless, a defined
reaction path from the non-covalent to the covalent complex could not be
determined for any of the investigate systems. For the first of the potential
energy surfaces, the energy exhibits a steep increase with larger distances be-
tween the two Cγ atoms, which could be easily explained with the reduction
of the stabilization through the hydrogen bond between the two carboxylate
functions. Nevertheless, the direction with modest ascend in energy does
not lead towards the covalent complex. Instead, the carboxylic acid moiety
turns away from the carboxylate, forming a hydrogen bond with the protein
backbone beneath the active site and thus making the proton unavailable for
a transfer to the inhibitor. For the potential energy surface calculated for
the second selected geometry, a similar behavior could be found. Because of
the differences in the exact geometry of the surrounding protein structure,
especially the more flexible side chains, the potential around the initial min-
imum is a lot more shallow compared to the first system. Nevertheless, the
increase in the Cγ-Cγ distance also leads to the loss of the stabilizing hydro-
gen bond, which is compensated for by a similar reaction of the carboxylic
acid function, that reorients to form another H-bond to the protein. Also in
this case, a proton transfer to the inhibitor is no longer possible. Only for
the last of the investigated systems, an approximation of the desired reaction
path could be found. Visual inspection of the structural changes along the
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path revealed, that the protein responds with the relocation of two short pro-
tein loops to stabilize the structural changes caused by the separation of the
two Asp25/Asp25’ carboxylates. These loops comprise the residues Thr26 to
Ala28 adjacent to the Asp25’ residue and the two Leu24 and Thr26 residues
next to Asp25. Also promising is the much smaller increase in energy upon
shortening of the distance between nucleophile and inhibitor, although the
relative energies do not suggest an exothermic reaction.

Summarizing the difficulties observed throughout the QM/MM potential
energy surfaces on the systems described above, the major problem seems to
be the position of the proton required for the ring opening reaction. Whereas
favorably stabilized between the two carboxylates during the molecular dy-
namics simulations, there is no favorable path for the proton to be shifted
to the inhibitor. Nevertheless, as experienced with the very first quantum
mechanical model systems, [160] in the case of aziridine-based inhibitors, the
proton transfer has to occur much earlier compared to epoxide-based ones,
hence before the ring opening is started. Therefore, the proton transfer could
not only be expected to proceed once the inhibitor has completely reached
its geometry within the non-covalent complex, but it could also happen dur-
ing the binding process or even before. This is also strongly supported by
a comparison of the low and high pKa values of the catalytic dyad (3.3±0.1
and 6.8±0.1 respectively) [135,136] and the two nitrogen atoms of the inhibitor.
An estimation of the pKa of the aziridine N-atom yields about 7.9 [170] and
around 11.27 [171] for that of the pyrrolidine ring. According to these pKa

values and considering the pH of the surrounding, at least the pyrrolidine
nitrogen center should reside in a protonated form while that of the aziridine
is also very likely protonated. The catalytic dyad of the protein could thus
reside either in the assumed monoprotonated state or, assuming a proton
shift preceding the non-covalent binding, in a completely deprotonated form
exhibiting two carboxylates.

3.5.4 Validation of the Protonation State

To validate the assumption of protonation states differing from those ex-
pected based on the proposed inhibition mechanism, another series of molec-
ular dynamics simulations was carried out. In four separate simulations, four
combinations have been investigated according to Table 3.3. The monopro-
tonated protein complexed with the neutral inhibitor (NM) corresponds to
the system in the originally expected state. According to the pKa values,
adding a single proton to the inhibitor, the favored position should be the
pyrollidine nitrogen center, resulting in the PM system. The other two sys-
tems were constructed by completely deprotonating the catalytic dyad and
using the inhibitor in its singly (PD) or doubly protonated (DD) form.

The focus of the analysis of these four simulations was the degree of dimer-
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protein inhibitor label
monoprotonated neutral molecule NM
monoprotonated protonated at pyrollidine PM

deprotonated protonated at pyrollidine PD
deprotonated protonated at both N-centers DD

Table 3.3: List of combined protonation states of the non-covalent complexes
between HIV-1 Protease and the 1020 inhibitor molecule.

ization between the catalytic aspartates, the position and orientation of the
electrophilic carbon atoms of the inhibitor facilitating the formation of a
covalent bond, the structural stability of the overall structure as well as
the comparison between the simulated structures with available Xray crys-
tal structures. RMSD measurements on the protein backbone, the overall
protein structure and that of the inhibitor are depicted in Figures 3.14 and
3.15.

As expected, the overall structure of the protein again remains very stable
throughout all simulations with RMSD values of its backbone below 2.1Å
and those of the whole protein structure not exceeding 2.7Å with only little
differences between the individual simulations. In contrast to that, the values
determined for the two catalytic aspartates show clear differences between
the simulations, at their side chains react to the change in their protonation
state. With the protonation state resembling that of the previous simula-
tions, the structural fluctuations are much lower (below 2.0Å) as for those
simulations, in which the catalytic dyad was modeled in its deprotonated
state. With the missing hydrogen bond and the electrostatic force between
the two carboxylates, the side chains of the Asp25/Asp25’ residues tend to
avoid each other, which is reflected in an increase both in the distance be-
tween them as well as in the RMSD values along the trajectory, amounting to
more than 2.7Å in the case of the PD system. The hydrogen bond between
the two catalytic residues leads to a dimerization between them, forcing the
inhibitor away from the Asp25/Asp25’ dyad and towards the flaps, making
the formation of a covalent bond less probable. For the systems with the
deprotonated catalytic dyad however, the inhibitor frequently adopts a fa-
vorable position for the bond formation, for which in this case either of the
two carboxylates could act as a nucleophile. During all simulations, water
molecules from the solvent tend to move close to either the carboxylates of
either of the protonated nitrogen atoms of the inhibitor, frequently form-
ing hydrogen bonds between them. These hydrogen bonds could either be
regarded as stabilizing factors for the formation of the corresponding com-
plexes or as potential proton transfer pathways between the participating
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Figure 3.14: Two dimensional Measurement of RMSD values between each
pair of frames along the molecular dynamics simulations per-
formed for the alternative protonation states of HIV-1 Protease
complexed with 1020. The lower right half represents the ge-
ometrical fluctuations of the protein backbone, the other half
those of the whole protein. The color range is blue (0.0Å) to
red (3.0Å).
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heteroatoms.
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Figure 3.15: Two dimensional Measurement of RMSD values between each
pair of frames along the molecular dynamics simulations per-
formed for the alternative protonation states of HIV-1 Protease
complexed with 1020. The lower right half represents the ge-
ometrical fluctuations of the protein backbone, the other half
those of the catalytic residues. The color range is bue (0.0Å) to
red (3.0Å).

3.6 QM/MM Calculations on further
Protonation States

As the distance measures along the trajectories of the molecular dynamics
simulations revealed, a bond formation can only happen in the system where
the catalytic dyad exists in form of two carboxylates. Therefore only those
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systems comprising a twofold carboxylate within the active site have been
considered fur the reaction path calculations. The two resulting systems con-
tain the inhibitor molecule either being protonated at its pyrrolidine nitrogen
center or being fully protonated carrying a proton on each of the pyrrolidine
and the aziridine N-atom. The selection of suitable frames along the tra-
jectories was again guided by several geometrical parameters such as a close
proximity between one of the nucleophilic oxygen atoms of Asp25/Asp25’ and
either of the two electrophilic carbon atoms of the inhibitor. Furthermore,
a network of hydrogen bonds was requested linking the second aspartate
with the nitrogen atoms of the inhibitor, establishing a possible protonation
pathway to be studied later. A detailed description of these hydrogen bond
networks is given individually for each system below.

3.6.1 Pyrrolidine-protonated Inhibitor

For the unbound inhibitor model carrying a single proton, the pKa values
of the two tertiary amines indicate the hydrogen to be located at the pyrro-
lidine N-atom. Nevertheless, the formation of a covalent bond between the
enzyme and the inhibitor according to the proposed mechanism leads to a
ring opening of the aziridine moiety. Thus the basicity of the aziridine ni-
trogen center upon binding would drastically increase, which could only be
compensated for by a stabilization via a proton shift. The only available
proton source within the current system is the pyrrolidine function. Despite
their close proximity, a direct transfer of the proton between the two nitro-
gen atoms is quite unlikely. Therefore, the molecular dynamics simulation
trajectory was searched for geometries, in which one or two molecules are
arranged such as to accept the H34 hydrogen atoms from the pyrrolidine
nitrogen and to donate one of their owns to the aziridine N-atom. A suitable
arrangement was frequently encountered during the simulation. However,
this mechanism alone would require the inhibitor to already be protonated
before the actual bond formation process can start. Hence, the geometries
in question were further screened for a possible pathway connecting the H34
atom to the Asp25’ residue. With a protonation pathway between these
two residues, a protonation of the assumed neutral inhibitor molecule by the
Asp25’ residue could be computed in a reverse manner by shifting H34 away
from the pyrrolidine N-atom. Due to the sterical restraints of the bicyclic
core of the inhibitor, a direct transfer towards the Asp25’ residue could not
be expected, hence another water molecule was required bridging the H34
hydrogen atom an the carboxylate function. While the number of suitable
geometries was largely reduced due to this additional requirement, suitable
geometries were still available throughout the complete trajectory. Among
the possible candidates, I have selected frame number 792 for the further
calculations. Its geometrical arrangement is sketched in Figure 3.16, which

43



3 - Design of Covalent Inhibitors

depicts an almost strain free proton transfer path between the two nitrogen
atoms of the inhibitor using two intermediate water molecules and a second
hydrogen bond path of equal length linking the N-atoms with the carboxylate
of Asp25’.

Figure 3.16: Chemical structure of the QM-subsystem used in the reaction
path calculations on the pyrrolidine protonated inhibitor model.
Water molecules two and three serve as proton wire between
Asp25’ and the pyrrolidine while molecule one can facilitate the
shift of a proton onto the aziridine nitrogen center.

The geometry taken from the molecular dynamics simulations was pre-
pared for the QM/MM calculations by firstly truncating the water shell to
a sphere of only 15Å radius around the inhibitor core in order to reduce
the size of the system and thus the computational effort needed. The ac-
tual QM/MM calculations were then performed on an even smaller region
of 12Å around the inhibitor core, using the surrounding atoms as bound-
aries with their respective coordinates being unchanged in the calculations.
The quantum mechanically treated subsystem was chosen to comprise the
side chains of the two catalytic residues, truncated between their Cα and Cβ

atoms, the three water molecules depicted in Figure 3.16 as well as a largely
truncated inhibitor model. Thus the inhibitor is represented by its central
3,6-diazabicyclo[3.1.0]hexane scaffold with the substituents truncated to a
methyl group at the pyrrolidine and an ethyl group at the aziridine N-atom.
To approximate the reaction path of the inhibition reaction, the reaction co-
ordinate was approximated by two interatomic distances, that allow to follow
the path of the reaction in a step-wise manner. The first coordinate that was
chosen is the distance between the nucleophilic oxygen atom of the Asp25
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residue and the C1 atom of the inhibitor. This coordinate is used as a direct
measure for the formation of the covalent bond between the enzyme and the
inhibitor. The second coordinate was used to model the proton transfer from
the pyrrolidine to the aziridine nitrogen atom. Thus the interatomic distance
between the N-atom of the aziridine and the HW1 hydrogen atom was used.
Technical difficulties were to be expected in describing the proton transfer
along the hydrogen bond network between the two nitrogen centers by a sin-
gle interatomic distance. Previous investigations have shown that if only one
of the numerous distances along this path is modified, the result are often
the emergence of oxonium or hydroxyl ions that cause the energies of inter-
mediates and transition states to be largely overestimated. The modification
of a single distance does not account for the usually almost simultaneously
occurring proton transfer between each pair of participating hydrogen bond
partners, each transfer having its own transition state and activation barrier.
To resolve these problems, still a single distance was selected as coordinate
for the potential energy surface and being constrained during the individual
calculations, nevertheless, the modifications of the molecular structure be-
tween each point along the surface and the adjacent one involved additional
modifications. The major component of the proton transfer is the protona-
tion of the aziridine nitrogen atom, described by the distance between the
N-atom and the HW1 hydrogen atom. Nevertheless, when decreasing the
distance between these atoms, also the distances between OW1 and HW2
or between OW2 and H34 were reduced. However, no constraints have been
imposed on them during the QM/MM calculations. The result of this proce-
dure is that the positions of HW2 and H34 are biases towards geometries in
which the proton transfer is either completely on the side of the pyrrolidine
or the aziridine nitrogen. Yet the exact positions of the hydrogen atoms
are unconstrained, such that they can freely adopt minimizing the poten-
tial energy. Computations carried out on similar mechanisms have shown,
that this procedure yields plausible reaction paths and energies without the
emergence of unrealistic structures such as free oxonium of hydroxyl ions.

The potential energy surface given in Figure 3.17 exhibits three minima,
two of which are well defined while the third one is not. This region corre-
sponds to the non-covalent complex of the enzyme with 1020 while the proton
still resides on the pyrrolidine nitrogen center. The geometrical fluctuations
within this minimum can be explained by a rather large flexibility of the
water molecules two and three shown in Figure 3.16 and a third molecule in
their vicinity. Due to the differences in the energetical description especially
of the hydrogen bonds between the water molecules, the distances in the
geometry of the initial structure do not correspond to a minimum within the
QM/MM description used to generate the potential energy surface. Hence,
to minimize the total energy within the framework of QM/MM, the water
molecules rearrange such as to optimize any interactions within the system
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Figure 3.17: Top-down representation of the potential energy surface for the
pyrrolidine-protonated inhibitor within the deprotonated active
site of HIV-1 Protease (minimum on the top right). Additional
minima depict the proton transfer to the aziridine nitrogen atom
(bottom right) and the formation of the covalent complex (bot-
tom left). Coordinates are given in Å, energies in kJ

mol
with

respect to the lowest structure (3.4Å/1.5Å).
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which requires changes in the coordinates of some atoms in the range of up
to 1.0Å. These geometrical deviations are also facilitated by the choice of
the coordinates, which leave the water molecules, except for the HW1 atom,
almost unconstrained. Nevertheless, this was not considered to be a problem
for the ongoing investigations, as following the reaction coordinate, the calcu-
lations converged to clearly defined minima for the non-covalent complex of
the aziridine protonated inhibitor (lower right of Figure 3.17) and the desired
covalent complex (lower left). To give an estimate for the reaction energy
and activation barriers, the lowest energy obtained was taken as a reference
(±0 kJ

mol
). This global minimum was found at the coordinates 3.4Å/1.5Å. As

expected from the very first QM model calculations, the beginning of the re-
action mechanism can be simplified to the proton transfer onto the aziridine
nitrogen center. The corresponding minimum at 3.3Å/0.9Å is well defined
and has a relative energy of about +20 kJ

mol
above the initial one. This is in

good agreement with the differences in the pKa values of the two heterocycles
indicating a clear preference for the protonation of the pyrrolidine ring. The
activation barrier for this proton transfer was estimated to be about +34 kJ

mol

which would agree well with proton transfer reactions being relatively fast at
ambient temperature. Once the aziridine is protonated, the bond formation
between the enzyme and the inhibitor can take place. Conversely to the pre-
vious step, the remainder of the mechanism is solely determined by the first
coordinate while the changes in the second one are almost negligible. The
structure of the covalent complex was found at the coordinates 1.5Å/0.9Å,
exhibiting a relative energy of +54 kJ

mol
with respect to the global minimum.

The transition state for the bond formation was found at 2.1Å/0.8Å with and
activation barrier of +66 kJ

mol
with respect to the preceding minimum. With

the overall reaction energy of roughly +55 kJ
mol

, the formation of a covalent
bond starting from the singly protonated inhibitor is energetically strongly
disfavored and will not take place. This results however does not necessarily
imply that the proposed molecule can not be used as inhibitor as described
below.

3.6.2 Doubly protonated Inhibitor

The second system, for which the molecular dynamics simulations yielded
promising geometries for the formation of a covalent enzyme-inhibitor com-
plex comprises two protons, each one of the located at either of the two
nitrogen atoms of the 3,6-diazabicyclo[3.1.0]hexane scaffold. Selecting the
most suitable geometries was guided by similar requirements as those previ-
ously described. Again, the major criterion for a suitable frame was a short
distance between the nucleophile and either of the two bridgehead carbon
atoms of 1020. Yet due to the presence of a second hydrogen atom, a differ-
ent structure of the hydrogen bond network was desired. With both tertiary
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amines being protonated, an intramolecular proton transfer was neither re-
quired nor possible. However, modeling such a transfer between the inhibitor
and the Asp25’ residue was still highly desired. Hence the most promising ge-
ometries exhibit an interaction pattern similar to the one sketched in Figure
3.18 with the 196th frame being the one used further on.

Figure 3.18: Chemical structure of the QM-subsystem used in the reaction
path calculations on the doubly protonated inhibitor model.
The water molecules one and two are used to model the proton
transfer reaction between the Asp25’ residue as the aziridine
nitrogen center preceding the bond formation and ring opening.

Again, the sterical demands of the bicyclic core of the inhibitor prevent
a direct hydrogen bond between the aspartate and either of the protonated
amines, thus the working system again comprises a proton wire of two in-
termediate water molecules. Whereas water molecule two acts as proton
donor towards Asp25’, molecule one behaves as acceptor for both of the NH
bonds of the inhibitor. This network of hydrogen bonds is ideally suited to
model the proton transfer between the Asp25’ and either of the N-atoms of
the inhibitor. However, as only the one with the aziridine nitrogen center
was investigated within this work, only the corresponding hydrogen bond is
drawn in the graphic. For the computations on the potential energy surface,
the leading coordinate to describe the bond formation was again chosen to
be the distance between the nucleophilic oxygen of Asp25 and the C1-atom
of the inhibitor. To model the proton transfer, the second coordinate was
selected to be the distance between the aziridine nitrogen atom and its pro-
ton. Whereas exclusively these two interatomic distance had been used for
the actual calculations, two more distances have been used while modifying
the geometries between adjacent points of the potential energy surface. The
proton transfer between the nitrogen atom and the Asp25’ residue was again
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biases to either side of the reaction by adjusting the distance between OW1
and HW1 as well as that between OW2 and HW2 simultaneously and to the
same degree as that of the NH function. Nevertheless, these distances were
left to freely relax during each individual calculation.
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Figure 3.19: Top-down view on the potential energy surface computed for
the doubly protonated inhibitor and deprotonated active site
(bottom right). The covalent complex is shown as minimum on
the lower left while the minimum with the proton shifted back
to the Asp25’ residue is depicted in the upper right. Coordi-
nates are given in Å, relative energies in kJ

mol
with respect to the

covalent complex.

The resulting potential energy surface is given in Figure 3.19, which ex-
hibits three clearly distinct and also well defined minima. The minimum on
the bottom right corresponds to the simulated system with the deprotonated
catalytic dyad and the doubly protonated inhibitor. Following the reaction
along the decrease of the oxygen-carbon distance, one reaches the global min-
imum on the left side of the surface representing the covalent adduct of the
inhibitor and the enzyme. The shallow third minimum, depicted on the top
right side of the graphic is the result of moving the proton from the inhibitor
towards the Asp25’ residue. Hence this structure could also be imagined to
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be the starting point of the reaction if the non-covalent complex would have
been formed from the enzyme in its monoprotonated form and the inhibitor
being solely protonated on its pyrrolidine N-atom.

Not surprisingly, the proton transfer between enzyme and inhibitor can
be defined via the change in the N-H distance only while that between the
Asp25 residue and the inhibitor is hardly affected. The energetics of this
reaction are also in good agreement with the expectations of the protonated
inhibitor being more favorable than a carboxylic acid function in vicinity to
a tertiary amine. The calculations estimate the protonated inhibitor to be
−18 kJ

mol
more stable. The proton transfer can be expected to proceed rather

easily, as the activation barrier amounts to only +17 kJ
mol

. This is in contrast to
the value published earlier. [161] The difference originates from the estimated
position of the transition states, which are 0.1Å apart from each other con-
sidering the oxygen-carbon distance. Nevertheless, the slope of the potential
energy surface along this direction is extremely steep, leading to significant
deviations in the relative energies. Nevertheless this does not affect the in-
terpretation of the overall inhibition reaction as, which will be shown later,
the rate determining transition state is energetically significantly above both
estimated values. From the minimum structure of the doubly protonated
inhibitor, the formation of the covalent enzyme-inhibitor complex proceeds
via a decrease of the oxygen-carbon distance from 3.3Å to only 1.5Å once the
bond is formed. The activation energy for this reaction is +46 kJ

mol
, allowing

the reaction to happen at a reasonably high rate at ambient temperature.
In contrast to the previously studied system, the bond formation reaction is
exothermic, although the reaction energy of only −51 kJ

mol
implies a reversible

rather than the expected irreversible process. Although a decreased reaction
energy in comparison to the ones determine for EPNP or AZNP imply lower
pKi values, this also leads to a reduction of possible side effects, one of the
most severe concerns against the development of covalent drugs.

3.7 Conclusions

The protocol developed for the rational design of covalent inhibitors com-
bines classical and quantum mechanical methods to describe the reactivity
between the model compounds and the target enzyme with well established
docking procedures which are used to optimize the binding affinity with the
target protein. Starting from Xray crystal or NMR structures of complexes
with proteins and covalently bound test molecules, our methods allow to de-
rive a working model for the reactive species. These can then be used as lead
structures to optimize binding affinities or selectivities by modifications of
their chemical structure. Furthermore, tuning of the reactivity against the
target enzyme is possible via modifications of the functional group that co-
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valently reacts with the protein. The application of the developed protocol
on potential covalent inhibitors against HIV-1 Protease yielded promising
model compounds which are currently being synthesized and tested in vitro
against their target enzyme.
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4 Influences on the Electron
Density of Molecules

The interactions of molecules with their immediate surroundings are based
on the same set of physical laws, no matter what the exact nature of the
environment might be. Therefore, comparable interactions can be found be-
tween two molecules in vacuum, solvated species and the surrounding liquid,
molecules and their crystal environment or even between smaller chemical
compounds and large bio molecules such as proteins. As the interaction pat-
tern in chemical systems is always arranged such as to minimize the total
energy of the system, comparable patterns are to be expected for the same
molecule but changing the environment from e.g. a protein complex to the
solvated species. In order to maximize stabilizing contribution, molecules
are expected to adopt as far as possible to form and optimal interaction
pattern with their environment, most apparent in the picture of the lock-
and-key principle for describing the affinity towards target enzymes. Con-
versely, the environment might also adapt to the electronic structure of a
small molecule observed within numerous studies on the solvation structure
of ions or other small compounds. The idea of an optimal interaction pat-
tern between molecules and their surrounding has led to the common practice
to approximate the investigations on the interactions between enzymes and
their substrate or inhibitors by using the corresponding crystal structure of
the pure compound as a model. [16,17,172] The latter can usually be obtained
far more easily than that of protein complexes and, due to fewer defects
and disorder in the crystal, the resolution is generally far better than that
obtained for the protein system.

A direct correlation between the interaction patterns of pure crystals of
ligand molecules and protein complexes however is by no means obvious.
Furthermore, only a very limited number of investigations has been carried
out so far, that compare the situation of molecules in these two environments
with each other. [18] The obtained results yield ambiguous results. The study
reports a good resemblance between the crystal structure of a non-covalent
inhibitor, [173] Tranexamic acid or AMCHA, with the structure determined
inside its target enzyme (pdb ID 1ceb [174]). With the molecule residing in
a zwitterionic form, providing a carboxylate and an ammoniumion, the are
several strong hydrogen bonds between adjacent molecules within the pure
crystal. Interestingly, an identical set of hydrogen bonds is formed within the
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recombinant kringle 1 domain of human plasminogen, although the bonding
partners are exchanged for the amino acid residues of the protein. The sec-
ond investigated model was the non-covalent complex between Cathepsin B
and loxistatin acid (E64c), an epoxide-based, covalently acting inhibitor. [175]

The bonding situation was compared to the crystal structure of loxistatin
(E64d), [176] the ester derivative of E64c. For both molecules, the hydrogen
bonding network with the peptidomimetic majority of the molecule was again
found to be very similar. A more detailed look at the functional group that is
responsible for the covalent interaction with the target however revealed sig-
nificant differences in the electronic structure of the epoxide function which
is caused by the unique binding situation within the protein. The inter-
actions within the active site require a geometry, in which the attacking
nucleophilic amino acid residue is extremely close to the epoxide and one of
its carbon-oxygen bonds is already considerably weakened.

With the exception of the unique binding situation of the covalent in-
hibitor, the crystal structures of the pure compounds were concluded to be
suitable good approximations to the binding situation within the protein
complexes. If the differences found for the non-covalent enzyme inhibitor
complex between E64c and Cathepsin are indeed a special case or possibly
a feature of any covalent inhibitors was not clarified. Hence, the current
investigations are carried out for another class of molecules that are used as
covalent inhibitors addressing cystein proteases.

4.1 The Model Compound

There is a multitude of potential functional groups, that could be used as
central scaffold in the rational design of novel covalently acting inhibitors.
These groups are usually electrophilic allowing to react with nucleophilic
active site residues such as cysteines, serines or aspartates. One functional
group that has emerged as promising candidate for further developments
are vinylsulfones. Experimental studies have shown that vinylsulfones can
efficiently inhibit cystein proteases such as cathepsin, rhodesain or falcipain,
while side reactions with proteases of other classes are only minimal. [177,178]

The K11777 molecule in Figure4.1 is one of the most potent and best studied
compounds of this new class of inhibitors. Furthermore, crystal structures
of K11777 with three representative enzymes of cysteine proteases have been
published recently [179], which provide a solid basis for a rational and structure
based design process.

Whereas the binding affinity of K11777, like for other inhibitors as well,
originates from the interactions of its recognition unit with the corresponding
binding pockets, it is the vinylsulfone scaffold which is in the focus of current
investigations. [180] The immediate substitution pattern of this group can be
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K11777 TS793

Figure 4.1: Chemical structure of K11777, [178] an inhibitor against Cruzain,
Rhodesain and Falcipain [179] as well as that of TS793, a smaller
model compound used in theoretical investigations on the reac-
tivity of vinylsulfones against cystein proteases. [180]

used for tuning the reactivity against the catalytic cysteine. Hence, investi-
gations on the inhibition reaction of Rhodesain by K11777 were accompanied
by a screening of several other small vinylsulfone-based compounds, one of
them being TS793 also shown in Figure 4.1. These investigations comprise
theoretical computations on the inhibition reactions as well as the synthesis
and crystal structure determination of each of these compounds. Therefore,
the TS793 is also ideally suited for the investigations on the electron density
and its influences arising from various surroundings.

4.1.1 TabuSearch using Charmm

In order to estimate the environmental influences on the TS793 molecule, it
is necessary to know the properties of the isolate molecule in the first place.
Therefor, the molecule was subjected to a scan over its conformational space
to determine all possible, thermodynamic minima and their energies. The
latter can then be used to estimate the population of each of the minima
assuming a Boltzmann distribution. [181]

The sampling of the phase space of the molecule was carried out using
a recently developed program, CAST. [46] The implemented algorithms in
combination with computationally inexpensive methods allow for rapid yet
thorough scanning of the conformational space. Hence, the first scan was
performed employing the Charmm force field [27] using the topological def-
inition and parameter set generated using the Charmm-GUI interface. [163]

As the atomic charge assigned during this process are known to be of only
modest quality, [182,183] they have been replaced by AIM charges calculated
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for the isolated molecule. The AIM charges have been preferred over the
Mulliken charges, although the latter are used in the Charmm general Force
Field procedure. [165] Nevertheless, besides the large basis set dependence of
the Mulliken charges, the AIM charges are also less sensitive to the exact
conformation of the molecule. Therefore, using the AIM charges is expected
to provide are less biased basis for scanning the conformational space. The
conformational space of TS793 was expected to exhibit only little diversity,
as the molecule does only posses six rotable bonds, which could potentially
lead to new minima. Furthermore, rotations around three of these bonds are
not expected to add to the number of physically relevant minima, as rotating
the R1 substituent by ±180◦ or rotating either R2 or R3 by ±120◦ will lead
to chemically identical structures due to the two- and threefold symmetry
of the terminal phenyl- and methyl-groups. Thus, a limit of 1000 iterations
was deemed sufficient for the computations.

The scan performed with CAST terminated well within the allowed 1000
iterations, indicating that all physically relevant conformations have been
sampled. The total number of minimum geometries obtained amounts to
805, thus the visual inspection was supplemented by a variety of statistical
measures. The central vinyl scaffold, comprising the S1, S2, N6, C7, C8

and C9 atoms, was used to mutually align each pair of geometries along
the trajectory for measuring similarities via the standard deviation in the
atomic position of the nuclei. The twofold measurement depicted in Figure
4.2 was obtained by measuring the RMSD values for the above mentioned
substructure as well as for the entire molecule.

The dominant feature in Figure 4.2 is the strict partitioning in either
extremely low (blue) or high (red) values within the lower half of the graph.
A correlation of these values with the molecular geometries revealed, that the
obtained minima do not only cover the conformational space of the original
Z-conformer, in which the S1 and S2 atoms are located opposite to each other,
but also the E-conformer, resulting from a rotation of the C7=C8 bond. Low
(blue) RMSD values thus represent comparisons of Z- with Z-conformers (or
E- with E-conformers), which can readily be superimposed with each other.
In contrast to that, comparisons between Z- and E- conformers result in
large (red) RMSD values, as a superposition of the two is not possible. The
Z-conformers are physically irrelevant, as the energy barrier of the rotation
around the C7=C8 double bond is far too large to be surmounted. Thus, all
Z-conformers have been removed to facilitate further analysis. Nevertheless,
having them found by CAST is again a strong sign, that the sampling of the
conformational space was complete.

Another feature of Figure 4.2 is the checkerboard-like structure, most
prominently within the clusters located right above the diagonal but also
faintly visible in the entire graph. Each cluster exhibits lower (blueish) and
mediocre (green to yellow) RMSD values, indicating two distinct groups of
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Figure 4.2: Top: chemical structure of TS793 with atomic labels; Bottom:
Two-dimensional representation of RMSD values measured along
the trajectory of 805 geometries obtained using CAST and the
Charmm force field. The alignment (bottom right) was per-
formed based on the S1, S2, N6, C7, C8 and C9 atoms while
the RMSD measurement (top left) was performed for all atoms.
Due to the largely different ranges, only relative RMSD values
are given, normalized to the largest one within each half.
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geometries. Whereas the geometries within one of these groups are almost
identical, there is a significant difference between those between the two
groups. A visual inspection of each cluster revealed, that this bifurcation is
caused by a specific twofold symmetry of TS793. The central scaffold com-
prising the atoms S1, S2, N6, C7, C8 and C9 is almost planar and thus, with
the substituents R1 to R3 being located ”above” or ”below” them, acts as a
symmetry plane. The result is that, even though the physical properties such
as the total energy are the same, every cluster contains a specific geometry
as well as its mirror image. Hence, to further simplify the analysis, those
geometries with a negative dihedral angle C8-C7-S1-C12 have been inverted,
such that the R1 substituent is always located ”below” the vinyl scaffold.
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Figure 4.3: Two-dimensional representation of RMSD values measured
among the remaining 414 geometries of the E-conformers. The
alignment (bottom right) was performed based on the S1, S2, N6,
C7, C8, C9, C10, C11 and C12 atoms. To avoid biases due to
rotational symmetry of the R1 to R3 substituents, the measure-
ments of RMSD values were carried out only for symmetrically
unique atoms. For better visibility, values within each half have
been normalized to the largest value.

Following the removal of the Z-conformers and the inversion of some of the
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geometries, another measurement of RMSD values was performed. Again,
the central vinyl scaffold was taken as a reference while the measurement
was performed on the entire molecule. The graphical representation in Fig-
ure 4.3, visualizing the measured RMSD values, provides a clear separation
of the trajectory in twelve clusters, indicated by the blue triangles (RMSD
values of 0.0 Å) below the diagonal. The last of the clusters is hardly visible,
as it contains only a single geometry. Despite the perfect agreement in the
atomic positions of the vinyl scaffold, the RMSD values measured for the
entire molecule again exhibit a variety of values. Unlike before, there are
more than two distinct values within each of the clusters. These differences
originate from rotations of the terminal phenyl- and methyl-groups. Whereas
rotations of ±180◦ for the former and ±120◦ of the later do not lead to phys-
ically different minima, the sequential indexing of the atoms causes CAST
and index based measurement to identify them as separate geometries. Yet
a visual inspection revealed, that despite the enumeration, all geometries
within each cluster could be perfectly superimposed with each other. Thus
using a single representative geometry for each cluster, the number of geome-
tries could finally be reduced to twelve. In order to validate and correlate
the geometries, a final two-dimensional RMSD measurement was performed.
The alignment was again performed on the vinyl scaffold. The actual mea-
surement was carried out on all symmetrically unique atoms, namely S1, S2,
N5, N6, C7, C8, C9, C10, C11, C12, C15, H26 and H29. The graphical
representation of the obtained values is given in Figure 4.4.

The energy range for these 12 geometries computed with the Charmm
force field ranges to about 50 kJ

mol
above the global minimum (0 kJ

mol
), the en-

ergetically lowest one. A graphical representation of the relative energies is
given in Figure 4.5. In addition to the relative energies, also the interatomic
distance between the S1 an H29 atoms is shown. It can be used as a measure
for the intramolecular hydrogen bond, which is formed between H29 and one
of the two oxygen atoms of the sulfone (O3 or O4) in the energetically favored
geometries 1 to 3. Concerning the relative energies, the hydrogen bond has
an absolutely dominating effect, energetically separating those conformers,
where it is present by at least 25 kJ

mol
from those, which lack this stabilization.

Among the first three geometries, which exhibit this hydrogen bond, it also
preorganizes the orientation of the substituents, such that the R1 and R2 sub-
stituents are almost identical between them. The only significant difference
can be found in the orientation of the R3 substituent, which is ”below” the
molecular plane in geometry 1 and ”above” in the other two. Nevertheless,
its influence on the energy is almost negligible.

Assuming a Boltzmann-like distribution between the possible conformers,
those lacking the hydrogen bond with relative energies of about 30 kJ

mol
or more

are not expected to be significantly populated (less than 5 ppm at 293 K).
Furthermore, due to the potentially non-optimal force field parameters, the
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Figure 4.4: Two-dimensional representation of the relative RMSD values
measured for the twelve final geometries obtained by CAST. The
alignment was performed using the S1, S2, N6, C7, C8 and C9
atoms. The additional measurement was performed on all sym-
metrically unique atoms. For better visibility, all values in the
triangles above and below the diagonal have been normalized to
the largest value, respectively.
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energetically elevated geometries exhibit a significant pyramidalization at the
N6 center. Hence, a refinement of all twelve geometries was performed using
the Turbomole program. [42] The energies have been evaluated using density
functional theory employing the B3-LYP functional. [36,38,184] Two series have
been carried out, one computing the isolated molecule and the other one
approximating liquid, aqueous surrounding by means of a polarizable con-
tinuum method, COSMO. [185]

Not surprisingly, the refinement of the geometries obtained with the Charmm
force field by means of quantum mechanical calculations leads to consider-
able changes in each of them. Nevertheless, as depicted in Figure 4.5, the
overall correspondence between geometry and total energy is comparable
within each of the three trajectories. Significant changes however occurred
for the frames 6 and 9, which relaxed to much more favorable geometries
both within the vacuum and solution models. The large stabilization stems
from a rearrangement, which enables the formation of the above mentioned
hydrogen bond between the sulfone and H29, represented by the interatomic
distance between the hydrogen and the corresponding sulfur atom S1 (Figure
4.5).

4.1.2 TabuSearch with Semi empirical Methods

Whereas the first scan using the Charmm force field was computationally
very efficient, there remain uncertainties due to the assigned force field pa-
rameters. Hence, a second scan with CAST was started, employing the
MOPAC program for the energy evaluations based on the semi empirical
PM7 method. [45,186,187,188,189,190] Besides the exchange of the energy func-
tional, the parameters for the CAST program have been left identical to
those used in the first scan. Employing the PM7 method, a total of 56 min-
imum geometries was found out of which six geometries could be removed
right from the start. As already experienced in the previous search, these
geometries correspond to the Z-conformer of TS793 which is not in the focus
of the current investigations. The remaining 50 minimum structures exhibit
energies in a range of about 40 kJ

mol
as given Figure 4.6. In order to deliver

results comparable to those of the preceding run, each geometry was further
refined using Turbomole and DFT with B3LYP/TZVP as before. Again two
series were conducted computing the molecule in vacuum or approximating
aqueous solution using the COSMO with its standard parameters and an ε-
value of 78.39 in consistency with previous calculations. The corresponding
energies are also given in Figure 4.6.

Obviously, the first four minimum geometries are by far more favorable
than the remaining ones throughout all methods used. The low energies
originate from the intramolecular hydrogen bond, which can be found only
for these four geometries. Due to this hydrogen bond, the methylamine sub-

61



4 - Influences on the Electron Density of Molecules

0

10

20

30

40

50

re
la

ti
ve

en
er

gy
[ kJ m

o
l]

0

10

20

30

40

50

re
la

ti
ve

en
er

gy
[ kJ m

o
l]

0

10

20

30

40

50

re
la

ti
ve

en
er

gy
[ kJ m

o
l]

3

3.5

4

1 2 3 4 5 6 7 8 9 10 11 12

d
is

ta
n
ce

S
1
-H

2
9

geometry index number

3

3.5

4

1 2 3 4 5 6 7 8 9 10 11 12

d
is

ta
n
ce

S
1
-H

2
9

geometry index number

3

3.5

4

1 2 3 4 5 6 7 8 9 10 11 12

d
is

ta
n
ce

S
1
-H

2
9

geometry index number

CharmmCharmm
vacuum

Charmm
vacuum

COSMO

CharmmCharmm
vacuum

Charmm
vacuum

COSMO

Figure 4.5: Top: relative energies of the 12 unique minimum geometries
ranked by the energies obtained with Charmm; Bottom: iter-
atomic distance between the S1 and H29 atom indicating the pres-
ence of absence of the intramolecular hydrogen bond. ”vacuum”
denotes a refinement with B3-LYP/TZVP while an additional
solvent model was used for ”COSMO”.
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Figure 4.6: Minimum Energies of all 50 E-conformer geometries obtained
from the TabuSearch run using MOPAC and the PM7 method
as well as relative energies computed for the geometries refined in
vacuum (pure DFT) and solution (additionally with COSMO).
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stituent is oriented almost coplanar with the vinyl scaffold. Differences can
be found in the relative orientation of the phenyl ring and the thiomethyl sub-
stituent which are in anti-conformation for the first but in syn-conformation
in the next three minima. Although having an almost negligible effect on
the overall energy, this causes the first minimum to be the global one for
the PM7 method whereas both DFT approaches find the energetically low-
est geometry among the almost identical geometries two to four. However,
both minimum geometries correspond nicely with the two most favorable
ones determined from the TabuSearch on the force field level. The same
holds true for the energetically elevated geometries, which all correspond to
geometries, which are missing the intramolecular hydrogen bond and thus its
stabilizing effect. A cluster analysis of the obtained geometries showed, that
using either Charmm or PM7 as energy functional during the TabuSearch
run within CAST resulted in a complete scan of the conformational space of
TS793 with a good correspondence between the obtained geometries. A fur-
ther refinement of these geometries using DFT methods results in virtually
identical geometries.

4.2 The Model Systems

In line with previous investigations, [18] the current study comprises theoreti-
cal calculations on the TS793 molecule in the non-covalent enzyme-inhibitor
complex as well as within the crystal of the pure compound. The crystal
model is based on the experimentally determined crystal structure of TS793
without major modifications. The protein complexes have been derived from
the covalent complex of K11777 and are the final step of computing the
bond formation back to the non-covalent complex. Additional calculations
were carried out for the isolated molecule in vacuum as well as for the sol-
vated species, approximating liquid aqueous surrounding by the use of the
COSMO. [185]

4.2.1 Estimation of Reaction Energies

The TS793 molecule was selected as model compound for investigations
on possible inhibition reactions with Rhodesain as a series of preliminary
quantum mechanical calculations showed favorable thermodynamics among
the potential reactions between the molecule and the active site cystein of
the protein. The quantum mechanical model system contained the TS793
molecule and, to approximate the cystein and histidine residue, a methylth-
iolat and a proton. [180] The possible reactions between these compounds are
sketched in Figure 4.7. They can be divided into two groups depending on
the initial nucleophilic attack taking place either at the α- or β-carbon atom
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of TS793. The emerging anion can then be protonated, leading to the addi-
tion products shown in the top and bottom center. Furthermore, any of the
four substituents could be forced out as leaving group either directly from
the intermediate anions (vinylic substitution) or as a result of an addition-
elimination reaction from one of the addition products described before.

The substitution pattern of TS793 was guided by the idea of a covalent but
reversible inhibitor which required the chemical reaction with the methylth-
iolate to be thermodynamically neutral. Hence, the TS793 also carries a
thiomethyl substituent which, upon substitution, yields a reaction energy
of exactly zero. Yet to assure that this reaction takes place, the reaction
energies for the alternative reactions have to be higher. This was estimated
using the quantum mechanical model with the obtained energies given in
Table 4.1. [180]

reaction added compound(s) leaving group reaction energy
[
kJ
mol

]
minimal alternative [180]

α-addition MeS−, H+ none +114 +80
substitution MeS−(H+) PhSO−2 /PhSO2H +17 +17
substitution MeS−(H+) CN−/HCN +60 +67
β-addition MeS−, H+ none +57 +84

substitution MeS−(H+) NMeH−/NMeH2 +85 n.a.
substitution MeS−(H+) MeS−/MeSH ±0

Table 4.1: Reaction energies estimates from the model system comprising
TS793 and methylthiol. The reaction energy given in the last line
refers to an isoenergetic reaction, thus it is by definition ±0 kJ

mol
.

Although the energies determined by Schneider et al. [180] already depict
the desired preference for the substitution of the thiomethyl substituent, the
computations have been carried out only on selected conformations of the
potential products. Therefore, another set of TabuSearch computations was
started for each of the components appearing in Figure 4.7. The searches
within the conformational space of each of the molecules were carried out
identically to those described for the TS793 molecule itself. Due to the much
smaller computational demands, only the Charmm force field was used in the
actual TabuSearch calculation while all obtained minimum geometries have
been refined using DFT employing the COSMO. Reaction energies were then
estimated by using the minimum energies of reactants and products for each
of the six reactions. These values are given in Table 4.1. Due to the use
of additional conformers, some of the energies differ significantly from the
ones previously calculated. Nevertheless, the general trend observed before
is retained with any other reaction but the substitution of the thiomethyl
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TS793

+MeSH
α-addition

+MeSH
-PhSO2H

substitution

+MeSH
-HCN

substitution

+MeSH
β-addition

substitution
+MeSH
-NH2Me

substitution
±MeSH

Figure 4.7: Chemical model reactions between TS793 and methylthiole com-
prising addition of methylthiolate in α- or β-position with respect
to the sulfonyl-group and subsequent protonation (addition) or
elimination of one of the former substituents (vinylic substitu-
tion). For substitution products, also an addition-elimination-
mechanism is imaginable.
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substituent leading to an endothermic reaction. Comparing the reaction
energies of the α- and β-addition reaction, the almost twice as large value
for the α-addition is in line with the crystal structures of K11777 in its
enzyme-inhibitor complex, which is also the product of the more favorable
β-addition. Although disfavored by the energy difference between reactants
and products of the corresponding model system, the β-addition can still
be expected to be an alternative reaction to the substitution which could
further increase the residual time of the inhibitor. Hence, the complexes
of TS793 with Rhodesain still represent an interesting model system to be
studied with respect to the reaction mechanism as well as for more detailed
investigations on the mutual interactions between the enzyme and inhibitor
on an electronic level.

4.2.2 The Crystal Environment

A necessary prerequisite for the comparison different environmental influ-
ences was the existence of a suitable crystal structure of the pure compound.
For the TS793 molecule, such a crystal structure has recently been deter-
mined and was used as a basis for the preparation of the corresponding the-
oretical model. [21] The crystal structure of TS793 has a monoclinic unit cell
with only minimal deviations from a perfectly cuboid shape (β ≈ 99.943◦).
The cell vectors have lengths of 7.9Å, 11.3Å and 14.1Å, and the unit cell con-
tains four symmetry related copies of the TS793 molecule. Fortunately, no
disorder has been found such that all atomic coordinates are unambiguously
defined.

Within the crystal structure of TS793, the molecule can be found in a
geometry closely resembling the global minimum structure found during the
TabuSearch investigations on the isolated molecule. Therefore, almost no en-
ergy in required for the molecule to adopt a favorable geometry prior to the
crystallization process. Furthermore, this geometry allows the formation of
dimeric structures between two molecules of TS793. These dimers are held
together by two strong hydrogen bonds between each pair of sulfone and
methylamine substituents as depicted in Figure 4.8. An interesting feature
of the hydrogen bond network is an almost equal length of the intramolec-
ular (2.14Å) and intermolecular (2.26Å) hydrogen bonds. A more detailed
analysis on them will be given further down.

Crystals are almost by definition periodic with respect to their molecular
structure, thus using a computational model that exploits this periodicity
seems an obvious choice. Nevertheless, the results obtained for the crystal
model should then be compared with the other system which all lack a pe-
riodic symmetry. Hence, also for the crystal no periodic model was used. In
line with the calculations used in the investigations of protein complexes, a
representative fragment of the crystal structure was generated with a small
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Figure 4.8: Sketch of the crystal structure of TS793. Dimers are formed
via two strong hydrogen bonds between pairs of TS793, indi-
cated by transparent bonds. Further interactions with surround-
ing molecules are relatively unspecific.
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region comprising a single up to a few individual molecules being described
by density functional theory while treating any of the surrounding molecules
by means of classical mechanics only. In the case of TS793, building up
the crystal was a straightforward procedure, as the crystal structure of that
molecule only comprises only one chemical compound without further sol-
vent molecules, ions or other additives. Hence, the crystal fragment was
built using the new Decifer program, resulting in system compatible with
the force field programs used. The parameter set for the TS793 molecules
was identical to that used in the TabuSearch investigations before with the
molecular topology and parameters being generated using Swissparam [164]

and the atomic charges replaced with the AIM charges calculated separately.
In order to avoid biases due to boundary effects, the crystal fragment was
constructed from 1815 unit cells (15×11×11) resulting in a roughly cuboid
structure of 115Å×115Å×145Å, containing 7260 molecules or 210,540 atoms.

4.2.3 The Protein Environment

As mentioned before the TS793 is derived from the K11777, thus also its
enzyme-inhibitor complexes have been calculated from a modified structure
with the crystal structure of K11777 and Rhodesain (pdb ID 2p7u [179]) being
used as a basis. In a preliminary series of force field and combined QM/MM
calculations, one of my colleagues managed to compute the detachment of
TS793 from the active site cysteine reaching the geometry of the non-covalent
complex.1 The corresponding system comprises the protein and the TS793
molecule with a solvation sphere of about 25Å radius around the inhibitor.
Within this structure, the catalytic dyad resides in its zwitterionic form
with Cys25 being deprotonated and His162 having protons both at the δ-
and ε-nitrogen center. The TS793 molecule is located at a distance of 3.2Å
measured between the nucleophilic sulfur atom of Cys25 and the Cβ atom of
the inhibitor. In contrast to the crystal structure, TS793 is not found in the
favorable geometry having the intramolecular hydrogen bond. Instead, the
aminomethyl substituent is rotated nearly 180◦, such that the H29 atom is
directed towards the carbonyl oxygen atom of Gly23. The orientation and
distance (2.64Å) however indicate, that though stabilizing, this interaction
is no real hydrogen bond. A comparison between this complex and the
crystal structure of K11777 revealed another interesting feature concerning
the orientation of the phenyl ring. Within the enzyme-inhibitor complex
of K11777, the phenyl ring is directed away from the protein towards the
solvent, probably being stabilized by interactions with the adjacent aromatic
ring of the homophenylalanin substituent of K11777. In the complex of
TS793 however, the phenyl ring is rotated about 120◦ around the Cα-S1

1unpublished results
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bond, such that it lays flat against the protein surface, mainly the aromatic
system of Trp184. A similar deviation was already reported between the
crystal structure of K11777 and Rhodesain when being compared to crystal
structures of cruzain and K11777 or falcipain and K11017, another closely
related vinylsulfone with an identical chemical structure in the vicinity of the
vinyl scaffold. The orientation of the phenyl ring was observed to correlate
with the spatial demands of the side chains of Met145 (Ala166 in cruzain),
leaving enough space for the ring to lay flat against the protein within cruzain
and falcipain but blocking this position in rhodesain. However, the authors
also report, that there might be a significant transition between the two
orientations leading to an equal population of the two positions with only
one of them being provided in the crystal structure data set. [179] Whereas
the steric interactions between the phenyl ring and the Met145 residue can
be used to rationalize the preference of either one or the other of these
structures, a much stronger impact is expected to arise from the sulfone group
itself, forming several hydrogen bonds with the protein. Within the crystal
structure 2p7u, the atomic positions indicate three hydrogen bonds being
formed between the sulfone oxygen atom O4 and the N-H functions of Gln19,
His162 and Trp184. With these three hydrogen bonds, the sulfone group
acts as anchor, holding the adjacent vinyl group in a position allowing the
covalent attachment to the active site cysteine to happen. Although rotated
about 120◦ with respect to this crystal structure, the formation of these three
hydrogen bonds is still possible within the calculated non-covalent complex,
thus contributing equally to the energy of either of the orientations of the
phenyl ring. However, the distances between the corresponding heavy atoms
are significantly larger in the non-covalent complex when being compared
to the crystal structure, which indicates a tighter fixation of the covalent
adduct and a probably more negative reaction energy.

4.3 Calculations

Based on the introduced above several series of calculations have been con-
ducted. A basic type of calculations is the optimization of the geometry by
minimizing the potential energy. Furthermore, as a comparison between the
internal influences and those arising from changes in the environment is to
be made, the electronic structure has to be evaluated for any of the geome-
tries of TS793 determined for the diverse systems by keeping the geometry
fixed but changing the environment to all possible combinations. Once all
electron density distributions are obtained, observable quantities can be com-
pared such as the absolute electron density at selected points in space, the
molecular dipole moments or the total energy. Also the analysis of the elec-
tron density by means of AIM is envisaged. Furthermore, a more qualitative
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approach is followed by looking at the electrostatic potential or the dnorm
parameter and compare them between the individual systems.

4.3.1 Crystal Structure of TS793

For the calculations on the crystal fragment of TS793 a validation of the
methods as well as the structure itself was necessary. Once a satisfying qual-
ity was reached, the electron densities of various subsystem were computed
and analyzed.

Verification of the Force Field

With the crystal fragment constructed from the crystallographic information
file using the Decifer program, a system for force field calculations was set
up. The parameters have been generated via Swissparam [164] with atomic
charges taken from AIM calculations on the isolated molecule. As the calcu-
lation was primarily intended to verify a reasonably good representation of
the system, a minimization of an ellipsoidal region around a central molecule
within the crystal fragment was conducted. Whereas any molecules within
this region (≈60Å×45Å×45Å) were allowed to relax freely, the surrounding
atoms have been rigidly fixed at their initial coordinates derived directly
from the crystal structure. With this setup, the flexibility within the active
region should be large enough to reveal structural changes due to the force
field description while the electrostatic influence of the crystal is assumed to
be adequately modeled by the surrounding layers. To avoid issues due to the
truncation of coulombic interactions, the calculation was conducted without
any cutoff for the electrostatics. Boundary effects originating from the finite
crystal fragment used are expected to be negligible due to the large thick-
ness of the layers encompassing the active region and their rigid fixation.
The minimization was carried out using the NAMD [29] program because of
its beneficial implementation of parallel computations. However, NAMD
does not provide a convergence criterion for minimizations but only accepts
a predefined number of minimization steps. The number of steps was thus set
to 2,000,000 and the convergence was monitored by the convergence of the
RMSD value measured along the trajectory. Using the 6728 atoms that were
allowed to relax as reference point, the RMSD value in the atomic positions
converged to less than 0.7Å within the first 6,000 steps of the minimization,
after which the calculation was terminated. The deviations in the positions
of the individual atoms were found to differ by up to nearly 1.8Å, however
this has been found to only occur within the center of the active region. Fur-
thermore, adjacent atoms move almost in unison therefore resulting in only
negligible geometry changes within each single molecule but translations of
the molecules as a whole. The largest RMSD values are thus the result from
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smaller but accumulated inaccuracies in the description of intermolecular
forces, not unexpected for the use of Charmm with a system well outside
the structures it was developed for. Internal changes in the geometry have
only been observed for the aminomethyl substituent, for which the force field
parameters resulted in a slight pyramidalization of the amine. The reason
might be the lack of conjugation between the amine and the vinyl scaffold
in a coplanar arrangement which can not be properly described within the
force field. Despite the issues observed with the position of individual atoms,
the geometry of the whole system and especially that of individual molecules
remained well within a reasonable range. This also indicates, that the use
of AIM charge as atomic charges does not introduce additional artifacts.
Therefore, the Charmm force field performed unexpectedly well for the ac-
tual system. However, to avoid any biases, subsequent calculations on the
crystal fragment have been performed without any relaxation of atoms which
are treated by classical mechanics.

QM/MM Optimizations on Monomers and Dimers

The determination of the electronic structure of TS793 within its crystal
surrounding requires the use of combined QM/MM methods being able to
describe the electron density within the TS793 molecule but still taking the
electrostatic interactions with its surrounding into account. However, simple
taking the provided crystal structure of TS793 and computing its electronic
structure is not sufficient. The electron density distribution within a molecule
is very sensitive to the exact geometry of the compound [58] and requires a
properly optimized structure at the same level of theory that is used to
determine the electron density itself. Hence, optimizations of TS793 and
selected dimers had to be conducted using density functional theory (B3-
LYP/TZVP) to optimize the corresponding model systems. The environment
was kept at its initial geometry such as to introduce as little bias to the system
as possible. Its influences onto the model system were captured using the
electrostatic embedding. Due to the structure of the crystal fragment, there
was no need for covalent bonds to cross the boundaries between QM and MM
subsystems thus rendering their special treatment obsolete. All optimization
have been verified by numerical frequency calculations, none of which yielded
imaginary frequencies.

As all molecules within the crystal structure of TS793 experience exactly
the same environment due to their symmetry relations, calculating the opti-
mal geometry for a single monomer was sufficient. As the molecules occur in
enantiomeric pairs with respect to the plane of the vinyl scaffold, a monomer
was chosen which resembles most closely the geometry of TS793 within
the protein complex. The calculation was carried out using the ChemShell
package. [51] The changes between the crystal structure and the optimized

72



4 - Influences on the Electron Density of Molecules

monomer geometry are rather low with a displacement of less than 0.5Å
for any individual atom and an RMSD value of about 0.2Å averaged over
the whole molecule. Whereas bond lengths are hardly affected, the most
significant changes are found in the position of the H29 atom, caused by a
small rotation of the aminomethyl substituent around the C8-N6 bond. This
change however results in an increase of the hydrogen bond between H29 and
O3. As the latter is embedded in a hydrogen bond network between two ad-
jacent molecules, another QM/MM optimization was performed in which the
QM system was enlarge to encompass both molecules of the dimer. Hence,
all four hydrogen bonds between the sulfone and aminomethly substituents
of the two molecules are treated on an equal theoretical basis. This is well
reflected in the optimized geometry which exhibits an almost complete equi-
libration of the hydrogen bond lengths between the intra- (2.18Å) and the
intermolecular (2.5Å) hydrogen bonds. Interestingly however is that the
vinylsulfone scaffolds remain closer to their initial geometry than that of
the monomer calculation before. Also the overall RMSD value is reduced
to only 0.35Å. The almost identical hydrogen bond lengths seem to stem
from a combination of a resonance assisted hydrogen bond within each of
the monomers [191,192] and the effect of the dimerization of two such moi-
eties within the crystal. The optimizations of other possible dimers between
adjacent TS793 molecules again lead to slightly larger deviations between
the optimized geometry and that within the experimental crystal structure
(0.5Åand 0.55Å). This holds true especially for the molecule that was re-
laxed during any of the optimizations described here. The most plausible
explanation is the weak interaction between the monomers within the latter
two system which results in geometries very close to that of the optimization
of a single molecule.

4.3.2 Protein Complexes

For the enzyme-inhibitor complex, the provided structure contains the non-
covalently bound TS793 molecule and the active site residues in their zwit-
terionic, catalytically active protonation state. Yet in order to estimate en-
vironmental influences, especially electrostatic interactions, also the neutral
form of the two residues is of interest. Although being catalytically active
only in the zwitterionic state, the enzyme might reside in its neutral form
while being uncomplexed and change into its active form only before or dur-
ing binding of the inhibitor or even later during the final chemical reaction.
Also for the TS793 molecule itself, several possibilities have to be considered.
The provided non-covalent complex is formed with the TS793 molecule lack-
ing its intramolecular hydrogen bond. This is a result of the optimization
process of the lead structure, for which the aminomethyl function was intro-
duced to maximize the binding affinity via the formation of a hydrogen bond
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towards the carbonyl oxygen of Gly23. Whereas this hydrogen bond can
readily be established in the covalent complex, it get significantly weakened
during the detachment of the inhibitor. Hence, several additional calculations
had to be performed to investigate the effect of rotating the aminomethyl
substituent and thus the presence or absence of the intramolecular hydrogen
bond as well as investigations on the protonation state of the catalytic dyad
and possible pathways for the proton transfer between them.

Covalent Complex with high binding affinity

In a preliminary step, the provided complex had to be converted from the
Amber force field that was used previously to the Charmm one employed
within this work. The parameterization within Charmm was straight for-
ward as the parameters for TS793 had been generated previously for the
crystal fragment while the protein and water molecules are contained in the
standard parameter set already. Following the translation of coordinates,
topologies and parameters, a preliminary optimization of the geometry was
performed, again using QM/MM methods. Due to the aim of studying the
bond formation with the protein as well as the proton transfer between two
amino acid residues, the TS793 as well as the Cys25 and His162 residues to-
gether formed the QM subsystem. This first optimization converged within
few cycles and the resulting geometry did resemble that of the provided
complex almost perfectly.

In a next step, the proton transfer between the His162 and Cys25 residues
should be modeled. The corresponding calculations on the reaction path
and the corresponding energy profile had been conducted in form of a poten-
tial energy surface using the program package described in the programming
chapter. The definition of the system was made identically to that of the first
optimization. Additional constraints were used as coordinates for controlling
the degree of the proton transfer. The selected distances were those between
the cysteine sulfur atom and the transferred proton as well as the distance
between this proton and the Nδ atom of His162. Using a second coordinate
for the transfer allowed a mode precise localization of the transition state and
thus a more reliable activation barrier for the proton transfer reaction. The
calculation of the reaction path succeeded without any technical difficulties
while the energy profile revealed two clearly defined minima, one for each
of the proteins protonation states. While the geometries of the two minima
are as expected very similar to one another, the negligible energy difference
between them was not. With the geometrical and energetic similarity be-
tween the two minima and the only moving particle being a proton, also the
activation barrier is very low (≈ 8− 10 kJ

mol
).

Additionally to the calculations on the proton transfer reaction, also the
bond formation process with the accompanying protonation of the inhibitor
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was modeled using the same model system. The constraints used were
changed to the distance between the nucleophilic sulfur atoms of the Cys25
residue and the Cβ atom of TS793 and the second distance between the Cα

atom and the proton on His162. Whereas the activation barrier for this re-
action was of lesser interest, the energy difference between non-covalent and
covalent complex was. It was determined to about +60 kJ

mol
, being clearly

endothermic and in good agreement with the estimations from the preceding
QM calculations. The geometry of the covalent complex was found to be
very similar to that of the K11777 inhibitor within the crystal structure, ex-
cept for the rotated phenyl substituent mentioned earlier. A comparison of
the hydrogen bond network between the sulfone and the adjacent amino acid
residues revealed a much better resemblance of the bond distances compared
to the non-covalent complex. The corresponding heavy atom distances are
given in Table4.2.

system O4-NHis162 O4-NTrp184 O4-NGln19

2p7u [179] 3.54 3.15 2.89
covalent no H-bond 3.88 3.47 2.82
covalent H-bond 3.62 3.12 2.85
non-covalent no H-bond; zwitterion 4.14 4.21 3.43
non-covalent no H-bond; neutral 4.40 4.61 3.36
non-covalent H-bond; zwitterion 4.61 4.79 3.56
non-covalent H-bond; neutral 4.54 4.83 3.52

Table 4.2: Heavy atom distances measured between the heavy atoms of the
sulfone and the adjacent amino acid residues participating in the
hydrogen bond network anchoring the sulfone moiety to the active
site of Rhodesain. All distances are given in Å.

Covalent Complex with Intramolecular Hydrogen Bond

Whereas the TS793 appears to be suitably stabilized within the covalent
complex due to the hydrogen bond formed between its H29 atom and the
Gly23 residue, a direct comparison with the crystal structure is not possible
as the geometries differ too largely from each other. Hence, the aminomethyl
substituent was rotated within the non-covalent complex by ≈ 180◦ such that
the formation of the intramolecular hydrogen bond is possible again. This
was performed on both non-covalent complexes such that the two proto-
nation states of the enzyme are taken into account for. An unconstrained
minimization of both structures was conducted followed by another reac-
tion path calculation for the proton transfer reaction. As expected, the
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formation of the intramolecular hydrogen bond has a large stabilizing effect,
lowering the energies of the non-covalent complexes where it is present by
about −35 kJ

mol
with respect to those that lack this bond. While the difference

in energy between the two protonation states is still very low, in the pres-
ence of the intramolecular hydrogen bond the zwitterionic state is favored
by −4 kJ

mol
. Depending on the direction of the proton transfer, the activation

barrier is ≈ 6− 10 kJ
mol

. Compared to the non-covalent complexes lacking the
hydrogen bond, the interactions between enzyme and inhibitor appear to be
weakened as the heavy atom distances between the sulfone oxygen atom and
the adjacent heavy atoms of the hydrogen bond donor residues are increased
by about 0.2Å. With the hydrogen bond formed between the sulfone and
the aminomethyl substituent of TS793, a second reaction path for a poten-
tial bond formation between Rhodesain and TS793 was computed. Except
for the modified starting geometries, the reaction path was approximated
identically to the one computed before. The obtained geometry for the cova-
lent enzyme-inhibitor complex resembles that of the other covalent structure
quite well with the only exception being the rotated aminomethly group. Es-
pecially in the position of the amino acid residues that constitute the active
site region, only marginal deviation can be observed. Interestingly, despite
the large differences in the aminomethyl group and corresponding hydrogen
bonds, the relative energies of the two covalent enzyme-inhibitor complexes
are almost identical. Together with the non-covalent complexes, this results
in three energy levels. The most favorable structures are non-covalent com-
plexes in which the intramolecular hydrogen bond of TS793 is present. The
protonation state of the enzyme hardly affects the energy being only slightly
in favor for the zwitterionic one. The next energy level (≈ +35 kJ

mol
) com-

prises the non-covalent complexes in which TS793 lacks its hydrogen bond
and thus its stabilization. The highest energy level (≈ +95 kJ

mol
) contains the

two covalent complexes as products of the addition reaction.

4.3.3 Electron Density Determination

In order to separate the internal and environmental influences on the electron
density of TS793, several new subsystems had to be set up. In order to re-
move effects that arise from the molecular geometry, calculations have been
performed on TS793 in various environments but using the same geometry.
For example taking the geometry of TS793 from the optimized crystal frag-
ment, the electron density distribution was determined under consideration
of the surrounding via a field of point charges, neglecting any environmental
effects by performing a vacuum calculation as well as approximating liquid
aqueous surrounding by using the COSMO. Whereas these systems could
readily be derived from the QM/MM calculations on the crystal fragment,
the non-covalent protein complexes needed some further preparation. During
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the corresponding QM/MM calculations, not only the TS793 molecule but
also the Cys25 and His162 residues were treated by using quantum mechan-
ics. Nevertheless, being only interested in the electron density of TS793, the
QM system had to be reduced to only that molecule. The Cys25 and His162
residues were thus incorporated into the field of point charges around TS793
by placing the atomic charges from the force field parameters at the corre-
sponding coordinates. For an easier reference to the large set of subsystems,
labels were assigned according to Table 4.1.

environment for electron density determination
geometry optimization crystal protein vacuum solution

crystal cc - cv cs
protein - pp pv ps
vacuum - - vv vs
solution - - sv ss

Table 4.3: Table of the subsystems derived from QM/MM calculations on
the crystal fragment or the protein complexes. The first letter
denotes the model system used to optimize the geometry whereas
the second one indicates the environment used for the electron
density determination only.

In addition to calculations using only the TS793 molecule to determine
its electron density, further computations have been performed for the dimer
system in the crystal fragment as well as larger systems comprising the TS793
molecule and all adjacent molecules or residues. The latter are then used
for the AIM analysis of the interaction pattern, especially in its differences
between the crystal fragment and the protein complexes as well as among
these complexes.

4.3.4 Molecular Dipole Moments

A quantity, that can readily be extracted from quantum mechanical calcu-
lations is the molecular dipole moment µ. It can be used as a measure for
the polarization of the electron density. Furthermore, the dipole moments
provide the possibility to verify the correlation between the actual electron
density determinations and the latter AIM analysis, as dipole moments could
be derived from both types of calculations. Fortunately, the dipole moments
derived from either sort of calculations were virtually identical, thus only a
single value for each system is given below.

Most obviously from Figure 4.9 is that the computed dipole moments are
indeed highly sensitive to the surrounding. Values computed for the isolated
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Figure 4.9: Molecular dipole moments calculated for TS793 within the four
non-covalent enzyme-inhibitor complexes as well as within the
crystal fragment. Each curve represents one of the three possi-
ble environments, explicit modeling of all surrounding atoms by
QM/MM, vacuum calculations without any environmental influ-
ences and aqueous solution modeled with COMSO. All dipole
moments are given in Debye.
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molecule are about 30% lower than those obtained within the QM/MM calcu-
lations or those employing COSMO. This trend is consistent throughout the
complete series. Concentrating on the dipole moments computed in vacuum,
one can clearly see the influence of the molecular geometry on µ. Among the
protein-derived systems, the intramolecular hydrogen bond seem to decrease
the polarization of the electron density with the dipole moment being about
1 to 1.5 Debye below those of geometries without the H-bond. The geometry
of the crystal structure however also possesses the intramolecular hydrogen
bond, yet its dipole moment exceeds that of any other system by at least 2
Debye. The reason for that was found in separating the dipole moment of
the whole molecule into its atomic contributions. Based on the AIM calcula-
tions, the largest contributions to µtotal originate from the oxygen atoms of
the sulfone and the nitrogen atom of the cyanide substituent. Further contri-
butions results from the atomic dipole moments of the vinyl carbon atoms,
the second nitrogen center and the thiomethyl sulfur atom. Although be-
ing almost equal in their absolute values between the protein and crystal
derived systems, the orientations of these contributions differ significantly.
Especially the orientation of the thiomethyl substituent is nearly reversed,
thus adding up with that of the sulfone within the crystal geometry but
decreasing that of the protein derived systems.

Going from the vacuum systems to those using COMSO, a large increase
in the molecular dipole moments can be observed. This is in good agreement
with the expectations. The COSMO works by placing small charges around
the computed system which stabilize a charge separation within the molecule.
Hence, using COSMO in the calculations, all structures are expected to
exhibit a larger polarization and, concerning the energies, the more polar a
structure is, the larger the energetic stabilization can be. For the investigated
system, this trend could clearly be found. Whereas the trend in the computed
dipole moments for the five systems did not change, the spread of values
increase spanning a range of more than 4 Debye, whereas that of the vacuum
system had been determined to be well below 3 Debye.

The third curve depicted in Figure 4.9 represents the dipole moments of
TS793 calculated with an explicit modeling of the crystal or protein sur-
rounding. Although being conceptually different to the two previous series,
the trend of dipole moments still remains the same as before. A comparison
between the curve of the values calculated using COSMO with that consider-
ing the explicit environment exhibits an astonishingly good correspondence.
Whereas the COSMO is effectively developed to stabilize polar structures,
both the protein and crystal surrounding seem to have a comparable effect.
Especially for the crystal structure, the dipole moment even exceeds that
obtained with COSMO, indicating that the stabilization of large dipole mo-
ments within this system is considerably large. Similar finding are reported
for several other crystal structures as well, [193,194] although the stabilization
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does not seem to be a universal property of crystals in general.

4.4 AIM Analysis

The AIM calculations were started from wavefunction files (*.wfn) that con-
tain the analytical solution to the electron densities optimized using the
Turbomole package. For the conversion, the tm2molden and the molden2aim
tools have been used. The program for the AIM computations that has been
used in this work is AIMAll. [195] To validate some of the results, further pro-
gram have also been used such as AIM2000 [196] or MultiWFN. [197] However,
all results shown below result from calculations with AIMAll.

As the strongest interactions of TS793 with its surrounding were expected
to be found in the electron densities of the sulfone moiety, the corresponding
S=O double bonds have been studied. However, the differences in the elec-
tron densities within each of these bonds as well as between them are below
0.01 e

a3
. Even the laplacian values hardly differ with a maximum deviation of

less than 0.2 e
a5

. Similar findings have been made for any other bond within
TS793, except for the intramolecular hydrogen bond betwewen S1 and H29.

4.4.1 Intramolecular hydrogen bond

To give an estimate on the strength of the intramolecular hydrogen bond
being formed between the H29 atom and one of the two sulfone oxygen
atoms, the corresponding systems except the two protein complexes lacking
this bond have been analyzed. For the comparison, the electron density ρ has
been measured at the bond critical points of the hydrogen bond ρBCP (OH)
as well as the BCP of the bond between the amine nitrogen N6 and the
proton ρBCP (NH). The measured values are given in Table 4.4.

Most obviously, the density measured along the N-H bond, constituting
a usual, covalent bond, is roughly ten times as large as that determined for
the O· · ·H bond. This trend could be observed throughout all investigated
systems. Concentrating on the values of the hydrogen bond, the solution
model and the protein complexes agree well with each other, while the crys-
tal fragment and the vacuum calculations yield significant different values.
As one could expect from the vacuum system, the only one having no envi-
ronment around the TS793 molecule at all, the hydrogen bond is found to
be very strong with about 20% more charge accumulation at the BCP com-
pared to the protein and solution models and almost three times as much
as that found in the crystal fragment. The large value originates from the
hydrogen bond being the only stabilizing effect within the vacuum model
which thus is a dominating factor. Within all other systems, the strong pos-
itive polarization at the N-H function and the negative polarization of the
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O4/O4 · · · H29 bond
system ρBCP (OH) ∇2ρ(OH) ε(OH)
global optimum in vacuum 0.0350 0.1237 0.0669
global optimum with COSMO 0.0278 0.1060 0.0591
crystal fragment 0.0123 0.0524 0.6705
protein, zwitterion 0.0278 0.1055 0.0306
protein, neutral 0.0291 0.1087 0.0563

N6 - H29 bond
system ρBCP (NH) ∇2ρ(NH) ε(NH)
global optimum in vacuum 0.3328 -1.8383 0.0438
global optimum with COSMO 0.3358 -1.8679 0.0404
crystal fragment 0.3174 -1.7473 0.0385
protein, zwitterion 0.3295 -1.8398 0.0382
protein, neutral 0.3338 -1.8693 0.0396

Table 4.4: Values determined via AIM analysis at the bond critical points of
the two bonds with H29 and adjacent heavy atoms. Densities ( e

a3
)

and ∇2 values ( e
a5

) are given in atomic units, bond ellipticities as
dimensionless numbers.

sulfone group get significantly reduced due to a stabilization by neighboring
residues or the solvent model. In the crystal model however, the measured
density at the BCP(OH) is unexpectedly small, indicating a much stronger
interaction of the N-H and sulfone groups with the environment than within
any other system. The reason can be found in the formation of dimeric
structures within the crystal fragment in the shape sketched in 4.8. For
each H29 atom of either monomer, not only one but two chemically identical
oxygen atoms are available, sharing the stabilizing contributions and thus
the electron density. This effect even extends to the density between the
H29 and the N6 atom, for which nearly identical densities are found in all
systems, except for the crystal model. Here, the density is reduced by up to
5% compared to the four other model systems. The decrease in ρBCP (NH)
for the crystal system is also reflected in the ∇2 value being the least nega-
tive among all systems indicating a smaller charge accumulation at the BCP.
For ρBCP (OH) however, the ∇2 values in contrast to the lowered electron
density. A closer look at the density distribution around the BCP revealed,
that although ρBCP (OH) is reduced, an increase in the density above and
below the plane of the two H29 and the sulfone oxygen atoms could be
found. This π-like distribution is also reflected in the bond ellipticites ε,
which show almost perfectly rotational symmetry for the hydrogen bond in
vacuum, solution or the protein complex, but a significant distortion within
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the crystal structure. The values of εBCP (OH) = 0.6705 even exceeds that
of prototypical carbon=carbon double bonds which usually reach up to only
≈ 0.45. The reason for the extraordinary electron distribution around the
hydrogen bond within the crystal fragment arises from the unique chemical
substructure which not only comprises a quadrilateral shape of two donors
and two acceptors, but which is in conjugation with the vinyl scaffold of both
monomers and, at least partially, the sulfone groups. Within each monomer,
the hydrogen bond can be interpreted as an example of the resonance as-
sisted hydrogen bonds reported by Gilli et al. [191,192] or Grabowski et al. [198]

Hydrogen bonds of this type are generally extraordinarily strong and exhibit
a significant degree of π-character as measured by the ε value for the current
system.

Interactions in the crystal

Compared to the hydrogen bond network between dimers of TS793 within
the crystal fragment, the interactions between adjacent molecules are much
weaker. Although further bond paths could be found, especially between the
hetero atoms of neighboring molecules, the low densities at the corresponding
BCPs hardly exceed a value of 0.005 e

a3
, the value usually used to determine

the outer sphere of a molecule. [24] Probably due to their proximity, a bond
path could be found between the oxygen atom, that does not participate in
the hydrogen bond network and one of the hydrogen atoms of the methy-
lamine substituent. However, this interaction could hardly be characterized
as hydrogen bond and originates mainly from the geometry and the opposite
polarization of the sulfone and the terminal methyl group. Similarly, BCPs
are found between the S2 atom and the N5 and O3 atoms participating in the
hydrogen bond network. Although being slightly above the value of 0.005 e

a3
,

these interactions are also mostly electrostatic in nature.

Interactions in the protein

Within the protein models, the most significant difference is of cause the
presence or absence of the intramolecular hydrogen bond in TS793. How-
ever, further bond paths with significant electron density at their BCPs could
be found. Most of these paths are located around the oxygen atoms of the
sulfone, which form several hydrogen bonds with adjacent water molecules.
Similarly, the cyanide substituent accepts a hydrogen bond from one of the
water molecules. According to ρBCP for these hydrogen bonds, they are
throughout stronger than the interactions between the O4 atom and the
Gln19, His162 and Trp184 residues which are supposed to anchor the in-
hibitor within the active site. In fact, no path directly connecting O4 and
any of the proton donor groups could be found in all four systems. Likewise,
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non of the non-covalent complexes exhibits a bond path between the Cys25
residue and the Cβ atom of TS793. The lack of such a path indicates the
necessity of significant rearrangements during the bond formation reaction
and partially explains the endothermicity of the bonding reaction.

4.5 Molecular Surfaces

In addition to the investigations carried out using the AIM theory, the com-
puted electron densities were compared in a visual inspection of their three
dimensional shape. Therefore, the molecular surfaces were drawn as isosur-
faces of 0.005 e

a3
, a value with closely resembles that of the van der Waals

radii [63] or Hirshfeld surfaces which are used in crystallography. [71] The ben-
efit of using isodensity surfaces is that they, contrary to van der Waals radii,
are able to reflect deformations originating from the chemical bonding within
the molecule and, in difference to Hirshfeld surfaces, can also be computed for
isolated molecules lacking and explicit surrounding. In Figure 4.10, several
such surfaces are shown for TS793 within the crystal fragment and model
systems derived from it.

The top row of this graphic shows the electron densities computed for
TS793 at the geometry within the crystal fragment but using different en-
vironments. The cv system is used as a reference, as it depicts the electron
density solely arising from the molecular geometry. Also computed within
cv, the electrostatic potential is mapped onto the surface. Displayed in this
manner, the graphic is expected to represent as good as possible the major
criteria that play a role in molecular recognition or intermolecular interac-
tions in general. For the TS793, the graphic clearly exhibits three positions
of negative polarization at the O3, O4 and N5 atoms, a more widespread
positive polarization of the thiomethyl substituent and the remainder of the
surface without specifically large charge accumulation. A comparison with
the cs model shows generally similar features whereas the absolute magni-
tude of polarization within the cs model clearly exhibits that of the cv model.
A similarly large polarization can also be found in the cc system, which very
closely resembles the cs system. The difference between the explicit model-
ing of the crystal environment in cc and the effect of COSMO in cs appear
to yield almost identical electron density distributions. One should, however
not forget, that an optimization of the molecular geometry with COSMO
would most probably also result in a change in the electron density. How-
ever, as the geometries are not too different, the solution model represents
already a rather good approximation to the full QM/MM calculation. Be-
sides the electrostatic potential of the TS793 molecule itself, the QM/MM
calculations also provided to possibility to calculate that of the environment.
It is given in Figure 4.10f. Comparing the electrostatic potential of TS793
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a) cv b) cs c) cc

d) dnorm e) ESPmol × ESPenv f) crystal environment

Figure 4.10: The top row (a to c) shows the isodensity surface of the elec-
tron density (0.05a.u.) computed at the optimized geometry
within the crystal fragment. The color coding, red for negative
and blue for positive values, represents the electrostatic poten-
tial (±0.025a.u.) arising solely from the molecule itself. Sub-
graphic f depicts the corresponding potential originating from
the crystal environment. The geometric parameter dnorm (±0.5)
is depicted in d and e visualizes the product of the electrostatic
potential of TS793 with that of its environment (±0.0025a.u.).
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with that of the crystal surrounding, one finds an almost perfect comple-
mentary between the two. This is even more obvious in Figure 4.10e, which
represents the product of the internal and external potentials. Regions of
opposite sign result in attraction between the components and are displayed
in red. Unpolarized regions result in small values, colored white whereas an
equal sign in the electrostatic potential would be display in blue. However,
such areas could not be found within the crystal structure, indicating that
potential repulsive forces are not present. Hence, both molecules with each
dimer can approach each other very closely, which can be seen in Figure
4.10d. The dnorm parameter being mapped onto the surface provides infor-
mation on the proximity of two molecules with respect to their vdW radii. In
a simplified fashion, white regions in dnorm represent exact vdW distances.
Blue regions indicate larger separations and red regions are found, where
particles approach each other more than their vdW radii would allow them
to do. The latter can be found at the dimer interface and correspond well
with the hydrogen bond network and the, obviously sterically determined,
interaction of the thiomethly substituent with the second oxygen atom of
the sulfone.

For the protein complexes, similar graphics have been prepared which are
given in Figures 4.11, 4.12, 4.13 and 4.14.

Figure 4.11 was derived from the protein complex having no H-bond within
the inhibitor and the catalytic dayd in its zwitterionic state. As indicated
in the top row, the same trend as that within the crystal fragment could
be observed with least polarization in the pv system and significant larger
polarizations in the other two. Again, the solution model can reproduce
the electron density distribution and the electrostatic potential of the full
QM/MM calculation rather well. As before, the electrostatic potential of
the molecule as compared to that of the environment and again a high com-
plementary was expected. Whereas this could be found at the upper half of
the molecule and the thiomethyl substituent on the right side, the correspon-
dence between the potentials between the TS793 molecule and the catalytic
dyad is very low. Furthermore, as depicted in Figure 4.11e, the shape of the
potentials is such, that considerable repulsion could be found between the
sulfone and the Cys25 sulfur atom.

The repulsion is caused by the negative polarization on both, the inhibitors
oxygen atom and the sulfur atom of Cys25. Thus the same type of graphics
was also prepared for the neutral protonation state of the enzyme, which
could potentially lower the repelling force. Whereas this can in principal be
found in comparing Figure 4.11 and 4.12, the differences are only marginally.
As the hydrogen atom is only shifted by about 0.6Å between the two system,
changes in the electrostatic potential are also very small. Furthermore, the
hydrogen atoms is moved almost linearly between the His162 and the Cys25
residue such that the large size of the sulfur atom can already screen much of
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a) pv b) ps c) pp

d) dnorm e) ESPmol × ESPenv f) protein environment

Figure 4.11: The top row (a to c) shows the isodensity surface of the electron
density (0.05a.u.) computed at the optimized geometry within
the non-covalent complex (no H-bond, zwitterion). The color
coding, red for negative and blue for positive values, represents
the electrostatic potential (±0.025a.u.) arising solely from the
molecule itself. Subgraphic f depicts the corresponding poten-
tial originating from the protein environment. The geometric
parameter dnorm (±0.5) is depicted in d and e visualizes the
product of the electrostatic potential of TS793 with that of its
environment (±0.0025a.u.).
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a) pv b) ps c) pp

d) dnorm e) ESPmol × ESPenv f) protein environment

Figure 4.12: The top row (a to c) shows the isodensity surface of the electron
density (0.05a.u.) computed at the optimized geometry within
the non-covalent complex (no H-bond, neutral). The color cod-
ing, red for negative and blue for positive values, represents
the electrostatic potential (±0.025a.u.) arising solely from the
molecule itself. Subgraphic f depicts the corresponding poten-
tial originating from the protein environment. The geometric
parameter dnorm (±0.5) is depicted in d and e visualizes the
product of the electrostatic potential of TS793 with that of its
environment (±0.0025a.u.).
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the hydrogen’s positive charge. The repelling force between the Cys25 sulfur
atom and the inhibitor can also be found in the dnorm parameter which
in both graphics exhibits almost solely regions of distances above the vdW
contact distances (blue color). The only regions of closer proximity between
TS793 and its surrounding are found on the upper half of the molecule, where
several hydrogen bonds are formed with solvent molecules.

a) pv b) ps c) pp

d) dnorm e) ESPmol × ESPenv f) protein environment

Figure 4.13: The top row (a to c) shows the isodensity surface of the electron
density (0.05a.u.) computed at the optimized geometry within
the non-covalent complex (H-bond, zwitterion). The color cod-
ing, red for negative and blue for positive values, represents
the electrostatic potential (±0.025a.u.) arising solely from the
molecule itself. Subgraphic f depicts the corresponding poten-
tial originating from the protein environment. The geometric
parameter dnorm (±0.5) is depicted in d and e visualizes the
product of the electrostatic potential of TS793 with that of its
environment (±0.0025a.u.).

Going from the protein complexes in which the TS793 lacks the intramolec-
ular hydrogen bond (Figures 4.11 and 4.12) to thus that do have it (Figures
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4.13 and 4.14), the geometry of the molecule becomes significantly more
similar to that found in the crystal fragment. This can indeed be confirmed
by comparing the shape of the densities drawn in Figure 4.10 with those
of Figures 4.13 and 4.14. Whereas steric interactions between the termi-
nal methyl function of the aminomethyl substituent causes the former to
arrange slightly above the plane of the vinyl scaffold, the formation of the
hydrogen bond between H29 and O4 removes this tension and enables a fa-
vorable orientation of the methyl group slightly below this plane. By this
rotation however, the methyl group approaches the sulfur atom of Cys25 cre-
ating sterical repulsion between the TS793 molecule and the cysteine. Upon
minimization of the energy, the systems responds with the TS793 molecule
moving a bit further away from the catalytic dyad. The distance between
the nucleophilic sulfur atom of Cys25 and the Cβ atom of the inhibitor for
example increases from about 4.0Å within the complexes lacking the hydro-
gen bond to about 4.3Å when the hydrogen bond is formed. This increase
distance partially explains the larger reaction energies when the reaction is
started from the TS793 molecule having the intramolecular hydrogen bond.
Besides the smaller changes in the geometrical arrangement, the comple-
mentary between the molecules electrostatic potential and that of the protein
surrounding are comparable among all four protein complexes. Especially on
the outer perimeter of the molecule, hardly any changes could be found. The
rotation of the aminomethyl function however is also reflected in the elec-
trostatic interaction. Whereas without the intramolecular hydrogen bond
only the relatively weakly polarized methyl function comes into contact with
the protein, the H29 atom is too far away from any of the proteins residues
for a significant interaction. Upon formation of the H-bond however, the
slightly positively polarized methyl group comes closer to the sulfur atom
of Cys25, resulting in a considerable attraction. The interaction of these
oppositely polarized moieties can clearly be identified in Figures 4.13e and
4.14e. The backbone amide N-H function shown in the foreground of these
graphics however is again too far away from the methyl group for a notable
interaction.

The most significant feature in Figures 4.13e and 4.14e is however the no-
table repulsion between the sulfone oxygen and the Cys25 sulfur atom. Even
in the neutral state of the catalytic residues, the charge of the proton does
not compensate for the negative charge on the Cys25 sulfur. Furthermore,
due to the change in the position of TS793, this sulfur atom is closer to
the sulfone compared to the protein complexes without the hydrogen bond.
Hence, the nucleophilic attack on Cβ is further hindered.
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a) pv b) ps c) pp

d) dnorm e) ESPmol × ESPenv f) protein environment

Figure 4.14: The top row (a to c) shows the isodensity surface of the elec-
tron density (0.05a.u.) computed at the optimized geometry
within the non-covalent complex (H-bond, neutral). The color
coding, red for negative and blue for positive values, represents
the electrostatic potential (±0.025a.u.) arising solely from the
molecule itself. Subgraphic f depicts the corresponding poten-
tial originating from the protein environment. The geometric
parameter dnorm (±0.5) is depicted in d and e visualizes the
product of the electrostatic potential of TS793 with that of its
environment (±0.0025a.u.).
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4.6 Conclusions

The TS793 molecule was taken as a model system to investigate the envi-
ronmental influences on its electron densitiy arising from the target protein
it was designed for, the surrounding of the crystal structure of the pure
compound as well as that of aqueous solution. Additional reference calcu-
lations neglecting any environmental influences have also been carried out.
The structure of the model compound was optimized with respect to the
various surroundings resulting in a model for the crystal fragment, four non-
covalent protein complexes and the two reference systems for solution and
vacuum. During the optimizations, estimations on the reactivity were made
which are in good agreement with pure quantum mechanical calculations
carried out earlier. [180] For the crystal structure as well as for the protein
complexes, structures were found that resemble well the energetically most
favorable geometry of TS793. The interactions with the environment how-
ever were found to significantly differ from each other, as the formation of
dimers within the crystal has a largely stabilizing effect on the whole system
whereas the newly introduced aminomethyl substituent appears to destabi-
lize potential complexes with the enzyme. Experiments on the inhibition
potency of TS793 against Rhodesain even indicate, that the changes in the
molecular structure from the K11777 inhibitor to TS793 cause the molecule
to no longer address the active site, making a covalent inhibition impossible.2

2unpublished results
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5.1 Two-Dimensional RMSD Measurements

Simulations on the dynamics of molecular systems are usually carried out to
obtain data on the statistical behavior of the system. Of particular interest
are the mean value of a measured quantity as well as its fluctuation and evo-
lution with time. Basic visualization tool are implemented in many molecular
visualization tools such as VMD [28], which allow to plot the value of internal
coordinates along the trajectory. A more global measure is the root mean
square deviation (RMSD) in the atomic positions which provides information
on the deformation of a geometry or the stability of a system. For molecular
dynamics of protein systems, a common choice for the reference geometry
may be the crystal structure so that the RMSD provides information on the
structural deviation hereof. Nevertheless, simply computing the deviations
according to the formula above will most probably not result in the minimal
RMSD values, as translations and rotations of the system as a whole are still
included. Being only interested in the internal deviations, the two geome-
tries have to be aligned to each other before computing the RMSD. There are
two algorithms being used to align geometries in visualization programs, the
Kabsch algorithm [199,200] and the rotation via quaternions. [201] The former is
also implemented in VMD allowing to calculate minimal RMSD values. Nev-
ertheless, analyzing a trajectory by means of these RMSD values suffers from
the choice of a single reference structure. Whereas low values indicate a good
agreement with the reference, large values of two other geometries do neither
imply a structural difference between the two, nor do similar values measured
for these geometries indicate any similarity between them. To address this
issue, it it necessary to calculate the RMSD values not with respect to a sin-
gle reference structure, but in a pairwise manner leading to the common two
dimensional RMSD plots. Whereas these plots provide detailed information
on the mutually pairwise deviations between two geometries, they usually do
not represent minimal RMSD values. In most cases, the alignment of all ge-
ometries along the trajectory is still performed using only a single reference.
While this allows to decrease the computational demands significantly, ge-
ometries different from the reference are not necessarily optimally aligned to
each other. Furthermore, 2D plots of RMSD values are inherently symmetric
with respect to the diagonal, as the comparison of geometry m and n will
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yield the same values as that of n with m. While this allows again a reduc-
tion in the computations, the corresponding graphs still contain redundant
information. For these reasons, the DCDRMSD2D program was developed.
This program performs a mutual alignment of each pair of geometries before
computing the corresponding RMSD value. To further extend its capabil-
ities, the alignment is carried out either on the entire system or just on a
user specified selection of atoms. Thus it is possible to align two geometries
for example by the backbone atoms of the protein chain which, due to their
higher stiffness, usually gives better results than including the more flexible
side chains. In contrast to existing programs, the DCDRMSD2D program
accepts a second selection of atoms, for which an additional RMSD mea-
surement is performed. While the first one, alignment and measurement, is
stored in the lower half of the 2D plot, the second one, only measurement,
is stored above (see Figure 5.1). Thus, the DCDRMSD2D program does not
only provide true minimal RMSD values for each pair of geometries but also
removes the redundancy of common 2D RMSD plots by providing additional
information.

The DCDRMSD2D program accepts the set of geometries in form of a dcd
file, e.g. produced by NAMD during a molecular dynamics simulation. The
user then has to specify the index number of the atoms which should be used
to align the geometries as well as the second set of indices needed for the
additional measurement. Whereas for small systems the indices can be pro-
vided via manual input, performing the selections within larger systems such
as protein complexes is best performed using external programs (e.g. VMD).
The indices can be imported as plain text files containing one index per line.
Very closely related to the DCDRMSD2D program is the DCDMultiTraj pro-
gram, which also calculates RMSD values in a two dimensional manner. In
contrast to the DCDRMSD2D program, the comparisons are not performed
on the frames of a single trajectory. As indicated by its name, the DCDMul-
tiTraj program compares each single geometry of one dcd file mutually with
one of a second dcd file. The index numbers along the first trajectory are
used as abscissa while the ordinate gives those along the second trajectory.
As the two trajectories do not need to have the same number of frames, the
resulting graph is not necessarily square. Nevertheless, the two trajectories
have to been derived from the same system, e.g. the number of atoms have
to be identical.

5.2 Modification of Molecular Geometries

One of the most frequently occurring task in the preparation of the cal-
culations carried out within this work is the modification of the molecular
geometry. Especially for the computations of reaction profiles, incremental
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Figure 5.1: Example of a two-dimensional RMSD plot generated with the
DCDRMSD2D program. The values in the lower right triangle
represent RMSD values calculated between the atoms used to
align the geometries (backbone N,Cα,C,O) whereas the ones in
the upper left triangle provide an additional measure on a second
selection of atoms (protein heavy atoms). The color range is 0.0Å
(blue) to 2.0Å (red).
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changes of bond distances, bond angles or torsion angles are required. To fa-
cilitate these modifications, a suit of programs was developed. All programs
for a specific type of coordinate share a common scheme whereas different
subroutines are used for reading and writing the appropriate file formats.
Modifications are available for the xyz, pdb and the Turbomole [42] coord file
format. Furthermore, measuring internal coordinates in AIMpac wavefunc-
tion (wfn) files is also supported while modifying them is not.

5.2.1 Modification of Bond Distances (. . . BOND)

Bond distance are the most trivial type of internal coordinates and are the
easiest to be modified. A chemical bond, or any linear path between two

atoms A and B, can be represented as vector −→a =
−→
AB with its length

giving the interatomic distance between the two nuclei. Conversely, scaling
the vector with its foorpoint at A, so that its length equals a chosen value,
determines the position of atom B after the modification. The corresponding
programs are designed to be used via a single command line input in the form:

...BOND <infile> <atomA> <atomB> <value> <outfile>

The <infile> argument specifies the file containing the inital set of coor-
dinates. <atomA> and <atomB> are the indices used to define the endpoints
of the bond vector. While these three arguments are mandatory, the other
two are optional. If the later are omitted, the programs perform only a mea-
surement on the selected distance. If a specific value, <value>, is provided
and an output filename, <outfile>, is specified, the chosen bond distance
will be adjusted to the provided value and the results will be written to the
specified file. Whereas the value provided by the user is assumed to be given
in Å, the I/O subroutines assure the conversion into the suitable length units
depending on the file format. If the <infile> and <outfile> are identical,
the input file will be updated with the modified geometry without further
notification. After reading the initial geometry from the input file, using the
corresponding subroutines, the bond vector −→a is constructed as difference
between the position vectors of A and B. The vector is then scaled to the
desired length, yielding −→a ′. Finally, the new position for atom B is deter-

mined as
−→
B ′ =

−→
A +−→a ′. The output is then written using the corresponding

subroutine.

5.2.2 Modification of Bond Angles (. . . ANGLE)

For the modification of bond angles, the corresponding angle has to be de-
fined by three atoms, A, B and C, such that B is the pivot and C will be the
atom to be moved during the adjustment. For the modifications, two bond
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vectors with footpoint at B are defined, −→a =
−→
A −

−→
B and

−→
b =

−→
C −

−→
B .

The bond angle can be represented as A ← B → C. The command line to
invoke the program has the form:

...ANGLE <infile> <atomA> <atomB> <atomC> <value> <outfile>

The meaning of the command line arguments is identical to that for the
. . . BOND programs except for the <atomC> argument, which specifies the
index of the third atom. The modification of the bond angle is preceded by
rotations of the initial geometry around the coordinate axis, such that the
vector −→a is parallel to the x-axis and that the z-component of the vector
b vanishes. This reduces the problem of modifying the angle between two
vectors in three dimensional space to the adjustment of the angle between

the x-axis and vector
−→
b in only two dimensions, depicted in Figure 5.2.

x

y

B −→a
A

−→
b

C

−→
b ′

C ′

α

α′

Figure 5.2: Scheme of modifying bond angles in the plane spanned by the
corresponding bond vectors.

For a specified value of the bond angle α′, the updated coordinates of

atom C can be calculated by trigonometry as C ′x = |
−→
b |cos(α′) and C ′y =

|
−→
b |sin(α′). Finally, the initial rotations are reversed and the updated geom-

etry is written to the specified output file using the appropriate I/O routines.
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5.2.3 Modification of Torsion Angles (. . . DIHED)

For the last of the internal coordinates, torsion angles, four atoms are needed
in the definition, namely A, B, C and D. The torsion angle can then be

written as A← B → C → D with the three vectors −→a =
−→
BA,

−→
b =

−−→
BC and

−→c =
−−→
CD (see Figure 5.3, left). Similarly to the programs described above,

the modification of the torsion angle is accomplished by moving only atom
D. The program is called via:

...DIHED <infile> <atomA> <atomB> <atomC> <atomD> <value> <outfile>

the meaning of the arguments again resembles that of the . . . BOND and
. . . ANGLE programs with <atomD> specifying the fourth atom needed to
define the torsion angle. To accomplish the measurement of the torsion
angle of the initial geometry, two additional vectors are constructed using

the cross product
−→
b ×−→a = −→n1 and

−→
b ×−→c = −→n2. Thus the torsion angle can

be determined via the scalar product of −→n1 and −→n2 to be θ = acos
( −→n1·−→n2

|−→n1|·|−→n2|

)

x

y

z

A

B C

D

−→a −→
b

−→c

−→n1

−→n2

y

z

−→a

−→c −→n1

−→n2

AB/C

D

α

α

Figure 5.3: Scheme of vectors used to modify dihedral angles before the
rotation.

Although depicted with the
−→
b vector being parallel to the x-axis in Fig-

ure5.3, this is no prerequisite for the determination of the actual dihedral
angle in the provided structure. However, if a modification of the dihedral
angle is requested, the calculations are facilitated by preceeding rotations of
the system, such that the orientation corresponds to that shown in Figure

5.3 (left side). With the vector
−→
b aligned to the x-axis and the vector −→a

being part of the xy-plane, the dihedral angle reduces to that between the
y-axis and the projection of −→c onto the yz-plane or simply the angle between
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the z-axis and −→n2. A modification of the dihedral angle thus simplifies to a
rotation of −→cyz while its x-component remains unchanged. Once the dihedral
angle is adjusted, the preceeding rotations of the system are reversed and
the modified coordinates of atom D are printed to the output file.

5.3 Generation of Molecular Clusters

The investigations on the electron density of a single molecule within its
crystal environment have been carried out identically to those performed on
the complexes with the target enzyme. Those QM/MM calculations require
the system to be specified according to the specifications of the Charmm force
field and, preferably, the geometry being provided as pdb (protein database)
file. Each individual molecule within the crystal should be named according
to the topological definitions of the force field, each one being treated as
separate residue. Unfortunately, despite the large number of programs being
able to generate clusters of arbitrary size based on a cif (crystallographic
information file), none of them could fully satisfy the needs described above.
This led to the development of the Decifer program. The Decifer program
uses the data from a given cif, yet due to the flexibility of the file format
specifications, reading directly from the cif is not supported. Instead, the
program uses two separate input files which can readily be derived from the
underlying cif. Examples of two such inputs are provided in Figures 5.4 and
5.5. The definition of the unit cell within the first of these files follows the
general scheme, in which the side a is oriented parallel to the x-axis of the
cartesian coordinate system and b is part of the xy-plane. The definitions of
the unit cell are followed by the number of atoms and the actual geometry of
the molecule. There is one line for each atom, which must contain an atom
label, the element symbol and the fractional coordinates of that atom. There
is no fixed format for these entries except that the fractional coordinates have
to be given as pure floating point numbers. If the experimental uncertainties
are given, denoted by parenthesis, they have to be removed. The assigned
atom labels must correspond to the ones used in the topological definition
of the molecule within the Charmm force field. Additional information at
the end of the line might be present but will be discarded by the Decifer

program.

The second input file (Figure 5.5) contains the symmetry operations of
the crystal. It starts with the number of symmetry operations, followed by
each single operation given as a comment line, a 3× 3 rotation matrix and a
translation vector, both given in fractional coordinates. The first operation
is usually the identity, represented by the 3 × 3 unit matrix and the zero
vector. The other operations can be derived from the symmetry operations
provided in the cif as depicted in Figure 5.5.
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_cell_length_a 7.9295

_cell_length_b 11.306

_cell_length_c 14.113

_cell_angle_alpha 90.00

_cell_angle_beta 99.94

_cell_angle_gamma 90.00

29

S1 S 0.02091 0.390560 0.147255 Uani 1.000000000

S2 S -0.49466 0.520331 0.160684 Uani 1.000000000

O3 O 0.07478 0.49835 0.10628 Uani 1.000000000

...

Figure 5.4: Example of the structure input file for the program. The data
represents the unit cell definitions and the first atoms of TS793
taken from the crystal structure.

4

#1st operation x, y, z

1. 0. 0.

0. 1. 0.

0. 0. 1.

0. 0. 0. no translation

...

#4th operation x+1/2, -y+1/2, z+1/2

1. 0. 0.

0. -1. 0.

0. 0. 1.

0.5 0.5 0.5 +1/2 unit cells in each direction

Figure 5.5: Example of the symmetry input file used for the Decifer program.
Each symmetry operation if given via its 3 × 3 rotation matrix
and a translation vector.
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For the generation of the output structure, the Decifer program used
cascaded loops for all symmetry operations and spatial dimensions, gener-
ating separately each single monomer within the crystal. The coordinates
of each monomer are based on the fractional coordinates taken from the in-
put. In a first step, the symmetry operation is applied to the molecule by
multiplication of the 3x3 symmetry matrix with the fractional coordinates
followed by the addition of the translation vector. The so generated molecule
is then translated along each of the crystallographic axis by adding the cor-
responding integer number to the atomic coordinates. Finally, the modified
fractional coordinates are converted to cartesian ones by multiplication of a
transformation matrix, comprising the cartesian representation of the unit
cell vectors. Within the output file, the cartesian coordinates are augmented
with the topological data of the atoms as well as a sequential and continuous
sequence of atom and residue index numbers.

5.4 Potential Energy Surfaces

For the investigations of chemical reactions, a great interest lies in the rel-
ative energies of the reactant and product structures as well as that of any
intermediates along the path between them. Whereas this dependence is
usually visualized in simple two-dimensional energy profiles, one being the
reaction-coordinate, the other one being the (relative) energy, its physical
origin is much more complex. The reaction coordinate, although being used
as one-dimensional coordinate, covers all structural changes along the reac-
tion path, thus comprising changes in every individual internal coordinate
of the system. Nevertheless, not all these changes are equally important in
the description of the reaction. As most of them do hardly change during
the reaction, they do not contribute to the diversity of the structures. Con-
sequently, only those internal coordinates which exhibit significant changes
have to be considered. For common SN2 reactions at carbon center, the
reaction coordinate can sufficiently accurately be approximated by the dis-
tance between the carbon atom and the attacking nucleophile. There are,
however, significant changes in other coordinates such as bond angles or
the distance between the carbon atom and the leaving group. Nevertheless,
these changes are coupled to the chosen reaction coordinate and can thus be
neglected. Slightly more complicated are β-elimination reactions of E1, E2
or E1cB type, which require at least a two-dimensional representation, with
respect to spatial coordinates, to allow a distinction between the three. As
leading coordinates, chemists usually chose the distance between the leaving
group and the adjacent carbon atom as first, and the distance between the
β-carbon atom and the removed hydrogen atoms as second coordinate. This
allows to determine, whether the leaving group is ejected before (E1) or after
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(E1cB) the abstraction of the hydrogen atom, or if both processes happen
simultaneously (E2). Using a two-dimensional representation of the corre-
sponding energies in form of contour lines is the basis of the famous More
O’FerrallJencks plots tough in organic chemistry lectures. From a techni-
cal perspective, potential energy surfaces can be generated by starting from
a given molecular structure and adjusting the chosen coordinates in small
increments until the other end of the reaction path is reached. At each incre-
ment, the geometry is adjusted and optimized by relaxing all coordinates but
the ones being modified. As this procedure requires repetitive tasks, a suite
of programs was developed to facilitate the generation of potential energy
surfaces for quantum mechanical calculations with the Turbomole package
as well as combined QM/MM calculations within ChemShell using either
the Charmm or Amber force field. Depending on the package used for the
actual calculations, the PES program suite carries different prefixes. QM...

indicates purely quantum mechanical calculations with the Turbomole pro-
gram. Combined quantum mechanical / molecular mechanical calculations
using the Charmm force field are denoted QMMM..., whereas those employing
the AMBER force field are named accordingly AMBER.... To perform the
calculations needed to generate a PES, each coordinate is decomposed into
equidistant grid points, resulting in a two dimensional grid of cells. Each of
them corresponds to an individual calculation. The data structure used to
contain these calculations consists of folders and subfolders named according
to the corresponding coordinate on the grid. The coordinates are translated
into 3 digit wide integer numbers. Bond distances are given in 1

100
th Å while

bond and dihedral angles are given in degrees. Assuming a calculation is per-
formed for a bond distance of 1.75Å along the first and 85 degrees along the
second dimension, the corresponding folder would be named ../175/085/.
To manage the individual cells of the potential energy surface and the tasks
to be performed for each of them, the program package works similar to a
cellular automaton. These programs work iteratively while in each cycle,
the new state of each cell solely depends on its old state and that of all its
neighbors. Differences are found in the dimension of the grid and the rules,
which are used to determine the status of each cell at each cycle. Famous
examples of cellular automata are Conway’s Game of Life, the simulated
planet WATOR [202] or the Nagel-Schreckenberg model [203] used to model the
emergencse of traffic jams. The potential energy surface program package
described here however differs significantly from these examples in some ma-
jor functions. Whereas all examples are designed as simulations that run
continuously at constant increments of time, the described program package
performs only a single cycle each time it is invoked by the user. Furthermore,
as the major goal was not to construct a simple simulation model but to fa-
cilitate the preparation and execution of calculations, each individual cell
can have far more diverse states than the usual on/off discrimination used in
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most of the cellular automata. The possible states as well as the algorithms
to determine the correct ones are described in the following sections.

5.4.1 General Features

With the experience from previous attempts to automate the generation of
potential energy surfaces, the current package should also be as modular as
possible, providing a central part for the automation as well as several status
programs for displaying the current state of each cell (. . . converged), extract-
ing the obtained energies (. . . energies) such that they can be visualized with
external programs and collecting the optimized geometries (. . . structures),
providing the possibility for a visual inspection of the results. The prefix of
these programs depends on the applied methods being pure quantum me-
chanics (TM. . . ), QM/MM using Charmm/Turbomole (QMMM. . . ) or Am-
ber/Turbomole (AMBER. . . ). For correct functionality, all these programs
need information about the dimensions of the potential energy surface as
well as their boundaries and increments. Hence, a central file is used (”set-
tings.PES”), in which this information is provided as user readable plain
text. An example for the settings file is given below.

The first section is used to define the type of internal coordinate being used
for either dimension. Possible selections are bond distances, bond angles of
dihedral angles. The alternative option ”n” may be used if a single dimen-
sion is sufficient to describe the reaction profile. In this case, the molecular
geometry will only be modified according to the other dimension. With the
type of the dimension known, the corresponding atomic indices have to be
provided in the next section. Due to technical reasons, atoms A to D are
always assigned to the first dimension while E to H define the coordinate
for the second one. As described in the file, bond distances require only
two atomic indices and bond angles three. Specifications of more than those
atomic indices required to properly define the selected type of coordinate is
possible, but those not needed will be discarded. If fewer indices as those
required are given, the PES programs will abort with a corresponding mes-
sage. In some special cases, such as modeling a proton transfer via the two
distances between the hydrogen atom and the donor and acceptor, respec-
tively, the indices used to define the two coordinates might overlap. If so,
the coordinates should be defined in such a way, that at least their last index
numbers do not occur in the definition of the other coordinate. This will
avoi inaccuracies originating from the way, the modification of coordinates
is carried out. In the following section, the boundaries and the increments
along both dimensions have to be defined. Distances should be given in
1/100Å, while angles and dihedrals are to be specified in degrees. Obviously,
the Amin and Bmin values must be lower than their Amax and Bmax coun-
terparts. Furthermore, the increments Astep and Bstep should be given such
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Definition of the constrained internal coordinates:

DIMA=b

DIMB=b

b: bond

a: angle

d: dihedral

n: none

Definitions of internal coordinates by atom indices

bonds: AB or EF

angles: ABC or EFG

dihedrals: ABCD or EFGH

atomA=2281

atomB= 347

atomC=

atomD=

atomE=2281

atomF=2280

atomG=

atomH=

Definition of min/max values for chosen dimensions

lengths are given in angstrom units (120 = 1.20A)

angles/dihedrals are specified in degrees

Amin=110

Amax=220

Astep=10

Bmin= 80

Bmax=210

Bstep=10

Here is the label that will be used for the queuing system:

LABEL=CCm_

OPTIMIZATION WALLTIME=323:00:00

CPUNUM=2

Figure 5.6: Example of a ”settings.PES” file using two bonds (H2281-S347 and
H2281-N2280) as coordinates to model the proton (H2281) transfer
between a cystein (S347) and a histidine (N2280) residue..
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that a reasonable stepsize between the boundaries is provided. The cell with
the lowest coordinates will be at Amin/Bmin. With these parameters, the
generation of the potential energy surface could technically be started. As
the package however interfaces the queuing system of the cluster, further
entries my be specified. The given label can be used to locate submitted cal-
culations in the list of a users jobs currently being processed by the cluster.
The complete name of the job uses the label as prefix completed by the two
three digit wide integers representing the coordinates of the current cell. To
most efficiently use the available resources, the maximum walltime can be
specified for each job. Parallelization is available via CPUNUM, whereas a
value of 1 disables any parallelization.

Besides the general settings file, a folder named ”templates” should be
present, in which files are to be provided, which a used unmodified at each
point of the surface. Whenever a calculation is being prepared, those files
will be copied to the current cell. Which files need to be provided depends
on the type of calculations for which three options are described below.

The last component needed for the generation of a complete potential
energy surface is a starting geometry. This should be preferably a struc-
ture already optimized at the same level of theory that will be used for all
successive calculations. This preliminary calculation should be placed in a
subfolder that corresponds best with the optimized geometry. Depending
on the programs used for the actual calculations, different files need to be
present as describe below.

5.4.2 Quantum Mechanical PESes

The most simple type of calculations from a technical point for view are
quantum mechanical calculations performed with the Turbomole [42] pack-
age. The corresponding package for the PES generation provides a two-
leveled system of optimizations and successive single-point calculations for
all cells of the surface. This allows to optimize the molecular geometry at
a computationally less demanding method while calculating the energies at
a second, more accurate level assures more realistic energies, especially con-
cerning those of transition states. To start a potential energy surface, one
of the cells needs to contain the initial geometry stored in the Turbomole
coordinates file format with the file being name ”coord-final”. Furthermore,
a file name ”GEO OPT CONVERGED” needs to be present, indicating a
successful optimization. To prepare each individual calculation, templates
for the ”define” and ”cosmoprep” tools have to be provided in the ”tem-
plates” subfolder. The filenames should be ”optdefine.inp”, ”spdefine.inp”
and ”cosmo.inp”. If the latter is missing, the package will prepare calculation
in vacuum. If provided, the file ”cosmo.inp” will be used to parameterize
the COSMO before submitting the calculation to the queuing system.
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Preparing the calculations is performed by invoking the ”auto.PES” script,
which should either be place in the main directory of the potential energy
surface of in a folder being defined in the users ”PATH” variable. The script
then uses the parameters provided in the file ”settings.PES” to perform a
first scan of the folder structure. Wherever a converged calculations is en-
countered, indicated by the presence of the file ”GEO OPT CONVERGED”,
all folders of cells adjacent to the current one are created if they not already
exist. After that, the script performs a second scan over all cells in which
the status of each cell is determined and the corresponding actions are per-
formed. A Scheme of this algorithm is given in Figure 5.7 and 5.8. Depending
on the state of each cell, the required action might be to skip the cell, to
prepare an optimization or to prepare a single-point calculation. Whenever
an optimization is to be prepared, all existing files in the corresponding sub-
folder except for the file ”source” will be deleted. Then, a suitable starting
geometry is seeked for in the adjacent folders. As optimization might be
prepared from up to eight possible geometries, the file source keeps track of
any geometry already used. If a geometry was already used before and is
listed in the file, it will no longer be considered as potential starting geome-
try. If however a starting geometry is found, it will be copied to the current
folder, modified according to the actual coordinates and the calculation is
prepared using ”define” and, if needed, ”cosmoprep”. After that, a queuing
script is generated using the label, walltime and number of CPUs to be used
from the settings file. Finally the calculation is submitted to the queuing
system and the script advances to the next cell. Preparing a single-point
calculation is performed as soon as the preceeding geometry optimization
has succeeded. If so, a subfolder named ”SP” is created and the optimized
geometry is copied there. The calculation is then prepared analogously to
that before but using the appropriate ”spdefine.inp” template rather than
that for an optimization. The template for ”cosmoprep” is identical for both
types of calculations. Once prepared, a queuing script is generated for the
single-point calculation and its being submitted to the computing cluster.
To keep track of optimizations and single-point calculations, the assigned
jobnames carry the suffix ”o” and ”s”, respectively.

The first check performed for each cell is to determine whether the cur-
rent optimization has already finished successfully. As Turbomole gener-
ates the file ”GEO OPT CONVERGED” in this case, the presence of this
file is tested. If the file is found, the script branches to the preparation of
single-point calculations described in Figure 5.8, otherwise the optimization
pathway will be followed. Potential errors may occur within Turbomole, in
which case the file ”GEO OPT FAILED” will be be generated. If this file is
encountered, an optimization will be prepared using another starting geom-
etry as that of the faulty calculation. In case this file can not be found, the
next one inquired is the file ”source”. As long as this file can not be found,
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start

file GEO OPT CONV ERGED exists? check for single point calculation

file GEO OPT FAILED exists?

no

file source exists?

no

optimization folder exists?
no

source contains ”blocked”?

yes

B
yes

-

yes no

file jobid exists?

no

file source contains all AxBx entries?
no

extract jobid from file jobid
jobid listed in queue?

yes

E
no

S

yes

W

no

determine state of job

yes

RQ H

Figure 5.7: Program flowchart indicating the determination of tasks to be
performed to optimize the geometries of a Turbomole potential
energy surface.
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there are only two possibilities left. Either the subfolder corresponding to
this cell does not yet exist, then the cell is being skipped. If the folder ex-
ists, an attempt will be made to prepare the first optimization as described
before. As a visual aid during execution, the script writes characters to the
screen indicating the determined status for each cell. A non-existing sub-
folder will result in a blank. While the script attempts an optimization once
the subfolder exists, the ”TMconverged” program simply writes ”-” for this
cell. If the file ”source” can be found, the cell is either blocked from being
calculated or a previous optimization was already started. The feature of
blocking a cell was introduced to reduce the computational effort by avoid-
ing to perform calculations on regions, which are not of interest to the user.
To block a cell, the file ”source” has to exist and it must contain the string
”blocked”. Th cell is being skipped and the display shows ”B”. If the cell
was not lbocked, the programs have to determine if the previously prepared
job is currently being processed. This might be the case if the file ”jobid”
can be found. ”jobid” will be created upon submitting a job to the queueing
system. It contains the assigned job identification number, so that the job
can be easily identified later on. If the ”jobid” file could not be found, this
usually indicates that no suitable starting geometry for the current cell was
found. Therefore, if the file ”source” contains the identifiers of all surround-
ing cells (AxBx entries), there can simply be no suitable geometry whereas
if not all these entries are present, the script is just waiting for the next po-
tential one to become available. Correspondingly the status symbols are ”S”
if no suitable source exists and ”W” indicating that the program is waiting
for the next one. If however the jobid can be found in the corresponding
file, the queuing system is inquired for the actual status of that job. If the
queuing system does not show the identifier, an error has occured, which the
program suite does not automatically handle. Displaying ”E” requires the
user to investigate the origin of that error manually. If the queuing system
however does list the job, the current state might be ”R”unning, ”Q”ueued
or ”H”old. In any of the later cases, no further actions are performed for
this cell.

Once the geometry optimization was successful, the preparation of single-
point calculations becomes possible. If however the file ”spdefine.inp” does
not exist in the ”templates” folder, no such calculations will be prepared.
Thus also no ”SP” subfolders will be created and the status of the cell remains
”C”onverged. With the calculation of single-point energies being requested,
”SP” subfolders will be generated and the corresponding calculations will be
started as soon as the optimized geometry is available. A finished single-point
calculation is indicated by the presence of the file ”dscf.out”. If this file con-
tains the entry ”all done”, the calculation succeeded and the corresponding
energy will be used by the TMenergies program. If the entry is missing, the
calculation experienced technical issues to be checked by the user. The latter
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from check of optimization

folder for SP calculations exists? C
no

file dscf.out exists?
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dscf.out contains all done?
yes

D
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f

no

file jobid exists?
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e
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extract jobid for sp calculation
listed in queue?
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e

no

determine state of job
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rq h

Figure 5.8: Program flowchart indicating the determination of tasks to be
performed for the single point calculations upon the geometries
obtained during the optimizations.
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is indicated by ”f”. In very much the same way as described for the opti-
mizations, the job identifier is used to determine the status of the job within
the queuing system. The letters indicating the possible states are identical
to those of the optimizations, yet single-point calculations are labeled us-
ing lower case letters to distinguish them from optimizations, marked with
upper case letters. The labels are also used in the TMconverged, whereas
this program additionally provides a numerical summary of all jobs of a PES
calculation based on their actual status.

The TMenergies program also uses the same scheme described above al-
though only successful calculations are being considered. All energies from
finished calculations are extracted. Depending on the users choice, the ener-
gies are converted from atomic units to kJ

mol
, kcal
mol

or eV. Then all energies are
normalized to the most negative one before being printed to the files ”ener-
gies.txt” or ”spenergies.txt” for optimizations and single-point calculations,
respectively. The values are written in ASCII encoding in the form of first
coordinate, second coordinate and energy value. Thus they can readily be
displayed in gnuplot or other visualization tools.

TMstructures can be used to extract the final geometries from each cell.
The converged geometries are converted to the standard xyz file format and a
file corresponding to each optimized geometry is created in the folder ”struc-
tures”. These files can be accessed with any molecular file viewer and provide
a convenient means of verifying the correlation of the structures along the
surface as well as to monitor the geometric changes along the reaction path.

5.4.3 PESes with Turbomole and Charmm

Based on the programs developed for pure qantum mechanical calculatons
with Turbomole, a similar package was developed for QM/MM calculations
with ChemShell using Turbomole for the QM- and Charmm for the MM-
subsystem. Due to issues with the combination of optimizations and single-
point calculations using different functionals for the QM-subsystem, only the
preparation of QM/MM optimizations was implemented. Working in prin-
cipal identically to the previously described package, there are some distinct
differences between the two packages. Most obviousl, the files that need to
be provided in the folder ”templates” are different. For the QM/MM calcu-
lations, these files are the topological definitions and parameter set for the
force field stored in the files ”top.rtf” and ”par.prm”. Furthermore, the ex-
plicit topology of the current system, the protein structure file ”qmmm.psf”,
needs to be provided here. Also the files ”act”, defining the active region of
the calculation, and ”oxys” specifying the water molecules need to be pro-
vided. Also the files ”save qmmm.chm” with further definition of the system
and ”qmmm opt.chm” with the instructions for ChemShell are needed.

As the QM/MM calculations depend on different files than pure quantum
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mechanical calculations, also the scheme to determine the cell status needed
adjustments. They are sketched in Figure 5.9.

The check for a successful optimization in the case of QM/MM calcula-
tions depends on the output file ”qmmm opt.out”, which should contain the
keyword ”Optimization finished successfully”. The alternative phrase ”Con-
verged!” is used in combination with the AMBER force field described below.
The remaining checks are comparable to those of the pure QM calculations as
the corresponding files are created by the PES program package rather than
by the programs that actually perform the calculations. The preparation
of QM/MM calculations however is much more easy than that of pure QM
calculations. It only requires the modification of a suitable starting geome-
try, using the PDB. . . programs rather than their TM. . . couterparts, and the
files of the ”templates” folder to be copied to the actual cell. Any further
preparation is already included in the template files or will be performed
within ChemShell once the cluster system has started the optimization.

As for the previous package, specialized programs for the analysis are
available. QMMMconverged provides a fast display of the current status of all
cells without further influencing the calculations. QMMMenergies performs
a similar extracting of the minimized energies along the surface. And finally,
the QMMMstructures program provides a means to collect all optimized
geometries in the ”pdbs” subfolder for further analysis.

5.4.4 PESes with Turbomole and Amber

A second package for QM/MM calculations was developed for calculations
which use the AMBER force field rather than Charmm for the MM-subsystem.
However, as both types of QM/MM calculations are carried out with ChemShell,
the general structure of the automation scripts is almost identical. The
scheme to determine the cell status indeed is identical except for the key-
word ”Converged!” with which a successful optimization is indicated. Fur-
thermore, QM/MM calculations with AMBER require a different set of tem-
plate files, namely ”act”, ”LIG.frcmod”, ”LIG.lib”, ”qmmm opt.chm”and
”qmmm.prmtop”. Compared to the calculations with Charmm, an addi-
tional preparation step is required for each optimization. Due to some issues
with the ”tleap” program of AMBER in connection with the ChemShell
interfaces, the preparation of the ”qmmm.rst” file was included into the
preparation of each individual calculation by the tool ”AMBERRST”. As
the rst file requires the cartesian coordinates of the system, the file can not
be provided as global template but must be generated separately for each
calculation. Therefore, the cartesian coordinates of the system are read from
the pdb file and a corresponding rst file is being created. As described be-
fore, a set of programs is available to extract energies (AMBERenergies) and
structures (AMBERstructures) as well as to display the status of the current
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Figure 5.9: Program flowchart indicating the determination of tasks to be
performed to optimize the geometries along the potential energy
surface computed in the framework of QM/MM.
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PES (AMBERconverged).
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6 Summary

In the first part of this work, a combination of theoretical methods for the
rational design of covalent inhibitor is presented. Starting from the crystal
structure of the covalent complex of a lead compound, quantum mechanical
and QM/MM calculations were used to derive the exact geometry of the pre-
ceeding non-covalent enzyme inhibitor complex. The geometry of the latter
mainly determines the reactivity of the inhibitor against its target enzyme
concerning the formation of the covalent bond towards an active site residue.
Therefore, this geometry was used as starting point for the optimization of
the substitution pattern of the inhibitor such as to increase its binding affin-
ity without loosing its ability to covalently bind to the target protein. The
optimization of the chemical structure was supported by using docking pro-
cedures, which are best suited to estimate binding affinities that arise from
the introduced changes. A screening of the novel substitution patterns re-
sulted in a first generation of model compounds which were further tested
for their reactivity against the target. Dynamic simulations on the novel
compounds revealed that the orientation that compounds adopt within the
active site are such that a covalent interaction with the enzyme is no longer
possible. Hence, the chemical structure was further modified, including not
only changes in the substituents but also within the core of the molecule.
Docking experiments have been conducted to assure sufficiently high bind-
ing affinities and to obtain the most favored binding poses. Those have
then again been used for dynamic simulations which resulted in structures,
for which the bond formation process appeared feasible. A final series of
QM/MM calculations considering various protonation states was computed
to estimate the reaction energies for the covalent attachment of the inhibitor
to the enzyme. The theoretical results indicate a reasonable high inhibition
potency of the novel compounds.

The second part concentrates on the environmental influences on the elec-
tron density of an inhibitor molecule. Therefore, a vinylsulfone-based model
compound was selected for which an experimental crystal structure for the
pure compound as well as a theoretically determined enzyme-inhibitor com-
plex have been available. To provide reference data for the larger systems,
the conformational space of the isolated molecule was screened for favor-
able geometries which were later compared to those within the crystal and
protein surrounding. The geometry of the crystal structure could readily
be taken from the experimental data whereas calculations on the protein
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complex revealed four potential non-covalent complexes exhibiting different
arrangements of the molecule within the active site of the protein as well as
two possible protonation states of the catalytic dyad. Hence, all four protein
complexes have been compared to the crystal structure of the molecule as
well as against the more favorable geometries of the isolated molecule being
determined within vacuum or aqueous surrounding. Whereas the molecule
itself was found to adopt comparable geometries within all investigated envi-
ronments, the interactions pattern between the crystal surrounding and the
protein differed largely from each other. The favorable formation of dimers
within the crystal has a strong stabilizing effect and explains the extraor-
dinarily good quality of the crystal. Within the protein however, repulsive
forces have been found between the protein and the inhibitor. The origin
of the repulsion could be traced back to effect of on of the substituents to
the vinyl scaffold. The difference in the chemical structure in comparison to
a well known inhibitor might also explain the experimentally found loss of
activity for the model compound in comparison to K11777.

6.1 Zusammenfassung

Im ersten Teil dieser Arbeit wird eine Kombination theoretischer Metho-
den für die strukturbasierte Entwicklung neuer Wirkstoffe präsentiert. Aus-
gehend von der Kristallstruktur eines kovalenten Komplexes einer Model-
lverbindung mit dem Zielprotein wurde mit Hilfe von quantenmechanis-
chen und QM/MM Rechnungen die genaue Geometrie des vorausgehen-
den nicht-kovalenten Komplexes betimmt. Letztere ist der bestimmende
Faktor für die Reaktivität des Inhibitors gegenüber der katalytisch aktiven
Aminosäure und damit für die Ausbildung einer kovalenten Bindung. Aus
diesem Grund wurde diese Geometrie auch für die Optimierung der Sub-
stitutionsmusters des Ihnibitors verwendet, um dessen Affinität zum Zie-
lenzyme zu verbessern ohne dass dieser seine Fähigkeit kovalent an das
aktive Zentrum zu binden verliert. Die Optimierung des Substitutions-
muster wurde doch Methode des Molekularen Dockings unterstützt, das diese
optimal dazu geeignet sind, Bindungsaffinitäten vorherzusagen, die durch
eine Modifikation der chemischen Struktur entstehen. Eine Auswahl der
besten Strukturen wurde anschließend verwendet, um zu überprüfen, ob die
veränderten Moleküle noch genügen Reaktivität gegenüber dem Zielprotein
aufweisen. Moleküldynamik Simulationen der neuen Verbindungen haben
jedoch gezeigt, dass die veränderten Verbindungen nur so and das Protein
binden, dass die Bilung eine kovalenten Bindung zum Enzym nicht mehr
möglich ist. Daher wurden in einem weiteren Schritt die Modellverbindun-
gen weiter modifiziert. Neben Änderungen im Substitutionsmuster wurde
auch die chemische Struktur im Kern verändert. Die Bindungsaffinitäten
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wurde wieder mittels Docking überprüft. Für die besten Bindungsposen wur-
den wieder Simulationen zur Moleküldynamik durchgeführt, wobei diesmal
die Ausbildung einer kovalenten Bindung zum Enzyme möglich erscheint. In
einer abschließenden Serie von QM/MM Rechnungen unter Berücksichtigung
verschiedener Protonierungszustände des Inhibitors und des Proteins kon-
nten Reaktionspfade und zugehörige Reaktionsenergien bestimmt werden.
Die Ergebnisse lassen darauf schließen, dass eines der neu entwickelten Moleküle
sowohl eine stark verbesserte Bindungsaffinität wie auch die Möglichkeit der
kovalenten Bindung an Enzyme aufweist.

Der zweite Teil der Arbeit konzentriert sich auf die Umgebungseinflüsse
auf die Elektronenverteilung eines Inhibitormodells. Als Grundlage dient ein
vinylsulfon-basiertes Moekül, für das eine experimentell bestimmte Kristall-
struktur sowie ein theoretisch berechneter Protein Komplex verfügbar sind.
Ein Referendatensatz für diese Systeme wurde erstellt, indem der Konfor-
mationsraum des Inhibitors nach möglichen Minimumsstrukturen abgesucht
wurde, welche später mit den Geometrien des Moleküls im Kristall und im
Protein verglichen werden konnten. The Geometrie in der Kristallumgebung
konnte direkt aus den experimentellen Daten übernommen werden. Rech-
nungen zum nicht-kovalenten Protein Komplex hingegen haben gezeigt, dass
für das Modellsystem mehrere Geometrien des Inhibiors sowie zwei Pro-
tonierungszustände für die katalytisch aktiven Aminosäuren möglich sind.
Für die Analyse wurden daher alle möglichen Proteinkomplexe mit der Kristall-
struktur verglichen. Ebenso wurden Vergleiche mit der Geometrie des isolierten
Moleküls im Vakuum sowie der Geometrie in wässriger Lösung angestellt.
Für die Geometrie des Moleküls an sich ergab sich eine gute übereinstimmung
für alle Modellsysteme, für die Wechselwirkungen mit der Umgebung jedoch
nicht. Die Ausbildung von Dimeren in der Kristallumgebung hat einen stark
stablisierenden Effekt und ist einer der Gründe, warum dieser Kristall so gut
wie keine Fehlordungen aufweist. In den Proteinkomplexen hingegen ergibt
sich eine Abstoßung zwischen dem Inhibitor und einer der katalytisch ak-
tiven Aminosäuren. Als Ursache für diese Abstoßung konnte die Einführung
der Methylaminfunktion ausgemacht werden. Vermutlicherweise führt diese
strukturelle Änderung auch dazu, dass der Modellinhibitor nicht in der Lage
ist, so wie die Leitstruktur K11777 an das aktive Zentrum des Enzyms zu
binden.
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