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nonnegative real numbers

positive real numbers

i-th standard basis vector in R% for 1 <i < d

Kronecker delta, ie., §;; =1if i = j, and §;; = 0if i # j
unit sphere in R?

d X d-matrices with real entries

special orthogonal matrices in R?*?, i.e., any R € SO(d) sat-
isfies RTR =1 and det R = 1

reference configuration, Qy C R%

deformed / current configuration, Q C R¢

time, ¢ € Rar

a material point in the Lagrangian coordinate system, X € Qg
a spatial point in the Eulerian coordinate system, x € 2
velocity in the Eulerian coordinate system

deformation gradient in the Lagrangian coordinate system
deformation gradient in the Eulerian coordinate system
magnetization (Eulerian coordinate system)

magnetic (stray) field (Eulerian coordinate system)
magnetic induction (Eulerian coordinate system)

outer normal vector to the boundary of 2

the transpose of a matrix A € R4 ie., (AT);; = Aj

for vectors or matrices the Finstein summation convention is
used throughout this work: summation sign is omitted and the
sum is over all indices which appear twice

defines for a,b € R? the scalarproduct a - b := Zle a;b; = a;b;
on the space of vectors

dyadic product defines for a,b € R? the matrix (a®b); ; := a;b;

cross product defines for a,b € R? a vector a x b perpendicular
to a and b such that a, b, a x b define a right-handed coordinate
system; if the cross x is in the very beginning of a line within
an equation or calculation, it simply indicates a multiplication
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1 Introduction

1.1 Aim of this work

Magnetic materials are of great importance in technological applications. In our
work at hand, we consider magnetoelastic materials, which are strongly suscepti-
ble to the phenomenon of converting applied stresses into changes of the magnetic
field and vice versa. These materials are so-called smart materials. In general,
smart materials are constructed materials which have the special property that
they react to applied external stimuli in remarkable ways. Generally, such stim-
uli are, for instance, stresses, temperature, external electric or magnetic fields.
In the case of magnetoelastic materials, as mentioned earlier, elastic effects and
magnetic properties are taken into account and they are coupled.

Due to this coupling effect, magnetoelastic materials have been of interest for a
variety of applications. For instance, they can be found in sensors to measure
torque or force (see, e.g., [BS02, BS04, GRRC11]). Here, magnetoelastic materi-
als convert stresses into changes of the magnetic field, whereat the magnitude of
the changes depends on the strength of the stresses. Finally, the changes of the
magnetic field can be measured and related to the applied force or torque.
Further, magnetoelastic materials are also used in magnetic actuators (see, e.g.,
[SNR10]) and generators for ultrasonic sound (see, e.g., [BV92]). The magnetoe-
lastic effect is used in these applications the other way round compared to the
sensors: changes of applied magnetic fields induce changes of the magnetization
of the material which then, due to the coupling, convert to changes in the defor-
mation of the material body. The resulting motion of the material is then used
for the specific applications.

Our main motivation is to understand magnetic fluids with immersed particles of
a certain intermediate size. Common models consider systems with particles of
homogeneous magnetization, which is an acceptable presumption for very small
particles (5-10 nm; ferrofluids; see, e.g., [BABT99], [AR09, Section 7]), or rela-
tively large particles (1-10 pum; magnetorheological fluids; see, e.g., [Werl4]). Un-
der applied magnetic fields, ferrofluids stay in the fluid phase, while the viscosity
of magnetorheolocial fluids increases in such a way that they become viscoelas-
tic solids. On the other hand, it is interesting to mathematically describe the
behavior of fluids with intermediate-sized particles, which show micromagnetic
domains. Such micromagnetic fluids might bear a considerable technological po-
tential.

The aim of this work is to start the approach of such magnetic fluids by

e deriving a general mathematical model for a micromagnetic and elastic par-
ticle and by



e proving existence of weak solutions to systems of partial differential equa-
tions which are deduced from the general model under special assumptions.

Discussing the existence of weak solutions to the resulting highly coupled sys-
tems is not only challenging and interesting on its own but also crucial, e.g., for
numerical analysis to be meaningful.

The derivation of our general model and the model itself has the following fea-
tures, of which the combination cannot be found within the existing mathematical
literature on magnetoelastic materials (see Section 1.2):

e modeling is focused on the interplay between Lagrangian and Fulerian co-
ordinate systems to combine elasticity and magnetism, which are described
on different coordinate systems;

e model is phrased entirely in the Fulerian coordinate system, which makes
it easier to extend the model further in future work;

e framework of micromagnetism is used to allow for a magnetic domain struc-
ture in the materials;

e variational approach is employed, where dissipation mechanisms and time
evolution are included;

e coupling of phenomena on the macroscopic scale (deformation) and the mi-
croscopic scale (magnetization) happen through coupling on the energetic
level as well as transport relations.

We elaborate on these special features of our modeling approach and the model
in the following and highlight their importance.

The transformation of the variables and the energies between Lagrangian and Eu-
lerian coordinate systems is a crucial ingredient in our modeling. Elastic effects
are commonly defined in the Lagrangian coordinate system, i.e., on the refer-
ence configuration; however, the magnetization and other magnetic variables are
usually defined in the Eulerian coordinate system, i.e., on the deformed or cur-
rent configuration. In order to combine elastic and magnetic effects described
on different coordinate systems, we need to make sure that the descriptions fit
together on the same coordinate system. We choose to phrase the model entirely
in the Eulerian coordinate system (see also [LWO1]). This is useful, since it is
then unnecessary to assure invertibility of deformations and it allows to incor-
porate fluid-structure interaction for magnetic fluids later. This is what makes
the interplay between Lagrangian and Eulerian coordinate systems so important.
For the importance of invertibility questions in (magneto-)elasticity theory, we
refer to [RLO5, KSZ15].

We consider the micromagnetic framework (see Section 2.3 below) to describe
the magnetic properties of the materials. This allows for a heterogeneous mag-
netization across the material and makes the model applicable to richer settings.
Our derivation of the model is based on a variational approach which includes
dissipation mechanisms. This approach goes back to the works of John William
Strutt (Lord Rayleigh) [Str73] and Lars Onsager [Ons31a, Ons31b] and has been



applied in the derivation of models for complex fluids in, e.g., [LLZ05, SLO09,
WXL13]. For an introduction to this approach we refer also to [Forl3] and Sec-
tion 2.2 below.

Further advantages of this approach are that energy terms can be established
relatively easily and that forces within the system are not counted twice, among
others. Moreover, using this approach, we can naturally combine effects on dif-
ferent scales (so-called multi-scale modeling) — in our case, elasticity on a macro-
scopic scale and magnetism on a microscopic scale — in a time evolution model
within the framework of complex fluids. It is important to note that time evo-
lution is at the core of our approach. This is vital to understand the dynamical
behavior of materials.

As mentioned before, a meaningful feature is the cross-scale coupling of the mag-
netization on the microscopic scale and the deformation on the macroscopic
scale. Here, we consider coupling on the energetic level in the anisotropy en-
ergy, which connects the easy axes of the magnetization to the actual elastic
deformation. Moreover, the transport plays an important role as it couples the
macroscopic motion to the microscopic variables. For the details, we refer to
Sections 2.3 and 2.4.

1.2 Historical overview and embedding

Next, we give an overview of the history and the development of the theory of
magnetoelasticity as well as the theory of micromagnetism. Moreover, we high-
light the features of our model compared to what has been done before.

The discovery of magnetoelasticity dates back at least to the 19th century (see,
e.g., [Bro66]). It was observed that if a ferromagnetic rod is subject to a mag-
netizing field, the rod changes not only its magnetization but also its length.
Further, the opposite way can also be observed: if the rod experiences tension,
its length as well as its magnetization changes. From such experiments it was
concluded that there exists an interaction between elastic and magnetic effects.
The general term for this class of phenomena is magnetoelastic interaction or
simply magnetoelasticity. More precisely, magnetostriction for the shape change
during magnetization and magnetoelastic effect for the change of magnetization
resulting from a mechanical stress.

The importance of magnetoelasticity has been acknowledged starting with the
modern theory of ferromagnetism. However, until the 1960’s, most of the magne-
toelastic derivations were based on works from the early 1930’s. Unfortunately,
the theory from that time suffered from several flaws (see [Bro66]). Then, in
Brown’s monograph [Bro66], the first rigorous phenomenological theory of mag-
netoelasticity was built, using both Lagrangian and Eulerian coordinate systems
in the description. Practically concurrently with Brown, who gives an overview of
force and energy based methods from the physical point of view in [Bro66], Tier-
sten presented an essentially equivalent theory for magnetoelastic solids in two
papers [Tie64, Tie65]. Both these works consider magnetically saturated media



undergoing large deformations, phrased in the Eulerian coordinate system. The
first one is from the viewpoint of differential equations, where a ferromagnetic
body is modeled as a superposition of two continua, the lattice continuum and
the electronic spin continuum, which interact by forces and stresses. The second
work by Tiersten is in the form of a variational principle, which yields the same
equations, but does not employ a rational mathematical derivation.

Compared to our ansatz, it lacks dissipation mechanisms and does not include
the theory of micromagnetics, which was developed by Brown in [Bro63]. Despite
the fact that the systematic development of the framework is due to Brown, some
of the main ideas had already been published by Landau and Lifschitz in 1935
[LL35]. Brown’s theory of micromagnetics, however, did not experience general
acceptance until around the year 1990 [JK90]. Pertinent works are consequently
relatively scarce before that time, see, e.g., [MWT79, Slo79, Vis85]. However, the
situation changed quickly and the field developed rapidly (see [HS98, KP06]), let
it be physical modeling, mathematical analysis, model validation, reduction or
numerics.

In [DP95], the authors consider evolution equations for liquid crystals and for
magnetostrictive solids and show how to study such apparently different and di-
verse materials within a unified dynamical theory of structured continua. In this
work, the approach is based on modeling with forces, i.e., without an advan-
tageous variational approach. Further, the model does not include micromag-
netism, but the authors employ a similar micromagnetic balance equation as the
Landau-Lifschitz-Gilbert (LLG) equation.

In [DP96], the same authors revisit the models of Tiersten and Brown from the
1960’s and use again a force-based approach to the modeling over an energetic
variational approach. A mathematical analysis including existence of weak so-
lutions of the obtained model (the so-called soft ferromagnets at rest) is then
performed in [BPVO01]. This model is a special form of the LLG equation, which
is decoupled from elasticity in that work.

Further prominent works in the field of magnetoelasticity are [DD98] and [DJ02].
In the former article, a model on nonlinear magnetoelasticity is analyzed as a vari-
ational problem using convex integration. The latter article uses micromagnetics
to derive a variational approach for the macroscopic behavior and equilibrium
configurations of materials with high anisotropy. Both articles, however, focus
on static problems in magnetoelasticity. In addition, the work [JK93] is on a
theory on materials with large magnetostriction, it takes anisotropy from lattice
considerations into account and it predicts observed domain structures precisely.
Compared to viewing magnetoelastic materials as a continuum, the article [LJLO6]
presents a static problem of magnetic particles within an elastic matrix. The par-
ticles are described by the theory discussed in [DJ02]. One could look at such
magnetostrictive composites basically as a magnetic fluid with dehydrated fluid
material.

In 1935, Landau and Lifschitz [LL35] derived an equation describing the dynamics
of the magnetization. In 1955, it was further improved by Gilbert [Gil55, Gil04]
(notice that the first article is only an abstract, the details were published almost
50 years later in the second article) into what is nowadays known as the Landau-



Lifschitz-Gilbert (LLG) equation. Detailed reviews of the theory of micromagnet-
ics can be found, for instance, in [HS98, KP06]. Prominent analytical works in
the field of micromagnetics are, for example, [Vis85, JK90, AS92, CP01, CFO01].
Moreover, micromagnetics and the LLG equation for thin films are studied in,
e.g., [GJ97, DKMO00, DKMO02, DKMO06, Kur06a, Kur06b, Mel07, Mell0,
CIM14], where I'-convergence is an important mathematical tool. All the preced-
ing articles treat the magnetic phenomena only, i.e., without magnetoelasticity
and thus lack the coupling to elastic effects.

The evolution of the coupling of micromagnetics with elasticity for magneto-
elastic materials has already been tackled and analyzed from the viewpoint of
existence of solutions, see, e.g., [CISVC09, CEF11]. The former uses an ap-
proximation of the LLG equation, which does not give rise to a gradient flow,
the latter features coupling in the LLG equation through the effective magnetic
field and a stress tensor, which is not derived by means of variational principles.
For a recent numerically-oriented work see, e.g., [BPPR14]. We note that, com-
pared to our approach, the models in all these works lack certain coupling of the
physical quantities through the transport and material derivatives. Moreover,
for recent works from the engineering and experimental point of view see, e.g.,

[MKR11, ESM15, MVT15, MVT16].

1.3 Overview of this work

The main part of this thesis is organized in two chapters with an additional ap-
pendix.

Chapter 2 is dedicated to the modeling of magnetoelastic materials. In the first
part of this chapter we fix the notation and recall several notions and concepts
from continuum mechanics in Section 2.1. In Section 2.2, we outline the ener-
getic variational approach. Then, we use Section 2.3 to give a brief overview of
the theory of micromagnetics. After highlighting the evolution of the variables
describing the material via transport in Section 2.4, we continue with discussing
the energy dissipation law for our model in Section 2.5.

In Section 2.6, we state the main result of this chapter, viz our mathematical
model for magnetoelastic materials. This is a system of partial differential equa-
tions which govern the evolution of the entire material. The equations are highly
coupled due to interactions between the macroscopic scale and the microscopic
scale. The partial differential equations include the equation of motion with
stress and pressure terms as well as a dynamical equation for the magnetization.
Moreover, the law of conservation of mass and the evolution of the deformation
gradient are part of the system of equations. A derivation of this is then provided
in Section 2.7.

We start the mathematical analysis of the obtained system of partial differen-
tial equations by considering a model for a simplified setting. In this setting,
we consider special assumptions on the energy and dissipation terms as well as
on the kinematics of the magnetization and the deformation. In Section 2.8 we



highlight all the assumptions in this setting and derive the corresponding model
for this case.

In Chapter 3, we then present existence results of weak solutions to the consid-
ered model for the simplified setting. We state the existence results right in the
beginning of Chapter 3: the first one is Theorem 9. This states the existence of
weak solutions to the model for the simplified setting considering gradient flow
dynamics on the magnetization. The second one is Theorem 11 which is the
existence of weak solutions to the model for the simplified setting considering
LLG dynamics for small initial data. For the LLG equation, we also present
Lemma 10 in the beginning of Chapter 3, which shows the property of the LLG
equation to conserve the length of the magnetization and three equivalent forms
of the LLG equation.

Section 3.1 then deals with the proof of Theorem 9. The proof is based on a
Galerkin method discretizing the velocity in the equation of motion and a fixed
point argument and borrows ideas from [LL95].

In Section 3.2, we present the proof of Theorem 11. The proof is based on the
proof presented in Section 3.1 but features special ideas from [CFO01] which are
necessary due to the more complicated form of the LLG equation. There, the
three equivalent forms of the LLG equation from Lemma 10 play a crucial role
to obtain uniform a priori energy estimates. Section 3.2 presents the main steps
of the proof and highlights the differences compared to the proof presented in
Section 3.1.

Moreover, the appendix includes further results on special transport as well as
supplementary proofs. We also discuss a version of the model for the simplified
setting in two dimensions there, which can be used as a starting point for the
analysis of special solutions and numerical simulations to gain more insight into
the coupling within the model and to compare the model with experiments in
future work.

Finally, in Section 4, we conclude this thesis with an overview of open prob-
lems. These include analysis of further generalizations of the models discussed
in this work as well as an extension towards fluid-structure interactions. More-
over, numerical analysis and experiments are of big importance to continue the
path towards better understanding of the behavior and properties of magnetic
materials.



2 Modeling of magnetoelastic materials

In this part of the thesis, we present a model for magnetoelastic materials and
derive it from an energy ansatz within a continuum mechanical setting. In order
to describe the setting properly, we use the following preliminary sections to
explain and fix the notation used in continuum mechanics. Furthermore, we give
an overview of the energetic variational approach used and recall facts from the
theory of micromagnetics.

2.1 Continuum mechanical setting

In the forthcoming analysis, we work in a continuum mechanical setting (see also
[For13, Chapter 2]).

(X, 1)

o 0

Figure 2.1: Deformation mapping between reference configuration €2y and de-
formed configuration 2.

Let t € Rg be the time variable and t* a given end time. Let Qg, Q C R, d = 2, 3,
be the reference (undeformed) and the deformed configuration of the material,
respectively. If not otherwise stated, we assume that 2 is a bounded domain
with a smooth boundary which has positive and finite Hausdorff measure, 0 <
H1(09) < .

Elasticity is commonly phrased in the Lagrangian coordinate system X € ),
whereas magnetic quantities are usually defined in the Eulerian coordinate system
x € . In our ansatz, we phrase the mathematical model for magnetoelastic
materials entirely in the Eulerian coordinate system. To rewrite elasticity in
Eulerian coordinates, we make use of the deformation or flow map (see also
Section 2.7 and, e.g., [Forl3, Section 3.3])

2(X,1) : Qo % [0,£] = Q (2.1)



defines the position of particle X € €y at time ¢ in the current configuration.
We assume that X — x(X,t) is a bijective mapping at every time ¢ € [0,t*].
With the flow map, we define the velocity in the Eulerian coordinate system
v:Qx[0,t*] = R? by

0
v(z(X,t),t) = Ew(X, t). (2.2)
Moreover, we assume that the deformation gradient F : Qg x [0, %] — Rd*d
F(X,t) = Vxz(X,1) (2.3)

has positive determinant J := det F> 0, i.e., is orientation preserving. We refer
to the coordinates X € )y as Lagrangian coordinates and to x € ) as Eulerian
coordinates. Note that we also use the notion deformation gradient for the push
forward F : Q x [0,*] — R%? which is defined by

F(z(X,1),t) = F(X,1t). (2.4)

F(X,t) is a quantity in the Lagrangian coordinate system, whereas F'(z,t) is a
quantity in the Eulerian coordinate system.

The general model that we derive in Section 2.7 includes compressible materials.
In Section 2.8, we restrict our analysis to incompressible materials. That is, we
assume

det F =1 (2.5)
in the Lagrangian coordinate system. This then implies
Vov=0 (2.6)

in the Eulerian coordinate system. For a proof, see, e.g., [Forl3, Section 2.3].
For the description of the magnetic properties of the material, we introduce the
magnetization

M :Q x [0,t*] — R3.
It is extended by zero to the whole space-time R? x [0, #*].
The magnetization then induces a magnetic field H : R x [0,#*] — R3, the so-
called stray field, through which the different regions of the material interact with
each other over long-ranges. It is given as a solution to Poisson’s equation arising
from Maxwell’s equations for magnetostatics. Details are given in Section 2.3.
Notice that the magnetization is only defined on the magnetic body but takes
always values in R?, no matter whether d = 2 or d = 3. The induced magnetic
field is defined in the entire R with values in R3, where it does not matter which
value d takes.
In our modeling, we assume to have two scales. On the one hand, the velocity
v and the deformation gradient F' define the large scale or macroscopic scale.
On the other hand, the magnetic properties and the magnetization M define the
“fine” scale or microscopic scale. The communication between these two scales
happens through different coupling on the energetic level (see Section 2.3.1) and
transport relations (see Section 2.4). Further, we assume separation of scales
in the sense that everything that happens between microscopic scale and macro-
scopic scale is determined by these two scales, and that we may neglect dynamics
on one scale when treating the other separately.



2.2 Overview of the energetic variational approach

As already mentioned in the introduction, we apply an energetic variational ap-
proach to obtain the balance of momentum equation for the model describing
magnetoelastic materials. This allows us to derive an evolutionary system of
partial differential equations from a rather easy energy ansatz.

This particular energetic variational approach is used by Chun Liu and coauthors,
an overview can be found in, e.g., [Liull], [HKL10]. It goes back to the works of
John William Strutt (Lord Rayleigh) [Str73] and Lars Onsager [Ons31a, Ons31b].
The basic concepts of this approach are briefly outlined below: energy dissipation
law, least action principle, maximum dissipation principle, and Newton’s force
balance law. For a more detailed review we refer to [Forl3].

The starting point of the energy treatment is the energy dissipation law

%Et"t“l = —Ap, (2.7)
where E°'% represents the total energy and A denotes the dissipation. The first
is defined as the sum of kinetic and free internal energy; the latter is modeled,
for instance, as a quadratic functional of certain rates, such as velocity. If it
holds that Ag # 0, the system is dissipative. If Ag = 0, the system is called
conservative or Hamiltonian.

Hamiltonian systems are treated with the least action principle. First, we recall
the definition of the action functional, see, e.g., [LL76, Chapter I, Section 2].
Let L = IC — F be the Lagrangian function of a conservative system, where K is
the kinetic energy and F is the free energy, depending on the state variable ¢(t)
and its derivates. Then, the action functional for this system is defined by

Afg) = /0 Lit,q(t). q:(t)) dt. (2.8)

The least action principle then states that the equation of motion for the Hamil-
tonian system follows by taking the variation of the action functional with respect
to q.

In our modeling approach, the kinetic energy and the free energy can be written
in the form of integrals over the domain £29. Moreover, the main state variable
is the flow map z(X,¢). We express all the quantities, such as the deformation
gradient and the magnetization, by means of z(X,t). To calculate the equation
of motion, we calculate the variation of the action functional with respect to x.
To this end, we consider a variation z(X,t) + ex(X,t) of the minimizing tra-
jectory z(X,t) for e € (—ep,e0), €0 > 0, and Y(X,t) an arbitrary test function
that is smooth and compactly supported on Qg x [0,¢*]. The calculation of
% e:oA(x + eX) = 0 then leads to the Euler-Lagrange equation or equation of
motion for the system. When we work under incompressibility constraints in
Section 2.8, we need to consider different variations, namely volume preserving
diffeomorphisms, see (2.110).

We also denote the equation of motion for the Hamiltonian system by the notion



force we. In this case, we formally write
conservative )
total __
oE = forceconservative - 5$a

where § denotes a virtual change of the respective quantities.

Dissipative systems also satisfy the mazimum dissipation principle. This leads
to the dissipative force of the described system. We do this by a variation of the
(scaled) dissipation functional A g with respect to the rate. Here, we formally
write

1
o <§AE> = forcedissipative : 5$t-

The final step is to combine these forces with Netwon’s force balance law. The
law states that conservative and dissipative forces are equal (“actio” is equal to
“reactio”)

forceconservative = forcedissipative-

This final force balance equation is the equation of motion for the entire system,
also regarded as balance of momentum.

In our setting of magnetoelastic materials, the free energies are given as integrals
over the domain in Eulerian coordinates of some spatial energy densities. Hence,
the action functional involves not only an integral over time, but also an integral
over the domain. To calculate the variation of the action, we pull back the
integral, i.e., write everything into the Lagrangian coordinate system. At this
point, transport equations come in: they tell us how the quantities evolve and
provide us with information on how to write these quantities in terms of the
Lagrangian coordinate system. Transport equations are discussed in Section 2.4.
Since the starting point of the energetic variational approach is a total energy
together with a dissipation, we set up all considered energies and dissipation
terms in the following. In Section 2.3, we describe the micromagnetic framework
for the magnetic variables and the corresponding energy terms. In Section 2.5, we
combine this together with the elasticity part and the dissipative part to obtain
the total energy dissipation law.
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2.3 Overview of the theory of micromagnetics

In this section, we give a brief introduction to micromagnetics. We refer to
[HS98, KP06] for a more detailed review of micromagnetics.

In our modeling ansatz, we assume a quasi-static setting and work with Maxwell’s
equations for magnetostatics. Moreover, we neglect electric effects and currents
by assuming isolating materials. Maxwell’s equations for magnetostatics (see,
e.g., [Bob00, Kov00]) for the magnetic induction B : R® — R3 and the magnetic
field H : R? — R? read

V-B=0, (2.9)
VxH=0, (2.10)

with the constitutive relation
B =po(M + H), (2.11)

where the constant pg > 0 is the magnetic permeability. Due to Maxwell’s
equation (2.10), we can write

H=—-Vy:=—-V,0o(M)(x), (2.12)
where the scalar potential
p(M)(z) = (VN « M)(z) = /RS(VN)(w —y) - M(y) dy (2.13)

is the solution to Poisson’s equation
Ap=V-M inR3 (2.14)

arising from (2.9), (2.11) and (2.12) (see, e.g., [HS98, Section 3.2.5]), understood
in the sense of distributions (see, e.g., [Gar07, Section 1], and the weak form (2.71)
below). The solution is subject to the transition condition [V¢-n] = —M -n on
99, where [a] = at —a~ denotes the difference of outer trace a™ and inner trace
a~ of the quantity a. Further, N(r) := —ﬁw and (VN)(r) = ﬁ#, r#0.
Note that in the case where Q C R?, we use a stray field energy term which was
derived in [GJ97] for thin films. The advantage of this is that we do not need
the stray field explicitly. For details, see Section 2.3.1 below.

2.3.1 Micromagnetic energy
The first ingredient in the theory of micromagnetics is the micromagnetic en-

ergy Wymag, defined on a suitable function space. It reads (see, e.g., [HS9S,
Section 3.2])

Wymag (M) :A/QNM\? dm+/QzZ(M) dz

B H))? de - uo/ M- Heq dz.  (2.15)
2 Jrs Q
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The first term is the exchange energy term with the exchange constant A > 0.
This energy reflects the tendency of the magnetic field to align in one direction.
The second term is the anisotropy energy. It accounts for the dependence of
the energy on the direction of the magnetization relative to the easy axes of the
material. The nonnegative anisotropy energy density ¢ : R3 — RaL , M — (M)
is usually defined as a polynomial function reflecting the crystal symmetry of the
material [DKMOO06]. A simple ansatz for 1) := 1y,; models uniaxial anisotropy,
which means that the magnetization prefers one certain direction within the
material. In literature on micromagnetics, e.g., [DKMOO06], this ansatz reads
Yuni(M) = 1 — (M - e)? for a certain unit vector e. This particular anisotropy
energy density penalizes the deviation of the magnetization from the easy axis,
i.e., it becomes small when the alignment of M is parallel to e.

The third term is the stray field energy. The magnetic (stray) field H = H(M)
is induced by the magnetized body and is a solution to Maxwell’s equations of
magnetostatics (2.9)—(2.10) and (2.11). The stray field energy can be rewritten
in the following way [HS98, Section 3.2.5]:

o[ HOD)PR da = —@/ M- H(M) da. (2.16)
2 R3 2 QO

Finally, the last term in (2.15) represents the Zeeman energy due to the externally
applied magnetic field Hey : R? — R3.

We extend the usual definition of the micromagnetic energy in our model to
the magnetoelastic setting in the following way. Firstly, by the transformation
from the Eulerian coordinate system to the Lagrangian coordinate system, we
introduce a coupling of the magnetic quantities and the deformation within the
micromagnetic energy. Moveover, we couple deformation and magnetization in
the anisotropy energy. The usual anisotropy energy in (2.15) does not depend
on the deformation gradient F' (see, e.g., [HS98, Section 3.2.7]). However, when
we consider elastic materials, the crystalline structure of the material changes
according to the deformation. So, in order to take this in account, we introduce
the anisotropy energy density

YRR S RE,  (F, M) — (F, M),

which now depends on the deformation gradient F' in the sense that the easy axes
e; of the materials at rest are changed by F'. For instance, one could set Fe; to
be the easy axes in the deformed configuration (Cauchy-Born relation, see, e.g.,
[TM11, Section 11.2.2]).

In the following, however, we stick to the general v without focusing on specific
materials with specific crystalline structure and dependence on F'. Let us assume
that v is a smooth function on R%*9 x R3.

Moreover, in the case where  C R?, we use a stray field energy for thin films
which was derived in [GJ97], defined by

&/Mg do =20 (M - e3)? dz,
2 Ja 2 Ja

12



where Ms denotes the third component of M € R?, and e3 denotes the third
standard basis vector in R3.

In summary, in our approach, the micromagnetic energy Wmag, defined on suit-
able function spaces, does depend on the deformation gradient as well and reads

meag(F,M):A/ |VM|2 d$+/¢(F,M) d,I
Q

/ ELD (M) dz — pg / M- Hyq dz,  (2.17)

where
%(M -e3)? for d =2,

(M) = (2.18)
—%M "H(M) ford=3

2@

stray

is the stray field energy density.

A characteristic property of micromagnetic materials is the formation of so-called
domains of magnetization. Typically, under no applied field, the equilibrium
configuration of magnetoelastic materials contains these domains on which mag-
netization is approximately constant (see [HS98]). These domain patterns result
from the competition of crystal structure (reflected in the anisotropy energy) with
long-range magnetic interactions (reflected by the stray field energy). The first
is responsible for existence of preferred crystallographic directions (the so-called
easy axes of magnetization), the latter, however, disadvantages configurations
with uniform magnetization throughout the whole body.

2.3.2 Landau-Lifshitz-Gilbert equation

The second ingredient in the theory of micromagnetics is the Landau-Lifshitz-
Gilbert (LLG) equation, see, e.g., [HS98, Section 3.2.7]. It models the dissipative
dynamical behavior of the magnetization M, and reads

Mt =—-M x Heff + adampM X Mt, (219)

where Hog := —(W?‘% represents the effective magnetic field (see, e.g., [KP06,

Section 3.2], [GWO07]). The notation g(—M) denotes the variational derivative with
respect to the magnetization M. The effective magnetic field Hqg is calculated in
Section 2.7.2 below. Further, aggmp > 0 is a damping constant. The LLG equa-
tion is usually solved together with the boundary condition, see [GCGEO03],

oM

on
Moreover, in micromagnetics, the length of the magnetization is assumed to be
fixed (Heisenberg constraint), i.e., |[M| = M, where Mg > 0 is the saturation
magnetization (see, e.g., [DKMOO06]). For simplicity, we assume M, = 1, so, we
have the length constraint

=0 on 0f). (2.20)

M| =1 a.e. in Q. (2.21)

13



This constraint enters the variational principle with the help of a Lagrange mul-
tiplier in Section 2.7.1.

The LLG equation is a given equation which we do not obtain from a microscopic
energy ansatz. For a complete energetic picture of the entire system, however, we
derive an energy dissipation law governing the microscopic scale, i.e., the energy
dissipation law related to the LLG equation. We assume separation of scales
in the following sense: when considering the microscopic scale (magnetization
M) in the following calculation and taking the time derivative of the micromag-
netic energy, the macroscopic time scale is fixed, so the dependence of F may
be neglected. To obtain a governing energy dissipation law, we start by taking
the cross product of the LLG equation (2.19) with M. We obtain using the
GraBmann identity a x (bx ¢) = (a-c)b— (a-b)c for a,b,c € R and M - M = 1:

M x My = —M x (M X Heff) +adampM X (M X Mt)
= —(M . Heﬂ‘)M+ Heff +adampM X (M X Mt)’

which leads to

Heg = M x My + (M - Hog)M — 0vgampM x (M x My). (2.22)
Now, we multiply the LLG equation (2.19) scalarly by —Heg = Wg“% and

integrate over . Using (2.22), this yields

W imag

A(STMt dx:_Aadamp(MXMt)'Heﬁ dx

= —/ Qdamp(M x M) - (M x My + (M - Heg) M — cgampM < (M x My)) dx
Q

= —/ Qdamp| M x M dz.
Q

In view of (2.17) and the definition of a variational derivative, we have that
%Wumag = /g mg*]‘\;[“ag - M; dz. So, we can write

d
7 Wimag = — /Qadamp\M x M;|? da. (2.23)

We regard this as the energy dissipation law for the microscopic variable M.
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2.4 Kinematics and transport

In this section, we present the transport equations for all quantities describing the
system. Transport is the evolution of a quantity from the reference configuration
to the deformed configuration at time ¢.

The positive and bounded function p : Q x (0,t*) — RT denotes the mass density
of the material. The transport of the mass density is the law of conservation of
mass

pi+ V- (vp) =0 (2.24)

in its general strong form. However, in the case of incompressibility V - v = 0,
we obtain

pi+ (v-V)p=0. (2.25)

The conservation of mass can either be expressed as a partial differential equation
for the density in the Eulerian coordinate system as in (2.24)—(2.25) or as a pull
back formula in the Lagrangian coordinate system. In the compressible case, one
can deduce from (2.24) that

p(@(X, 1), 1) = mm(?{), (2.26)

where pg : Q9 — RT denotes the density of the material in the reference config-
uration. We refer to Appendix A.1 for a proof.
Similarly, in the incompressible case, we see directly from (2.25)

ple(X, 1), 1) = po(X)- (2.27)

Next, we discuss the transport of the deformation gradient. This transport
is described by an equation which follows from the push forward F(X,t) =
F(z(X,t),t), see (2.4). It reads (a derivation can be found in Appendix A.1)

Fy+ (v-V)F = VoF. (2.28)

Finally, we discuss the transport of the magnetization. We assume a weak trans-
port coupling of the magnetic and the elastic variables.

Another transport coupling is discussed in Appendix A.3. The rotational cou-
pling which we find appropriate for magnetic fluids allows for particle rotations
within the carrier fluid. In Appendix A.3, we highlight the corresponding as-
sumption on the transport of the magnetization and the problems and difficulties
which arise in the energetic variatonal approach using these particular assump-
tions.

The weak transport coupling means that we think of the magnetic variable fol-
lowing the elastic deformation by means of a movement of the dipole’s center
of mass and a volume change in compressible materials. Then, the crystalline
structure of the material, changed by the macroscopic deformation, causes the
magnetization to relax and adapt to the new easy axes. In this case of weak
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transport coupling, we assume simple transport of the form (see also [DD98];
this relates to conservation of mass, see (2.26))

M(@(X, 1), ) = mMO(X) (2.29)

in the Lagrangian coordinate system. In the Eulerian coordinate system, we
obtain (see Appendix A.1 for a proof)

in the Fulerian coordinate system.
In a next step, we couple the transport of M with the LLG equation. This
coupling is meaningful in the following sense: the LLG equation represents the
dynamics in the case of no motion by a surrounding elastic body. The transport,
in addition, brings in exactly this macroscopic material movement. So, the simple
time derivative in the LLG equation (2.19) is replaced by the transport equation
(2.30). We obtain

My = —M x Heg + gampM x M, (2.31)

as a microscopic force balance equation.
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2.5 Energy dissipation law

As discussed in Section 2.2, the energy dissipation law reads

d
EEvtotal — _AEa

where Ef° is the sum of kinetic and free internal energy. In our model, we
write

det F'

where W : R¥xd Rg is an elastic energy density. The elastic energy density
is usually defined in the Lagrangian coordinate system and we have the integral
transformation (see also [Forl3, Section 3.3])

- 1
5 W(F) dX = /Q = W(F) da. (2.32)

1 1
Etotal — \/Q §p’1}’2 + —W(F) dr + Wumag(F7 M),

Further, W mag (F, M) is the micromagnetic energy introduced in (2.17). Finally,
the total energy reads

1 1
pptotal _ / Pl W(E) + AVM? + 4 (F, M)
Q

det F’
d
+ Es(tr)ay(M) - MOM : Hext d.%', (233)
where Es(g?ay(M ) is given by (2.18). Moreover, we introduce a viscosity term

Agp(v) = /QV]Vvlz dz (2.34)

as the dissipation on the macroscopic scale, where v > 0 is a viscosity constant.
For the microscopic scale, represented by the magnetization M, notice that the
LLG equation is dissipative, as discussed in Section 2.3.2. There, we found a
microscopic energy dissipation law (2.23). Following the idea of coupling the
transport with the LLG equation in Section 2.4, we couple the dissipation in
(2.23) with the transport by replacing the simple time derivative with the trans-
port M, in (2.30). This yields

Ap(M,) = / | M X My|? da (2.35)
Q

as a dissipation on the microscopic scale.
In summary, we obtain for the total energy dissipation law covering the micro-
scopic scale as well as the macroscopic scale

d/ (1, , 1
S = — W(F
dt</92’0|”| *aer” )

+AIVM +(F, M) + ED, (M) — oM - Hexg dx>

__ / VIV + agamp| M x (M +V - (M @ v))[? da. (2.36)
Q

Note that we introduce a regularization for F' later in Section 2.8.2 for mathe-
matical reasons.
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2.6 Summary of equations

Our system of partial differential equations for magnetoelastic materials consists
of the following equations: firstly, we have the equation of motion (2.37) including
the stress tensor (2.39) and the induced pressure term (2.38). These are derived
in Section 2.7.1 below by a calculation of the first variation of the corresponding
action functional with respect to the domain. The equation of motion also in-
cludes the magnetic forces due to the magnetic stray field H(M) (for d = 3; this
force disappears for d = 2) and the externally applied magnetic field Heyy. The
form of the force terms is different (V' H M) from what we can find in the liter-
ature on magnetic forces ((M - V)H), see, e.g., [Bro66, Sch05, SS09]. However,
due to the form of the stray field as a gradient of a scalar potential (2.12), we
note that the form of the force can be changed from V' HM to (M - V)H and
vice versa, which we highlight in the proof of Theorem 1 on page 26 (see also
[DO14, Section 2.2.5]).

Secondly, we have the microscopic force balance (2.42), i.e., the coupled equation
between the transport of M and the Landau-Lifshitz-Gilbert (LLG) equation.
This coupled equation comes from (2.31). The effective magnetic field Heg (2.43)
which enters the microscopic force balance within the LLG equation is derived
in Section 2.7.2.

Furthermore, we need the conservation of mass from (2.24) and the transport for
the deformation gradient from (2.28), reflected in (2.40) and (2.41), respectively.
The boundary conditions (2.45) and (2.46) together with the initial conditions
(2.47)—(2.50) then complete the system.

ooy + (V- V)V) + Vpina — V- 7 = vAv + (d — 2)puoV " H(M)M
+poV  HeeM  (2.37)

Pind = —2AAM - M — A|VM|* + o (F, M) - M + (3 — d)%(M e3)?

— ¢ (F, M) + 3V |M(x,t)|* — ¥, (2.38)

1
T = detFW’(F)FT —2AVM & VM + pp (F,M)F, (2.39)
pt+ V- (vp) =0, (2.40)
Fy+ (v-V)F — VoF =0, (2.41)

M;+V - (M ®v) =—M X Heg + tgampM x (My +V - (M @ v)), (2.42)

He = 2AAM — o (F, M)
+ (d = 2)poH(M) — (3 — d)po(M - e3)es + poHext, (2.43)

M| =1 ae. (2.44)

on Q x (0,t*), where ¥ is a Lagrange multiplier for the length constraint (2.44),
and H (M) is defined as in equations (2.13)—(2.14) (for d = 3). Further, e3 denotes
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the third standard basis vector in R3. We impose the boundary conditions

v = 0 on 90 x (0,t%), (2.45)
oM
and the initial conditions
v(z,0) = vo(x) in €, (2.47)
p(x’ 0) = p0($) n 0, (248)
F(x,0) = Fo(x) =1 in Q, (2.49)
M(z,0) = Mp(z) inQ, |My(z)]=1 a.e. in Q. (2.50)
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2.7 Derivation of the model

In the following part, we derive the equation of motion (2.37) together with
the stress tensor (2.39) and the induced pressure (2.38) in Section 2.7.1. The
effective magnetic field Heg (2.43) for the microscopic force balance is derived in
Section 2.7.2.

We prove both Theorem 1 in Section 2.7.1 and Theorem 5 in Section 2.7.2 for
Q) C R3 first. Then we comment on the particular changes which occur in the
case where Q C R?: the only change is in the handling of the stray field energy
density Es(i)ay,
In the derivation of the model, we assume that all the quantities are as smooth

as necessary to justify the calculations.

all other calculations are the same.

2.7.1 Equation of motion: variation with respect to the domain

The result of the derivation is given in

Theorem 1. For a compressible viscoelastic and micromagnetic material subject
to an external magnetic field the equation of motion is given by

o(ve + (V- V)v) + Vping — V- 7 = vAv + (d — 2)uoV ' H(M)M
+ 1oV Hee M in Q x (0,%), (2.51)

where the induced pressure is given by
Pind = —2AAM - M — A ]VM]Q + Ypr (FyM) - M+ (3 — d)%(M -e3)?
— o (F, M) + 3 |M(x,t)|> — ¥ (2.52)

and U denotes the Lagrange multiplier for the constraint |M| = 1, and the total
stress tensor is given by

1
T =
det F'

W/(F)F" —2AVM © VM + ¢ (F,M)F". (2.53)

Proof. Firstly, we consider the conservative part of the energy dissipation law.
We start by discussing the case where Q@ C R3. The total energy in (2.33) for
d = 3 inserted into the general action (2.8) yields the action functional

t*
; NS T
A M) = [ [ Solol — g W) = AIVME — u(F M)

n %M CH(M) + poM - Hexq dz dt. (2.54)

We consider the length constraint |M| = 1 as a side condition which we take care
of in the action functional with a Lagrange multiplier ¥ € L2(0,¢*; L?(2;R)). To
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this end, we introduce the extended action functional

det '
+ 52M - H(M) + poM - Hexy da

iy
Acalo. P = [ [ Splol = opW(P) = AIVMP? = w(F. 1)
0

2
+/Q\11(|M| — 1) dz dt (2.55)

which now takes care of the length constraint on the energetic level. To calculate
the variation with respect to the domain Q = (€, t), we use variations of the
form

25(X,t) = x(X,t) + ex(X, 1) (2.56)
with € € (—e0,g0) and X(X,t) = x(z(X,t),t) smooth and compactly supported
on Qo x [0,t*] and

F*(X,t) := Vxa®(X, 1). (2.57)

These variations vary the domain €2 in the sense that . := 2°(Qo, t).
Since the variations (2.56) are functions on the Lagrangian coordinate system,
the extended action functional needs to be transformed into the Lagrangian co-
ordinate system. In this transformation, the integrals change according to the
formula fQ dex = fQO---detﬁ dX.
All the variables are expressed in terms of (X, ¢) with the help of the transport

relations. Note that in general det F' # 1 and that we have p(z(X,t),t) = %

from the conservation of mass (2.26) and M (z(X,t),t) = ﬁMO(X) by the
transport (2.29). We use these formulas for the transformation between La-
grangian and Eulerian coordinate systems.

Moreover, the gradient changes according to the formula

Vx(VF ' =V.()=V(), ie, Vx()F;'=V.() (2.58)

which is a direct consequence of the chain rule (for a proof, see Appendix A.1).
Together with the definition of the elastic energy (2.32) and the push-forward
formula for the deformation gradient F'(X,t) = F'(z(X,t),t), we obtain

t* .
Acat(v, F, M) :/ / %go|xt(X,t)|2—W(F) dX dt (2.59)
0 Q
t* ’ 1 ~ 2 ~
+/ / —A‘VX< ~MO(X)> FU| det F dX dt (2.60)
0 JQo det
t* . .
+ / / - (F %MO(X)> det F dX dt (2.61)
0 Qo det F
-
+/ / %MO(X).H(M) (z(X,t),t) dX dt (2.62)
0 Qo

t* 1
_|_/0 /QO 140 =Mo(X) - Hext(2(X,1),1)

1
~My(X
det I/ 0(X)

2
- 1>> det F dX dt (2.63)
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which reflects that the integrands in (2.59)—(2.63) depend on z, x; and Vxz
only. In the following, we split the variation of the extended action functional
into multiple parts for better readability. Since the stray field part (2.62) is more
involved, we discuss this part at last.

In the following calculations, we need the formulas

Al et F€ = det Ftr(VxX(X,t)F~Y), (2.64)
de e=0
d ~ ~
- Fe = VXX(X’t)’ (265)
de e=0
d - - ~
—|  (F) ' = —FIVxX(X ) F (2.66)
de e=0

For a proof of (2.64) and (2.66), we refer to Appendix A.1.

Variation of the kinetic and purely elastic parts (2.59). With (2.56) plugged
in, we calculate the derivative with respect to ¢, using (2.65),

d t* 1 ~
7 =d /'/-mmﬁxwﬁ—wuﬂdxw
d€ e=0 0 Qo 2
t*
- / / a0re(X, 1) - Ke(X, 1)
0 Qo
1

W/(F): (VxX(X,t) F7'F)det F dX dt.

_detﬁ ~7

Next, we transform back to the Eulerian coordinate system, using the transfor-
mation formula for the elastic energy (2.32) and the gradient formula (2.58), and
integrate the very first summand by parts with respect to the time t. We obtain

T = /0 /Q o, 1) (11 + (v V)0) x(2, )

d
= a’v(l‘,t)

1 / T
— WI(F)F' |: .
(detF (F) ) Vx(z,t) dz dt

In order to apply the fundamental lemma of the calculus of variations (see, e.g.,
[JLJO8, Lemma 1.1.1]), we integrate by parts with respect to the spatial variable
x. We get

T = /0 /Q —o(z,t)(ve + (v- V)v) - x(x,t)

+ <v- <ﬁw’(p)ﬂ>) x(w,t) dz dt. (2.67)
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Variation of the exchange part (2.60). With (2.56) plugged in, we calculate
the derivative with respect to €, using the product and chain rules, (2.64) and

(2.66),
Lo (o) @

2= de
t* 1
/ / —2A (vx — My(X)F~ 1> : <—v det F
Qo det F (det F)2

x tr(Vxx(X, t)ﬁ—l)MO(X)ﬁ—1> det F

2
det F€ dX dt

1 ~ 1 - -
—2A(V — M, XF—1> : <—v —My(X)F~ 'V ~X,tF—1>
< X qorp o) X e B OFTVAX(X D)

x det F
2
det Ftr(VxX(X,t)F~1) dX dt.

1 ~
— AV — My(X)F!
' = Mo(X)

In the next step, we transform back to the Eulerian coordinate system, using
again (2.58). We obtain

To = /t / —2AV M (x,t) : (=V(V - x(x,t)M(x,t)))
0o Jo
—2AVM (z,t) : (=VM(z,t)Vx(z,t))
— A|VM(z,t)* (V- x(z,t)) dz dt.

Then, we integrate by parts with respect to = (twice in the first summand!) in
order to isolate x(z,t). We get

7= [ [ 20Nt M) G0
—2A(V - (VM (z,t) © VM(z,t))) - x(z,t)
+ AV |[VM (z,1)|* - x(x,t) dz dt. (2.68)

Variation of the anisotropy part (2.61). With (2.56) plugged in, we calculate
the derivative with respect to &, using the product and chain rules and (2.64)—

(2.66),
t* _
= —— M, det F® dX dt
7s d€ e= 0/ /QO < detFE 0( )>

/t* /QO_ F< "dot B ~M0( )> : VxX(X,t) det F

— s ( EMO(X)> - <_ del (VAR (X, )P )MO(X)> det 7

" (15 del = My(X )> det F tr(VxX(X,t)F~ ) dX dt.
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In the next step, we transform back to the Eulerian coordinate system, using
(2.58), to obtain

T [ - (e M@ FT) Vit

~ par (F, Mz, 1)) - ( V(o )M, t>)

Lastly, we integrate by parts with respect to = to find

73—// (e (P M () FT) - x(a,1)

= V(¥u (F. M(z,t)) - M(z,t)) - x(2,t)
+ Vi (F, M) - x(z,t) dz dt. (2.69)

Variation of the external field and Lagrange multiplier parts (2.63). With
(2.56) plugged in, we calculate the derivative with respect to ¢, using the product
and chain rules, (2.64) and (2.65),

t*
/ / /’LOMO : eXt( a(Xat)at)
e=0 Qo
1 2
+qf<

— Mo (X)
/ /Q poMo(X) - (X(X,t) - V) Hext(2(X, 1), 1)

= - 1) det F€ dX dt
et F'¢

det I

wu(

In the next step, we transform back to the Eulerian coordinate system, using
(2.58), to obtain

+ 20 ~MO(X) : ((det 77 det Ftr(VxX(X, t)ﬁ—l)Mo(X)> det F'
1 2
det ﬁMO(X)

> det Ftr(Vx (X, t)F~ )> dX dt.

T [ [ 5oV e 0V 0) (00
+ 2w <M(m,t) - ((v - X(x,t))M(x,t)))
xp( |M (x,8)]> — 1> (V- X(x,t))) dz dt.
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Then, we integrate by parts with respect to . We find

Ts = /0 /Q/LO(VTHext(x,t)M(x,t)) “x(z,t)
AV (xp \M(m,t)\2> x(z,1)

v (xp M (z, )% — qx) -X(x,t)> da dt. (2.70)

Variation of the stray field part (2.62). At last, we discuss the stray field
H (M) and the stray field energy in the following. Since we work in a quasi-static
setting with Maxwell’s equations of magnetostatics, we drop the explicit time
dependence in the notation. The stray field is defined in the Eulerian coordinate
system in (2.12)—(2.13). Due to this fact, we start our investigation of the stray
field in the Eulerian coordinate system.

The weak form of Poisson’s equation (2.14) defining the stray field reads

V(M) (z,t)-Vip(z) de = / M(z,t)-Vip(x) dz vip € HY(R? R). (2.71)
R3 Q

Firstly, we are interested in the dependence of the potential ¢(M)(z,t), when
exposed to a variation of the domain in the inner integral, meaning the integral
of the convolution

PN (@.0) = [ (VN)(a =) My.1) dy
When imposing this variation of the domain, which is a variation x° of the
deformation x, the dependence of the potential ¢(M)(x,t) on € is explicit through
the domain, i.e., the domain depends on &:

PN (t,2) = [ (TN)(@ =) Mp.t) dy (2.72)

€

for x € R and Q. = 2°(Qo,t). We investigate the variation of (2.72) not explic-
itly, but through its defining equation (2.71). From equation (2.71), we obtain
in the Lagrangian coordinate system, using the transport of M and (2.58),

[ Vel te) Vila) de= | Mo(X) - Vxb(z¥)(FF)1 dX  (2.73)

for any ¢ € HY(R3; R).

In order not to be confused with indices, we use the notation % in the following
computations to indicate the partial derivate instead of (-)..

We calculate the variation of (2.71) with respect to the domain by taking the
derivative of (2.73) with respect to ¢ at € = 0. Note that ¢ € H?({;R3) (this

follows immediately from (2.14) and our assumption on smoothness of all quanti-
ties; in this case, we need that M € H!(Q;R3)) at least and assume additionally
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1 € H?(R3;R) to find out that, using product and chain rules and the formula
(2.58),

0
/RS v <£ e=0

= | Mo(X)ex, (Veba(X, 1) (X, 1)) Fy!

cp(M)(x,t,a)) -Vi(z) dz

— Mo(X)rVx,¥(x(X, ) F; ' Vx, xi(X, 1) F,! dX
= /QZM(JU,t)kVJC,C (Vo b(z)xi(2,t)) — M(2,4)pVa, b (2) Vo, xi (0, t) do
= /QM(w,t)kvxkvxﬂﬁ(x))(l(%t) dz. (274)

Setting ¢ (x) = %‘azocp(M)(x,t,a) in (2.71) and ¢¥(z) = (M)(x,t) in (2.74) we
immediately obtain

0
/Mxt <35

= [ M@ 0090, T (M) (1) (2.75)

cp(M)(x,t,a)) dz

Finally, we can take the variation of the stray field part with respect to the
domain. With
H(M)(x,t,e) := =Vo(x,t,¢)

and (2.56) plugged in, we calculate the derivative with respect to ¢, using the
product and chain rules and (2.66),

T = da 8 O/t* /Qo __MO ) - Vxo(M)(zf(X,t),t,e)(FF)~" dX dt
/t* /Q (vx ( 8‘1 PN EXD,49)

+ Va0 M) (z(X, 1), )X (X, t)> F!

Ve (M) (X, 1), 0 (F Y x, (X, 0 B >) 4X dt.

In the next step, we transform back to the Eulerian coordinate system, using
(2.58), and apply (2.75) to obtain

t*
T = /0 /Q — oMy (w, 1) Vo Varp(M) (2, 1) xi(e, t) dz dt.

:vIZVIk Lp(M)(:B,t)vazl Hy (M)(z,t)

Then, we write index notation back into matrix and vector products to find

7:1(3) = /Ot* /QMO (VTH(M)(x,t)M(x,t)) -x(z,t) dz dt. (2.76)
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Finally, we put (2.67), (2.68), (2.69), (2.70), and (2.76) together to obtain the
expression d%| Aeczt(2%). We find out that

d

0= —

de

e=0

Aat(@®) =Ti+ o+ T+ T + T3

e=0
t 1 /
[ [~ @90 o)+ (- (i W BT ) e
+2A(V(AM (z,t) - M(x,t))) - x(x,t)
—2A(V - (VM (z,t) © VM (x,t))) - x(z,1)
+ AV [V M (2, 1) - x(x, 1)
+V- (1/11: (F, M (x,t)) FT> “x(z,t)

- v(T/)M (F’M(x’t)) ’ M(x’t)) ) X(x’t)
+ Vo (F,M) - x(z,t)

+ po (VTH(M)(x,t)M(x,t)> “x(z,t)
+ 10(V T Hoyy (2, t) M (2, 1)) - x(x, 1)
—2v (WM (2,0)) - x(w, 1)

v (qf \M(z, 1)) — \11) x(z, ) dz dt.

From here, we deduce that, due to the properties of x and with the fundamental
lemma, of the calculus of variations,

o(vi + (V- V)0) + Vpina = V- 7 — oV ' H(M)M — 1oV " Heee M = 0, (2.77)
where

Pind = —2AAM - M — A|VM|? + ¢p (F, M) - M

— ¢ (F, M) + 3V |M(z,t)* — ¥, (2.78)
is the induced pressure and
1
T = detFW’(F)FT —2AVM & VM 4 g (F,M)F" (2.79)

is the total stress tensor as in (2.53).

In the case where 2 C R?, we use the corresponding stray field energy density
from (2.18). Since all other terms stay the same, we just calculate the variation
with respect to the domain of the stray field part of the action.

Due to the simple transport of M, we transform

t*
2 ._d Ko 9
= B0 s t) - dz dt
T4 dffgo/o / 2( (z,1) - e3)” da

*

d t 1o 1 2
- / / - < — My(X) - 63> det F© dX dt
de e=0J0 Qo 2 det F*

d v 1
== / / B0 (Mo (X) - e3)? —— dX dt.
de =070 Qo 2 det F¢
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Next, we take the derivative with respect to ¢, using the formula (2.64) together
with the chain rule. We obtain

t* 1 2
T(2>://&MX.62< ~>detFtrV X, t dx dt
4 o o 5 (Mo(X) - e3) o (VxX(X,)F )

t* 1 2
:/ / &( _ MO(X)-eg,) det Ftr(VxX(X,t)F) dX dt.
Qo det F¢

Finally, we transform back to the Eulerian coordinate system, using the transport
of M, the transformation formula of the gradient (2.58) and an integration by
parts with respect to x in the last step. This yields

7o :/Ot /Q%(M(x’t).63)2tr(VX(x,t)) dz dt
:/t*/ PO (M (2, t) - €3)°V - X(x, 1) dar dt

/t*/ __V z,t) - e3)’x(x,t) dz dt.

In view of the calculations from above, this results in a contribution +£*(M - e3)?
to the induced pressure. In summary, with (2.78), this yields the pressure (2.52).

Now, we take care of the viscosity term (2.34) which is the dissipation related
to the macroscopic scale in (2.36). As highlighted in Section 2.2, to derive the
dissipative part of the equation of motion, we use a variation of the form v + v
with © being compactly supported and smooth (see also [Forl3, Section 3.5]) and
calculate

1
0=— §AE(U +ev) = / (=V-(¥Vv)) -0 dz = / (—vAv) - o da.
- Q Q
At this point, we can again use the fundamental lemma of the calculus of varia-
tions to obtain

—vAv = 0. (2.80)

Finally, by the force balance law, we put the conservative part (2.77) and the
dissipative part (2.80) together and, by noting that there is no force term due to
the stray field in the case d = 2, we obtain equation (2.51). This concludes the
proof. O

2.7.2 Calculation of the effective magnetic field H g

This section is dedicated to the calculation of the effective magnetic field Heg.
It is derived as the negative variational derivative of the micromagnetic energy
Wmag with respect to the magnetization M (see [KP06, Section 3.2] and Sec-
tion 2.3.2, where the effective magnetic field appears in the LLG equation (2.19)).
During the calculation, we need to take care of the nonlocal term that represents
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the stray field H(M) (only for d = 3) induced by the magnetization of the body.
To this end, we apply the following result. The proof of the lemma is based on
a regularization of the Newton potential and the single layer potential and is
provided in Appendix A.4.

Notice that M also depends on time. For the evaluation of Maxwell’s equations
for magnetostatics on the microscopic scale, however, the dependence on time
can be neglected and we drop the time dependence in the notation as well.

Lemma 2. Let Q C R? be a bounded domain with a smooth boundary of positive
and finite Hausdorff measure 0 < H2(9) < oo, let M € WH(Q;R?) and
M € Wy (Q;R3). Then, it holds

(M, H(M)) 1203y = (M, H(M)) 12(055); (2.81)
where (f, g) 12ms) = [ () - 9(z) da.

Remark 3. Notice that we take M with zero trace in Lemma 2. This is because
we use compactly supported test functions in the proof of Theorem 5.

For the next result, we need the definition of a variational derivative, which we
present adapted for our special case.

Definition 4. Let Wnae be the micromagnetic energy functional as in (2.17).

Further, let M be smooth and compactly supported in space within €2, and let

M¢ = M +eM for e € (—¢o,e0). The variational derivative of Wymag with

respect to M, denoted by mg“%, is defined through

d SW, —~
— | Wymae(M®) = | —£228 A da. 2.82
S| WiV = [ Sames 37 a0 (2.82)

Now, with the above lemma, we are able to derive the effective magnetic field
H.g. The result is stated in

Theorem 5. For a compressible viscoelastic and micromagnetic material subject
to an external magnetic field the effective magnetic field Hog is given by

_ Wimag _
He = — SM —QAAM_T;Z)M(F’M)
+(d = 2)poH (M) — (3 — d)po(M - e3)es + poHexs, (2-83)

where Wymag as in (2.17).

Proof. We start by discussing the case where Q C R3. We calculate the varia-
tional derivative of Wmae with respect to M according to Definition 4. Then we
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Wmag

obtain the effective magnetic field as Heg = ——577*%. We obtain
d
— W mae (M
de o 2 g( )
d
= — / AIVMEP + 4 (F, M?) — O 0 - H(MP) — pioMF - Heyy da
d€ e=0JQ 2
= / 2AVMYVM + 1y (F, M) - M — % (1\7 H(M)+ M - di H(M€)>
Q €le=0

— poHex - M da.
We integrate by parts with respect to z the first term and apply (2.13) in the
fourth term to find
d

1 W imag (M¢)

e=0
= / —2A(V - VM) - M+ (F,M) - M
Q

y (v [N -2 ay )

po (=5 d
B HOM) - M=
2( (M) de

— pioHext - M da

:/_QA(V-VM)-]\/I\—i—z/JM(F,M)-Z\/Z
Q

po (5 d
B M HM) - M- —
2< (M) de

(v [N =) M) ay
=0 Q
Lev /Q (VN (@ — ) - D () dy))

— pioHexs - M da.

At this point, we can immediately take the derivative with respect to € due to
the linearity in . In the second step we apply Lemma 2 to obtain

d

e W imag (M?)

e=0

= / —2A(AM) - M + ¢y (F, M) - M
Q

. %(]\//_T.H(M)—M- (V/Q(VN)(@“—?/)']\/Z(Z/) dy))

—

= H(3)
- MOHext : Z/\Z dw

= / —2A(AM) - M + tppg (F, M) - M — oM - H(M) — jigHext - M da.
Q
The last expression is equal to

_/ <2AAM_¢M (F7M) +M0H(M) +:U'0Hext> Z/\de7
Q
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from where we immediately deduce that, using (2.82),
Hegr = 2AAM — by (F, M) + poH (M) + poHext. (2.84)

In the case where Q C R?, only the stray field energy density (2.18) changes.
As before, in the calculation of the equation of motion, all other terms stay the
same, so we only redo the calculation for the stray field energy term We obtain

d d
— /@(M6'63)2 de = —
de|._gJa 2 de

= / po(M - eg)(]\/f- eg) doe = / (o(M - e3)es) - M dz.
Q )

| B+ o) da
e=0

In view of the calculations from above, this results in a contribution — (M -e3)es
from the stray field to the effective magnetic field Heg. In summary, with (2.84),
we obtain the effective magnetic field (2.83). This concludes the proof. O
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2.8 The model for a simplified setting

The model describing magnetoelastic materials with micromagnetic domain struc-
ture we summarized in Section 2.6 is rather complex to analyze. This is due to
the fact that the resulting system of PDEs has the Navier-Stokes system as a sub-
system and has many highly coupled equations. So, we seek to simplify our model
in order to start the mathematical analysis of the resulting PDE system. To this
end, we propose a simplified version of our model in the following. Prominent
assumptions are a simpler form of the micromagnetic energy and the inclusion
of incompressibility conditions. All assumptions for this model are discussed in
Section 2.8.1. The corresponding energy dissipation law is set up in Section 2.8.2.
Then, the equations are summarized in Section 2.8.3 and Section 2.8.4 contains
derivations necessary to establish these equations. For existence of weak solutions
we refer to Chapter 3, and also to [BFGCT16] for an overview.

2.8.1 Simplifying model assumptions

Incompressibility. We impose incompressibility conditions. These conditions
were already introduced in Section 2.1 and read (see equations (2.5)—(2.6))

J=detF=detF =1 and V-v=0 (2.85)

in the Lagrangian coordinate system and in the Eulerian coordinate system,
respectively. This assumption does not affect the transport equation for the
deformation gradient F' which reads (see (2.28))

Fi+ (v-V)F —VuF =0. (2.86)
However, conservation of mass translates to
pe+(W-V)p=0 (2.87)

which we recall from equation (2.25). Since this implies that the mass density is
constant along the trajectory, i.e., p(x(X,t),t) = po(X), we set, without ambi-
guity, po(X) = 1. This reduces the number of variables as well as the number of
equations in the system. Moreover, the transport of the magnetization changes
to

which implies that M (z(X,t),t) = My(X). The right-hand side of (2.88) is the
material derivative. Notice that this is similar to the conservation of mass. We
cannot drop this equation just like conservation of mass, because we still consider
certain dynamical behavior of the magnetization, see below.
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Relaxed length constraint on M. We introduce a penalization term in the
micromagnetic energy which punishes the deviation of |M| from 1. We use the

term
1

42 Jo
where p is a constant to control the strength of the penalization. Such a penal-
ization is used in, e.g., [Kur04, Section 1.2] and [CISVCO09]. The effect of the

relaxed length constraint is that there is no need for the Lagrange multiplier any
more.

(|M)? = 1) dz, (2.89)

Special energy terms. We assume that there is no external field present, i.e.,
Hqt = 0, and further, we neglect the stray field energy corresponding to long-
range interactions.

Remark 6. A consequence of this simplification is, that we do mot model mi-
cromagnetic domain patterns. As mentioned in Section 2.3, the formation of
domains, where the magnetization is approximately constant (see [HS98]), is
considerably influenced by the magnetic stray field: domains result from the com-
petition of crystal structure (anisotropy energy) with long-range magnetic inter-
actions from the stray field.

Moreover, when studying magnetic fluids as some possible extension to this work,
the simplification of dropping the long-range interaction does not seem to be rea-
sonable in the sense that particles immersed in a carrier fluid interact over longer
ranges via the stray field.

Finally, the assumption on neglecting the stray field energy allows us to derive the
model without the need to distinguish between d = 2 and d = 3 in Section 2.8.4.

As for the anisotropy energy, we assume that
W(F, M) =0, (2.90)

so we neglect the anisotropy and the coupling herein. Notice that there is still a
coupling of elasticity and magnetic properties since both effects are described on
different coordinate systems. The change of coordinate systems then introduces a
coupling within the micromagnetic energy (see also Section 2.3.1). The resulting
micromagnetic energy then reads

. 1
simpl. __ 2 2 2
smpl _ /Q AVMP + 25(M =12 do (2.91)

Simplified dynamics of M. We replace the LLG equation by dynamics of gra-

dient flow type (see, e.g., [LS03, LSFYO05]). To this end, we set

SWimpl.
= pmee 2.92
Mt (5M 9 ( 9 )
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where we couple the left-hand side with the transport (2.88). Hence, we obtain
W
oM

as the microscopic force balance equation in the simplified case. Notice that the
right-hand side of this equation corresponds to the effective magnetic field.

M+ (v-V)M = — (2.93)

2.8.2 Energy dissipation law

As before, we work in this simplified setting with the energy dissipation law (2.7).
The total energy £ involves the kinetic energy, the elastic energy as in (2.32)
and the micromagnetic energy as in (2.91). We then have

1 1
Etotal — / ~|v]> + W(F) + A[VM* + —(IM]*> = 1) dz. (2.94)
Q2 4p
Next, we introduce a regularizing term for F', namely

AE(F):/K|VF|2 du,
Q

where k > 0 is a regularizing constant and |VF|?> = VF : VF.

The motivation of introducing this regularizing term for F' is of purely mathe-
matical nature: we then obtain more regularity from the regularized F-equation
later in the existence proofs in Chapter 3. Without this regularization the proof
of existence is even more involved and cannot be done without further assump-
tions on F' (see [LLZ05]).

The dissipative term on M (microscopic scale) is given by the gradient flow type
dynamics: assuming again the separation of scales and thus that the micromag-
netic energy does not depend on F' when considering the microscopic scale, we
formally obtain the governing energy dissipation law by multiplying equation

simpl.

(2.92) scalarly with M and integrating over 2. This yields

d
_Wma:_/
dt pmag Q

which we regard as energy dissipation law for the microscopic scale in the sim-
plified setting. In summary, we obtain for the total dissipation

2
w rsimpl.
0 YVY pmag

i dx

2
w rsimpl.
0 YV pmag

S dz. (2.95)

AE:/V|VU|2—|—I€|VF|2
Q

2.8.3 Summary of equations

Our system of partial differential equations for magnetoelastic materials in the
simplified setting consists of the following equations: firstly, we have the equation
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of motion (2.96) including the stress tensor (2.97), both derived in Section 2.8.4
below.

Secondly, there is the microscopic force balance (2.100) (see (2.93)), i.e., the cou-
pled equation of the transport equation of M and the gradient flow dynamics.
In the existence analysis of weak solutions in Chapter 3, we also consider the
model including the LLG equation (2.100’) with initial condition (2.106’) instead
of (2.100) with initial condition (2.106).

Furthermore, we have the transport equation of the deformation gradient (2.86)
in (2.99). For mathematical reasons, we couple this equation to a regularization
term and replace (2.99) by (2.99’) for the existence proofs in Chapter 3.
Moreover, we have the incompressibility conditions from (2.85). Due to the ad-
ditional regularization of F' introduced in Section 2.8.2, the solution to the reg-
ularized evolution equation for F' (2.99’) is not the deformation gradient which
satisfies the pure transport equation (2.99) without the regularization.

Notice that we dropped the incompressibility condition det F' = 1 in the following:
in the case of considering the system including equation (2.99), the incompress-
ibility condition V-v = 0 implies that det F' = const., and thus det F' = 1 directly
follows with appropriate initial conditions on F. On the other hand, if we con-
sider (2.99%), as in Chapter 3, the incompressibility condition det F' = 1 cannot
be satisfied any longer, since the solution of (2.99’) is just an approximation of
the actual deformation gradient.

The boundary conditions (2.101)—(2.103) and the initial conditions (2.104)—(2.106)
finally complete the system of equations.

v+ (v-Vo+Vp—-V.7=vAv in Q2 x (0,t%), (2.96)
T=W/(F)F" —2A4(VM & VM) in Q x (0,t%), (2.97)
V-v=0 in Qx(0,t"),  (2.98)
F,+ (v -V)F-VuF =0 in Q x (0,t%), (2.99)
F,+ (v-V)F — VoF = kAF in Q x (0,t%), (2.99")
M+ (v- V)M = 2AAM — %(|M|2 _ )M inQx (0,69, (2.100)

M+ (v-V)M=—Mx AM — M x (M x AM) inQx (0,¢%), (2.100")

with boundary conditions

v = on 09 x (0,t%), (2.101)
F=0 on 0§ x (0,t%), (2.102)
oM .
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and initial conditions

v(z,0) =vo(x), V- wvo(x)=0 in Q, (2.104)
F(z,0) = Fy(z) =1 in €, (2.105)
M(z,0) = My(z) in Q, (2.106)
M(z,0) = Mp(xz) inQ, |[Mp(x)]=1 ae inQ. (2.106)

Remark 7. In Section 2.8.4.1, we derive the equation of motion (2.96) based on
the pure transport (2.99’) of the deformation gradient F, and on the incompress-
ibility conditions (2.85), i.e., including the condition det F' = 1 which is more
physical. Later, in Chapter 3, we replace equation (2.99) by (2.99’) due to the
aforementioned mathematical reason.

2.8.4 Derivation of the model

In this section, we derive the equation of motion for the system first. Then, the
effective magnetic field and the dissipative term of the deformation gradient are
considered. We note that several steps in the calculations for the following results
are similar to those in Section 2.7 and are therefore shortened.

In the derivation of the model, we assume that all the quantities are as smooth
as necessary to justify the calculations.

2.8.4.1 Equation of motion: variation with respect to the domain

Theorem 8. For an incompressible viscoelastic and micromagnetic material in
the simplified setting described in Sections 2.8.1-2.8.2 the equation of motion is
given by

v+ (v-Vv+Vp—V-17=vAv in 2 x (0,t%), (2.107)

where the total stress tensor is given by the formula

T=W'(F)F'" —2A(VM ® VM). (2.108)

Proof. We start by considering the conservative part of the energy dissipation
law. In view of (2.8), we obtain from the total energy in (2.94) the action
functional

t*
A(v, F, M) = / / Lo~ W(F) — AVMP — L (MP 1) de dt.
0o Ja?2 4p
(2.109)

We use volume preserving diffeomorphisms z° (X, t) of class C 2 with deformation
gradient F¢(X,t) := Vxz°(X,t) for the variation with respect to the domain

such that 4ot
=z and dx =Y and Ve: det F°=1 (2.110)
£

e=0
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and Y being any compactly supported (with respect to space and time) test
function of class C'*°. Here, F= Vxx = VXJU":‘&:O

The nonlinear constraint leads to a divergence-free condition for the push forward
X(X,t) = x(x(X,t),t) (see also [Forl3, Section 3.5]); using (2.58) and (2.64) we
obtain

0= % det F= = det F tr(V x R(X, ) F~1) = tr (Vax(2(X, 1), ) = V - .
e=0

As for the variation with respect to the domain in the general case in Sec-
tion 2.7.1, the variations x°(X,t) are again functions defined on the Lagrangian
coordinate system, so, the action functional (2.109) needs to be transformed
into the Lagrangian coordinate system. We obtain using the push-forward for-
mula for the deformation gradient F(X,t) = F(z(X,t),t) and the transport
M ((X, 1)) = My(X)

/t* /Qo |2 (X,1)]2 — W(F(X,t))

— AlVxMy(X)F~Y(X,t)]* - ﬁ(!MO(X)\Q —1)%dX dt. (2.111)

Notice that due to the simple transport of M the last summand in the action
functional does not depend on the variation.

Now, we are ready to take the variation of the action functional with respect to
the domain. To this end, we plug in the volume preserving diffeomorphisms as
described above. We obtain

:/0 /Q%mg(x,t)F—W(FE(X,t))

AV Mo(X)(FS) (X, )2 — 4%2(11\40()()\2 _ 12 dX dt. (2.112)

We continue the calculation:

d €
de EZOA(@“ )
t* d

_ /0 /Q n(x)- <d% 820:@(}(,@) _W(F): (d—e ezoﬁff)

—24 (vXMO(X)ﬁ—l) : <—VXMO(X)ﬁ—1 <i 5 Oﬁ€> ﬁ—1> dx dt.

€
We assume that the variation 2° is at least C*. Hence | = VxXx(X,t)
and thus
d
A(z°)

:/t*/ mt(X,t)-it(X7t)—W’(f):(Vx?(X7t)ﬁ_lﬁ)
0 Qo

—24 (VXMO(X)ﬁ*) : <—VXM0(X)ﬁ*1VX>?(X, t)ﬁ’l) dx dt.
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We integrate by parts with respect to time in the first summand to obtain

d

de

A(zf)

e=0
/Ot /QO (X0 XX, 0) ~ W) - (VaX(X, 0 F )

+24 (VXMO(X)F”) : <VXM0(X)FV*1VX§(X, 1F 1) dX dt.

Now, we transform the spatial integral back into the Eulerian coordinate system.
Here, we use (2.58) and the push forward formula x(X,t) = x(z(X,t),t). We
get

d £
e A(z)

e=0
/0 /Q (oelast) + () - Vyo(a, 1)) - x(z. 1) — (W(EF)FT) : Vx(a, )
+2AVM (z,t) : (VM(x,t)Vx(z,t)) dx dt.

Next, we perform an integration by parts with respect to z to isolate y. The
details of these calculations are already carried out above in section 2.7.1. This
yields

d

. A(xe):/ot*/g<—(vt+(v-V)v)+V- (W) ET)

e=0

—2AV-(VM®VM)> - x dzx dt.

We successfully isolated x. Then, we set %|620A(3:5) = 0 and obtain using the
Helmholtz decomposition (see, e.g., [DL00, Chapter IX, Section 1, Propostion 1])
for some p; € W12(Q, R)

0=v+ (v - V)o+Vp — V- (W’(F)FT) +24V - (VM © VM).
At this point, we rewrite the result and get
v+ - V)o+Vp—V-7=0  in Q x (0,t%), (2.113)
where
T=W/(F)FT —24(VM & VM) (2.114)
is the total stress as in (2.108).
We proceed with the dissipative part (2.95). Again, we only have a viscosity

term as a dissipation related to the velocity. The calculation is almost the same
as the one to obtain (2.80) in the general setting. However, since we work under
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incompressibility conditions here, we use a variation v+ev with ¥ being compactly
supported, smooth and satisfying V - 0 = 0:

1
0= % 6:0§AE(U —{—gﬂ) = /Q(—I/AU) -0 dzx.

At this point, we can again use the Helmholtz decomposition and obtain
—vAv = Vps (2.115)

with po € WH2(Q,R). Finally, we define the total pressure p := p; — p2 (see
(2.113), (2.115)) and by the force balance law, we put the conservative part
(2.113) and the dissipative part (2.115) together to obtain equation (2.107). This
concludes the proof. O

2.8.4.2 Effective magnetic field H.z and regularization of I

In the following, we derive additional terms for the incompressible viscoelastic
and micromagnetic material in the simplified setting described in Sections 2.8.1—
2.8.2. The first term is the effective magnetic field which is obtained as a varia-
tional derivative with respect to M of the simplified micromagnetic energy from
(2.91), namely
. 1
WSH“PL:/AVM2 — (|M[* = 1)* da.
= | ANME - (M -1 dr
The calculations are done analogously to those in Section 2.7.2, so we only give
the result here:
6Wsimpl. 1
Heg = ——22%8 = 2AAM — —(|M|* — 1) M. 2.116
= — 2 (M 1) (2116)
We plug this into the microscopic force balance equation (2.93) to obtain (2.100).
Finally, we treat the regularization on F' in (2.95). This is done in an analogous
way to the treatment of the viscosity part (2.115). We obtain kKAF' as the regu-
larizing part which we couple with the pure transport equation (2.99) to obtain

the force balance equation (2.99’).
This establishes the entire system summarized in Section 2.8.3.
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3 Existence of weak solutions

This chapter is dedicated to the existence results of weak solutions to the models
derived in Chapter 2. The notation is the common notation used for Navier-
Stokes equations in [Tem77] and related models in, e.g., [LL95, SL09]. For the
notation of the function spaces used throughout this chapter we refer to page viii
in the beginning of this work.

We start our analysis of the model in the simplified setting for magnetoelastic
materials proposed in Section 2.8.3. In the following, Q C R? for d = 2,3. For
convenience, we set A = % to find

v+ (v-Vo+Vp—V.-7=vAv in  x (0,t%), (3.1)
r=W'(F)F' —=VM & VM in Q x (0,t%), (3.2)
Vov=0 in Q x (0,t%), (3.3)
F,+ (v-V)F —VuoF = kKAF in  x (0,t%), (3.4)
1
M+ (v-V)M = AM — P(\My? ~1)M in Q x (0,t%) (3.5)
with boundary conditions
v=20 on 09 x (0,t%), (3.6)
F=0 on 09 x (0,t%),
M
%—n =0 on 09 x (0,t%), (3.8)
and initial conditions
v(z,0) =vo(x), V-wvo(x)=0 in €, (3.9)
F(z,0) = Fy(z) =1 in €, (3.10)
M (z,0) = My(x) in Q. (3.11)

Moreover, we assume that the elastic energy density W : R4 — Rar satisfies
W(RE) = W(E) for all R € SO(d) (and thus W/(RE) = RW'(Z); see also
[LWO01]), and the following conditions for some constants Cy,Co,C3,a > 0, any
Z € R™? and any =1, 2, € H!(Q; R9*9)

W e CYR¥™R), (3.12)

CiIEP <W(E) < Ci(|EP+1), (3.13)
W'(Z)] < Co(1l+|Z]), (3.14)

w'(0) = 0, (3.15)

W'(E)| < G, (3.16)
(W"(21)VEy) i VZy > a|VEy]* a.e. in Q, (3.17)



where W"(2)VE = %VOEM, using index notation. Notice that (3.17) is
convexity of W (see, e.g., [GH96, Chapter 4, Section 1.3]) which we assume for
simplicity. In the proofs of Corollaries 20 and 29, we only need a weaker variant

of this condition, namely
/(W”(El)VEl) VEl dx > / a]VEl\Q dz. (3.17’)
Q Q

In Section 3.1, we prove the existence of weak solutions (see Definition 14 in
Section 3.1.1) to this system, summarized in the following theorem:

Theorem 9. Let d = 2,3. For any T > 0, any vg € H, [y € L*(Q;R¥¥9),
My € HY(Q;R3) and W satisfying (3.12)~(3.17), the system (3.1)~(3.11) has a
weak solution (v, F, M) in € x (0,T).

Our approach to the proof of existence is based on the work in [LL95, SL09].
Next to a Galerkin approximation method which is also used for time-dependent
Navier-Stokes equations in [Tem77, Chapter III] we use a fixed point argument
to establish the existence of weak solutions.

In Section 3.2 the model for the simplified setting gets altered in the sense that
the gradient flow dynamics for the magnetization in (3.5) is replaced by the
Landau-Lifshitz-Gilbert (LLG) equation and the length constraint [M| = 1. We
obtain

M+ (v-V)M = —M x AM — M x (M x AM) (3.18)

for the microscopic force balance equation. Since we do not relax the length con-
straint | M| = 1 here, the effective magnetic field reduces to Heg = AM (compare
the simplified micromagnetic energy (2.91) and the resulting effective magnetic
field (2.116), both including a term accounting for the length constraint).

At this point, we need to comment on the different forms of (2.31) and (3.18).
It is a special porperty of the LLG equation that, under certain assumptions on
the form of the effective field Hog, which is the case here, the following lemma
holds true (this idea is also used in [BPV01, CFO01]):

Lemma 10. If M solves

M+ (v V)M =—M x AM — M x (M x AM) in Q x (0,t),

oM — on 90 x (0,t*), (3.19)
M(z,0) = My(z), |Mo|=1 a.e. in Q,

where v is divergence-free and vanishes on 052, then the length of M is conserved,
i.e., |[M| =1 a.e. in Qx(0,t*). Moreover, the following equations are equivalent:

M+ (w-VM = —MxAM—-M x (M x AM), (3.20)
M;+(v-VYM = —MxAM +|VM*M + AM, (3.21)
M+ (v- V)M = —=2M x AM + M x (My + (v-V)M). (3.22)
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Proof. Firstly, by multiplying (3.19); by M we obtain (up to a constant factor
of %)
2 2
(IM?), + (v V)|M|* = 0.

Then, we prove that solutions to

O+ (v-V)0 =0 in Q x (0,t),
0(x,0) = 6 a.e. in Q

are unique. To this end, let 8; # 62 be two solutions. Subtracting the respective
ODEs, multiplying by 67 — 65 and integrating over € yields

/(91—92)15(91—92) d$+/(UV)(91—92)(91—92) dr =0
Q Q
1

1
<~ —/ (‘91—02’2)t dx+—/(v-V)]61—62\2 dr=0
2 Jo 2 Jo

V-v=0

= 01— bal 7210 (8) = 1161 — B2 72y (0) = 0,

(=)

which concludes the proof of uniqueness. Since 6(z,t) = |M(z,t)|? and the
constant solution #(x,t) = 1 solve this equation, they must be the same a.e.
Thus, |M|? = 1 a.e., which is equivalent to [M| =1 a.e.
Knowing this, we apply the Laplace on both sides of |[M| = 1 to find out that
M-AM = —|VM]|?. Thus, we get with the application of the GraBmann identity
ax(bxc)=(a-c)b—(a-b)cfora,b,cecR>
(3.20)

= M+ (v- V)M = —M x AM — (M - AM)M + AM

= M+ (v-V)M = —M x AM + |[VM|*M + AM

< (3.21).

The next equivalence is a bit more involved: Since M x M = 0, we have

(3.20)
= M+ (v-V)M = —-M x AM — M x (=|VM*M + M x AM)

(3.21)

—(Me+(0-V)M)+AM
= M+ (-V)M =M x AM + M x (M; + (v-V)M) — M x AM
< (3.22).

This concludes the proof of the lemma. O
The proof of existence of weak solutions to the system including the LLG equation
then involves methods from the existence theory used for the LLG equation alone,

i.e., not coupled to elastic behavior in materials. Here, we apply ideas from
[CFO01] involving also the results from Lemma 10 in order to adapt the proof
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from Section 3.1 to work for the system with LLG dynamics. In the setting
where we analyze the system including the LLG equation, we consider the case
where d = 2 only. This is due to the estimates (3.187)—(3.190) used in the
proof of Lemma 26 to ensure estimate (3.167) needed to extend the approximate
solution of the magnetization while keeping its H2-regularity, and due to the
Sobolev estimate (3.227), valid only for d = 2. It is applied in the proof of
uniform energy estimates in Corollary 29. The setting is comparable to the
situation in [LLW10], where the authors proof existence and regularity of global
weak solutions for liquid crystals: the domain is also two-dimensional and the
liquid crystals are vectors on S2, the unit sphere in R3. The governing dynamics
in the liquid crystal case naturally differ from the LLG equation considered in
our magnetic case. The existence result for weak solutions (see Definition 24 in
Section 3.2.1) is summarized in

Theorem 11. Let d = 2. For any T > 0, any vo € H, Fy € L*(;R?*?%),
My € H?(Q; S?) satisfying

1
[vol|720y + 2IW (Fo) | @) + VMol 72y < o) (3.23)

for some constant C(2) and W satisfying (3.12)—(3.17), the system (3.1)—(3.4),
(3.18), (3.6)~(3.11) has a weak solution (v, F, M) in © x (0,T).
The corresponding proof is presented in Section 3.2.

Remark 12. The smallness condition (3.23) is there to ensure H?-regularity of
the magnetization. Notice that there is also a smallness condition on the initial
data in [LLW10] to ensure regularity.

Remark 13. In the following sections, we focus on the existence of weak solu-
tions. The reconstruction of the pressure p is not in scope of this work.
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3.1 System for simplified setting including magnetic
gradient flow

In this section, we present the proof of Theorem 9. In the entire section,  C R
for d =2, 3.

3.1.1 Definition of a weak solution

At first, we need to define the notion of a weak solution to the system (3.1)—(3.11).
We multiply equations (3.1) and (3.4)—(3.5) by test functions ¢ € WH*°(0,*; R)
with ((t*) = 0 and ¢ € V, = € H{(QR™?), ¢ € HY(Q;R?), respectively,
integrate over time and space and obtain via integrations by parts

/t* / —v- () + (v-V)v-(C€) + (VV’(F)FT -VM©® VM) 1 (CVE) da dt
0 Q

— /QU(O) < (€(0)¢) dx = —/0 /QI/VU 1 (CVE) do dt, (3.24)

/0 /Q CF (D) 4 (v V)F : (C2) — (VoF) : (C2) da dt

- /QF(O) 1 (€(0)2) dx = —/0 /QKVF : (CVE) dz dt, (3.25)

| [ Mo+ o o) dode— [ MO)- (c(0)p) do
0o Jo ) Q
= / / —VM : (V) — %(!M\Q —1)M - (Cp) dx dt. (3.26)
0 JQ 1%

Now, we are able to give a definition of the weak solution:

Definition 14. The triple (v, F, M) is called a weak solution to the system (3.1)—
(3.11) in Q x [0,t*] provided that

v e L®0,t%;H)N L*0,t%; V),
F e L>(0,t%; L2 (Q; R>4)) N L2(0, t*; H (Q; R¥*9)),
M € L>®(0,¢*; H' (;R?)) N L?(0,t*; H*(Q; R?)),

and if it satisfies (3.24)—(3.26) together with the boundary conditions (3.6)—(3.8)
in the sense of traces (see, e.g., [Eva02, Section 5.5]) and the initial conditions
(3.9)(3.11) in the sense

w—L2%(Q)

o(t) O (), F( 1 D

w—H(Q)

Fo(), M(-t) Mo(-) ast—07.
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3.1.2 Galerkin approximation: definition of the approximate problem

In this section, we discretize the PDE for the velocity by means of the Galerkin
method following [LL95]. To this end, we construct solutions to approximate
problems by means of a projection onto finite dimensional subspaces of H.

Let {&}2°, € C*=(Q;R?) be an orthonormal basis of H and an orthogonal basis
of V satisfying

A&+ Vp = —N& (3.27)

in Q and vanishing on the boundary. Here, 0 < A\; < Ay < -2 < Ay < 0o
with Am ——25 00. The functions &, i € N, are eigenfunctions of the Stokes

operator (existence of these functions can be shown by means of the Hilbert-
Schmidt theorem, see, e.g., [RR04, Theorem 8.94], with a method similar to the
one used in [Eva02, Section 6.5.1]). The reason why we consider this particular
basis is that the ODE (3.44) below has a linear first term which is due to (3.27).
Now, let

H,, := Span{gla 51’ cee ’gm} (328)

and

P, :H - H, (3.29)

be the orthonormal projection. We consider an approximate problem which is
obtained from the original problem, now considered for functions v, € H,,:

(vm)t = P (yAvm — (v - V)op,
+ V- (W/(Fp)E) = VM, © VMm)> in Q% (0,t*), (3.30)

vm € Hyy, =— V-0, =0, (3.31)
(F)t + (U - V)E,, — Vo By, = KAF, in Q x (0,t%), (3.32)

1
(Mm)t + (Um : V)Mm = A]Mm - P(|Mm|2 - 1)Mm in Q x (O’t*)’ (3'33)

U =0 on A0 x (0,¢%), (3.34)
Fp=0 on 9Q x (0,¢%), (3.35)
% =0 on AQ x (0,¢%), (3.36)
U (2, 0) = P (vo(z)) in Q, (3.37)
F(z,0) = Fy(z) = I in Q, (3.38)
M (,0) = My(x) in Q. (3.39)
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This system is meant to hold in a weak sense, i.e., boundary and initial conditions
(3.34)—(3.39) hold and the following integral equations are satisfied

/ (Vm)t - &+ (Um - V) - &+ (W (F) Fyyy = VM © VM) 1 VE da
Q

= —/ vVup, : V€ de, (3.40)
Q

<(Fm)t75> + / (U - V)Ey, : 2= (Vo Fy) : 2 da
H! H} Q

= —/ kVF,, : V= dz, (3.41)
Q

/(Mm)t o+ (U - V)M, - @ dz
Q
1
:/ AMpy, - ¢ — — (| Mp|* = 1) My, - ¢ du, (3.42)
Q H

for a.e. t, where £ € VN H,, = H,, (the equality holds due to the smoothness
of {&12)), E € H{(RY™Y), o € L2 R?).

3.1.3 Galerkin approximation: existence of weak solutions to the
approximate problem

First, we define the notion of a weak solution to the approximate problem.

Definition 15. We call (v, Fin, M) a weak solution to the system (3.30)-
(3.39) provided that

U € L(0,t%; H) N L2(0,%; V),
E,, € L®(0,t%; L2(Q; R>4)) 0 L2(0,t*; H (Q; R*9))
M, € L>=(0,t*; H (Q; R?)) N L?(0, t*; H?(Q; R3))
and that the system (3.30)—(3.39) is satisfied in the weak sense (3.40)—(3.42).

The following theorem states that the approximate problem has indeed a weak
solution.

Theorem 16. For any 0 < T < oo and any m > 0, vg € H, Fy € L?(Q; R¥*9),
My € HY(;R3) and W satisfying (3.12)~(3.17), the system (3.30)—(3.39) has a
weak solution (U, Fyn, My,) in Q x (0,7T).

In the following, we prepare the proof of Theorem 16. To this end, we first relate

the approximate equation of motion (3.40) to an ODE system. Since we look for
a solution vy, satisfying v,,(-,t) € Hy, for all t € (0,T), we write

= gm(t)i(2). (3.43)
i=1
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We plug this discretization into (3.40). For its left-hand side we obtain, setting
¢ = ¢ which is orthonormal in L%(Q;R?) to every &;, j # i,

i (ngt)sj(x)) &(a) da

t

/((ng e ) )(ng (o )-sxm)dx

n / (W/(F)F) = VM, © VM) : VEi(x) da
Q

j=1
=5y
£ d0eh 0 [ (6@ V) @) &)
LA | 6109 i

For the right-hand side of (3.40) we obtain, setting £ = ¢;, and using integration
by parts and (3.27),

—/ vV, : VEi(z) de :/ VA, - &(x) do
Q

Q

/uA(ng ()¢ )-&() v

:jzlggn(t)/gy Agj(z) -&(x) do

==Vpj—=Aj&;
- ;%(ﬂ(/guvpj -&i(w) dxjr/ﬂ”\jﬁj ~&i(w) dx)
V{:]':OO

== vAgh(t) [ &) - &ix) do = —vAigl, (1)

=6i

We put both parts together and obtain from there the ODE system

S(t) = —Nigh )+ 3 O OA + D), =1 m, (344)
jk=1
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where

wo= —/(ﬁj(x)-v)ﬁk(x)-é}(x) da, (3.45)
Q

Di(t) = — /Q (W/(Epn)F,, — VM, © VM) : V& da. (3.46)

The first summand on the right-hand side of (3.44) is due to the fact that the &;
are eigenvectors of the Stokes operator satisfying (3.27). The term Vp; vanishes
with an integration by parts, since &; is divergence-free. Moreover, from (3.37)
we obtain the initial condition

gfn(O) = /Qvo(x) &i(x) do (3.47)

fore=1,...,m.

3.1.3.1 Weak solutions to the sub-problem

We are not yet able to construct a solution v,,. But, for a fixed velocity v the
following lemma provides us with unique weak solutions to the PDEs for the
deformation gradient F' and the magnetization M. These solutions are then
used to solve for the velocity in the balance of momentum equation in a next
step.

Lemma 17. For v € L®(0,t*; W2>(Q)) satisfying v = 0 on 9 x (0,t*) and
v(x,0) = vo(x) and V-v = 0, there exists a time 0 < t < t* such that the system

F,+ (v-V)F — VuF = kKAF in Q x (0,1),
1 -
Mt—i—(v-V)M:AM—E(]M\Z—l)M in Q x (0,1),
F=0 on 02 x (0,1),
%—]\j:() on 02 x (0,1),
F(z,0) = Fy(z) =1 in Q,
M(z,0) = My(z) in Q

has a unique weak solution such that
(| oo (0,712 (raxay) + 11| 120,211 (raxayy + IFell L2 (0,511 (rexayy < C(v),
M| oo 0.5:2r3)) + M || Lagoziairey) + M| 220 51 (ir3y) < C
M| oo 0. 2112 r3)) + 1M || 200,702 (03
+ 1Ml 0,7 2(0m3)) + 1M || o0 (0,504 (m3)) < C(v),

where C(v) = C(||v] oo (0, 5,200 (ra))) and C' is independent of v.
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Proof. Notice that the partial differential equations are decoupled. Consequently,
we can prove existence separately.

Existence of a weak solution to the F-equation. This is again done by a
Galerkin approximation. To this end, let {Z;}2°, € C*°(€; R?*?) be an orthonor-
mal basis of L2(£2; R?*?) and an orthogonal basis of H}(2; R%*?) satisfying

in ©Q and vanishing on the boundary. Here, 0 < p; < po < -0 <y < o
with i, —— 0o (existence of these functions can be shown by means of the
Hilbert-Schmidt theorem, see, e.g., [RR04, Theorem 8.94], with a method similar
to the one used in [Eva02, Section 6.5.1]).

Let

L? = span{Z;,Z,,...,5,} (3.49)

and
P, s LA R4y 5 12 (3.50)

be the orthonormal projection. We consider the original problem for functions
in L2 and show existence of a weak solution to

F, + Py[(v-V)F — VoF| = KAF in Q x (0,t%), (3.51)
F=0 on 9 x (0,t%), (3.52)
F(z,0) = P, (Fo(z)) =1 in Q. (3.53)

For a fixed n € N, we look for a function F}, : [0,#*] — L2 of the form
Fule,t) = 3 dy()Zi(a). (3.54)
i=1

The solution must satisfy (3.41), so, we plug the discretization for F), into this
equation to obtain for = = Z; the ODE system (the derivation is similar to (3.44))

d

37 (t) = —rpad, (1) + ;dﬁb(t)/l;(t), i=1,...,n, (3.55)

where
flé(t) =— /Q(v(x,t) -V)Ej(x) : Zi(x) — (Vou(z,t)Z;(2)) : Ei(x) de.  (3.56)
The initial condition becomes
di(0) = /QFO(QJ) cZi(x) do (3.57)

fori=1,...,n. We apply Carathéodory’s existence theorem (see Theorem 30 in
Appendix A.2) to obtain a solution d: (t) of (3.55).
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Since the first summand on the right-hand side of (3.55) does not depend on ¢
(looking at ¢ and d', as distinct variables) and the second summand is measurable
in ¢, the entire right-hand side is measurable in ¢ for any d,.

Furthermore, the terms on the right-hand side of (3.55) are linear in d’,, so the
right-hand side is continuous in d, for a.e. t.

In addition, for ¢ € [0,¢*] and ||d,, — d,,(0)|| < b, where d,, = (d.,...,d"), we can
bound the right-hand side of (3.55) by the L!-function

(20 + [[dn(O)I) | —ropi + Y A5
=1

Finally, Carathéodory’s theorem yields the existence of a value ¢ with 0 < # < t*
such that the ODE system (3.55) has a unique (since the right-hand side of
the ODE is locally Lipschitz, see Theorem 31 in Appendix A.2) and absolutely
continuous solution {d,(¢)}"; on [0,] satisfying (3.57).

We prepare the passage to the limit as n — oo with a priori estimates. To this
end, we first multiply

(F)i + (v V)E, — VoF, = KAF, (3.58)

by F,, (which is the solution obtained with {d¢ (¢)}", from (3.54)) and integrate
over both Q and [0,¢] for ¢ < # to find

1
—/]Fn\de
2
// ‘"‘ dxds—i—//Vu (F,F) dz ds

t 1 o
—/ / K|V E,|? dz ds + —/ [P (Fo)|? da.
0 Jo 2 Jo

We rearrange and, since |P,,(Fp)| < |Fp|, we obtain

1 t
—/ |2 d:v—|—/ /;-@|VFn|2 dz ds
2 Ja 0 Ja
t 1 .
= / / Vo: (F,F) dz ds + —/ [P, (Fp)|? dz
0 Ja 2 Jg

t 1
< //|Vv:(FnFJ)|dx ds—l——/ |Fy|? dx
0 Ja 2 Ja
t 1
< Volieoramy | [ [BE] deds+ g [ |RP 4 @59
0 JON—~— Q

SC(v) :‘FnP

Applying Gronwall’s inequality yields

/’Fn\Z(t) dz (l/ | Fol? dx) el Vollzee o,7sL00 ()t
Q 2 Ja

1
<§ /Q |Fol? dx) ) (3.60)

o1
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IN



and then, by taking the supremum over all ¢ € [0,7] and since ¢ < t* is bounded,
we get

Sup~HFnH%2(Q;RdXd)(t) = C(U)HFOH%Q(Q;]RdXC*)' (3.61)
0<t<i

This gives us the bound

HFn||Loo(0,£;L2(Q;RdXd)) < C(v). (3.62)
Moreover, from (3.59) and (3.62) we see that

[Enll 220,510 (imexayy < C(0). (3.63)

Next, we estimate the time derivative (Fy); in L2(0,4; H™1(Q;R?*?)), using
HPn(E)HH})(Q;Rdxd) < ”E”H})(Q;Rdxd) <1

t
sup / <(Fn)t,E> ¢ dt
~<1 0 H-! H(l)

“C“L?(o,t)—
||E||Hé(Q;RdXd) <1

t
= sup / <(Fn)t,Pn(E)> ¢ dt
I 52 wps!_Jo H}

”E”Hl (2 Rdxd)

_ /l/ (v V)Ey : (CP(E)) + (Vo) : (CPa(Z))

||C||L2(o i) =
” ||H1(QRdXd)
_KVE, | ((VP,(E)) dz dt
Holder —
£ s [ el n IV Fu e PGl anens
”C”L?(o t)—
” ||H1(QRdXd)
+ V0]l oo ey | o ll L2 imeaxy [P (B) || 2 (ymaxa)
+ K[V L2 (raxa) |GV Pr(E) | 2 (raxaxay dt
iy (1o JELZT SIC
= sup UllLoo (0, Lo° (R4 5 nllp2(Q;rdxdxd + =
voms 101 o=@z | 5 ( )3
‘ 1 2 1 2
+ IVl oo (0, Lo (rax ) ; §HFn||L2(Q;Rd><d) + §|C| dt
¢ K K
+/0 §||VFHH%2(Q;R‘1X¢M) + §|C|2 dt)
(3.63)
< C(v).

In summary, we get from the above estimate

H(Fn)t|’L2(075;H*1(Q;RdXd)) < C(v). (3.64)
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From the preceding estimates, we see that there is a subsequence (never rela-
beled!) satisfying the convergence results below (see Theorem 33 in Appendix A.2).

E, ~F in L2(0,¢; L*(; R>?)), (3.65)
(Fp): — (F);  in L2(0,1; H 1(Q; R*9)), (3.66)
VF, =~ VF  in L*(0,f; L?(Q; R¥*¥xdy), (3.67)

Since the weak solution to the approximate problem is defined using test func-
tions from the projected spaces L2, we need to pass to the limit with these

particular test functions (only in space), too. However, for any test function
=€ Hé(Q;RdXd) we use the sequence of approximate test functions defined
by Z, := P,(E) € L2 which converges strongly to = in H'(Q;R?*?). In the
following, we will use this particular sequence of test functions. Moreover, let
¢ € W1°(0,f). Then, it is clear that the equation

/ogH-1<(F")“E">H1C e /og/g(” V)t (CBn) — (VoFy) : () dr

t
:_/ /VFn L(CVE,) da dt
0 JO

converges to the equation

[a(ms) e foor@-mn @aa

:_/Of/gvpmgva) dz dt,

where ¢ € L?(0,%) and = € H}(Q;R¥9), as n — oo. All the integral terms are
linear, so the weak convergences from above together with the strong conver-
gence of the test functions yield the convergence of the entire equation. Thus,
we obtain a weak solution to the system (3.51)—(3.53).

Notice that the estimates (3.62), (3.63) and (3.64) for the approximate solution
obtained above still hold in the limit, since norms are weakly lower semicontin-
uous.

Furthermore, the solution is unique. This can be seen directly from (3.61) and
the linearity of the problem which yields that a solution for initial data being
equal to zero is itself identically zero.

Existence of a weak solution to the )M-equation. For the Galerkin approxi-
mation, let {n;}52; C C*(Q;R3?) be an orthonormal basis of L?(Q;R3) and an
orthogonal basis of HZ(£2;R?) (for details on this space and the basis, including
existence, we refer to Appendix A.6) satisfying

AP+ i = i (3.68)
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in Q and %& =0 and BBAI:“ = 0 in a weak sense on the boundary. Here, it holds

that 0 < fiy < fia < -+ < fin < -+ with ji,, > c0.
Let _
L2 = span{n1, ;.. ., 70} (3.69)
and N B
P, : L*(;R3) — L2 (3.70)

be the orthonormal projection. We consider the original problem for functions
in L2 and finally show existence of a unique weak solution to

My = Py| — (v V)M + AM — %QMR M| mOQx (0, (3.71)
oM ,

8—11 =0 on 0 x (O,t ), (372)
M(z,0) = B, (Mo(x)) in Q. (3.73)

For a fixed n € N, we look for a function M, : [0,#*] — L2 of the form
My (,t) =)y, ()mi()- (3.74)
i=1

The solution must satisfy (3.42), so we plug the discretization M,, into this equa-
tion to obtain for ¢ = 7; the ODE system (the derivation is similar to (3.44))

G 0) = a0 + Z (1) A1) + ; (OB (1) (1) B,
i=1,...,n, (3.75)
where
) = = [ (@at) - V(o) = Any(a) mla) da, - @76)
B = = [ (la) -my @) m(e) - m(a) e (3.77)
The initial condition becomes
Rt (0) = /QMO(m) ni(z) dz,  i=1,...,n. (3.78)

We apply Carathéodory’s existence theorem again to obtain a solution hf (t) of
(3.75).

Since the first and the third summand on the right-hand side of (3.75) are not
depending on ¢ (looking at t and k!, as distinct variables) and the dependence on
t of the second summand is just within a Lipschitz function, the right-hand side
is measurable in ¢ for any hl.

Furthermore, the terms on the right-hand side of (3.75) are linear and cubic in
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hi, so the right-hand side is continuous in hf, Afor any t.
In addition, for ¢ € [0,¢*] and ||h,, — hy,(0)| < b, where h,, = (h},...,h"), we can
bound the right-hand side of (3.75) by the L!-function

(26 + ||hn (0 —+ZAZ (26 + ||hn (0
7,k =1

Finally, Carathéodory’s theorem yields the existence of a value ¢ with 0 < # < t*
such that the ODE system (3.75) has a unique (since the right-hand side of the
ODE is locally Lipschitz) and absolutely continuous solution {h¢ (t)}?; on [0,7]
satisfying (3.78).
Now, we prepare the passage to the limit as n — oo with uniform estimates. To
this end, we first multiply

(My)s + (v - V)M = AM, — %(|Mn|2 — )M, (3.79)

by M,, (which is the solution obtained with {h¢ (t)}"_, from (3.74)) and integrate
over both Q and [0,t] for ¢ < # to find

1 M2
§/|Mn|2dx = // | 4 ds—//|VM| dz ds
Q

~~
=0

// |M|2—1)|M|2dxds+ /|P (Mp)|? dz

Ybung
//|VM|2dxds——//|M|4dxds
= S oMyt de ds+ = [ |Pu(My))? da.
+M2/0/92+2| e dst 5 [ POV da
We rearrange to obtain
1 t
—/ |M,,|? dx—i—/ /\VMn\z dz ds
2 Ja 0o Ja
1 /t/ 4 t 9] 1/ 9
+— M, |"drds < —+ = P, (My)|* dx.
AL 5 5 [ P00

By taking the supremum over all ¢ € [0,7] we get

Sup~||Mn||%2(Q;]R3)(t) + 2||VMTLH%2(O,£;L2(Q;R3><¢1 2 ||M ||L4 0,5, L4(9;R3))
0<t<t
£ \Q]

< + [P (MO)||L2(Q R3)" (3.80)

Since Hﬁn(MO)HLQ(Q;RS) < [[Mo||£2(q;m3), this gives us the bound

1Mol s 0722 0m)) + IV Mall 20 p2eims)) + 1Ml Lo pamsy < €0 (3:81)
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where the constant is depending on €, ; and the final time . Next, we multiply
(3.79) by —AM,, integrate over both Q and [0,t] for ¢ < # and use Young’s
inequality to obtain the estimate

1
—/ |VM,|* dz
2 Ja

t t
= / /(v V)M, - AM, dz ds —/ / |AM,|? dz ds
0 JQ 0 JQ

1/t 1 _
+ —2/ /(\Mn!2 —1)M,, - AM,, dz ds + —/ VB, (M)|? da
K= Jo Ja 2 Jo
¢ t
= / /(v-V)Mn -AM,, dz ds—/ / \AMH‘Z dz ds
0 /0 0 Jo
1 t
- _2/ / [|M 2V M, + VM, 2 @ M,] : VM, de ds
K= Jo Ja
1 t 1 ~ )
-3 Mn -AM, dz ds t3 \VPn(MO)] dx

= /t/(v V)M, - AM, dxds—//\AM\ dx ds

= [P+ 2 Q)i (M ()., () i s

2
_|o1Mn|?
_‘v i

__2/ /Mn-AMn du ds+—/ VB (My)? da.
w=Jo Ja 2 Ja

Further, by Young’s inequality, we obtain

1
—/ VM, |* dz
2 Ja

Young t 9 1 9 9
< (0 V)M, [* + 1AM, — [AM, [* dx ds
0 JQ

1 [t M,|?
~ o [ [ npvane 2ol
B Jo Ja 2

t 1 1 1 e
[ P+ HAME do ds + 3 [ VB s
0o Ja M 4 2 Ja

2
dx ds

t 1 t
| 10 DMy ds = 5 [ 1AMz ds

22
——//|M||VM|2+2' ’ M|

dz ds
+ F/O HM"”%Q(Q;RS) ds + §Hvﬁn(M0)H%2(Q;R3xd)-
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Moreover, since v € L>(0,t*; W2>(Q;R?)) , we can estimate

t
IV ey [ 1AM sz
2

2
+_//’MHVM\2+2' ’ nl dz ds
! 2
< C0) [ IVMulBaggonsy 0o
2 [t _ ,
+ A [ Mnll720rey ds + [V Pu(Mo)ll72 0. gaxay (3.82)

where the constant C'(v) depends only on v. Now, we can apply Gronwall’s
inequality to get

sup HVM HL2 Q]R?de)(t)
0<t<t

2 ~ N
S <F ”MnH%2(O,t~;L2(Q;R3)) +van(MO)H%2(Q;R3><d)>eC( )t- (383)

2
S”MWHLQ(OJ*;LQ(Q;RS))

Since t < t* is bounded, the right-hand side of (3.83) is bounded independently
of #. This, together with (3.81) and ||V P, (M)l z2(qraxay < [V Mol 2(0rexa),
tells us that

HMn”Loo(o,E;HI(Q;RS)) < C(v). (3.84)

Furthermore, if we integrate HAMnH%Q(Q,RS) over time and use (3.82), (3.84), we
obtain

”AMn”L2(0,&L2(Q;R3)) < C(v). (3.85)

From aé\/[" = 0, we obtain, using integration by parts

1AM 720 712 0m3)) = / 9;0; (M) 0;0;(Mpy)y, dz

2
- ’V M ”LQ(OtLQ(Q R3%2x2))
which implies, together with (3.84) and (3.85), that

||MnHL2(0,£;H2(Q;R3)) < C(v). (3.86)

Finally, we test (3.79) with (M,,);. To this end, we need to verify that (M,); is
actually admissible as a test function, i.e., in L2(O,t, L?(2;R?)), using the fact
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that ||15n(80)\|L2(Q;R3) <|lellrzrs) < 1,

- (Cp) dx dt
||C||L2(0t)<1 / /

||4P||L2(Q RrHS

E ~
Cla <t /o /Q( ) (CPalp)) dz dt

||<P||L2(Q r3)<1

_ // 0 V)M, - (CBu(9) + AM - (CPa(9))

”C”L? Ot)—
”‘P”L?(Q ]RS)
1 ~
- M—(IMI2 —1)M - (CPu(p)) dz dt
Holder
< / 10 9) Mol 30155 S 1P () 201

||C||L2(o =

”‘P”L? Q]R3)

+ [|AM || 202 <11 Pa (9) |22 (05me)
1 ~
+ ?H(’M‘Q — D)M|| 23 [CI1Pn(0) | 22 (@ir3) dt.

Another application of Hélder’s inequality yields

< (Cp) da dt
IICIILz Og)Sl //

”S"”LQ Q; ]R3)
< sup (”UWHL‘X’(O,E;LW(Q;Rd))HVMnHLQ(O,E;LQ(Q;R?’W))HCHLQ(O,E)
¢l 20,0 <1
+ 1AM 120,722 (sm3)) <] L2 (0,8
1
+ NP = DM sz €Tz
<

[0l oo (0,500 (uran IV Mall 20,722 (smsxay) + 1AMall 20,7 02(0:r3))

1 1
oz 1Ml 22(0.2:22 () +E||Mn”L2(O,E;L2(Q;R3))

”M"”LG(O ;L6 (Q;R3))

S C( ) QHM HLG ()tLG(QR3)) S C(”)?

where we used the continuous Sobolev embedding H! C LS (valid for d = 2,3)
and (3.84) in the last step. In summary, we get from the above estimate

”(Mn)tHL2(o,£;L2(Q;R3)) < C(v). (3.87)
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Now, we can multiply (3.79) with (M, ), integrate over both Q and [0,¢] for ¢ < ¢
and use again Young’s inequality to get

//‘ dﬂUdS—i-l/‘VM‘de
- —/0 /<v-V>Mn-<Mn)t dz ds
//( (|1My, \2_1)M> (M,); dz ds—i—%/ﬂ’vﬁn(Mo)‘z da
(M)
/ (v - V)M |72y ds + 5 / (M )el 22 0y s

—— | |M,* = 2|M, > +1d
3 [ Ml =20+ 1 do

(1P (Mo)* — 1)” }/ 5 >
+/Q 122 dﬂ:—i—2 Q|VPn(M0)| dz.

Then, due to v € L=(0,t*; W>>(Q;RY)), the bound (3.84) and the assumption
on the initial data My € H(Q;R3), we obtain

IN

1
/n hﬂmBd&HWMWBQWMﬂﬂ+ZﬁM%%me@

< H(U : V)MHH%%O,T;LQ(Q;E@)) +/Q (| ( 2(Z|2 )

1
& [ 1V o MR w120 + O
< CW).

dx

We take the supremum over all ¢ € [0,7] to find out that

(M nmmummm+sanMwymwwﬂ>
0<t<

+OS<115£2,U'2HM nlLa@ms)(t) < C).

So, we see that

HMnHHl(o,E;LQ(Q;RS)) < C(v) (3.88)
and, furthermore,

M| Lo (0,2:290sm3)) < C(0)- (3.89)
Finally, we pass to the limit as n — oo to obtain a weak solution to the system
(3.71)—(3.73). We need the convergence results

M, — M in L4(0,%; L*(Q; R?)), (3.90)
(M) — My in L*(0,£ L*(Q; R?)), (3.91)
VM, = VM  in L0, L2(Q; R**%)). (3.92)
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The weak convergence results follow directly from the estimates obtained above
for a subsequence (not relabeled; see Theorem 33 in Appendix A.2). For the
strong convergence (3.90), we have to argue a bit more: From the embeddings
H'(Q;R?) c LA R3) € L?(2;R3) (the first embedding is compact since d < 4,
the second one is continuous), the fact that M, € L*(0,%; H'(;R3)), and (3.88),
we conclude by the Aubin-Lions Lemma (see Lemma 35 in Appendix A.2) the
compact embedding

{M € 140, H (Q;R%)) : M, € L*(0,7; L*(Q; R®)} C L*(0,7; L*(; R?)).

This yields the strong convergence (3.90) (up to subsequence) of {M,, },,.
Again, as the weak solution to the approximate problem is defined using test
functions from the projected spaces L2, we also need to pass to the limit with
these particular test functions (only in space). However, for any test function
gD € Hl(Q R3) we use the sequence of approximate test functions defined by
= P,(p) € L2 which converges strongly to ¢ in H!(€2;R?). In the following,
we use this particular sequence of test functions. Moreover, let ¢ € L°°(0, ).
So, the equation

/ / (Con) + (0 V)My - (Con) da dt

_ N . VAT .
- /O | =M (€90n) = ML = DM, - () d

converges to the equation

| [ o+ @ vr o) da i
0 JO

— / / “VM : (V) — — (M~ 1)M - (Cg) da dt
0 JQ 1%

as n — 0o. All the integral terms on the left-hand side and the first term on the
right-hand side are linear, so the weak convergences from above together with
the strong convergence of the test functions yield the convergence of these terms.
For the last term, we need the strong convergence of {M,},. We proceed by
calculating and add zeroes in the first step in order to factor out neighboring
summands in the second step:

(|Mn|2 ~ )My - (Con) = (IM? = 1)M - (Cp) da dt

- \/ / (Mo — )My - (Con) — (Mal? — DM - (Con)
‘M ’2 - 1) : (C(Pn) - (’M‘Q - 1)M : (C‘pn)
(M = )M - (Con) — (MP — )M - (C) da dt‘

- \/0 [0 = 08, = 31)- )
(M — MM - (Con) + (M = )M - ((pn — ) de dt'
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' [ [0, = 20)- () = 0 = 30 G
+ (‘Mn’2 - ’M‘Z)M : (C(Pn)

+ [MPPM - (C(on — ©)) — M - (C(pn — ) da dt

t
< [ ML = M o) + M= M1
+ | M| — |MP| | M]Cnl
+ [MPIM||¢(pn — @) + M [¢(on — @) da dt
Holder
< Ml a0 zr2y 1 Mn — Mllpag i.oairsy 160l 220 7.040:R))

:IIM"IIiS(Oyg;LAL(Q;RS))SC(U) SC

My = M| 12072203y 1€nll 120,522 (0r3))

<C

+H‘M"‘2 B ‘MPHL?(O,E;L?(Q)) HM“LOO(O,E;L‘l(Q;Ri*))JHCQPHHL2(O,E;L4(Q;R3))J

~~

<C(v) <C

+ MM ozre@) 1Moz ra@ronl<(en = 2@z

=IMIIZs (0,714 (0,23)) <C)

Ml 12072 r3)) 1€ (0n — D) 20 72 (2r3))
n—o0

— 0,

where we used Holder’s inequality in the expression |||My|? — |M \QH L2(0,512(0)

< <||MnHL4(O,E;L4(Q;R3)) + HM||L4(0,£;L4(Q;R3))) 1My — M| a0, 74 (0sr3)) -

Thus, we obtain a weak solution to the system (3.71)—(3.73).

Notice that all the estimates for the approximate solution obtained above still
hold in the limit due to the weak lower semicontinuity of norms.

Furthermore, the solution is unique. Let us assume that we have two solutions
My # Ms. The difference My — M then solves

(Ml — Mg)t + (’U . V)(Ml — MQ)

1 1
— A(Ml — Mg) + E(Ml — MQ) — F(|M1|2M1 — |M2|2M2).

This equation we multiply by (M; — Ms) and integrate over 2 to find

1d
511 = Mol T o) + IV (M1 = Mo)l|Z2 gy
! 1
bz (MM~ DLPAL) - Oy = Mo) do = My~ Mol
M Ja [ :
=

Notice that integration by parts does not yield any boundary terms here, since
the gradients of M7 and M5 both vanish on the boundary. Now, we take care of
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the integral term I. Firstly, we have
1
d
M2 M, — [MaMy = / (1M + (M = Ma)sP(My — (My — Mp)s)) ds
0
1
= / |M2—|—(M1 —M2)8|2(M1 —Mg)
0
+ 2|M2 + (Ml — M2)8|2(M1 — MQ) ds

1
= / 3|My + (My — My)s|*(My — My) ds.
0
Then, we obtain
3 ! 2 2
I = — ’M2+(M1—M2)S’ dS‘Ml—Mﬂ dx > 0.
B Ja Jo

This allows us to estimate

1d 1
S 1My — MQH%Q(Q;RS) < My — MZH%?(Q;RW

2 dt _,uQ‘

where we apply Gronwall’s inequality to find

sup [|M; — MZH%Q(Q;RS) =0.
0<t<i

Thus, the solution is unique. This concludes the proof of Lemma 17. U

3.1.3.2 Weak solutions to the approximate problem for a short time using a
fixed point argument

The next result yields a weak solution to the approximate problem which ex-
ists only for a certain (short) time ¢§. The main ingredient of the proof is an
application of Schauder’s fixed point theorem.

Lemma 18. For any m > 0 and W satisfying (3.12)—(3.17), there exists a time
t§ depending on vy, My, Q, and m such that the system (3.30)—(3.39) has a weak
solution (Vp,, Fry, My,) in 2 x (0,15).

Proof. In this proof, m > 0 is fixed, which allows us to use the simpler notation
v = Uy, and ¥ = ¥,,, respectively.

We choose t; > 0 and any Galerkin approximation of the velocity v by v(z,t) =

1

S g (D) with g1, (0) = [, vo(a) - §() de and (S1, g (D)) < N for
any t € [0,t7], where N is a suitably large constant which we choose later. Since
v € L>®(0,t5; W2%°(€)), by Lemma 17 we obtain a unique weak solution (F, M)
to

F,+ (v-V)F — VuoF = KAF,

1
M+ (v-V)M =AM — F(!M\Q - 1M
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on [0,t]] satisfying

[F (| Loo (0,652 (raxayy < C(v), (3.93)
[ M || oo (0,611 (ir3)) < C'(v). (3.94)

This unique solution (F, M) is used in the following to solve the equation of
motion for v which is rewritten in the ODE system (3.44). To this end, we apply
Carathéodory’s existence theorem again.

From (3.14), (3.93) and (3.94) we directly obtain for D¢, (t) from (3.46)

D! (t) € L™=(0,t}). (3.95)

Since the first two summands on the right-hand side of (3.44) are independent
of t (looking at ¢t and g/, as distinct variables) and the third summand is in
L>(0,t}), the right-hand side is measurable in ¢ for any g,.

Furthermore, the D! (t) are independent of g  and the first and second summand
of the right-hand side of (3.44) are linear and quadratic in g?,, respectively, so
the right-hand side is continuous in g¢, for any t.

In addition, for ¢ € [0,#;] and ||gm — gm(0)|| < b, where g, = (gt,,...,g™), we
can bound the right-hand side of (3.44) by the L!-function

—VAi(20 + [lgm (0)[]) + (20 + [|gm (0 Z Ajp + Dy (
7,k=1

Finally, Carathéodory’s theorem (see Theorem 30 in Appendix A.2) yields the
existence of a value t5 with 0 < ¢5 < t] so that the ODE system (3.44) has
an absolutely continuous and unique (since the right-hand side of the ODE is
locally Lipschitz, see Theorem 31 in Appendix A.2) solution {gZ,(¢)}™, on [0, 5]
satisfying (3.47).

We define the velocity through these time-dependent coefficients by the sum
O(w,t) =Y gh, ()& (). We can get the following estimate for o(z,t)

19] L2 (raxay (1) < |vol| L2 (oray +C1(m)+Co(m)t exp(Cs(m)||v|| oo 0,6 L2 (R4 E)-

Indeed, with

193] e panay(t) < Clm) max |35, (1)
< C(m) (Z!g&(t)f)
=1
= Cm)|3] L2 (e (D), (3.96)
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we have

d .
8112 .m0 (1)

_ _2/(17-V)17-17 A —20][V5 22 g
Q

0
-2 / (W'(F)FT —=VM ® VM) : Vi dx
Q

< —2/ (W/(F)FT —=VM o VM) : Vi dx
Q

< 20(m)I5lz2(aumn(®) (C + CIF Iz omana) (8) + VM2 00, (1))

Without loss of generality, let ||7]|z2(q) > 0 on [0,#5]. Otherwise, if v(Tp) = 0 for
some Ty € [0,t5], then v(t) = 0 for any ¢ > T due to uniqueness which follows
immediately from the local Lipschitz property of the right-hand side of (3.44).
Then,

CAC N ()
2([9| L2 (q;ray ()
C(m) (€ + CINFI 2 umaxay(®) + VM 22 gm0 (1))

d, .
EH”HL?(Q)@) =

IN

from which we can deduce, using the obtained estimates of Lemma 17 and (3.60)
from the lemma’s proof,

101l L2 (s (2)

t
< HP(UO)||L2(Q;Rd)+C(m)/O C + ClIF |72 (qpaxa(s) + IV M2 g paxay(s) ds
| ——

<Jvo ||L2(Q;]Rd)

t
< |lvoll 2 (rey +Cl(m)+c2(m)/0 exp( [Vl poo(0,5:00(raxayy ) ds
(3.96) M
< C3(m)”v”L°O(O,tE;LQ(Q;Rd))
<

lvoll L2 (uray + C1(m) + Co2(m)t exp(Cs(m) || Loo (0,45;22 (2r))E)-
Now, let N = [Jvg || z2(q;raey + C1(m) + 1 and let 0 < 5 < #5 be such that
Ca(m)ty exp(Cs(m)Nty) < 1.

Then, it holds that if [|v]| 2 (qre)(t) < N on (0,t5) then also [|9]|12(qre)(t) < N
on (0,%5).
Next, we define a map £ : Vp,,(t5) — Vi (t5), v — 0 on the set

Vin(to) = {v(ﬂc,t) =D gm(&i(2) : (Z !935(75)\2) < N for 0 <t <t
i=1 i=1

gt continuous, g’ (0) = /Qvo(x) <&i(x) dx}.
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Notice that, due to the construction above, £ maps V;,(t§) into itself.

The set V(t}) is a closed, convex subset of C([0,t5]; H,,) € C([0,t5]; L?(; RY)).
Let us show that L£(V},(t§)) is precompact there. Since the dimension of H,,
is finite, boundedness is the same as precompactness, and the &;, i = 1,...,m,
are bounded in H,,. Next, due to the choice of N, all the g/,(¢) are uniformly
bounded, and from (3.44) and (3.95) we get

d .
S0u0] = A0+ 3 A4+ D)
7,k=1
< CON+C(m)N?+C < C(N,m), (3.97)

from where we obtain equicontinuity of all the g, (t). Now, the Arzela-Ascoli
theorem gives us the precompactness of all the g, (t) in C([0,#5]). So, in sum-
mary, we have that £(V,,(t;)) is a precompact set in C([0,t§]; Hy,), i.e., also in
C((0,13); L0 RY).

We also show that £ is a continuous map on V() in the topology of the space
C([0,t5]); L2(€;R%)). To this end, let {v;}; C V;,(tf) converge to some v € Vi, ()
in the sense

Vi (£8) 3 v 225 v € Vi (85)

=0

(gm)l /= gm in C([0,%)), i =1,...,m. (3.98)

Remark 19. Notice that the constants C(v) obtained in Lemma 17 are uniform
over Vi, (t5) (only depending on the particular m and N ) since the time-dependent
coefficients gt (t) are uniformly bounded. Thus, these constants do not depend
on the index | of the sequence {v;}; C Vi, (t5) chosen to prove continuity of L.

Now, we show that the solutions F; and M; guaranteed by Lemma 17 for v; con-
verge strongly to those for v in L>(0,t5; L2(Q; R9*9)) and L*°(0, t5; H (;R3)),
respectively.

Convergence of {F;};. We obtain from the partial differential equation for F’
(F—F)i+(v-V) (Fi—F)+((v,—v)-V) F=Vu, (F— F)— (Vo,— V) F = kA(F,—F).

By multiplying this equation by (F; — F'), integrating over both € and [0, ¢] for
t < tj, we get the estimate

3 | IR — PP da

_ /]Fl FI2(0 dx—//vl F): (F - F) dz ds
—//((vl—v)-V)F:(Fl—F)dmds
//VvlFl  (Fi — F) da ds
+/0 /Q(Wl—vv)F( dxds—//m\VFl F)|? dz ds.
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An application of Young’s inequality yields

/ F— PPt

< SIE = Flisqgonn -+ [ [ A0 =B+ 0w - PP
1
30 =) - V)P + 51 — FP + 2|V ~ F) + 2|F — PP
1 1
+51(Vo - Vo)F|* + S = F|? — k|V(F, — F)? dz ds
1 5 I 5

= §HFI - F‘|L2(Q;Rd><d)(0) + ﬂ 0 H(Ul)k(Fl - F)inL2(Q;Rd><d><d) ds
I 5 1/t 5
43 | 0= 0 V)P gpas ds+ 5 [ IV0(R = Pl ds
I 5 3 [ 5
+§/0 1(Vor = Vo) F[[7 5 qpaxay ds + 5/0 17 = Fll72(0paxay ds-

Moreover, since v; is smooth in space, we can estimate

1Fy = Fll72(qpaxay ()
< k- FH%%Q;Rdxd) (0)

t
+/0 [[((vy = v) - V)FH%Q(Q;RdXd) + 1V = VU)FH%Q(Q;RdXd) ds

non-decreasing
t
+/0 C||F —F||§2(Q;Rdxd)(s) ds, (3.99)

where the constant C' depends on €2, N and k. Note that, since we have the same
initial data when solving for F; and F, i.e., F;(0) = F(0), the first term on the
right-hand side of (3.99) is zero. Now, we can apply Gronwall’s inequality to get

&
sup [y = FIfa o axay(t) < / 1o =) - V)F L2 opaxe)
0<t<ty 0

+[[(Vor = Vo) F|[2 qpaxay ds €%, (3.100)
Due to (3.98) we can pass to the limit as [ — oo to see that

F 2% Foin 17°(0, £ L2(9Q; R*Y)). (3.101)

Convergence of {M;};. We check the strong convergence of {M;}; in the space
L>=(0,t5; HY(Q;R?)). To this end, we first obtain from the partial differential
equation for M

(My — M)+ (v - V)(M; — M) + ((v; —v) - V)M
- A(M—M)—%((!Mlﬁ—l)Ml—(\Mr?—l)M) (3.102)
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or equivalently
(M= M) + (v - V(M = M) + ((, —v) - V)M
= A= M) = 5 (MP = D~ M)~ (M~ (MM (3109

By multiplying equation (3.102) with (M; — M), integrating over both  and
[0,¢] for t < ¢§ and using Young’s inequality and the inequality

/ (JyP~2y — |2P22) - (y — 2) da
Q
> (10l izn — 121z ) (Ilrazn) — 2l o n)

for y,z € LP(£2; R™) (see [Roul3, (2.141), p.76] at (x), we obtain the estimate

1
—/ |M; — M|?(t) dz
2 Ja
1
= \Ml M[*(0) d
// (v —v) M- (M; — M) dz ds
/ / AM; — M) - (M; — M) dx ds
—/ — /(\MlPMl—\My?M).(Ml—M) dx ds
0o M Q B
(||Mz||L4(QR3) 112 4 g ) ) (100 ) =1 M1 L 03 ) 20
// — | M) — M|* dz ds
Young

//—| v — ) )M|2—|— |Ml M* dx ds

//|VMl M)|? dz ds
—|—//—2|M1—M|2dxds.
0 JQHM

Rearranging yields, also since M;(0) = M (0),

/ |M; — M|*(t) dx
Q
t

t
3
< /0 2 ((vr =) - V)MH%Q(Q;R?’) d3+/0 EHMl - MH%Q(Q;R?’) ds. (3.104)

Ve
non-decreasing
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We apply Gronwall’s inequality to obtain

sup || M; — M|[72 ) (1)
0<t<t}

ts 3 4
< (/0 2 ((vr = v) - V)M|[72qps) (5) d5> e (3.105)
Due to (3.98) we can pass to the limit as | — oo to see that
My 2% M in 1%°(0, 7 L2 (93 RY)). (3.106)

We are left to prove the convergence of VM; in L*°(0,t5; L2(Q; R3*%)). We need
an estimate established with the Gagliardo-Nirenberg interpolation inequality
(see, e.g., [Nirb9, Brell]) for d = 2,3

| M; — MH%%S(Q;RS)

Gagliardo- 2
< (ClIV(M = M)l|p2(upowa) + Call My = M| 2oz )

Nirenberg

< @IV = M) aqpona) + 1M = Mgz

+ V(M — M) 12(qrsxay | My — MHL?(Q;RS))

Young
S C(Q)<||V(Ml - M)H%?(Q;Ri’)xd) + HM[ - MH%?(Q;H@))‘ (3107)

Now, by multiplying equation (3.103) with —A(M; — M), integrating over both
Q2 and [0, ¢] for t < ¢, we obtain

3 | [9n - 20P@ da
/Ot/ﬂ(vl.v)(Ml—M)-A(Ml—M) dz ds
+/t/((vl—v)-V)M-A(Ml—M) dz ds

//|A M; — M)? dz ds
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By applying Young’s inequality and the bounds obtained in Lemma 17 (see also
Remark 19), we find

1
3 | [90= a0P() da
T e w)an = a0+ a0 - M

(o= v) - V)MP + 7| AM, — M)P

— |A(M; — M)?
1 1
+ EUMF = DMy = MPP + 2 |A(M; — M)
1 1
top o (MOP - IMP? M A, - M) do ds
e e
=(IM|+M))2 (| M| — | M])?
D

<|M;—M|2
t 5 t 9
< /0 [(ve - V)(My = M)||72 k9 d8+/0 [((ve =) - V)M |72 sy ds
t
1
4 [ [ M - 2P+ vlag - M
0 JQHM
1
+ E(;M,y + MM P*|M; — M|* dz ds.
An Application of Holder’s inequality yields
1
3 |1V Os =3P da
Q
! 2 ! 2
< /0 [[(ve - V)(My = M)||72 (05 d5+/0 [((ve = v) - V)M||72(psy ds
1 4 2
+E/o M7 (urs) 1M1 — M |75 sy ds

2 [ t
2 [ [P - P o s [0 - Mg ds
K= Jo Jo 0

1 t
212 2
+— [[M[M] + [ M550 1My — M||76(0;ps) ds

K= Jo

< MM g MM+ 2IMIM] s, 1M 21l 3 g

_ ~—_—— N—_——

<2||M M — 2
S”MIHQLG(Q;RS)”M”QLs(Q;Rs) :||JVIH‘£6(Q;R3) <21 Mill 16 (ur3) 1Ml 16 (;r3) _||IVIHL6(Q;R3)

t t
< /0 o1 V) (My = M) ) ds + /O (o0 = ) - V)M2 ) s
t
+/o |M; — M|[72qpsy ds

t
+/ C| M _MH%6(Q;R3) ds.
0
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Next, using the estimate (3.107), we get
3 | [90 = a0P() da
< [ M)y s+ [ 1= 00 V)M 0
+/ 1M = M|[72(0,ps) ds
/ o HV L= M) 72 qupsxay + | My —M||%2(Q;R3)> ds.

Moreover, since {v;}; is uniformly bounded in L>(0, §j; L>(£; R?)), we have

IV (M = M)I[720zoa (2)

t
/0 (00 = 0) - V)M g (5) + ClIMG = M2 50, (5) ds

/

Ve
non-decreasing

t
+/ CHV(MI—M)H%Q(Q;Rg,xd)(s) ds, (3.108)
0

where the constant C' only depends on €2, N, m and u. We apply Gronwall’s
inequality to get

Sllp Hv(Ml - M)||%2(Q;R3><d)(t)
0<t<ty

t("; *
< /0 [[((ve = v) - V)MH%Q(Q;R?’)(S) + O™y - MH%%Q;RC“)(S) ds ¢“%. (3.109)

Due to (3.98) and (3.106) we can pass to the limit as [ — oo to see that, in
summary,

M, 2% M in 1200, £ HY(Q; R?)). (3.110)

Convergence of the solutions £(v;). We have the continuity of the mapping
W' LP(0,t5; L2(Q; R¥*4)) — LP(0,t5; L2(Q; R¥*9)) for any 1 < p < oo by (3.14)
and (3.101) (see, e.g., [Roul3, Theorem 1.43] for Nemytskii mappings in Bochner

=0

spaces), which tells us W/ (F)) — W'(F) in LP(0, t§; L?(€; R%*4)). So, together
with (3.101) and (3.110) we obtain the strong convergence of {(Dj,(t)), }l
LP(0,t}) for any 1 < p < oo to the appropriate D!, (t) which comes from the v
(see (3.46)). We use this to prove the convergence of the solutions to the ODE
(3.44), namely L£(v;), in the following. We first write the ODE system in vector
form using the notation

Gm)t = (@)is -+ (@),
G = (Gms -+ Gim)s
(D)1 = (Dy)1s - -5 (D),
D,, = (DL ....D™),
Al = (A§k)],k:1 eR™M™ i=1,...,m,
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and then subtract the corresponding ODE system (3.44) to obtain

(@)~ Gn(0)
= —vdiag(A1,...; Am) (Gm () — Gm (1))
+((A (Gm)t) - @G, - - - (A™(Gm)1) - (gm)l)
((Al~ “Gms s (A" Gm) - gm)
+(Dm(t)
= —vdiag(

+((4 <§

i — ( )

ALy Am) (G ()1 = Gm (1))

l) ( ) ----- (A (gm)l) ’ (gm)l)
m)) * G- s (A" (Gm)1) QM)
1) Gms-- s (A" (Gm)1) QM)

m)
+((A1(§m)l) ’ ((gm)l - gm) aaaaa (Am(?]m)l) ’ ((?]m)l - gm))
+ (A @m)t = Gm)) - Gms -+ (A™ (Gt = Gim)) - Gim)
+(Dm(t))l - Dm(t)

This expression we integrate in time, take the absolute value (the norm in R™
and the associated matrix norm) and estimate

| (gm(t))l - gm(t) |

< (G0 — Gin(0)] +¥|ding(hr. -, Am) / ()t — Gn(s)] ds

=0
t
/
0

0
< Cn) [ Van(s)n = (o) ds
/OZI?’a},( {‘ ((gm)l_gm){}

+ HllaX {| AZ ((Gm)1 = Gm)) gm‘} ds

.....

/| )| ds.
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An application of the Cauchy-Schwarz inequality yields

|(§m(t))l _gm |

S /‘gm l_gm( )‘ ds

/ max { {Al‘ (G 1| 1(Gm )1 — Gim] }

<Clm) <N
+ r{lax {LA:“ l—gm||\/m/|}ds
<C(m) <N

v/ |(Dun($))1 = Din(s)] dis

< C(m) /0 [Gm(5))t — Gim(s)] ds + C(N,m) /0 ()t — Gl ds
T /0 (D))t — Din(s)] dis
< C(N,m) /0 ()t — Gm(s)] ds + /0 (Do ()1 = Dn(5)] ds.

Ve
non-decreasing

We apply Gronwall’s inequality to obtain

|G (D) — G () ( / (D (s s>|ds> (O

Due to the convergence of { ( D: ) }l the right-hand side of the inequality tends

to zero as | — 00, 0 (Gm(t)); H—Oo> Ggm(t) uniformly. In view of (3.98), this is

equivalent to £(vy) oo, L(v). Hence, L is continuous on V,,(t).

Thus, by Schauder’s fixed point theorem, £ has a fixed point, denoted by v,,,
which is together with the corresponding F,, and M,, a local weak solution to
the system (3.30)—(3.39). This completes the proof of Lemma 18, i.e., of the local
existence of weak approximate solutions. ]
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3.1.3.3 Energy estimates for short time weak solutions to the approximate
problem

We continue the analysis of the weak approximate solutions with energy esti-
mates. These energy estimates are necessary to extend the solution beyond time
ty while keeping its regularity. We obtain

Corollary 20. Let (v, Fin, My,) be the weak solution to the approximate problem
(3.30)~(3.39) in Q2 x (0,ty) obtained in Lemma 18. Then, we have

1
sup (/ [Um|? + C|Fn|? + |V M,,|? + o (| My |2 = 1)? dx>
Q

0<t<ts

té 1 2
+ 2/ / V|V |2 + as|V E,|? + |AM,, — —2(|Mm|2 —1)M,,| dzds
o
1
< sup (/ [vm|® + 2W (Fr) + VM > + = (|Mp|* = 1)? dx>
0<t<t? 2u
K 2 2 1 2 ?
—i—2/ /1/|va| + as|VEn|” + |AMpy — —(|Mp|” = 1) My, | do ds
0 Ja “
1
< /Q lvo|? + 2W (Fy) + |V Mo|? + Q—MQ(yMO\? —-1)% dz (3.111)
and, in particular,
U € L(0,t5;, H) N L*(0,t5; V), (3.112)
F, € L2(0,5; L2(Q; R™9)) 0 L2(0, t5; HY (Q; RT*Y)) (3.113)
M, € L>=(0,t5; H (Q; R?)) N L2(0, t5; H2(Q; R?)) (3.114)

uniformly with respect to m > 0.

Proof. Notice that the following calculations are reasonable due to the regularity
obtained in Lemma 17.

We multiply equatlon (3.30) by vy, equation (3.32) by W'(F,,), equation (3.33)
by =AMy, + 25 L (|M,,|> — 1)M,, and integrate all the equations over both © and
(0,t) for t < to Notice that W'(F,,) is an admissible test function: W'(F,,)
is in HY(;R¥>?). Indeed, due to (3.14), it holds W'(F,,) € L2(Q;R4*9) if
Fy, € L2(;R¥9) which is guaranteed by Lemma 17. Moreover, since W”(-) is
bounded by (3.16), we have that VIW/(F,,) = W"(F,,)V F,, is in L?(Q; RIxdxd)
if VF,, € L2(Q;R?*4xd) which is again guaranteed by Lemma 17 where a bound
on Fy, in L2(0,t5; H'(Q; R9?)) is obtained. Finally, due to the continuity of the
trace operator and (3.15), we know that W’(F,,) = 0 on 99Q. For the tests, we

73



find (after using integration by parts)
/ ~vm? dx—/ / <—u]va\ — (U - V), - Uy
< . (W’(Fm) — VM, ® VM, )) > dz ds

1
+/ §|Pm(vo)|2 dz, (3.115)

/ dx—i-//vm- V)Fy : W(F,) da ds
_ / / (VomFy) : W(Fy) dz ds

//WF CVW/(F, )dxds+/WF0 dz, (3.116)

1 1
/ |V Mp|* + — (1M |* = 1)% da —/ /(vm -V)M,, - AM,, dz ds
Q2 4p 0 Ja

+/Ot/§2(vm.v)Mm. (%(|Mm|2—1)Mm> dz ds

= Jo@wnV) (322 (1Mw?=1)2) do
2
dx ds

\M > = 1) M,

~ |V My? —M2—12d. 3.117
+/Qg| o + 7 (Mol — 1 da (3117)
Notice that, due to V - v, = 0 and v, = 0 on 9€2, we have

/(vm-V)vm-vmdx:0
Q

In addition, we have

/Ot/Q (V- W/ (En)F,) - vm dz ds = —/t/ (Vo W' (E)) : Fy, dz ds

0 JQ
t
— —/ / (vaFm) : W/(F,,) dz ds
0 JQ
and
V- (VM ® VM) =V, (Vi( M)V (M ))
2
=V |w24m| + V' M,,AM,,
and

(VT My AMy) - v = (U - V) My, - AM,,.
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Next, we sum equations (3.115)—(3.117) and with the above calculations obtain

1 1
3 | oml? 20 (B + VM4 s (M~ 1) da
Q

2
t M,,|? 1

+/ / (vu + VW (Fy,) +V <—2(\Mm\2 - 1)2> > <y, dz ds
0 Ja 2 4p

t
+/ /—(V-W’(Fm)F,I) U F <VTMmAMm> U
0 JQ

— (VYo Fy) : W(Fy) — (v - V) My, - AM,, dz ds
2

t
= —/ / V|V |2 + kVE, : VIV (Fp) + dz ds
0 JQ

1
AM,, — P(|J\4m|2 — 1)M,,

L 1
+3 /Q | Pra(v0)[* + 2W (Fp) + |V Mo|* + 2—N2(|J\40|2 —1)? da.

Since V - v, = 0 and v,, = 0 on 052, the terms on the second line vanish. Notice
that VW/(F,;,,) = W"(F,,)VF,, in the sense Vo, W' (Fy,)i; = W (Fn)ijki Vo (Fm)ki-
We obtain by using (3.17), simplifying and rearranging

1 1

3 [ 1oml 4 2W(B) + VMl 4 (M = 1) do

t 1 2
+/ / V|Vom|? + ak|V Ep|? + |AMy, — — (M > = 1) My, | dwz ds
0 JQ “

< %/ﬂ | P (v0) 2 + 2W (Fp) + |V Mo|? + #(!MO\Q —1)* da.
We calculate the supremum over all ¢t € [0,tj] on both sides of this equality
and, since [Py (vo)ll2(re)y < llvollr2(qre), the second inequality in estimate
(3.111) follows. Applying (3.13), the first inequality follows immediately. The
improved regularities in (3.112) and (3.113) and their uniformity in m are a direct
consequence of the preceding estimate. The regularity result (3.114) follows from

the preceding estimate and an application of Young’s inequality together with
the boundedness of {2:

1 2
1M 72 (0m3) =/ | M| =1+ 1 dz < / — (M P =12 do+ (£ 4 1) |0l
’ Q Q 24 2

This concludes the proof. O

3.1.3.4 Weak solutions to the approximate problem by time extension
What remains to prove for Theorem 16 is the extension of the time interval,

where solutions exist. We achieve this task using Corollary 20, thus ultimately
justifying Theorem 16.

Proof. Let 0 < T < oo be fixed. We first define

- 1
& / ool 4+ 2 (Fo) + [V Mo + 55 (Mol = 1)° d
Q
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to be the right-hand side of (3.111). If (v, Fy, Myy,) is a solution to the system
(3.30)—(3.39) in  x (0,7) for some 0 < < t§, then

ol )+ 2 | W(E) da

. 1 -
VMl gz D+ [ 2 (Mn®P ~1)? do < C

due to (3.111).

Following the proof of Lemma 18, we conclude that there exists a constant §
which depends only on m and C (due to the L*°-bounds obtained from the
energy estimate (3.111) this § does not depend on the time ) such that the
system (3.30)-(3.39) has a solution (¥, Fp, M) on Q x [£,f + 8] satisfying
(Drms Frny M) () = (U, Fy, My )(£). We can continue this extension and finally
obtain a solution (vy,, F,, M) on Q x (0,7).

Notice that, due to the regularity of the solutions, the new initial data have al-
ways the same regularity as before.

Moreover, we have the energy estimate

1
sup (/ |vm|2 + C'|Fm|2 + |VMm|2 + 2.2 (|Mm|2 — 1)2 dx)
0<t<T \.J L

T 2
1
+ 2/ / V|V |2 + as|V E,|? + 'AMm - —2(|Mm|2 —1)M,,| dxds
0 JQ u
2 2 1 2 2
< s ([ Jonl? 20 E) 4 930, 4 5510~ 1P o)
0<t<T \JQ 21
T 1 2
+ 2/ / V|V |? + as|V E,|* + 'AMm - —2(|Mm|2 —1)M,,| dx ds
0o Jo I
1
g/ lvo|2 4 2W (Fy) + |V M|* + Q—MQ(IMOIQ —1)2 du, (3.118)
Q
implying
U € L0, T;H) N L0, T; V), (3.119)
F,, € L®(0,T; L*(Q; R n L2(0, T; H (Q; R%*4)), (3.120)
M, € L0, T; H (Q; R3)) N L2(0, T; H*(Q; R3)) (3.121)
for any m > 0. This concludes the proof of Theorem 16. O

3.1.4 Existence of weak solutions to the original problem
In this part, we prove that the approximate solutions have a limit and that this
limit is actually a solution to the original system (3.1)—(3.11). That means, in

the following, we finish the proof of Theorem 9.

Proof of Theorem 9. We start by preparing passing to the limit as m — oo to
obtain a weak solution to the original system (3.1)—(3.11). To this end, the
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following convergence results are necessary. Their proof is given in Section 3.1.4.1
below.

Uy — ¥ in L2(0, T; L*(; RY)), (3.122)
Vo, — Vv in L2(0, T; L*(; RY*4)), (3.123)
M, — M in L?(0,T; L*(; R?)), (3.124)

VM, = VM  in L*(0,T; L*(Q;R3*%), (3.125)

F,—F in L2(0, T; L*(€; RY*4)), (3.126)

VF, —=VF  in L*(0,T; L*(Q; R¥dxd)), (3.127)

3.1.4.1 Convergence results for the approximate weak solutions

The weak convergences (3.123) and (3.127) (up to subsequences, not relabeled)
follow directly from the energy estimates (3.119) and (3.120), respectively (see
Theorem 33 in Appendix A.2).

To obtain the strong convergences, we estimate the time derivatives of the re-
spective quantities and rely on the Aubin-Lions Lemma (see Lemma 35 in Ap-
pendix A.2).

Firstly, we show that (vy,); € L%(O,T;V*). Using (3.24) and the fact that
[P (§)llv < [I€]lv < 1, we obtain
”C”L‘I(O )=

/ /vm (¢§) dx dt
<1
lElv<1

T
||<||Li1:f;)g1/0 [ e (CP() do a

llElhv=1

= // (0 V)om - (CPrl€))

||<||L4(0 T)=
llElv<1

_ <W'<Fm>F; VMo VMm> - (CV P (E)
UV : (CVP(€)) dz dt.

An application of Holder’s inequality yields

T
||<||Liii)§1/0 /Q(” )e - (C€) da dt

lElhv<1
T
= sup (/ [om 3@ IVl 2 @raxay IS (1P (€)lzouray  dt
||<||L4(0,T)§1 0
Sobolev
l€lv<i 2 NP gt ny

embedding
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T
; /0 (IIW( ) Fonll 2 uaeay

(3.14)
< CH|Fmlf?

LA (0 ]Rdxd)

+ VMl oy ) IV P (€ mney a

T
+/0 V[IVoml| 2 @iraxa) [CHIV P () || L2 (rax 4 dt>

Holder
< Cllvmllpao,1;03re) IVomll L2 0,7, 12 (0réxay)
T 2 2
+OT + | m|’L3(OTL4(QRdXd))+”V m”LS(OTL“(Q;R?’Xd))
+CV||Vuy| 4

L3 (0,T;L2(RAxd))

From the regularities (3.119)—(3.121) and interpolation inequalities (see Proposi-
tion 34 in Appendix A.2) we get the boundedness of the norms ||vm || 40, 7,13 (;r4))
IVMp| . s and ||Fp| s Moreover, we have that

L3 (0.T;L4(; Rixd))’
vamHLE(0,T;L2(Q;Rdxd)) is bounded since [0,7] is a bounded interval. In sum-
mary, we obtain

L5 (0,T;L4(Q;R3%d))

() € L3(0,T;V*) (3.128)

uniformly in m.

From the embeddings V cv C V*, where the first embedding is compact
and the second one is continuous, and the fact that v, € L2(0,T; H}(2;R?)) by
(3.119), we conclude by the Aubin-Lions Lemma (see Lemma 35 in Appendix A.2)
that the embedding

=LA (4RY)

—I4(Q:-Re

is compact. This yields the strong convergence (3.122) (up to subsequence) of

{Vm}m-
For the convergence result (3.125) of the magnetization we apply the same tech-
nique as above. We estimate (M,,); and obtain from there an estimate on

(VMm)tl
/ / - (Cp) dzx dt
||<||L4(0 T)<1

||<P||L2(Q R3HS

T
- —\Um~ \% Mm : AMm .
Kl <! /o /Q (Um = V) M - () + ()

”‘:OHLQ(Q;RS)SI

1
- P(‘MmP — )My, - (Cp) dz dt.
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An application of Holder’s inequality yields

< (Cp) dzx dt
||C||L4 0T)<1 / /

||90||L2(Q R3)S

T
< o[ fomlason Ml Cllel s
”C”Lﬁl(o,T)Sl 0
”‘P”LQ(Q;RS)SI

+ [AMm || 223 €@l 22 (:r2)

1
+ EII(IMM2 = D)Mo r20ms) €Il L2 (0ims) di-

By another application of Holder’s inequality, we get

<1/ / () do dt

”<||L4 OT)—
||<P||L2(Q R3)S

< s (Il g 1Ml sy IG5
”C”L4 0 T)_l

FIAMnll, 4 oz 1240

UMl = DMl 7.2 €10

< HUWHL%(O,T;L‘*(Q Rd))HV Mol 5 (1L <y T IAMll 4 (0.T5L2(5R?))
1
+_2|||M I HLS(OTLQ(Q))+F‘|MmHL%(O,T;LQ(Q;R?’))'

=IMm 740,716 (023

From the regularities (3.119)—(3.121), and interpolation inequalities (see Propo-
sition 34 in Appendix A.2) and the boundedness of the interval (0,7"), we get
that the right-hand side is bounded. Thus,

(My): € L3(0,T; L2(Q; R3)) (3.129)
uniformly in m. This then implies that
(VM) € L3 (0, T; HH(Q; R3%%)) (3.130)
uniformly in m.

Remark 21. In fact, in general it holds that f € LP(0,T;L1(Q;R™)) implies
Vf e LP(0, T; (Wy® (G R™4))*) = LP(0,T; W=14(Q; R"*Y)), for p,q € (1,00)
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with % + % = 1, which is a direct consequence of the following calculation:

p
s dt

T
IV Iy ooy = [ sup [ (Vi
/ W—1.a QR d) 0 ”(p” /<1 w-— 1q< >W1

T P
= / sup / fV.-pde
0 llellj1,q <1 1/Q

dt
T
S/O sup HfH][),q(QR")”V (P” QRn) de

lell 1, <1

/ T

Following the above arguments for the convergence of {v,,}.,, we obtain the
strong convergence results (3.124) and (3.125) (up to subsequences, respectively).
For the convergence result (3.126) of the deformation gradient, we apply the
same technique once again. To this end, using (3.41), we estimate (Fj,); in

L3 (0, T; H~1(Q; R¥x9)):

T
sup / <(Fm)t,5> ¢ dt
<1 0 H! H}

”C”L‘I(O,T)
||E||Hé(Q;RdXd) <1

IICIIL4(0T)<1 / / ! H(CE) + (Vumbim)  (C5)

” ”Hl(Q Rdxd)
— kVE, : ((VE) dz dt
Holder T —
< sup / vaHLC*(Q)HVFm”LQ(Q;RdXdXd)’C’”:”LG(Q;RUZXUZ)
”C”L4(O,T)S1
||E||H(1)(Q;Rd><d)§1
+ [IVoml| 2@raxay [ Fmll L3 @iraxay (S Ell Lo (o;raxa)
+ I{||VFmHL2(Q;Rd><d><d)|<| HVEHL2(Q;Rdxdxd) dt
Holder
< sup ||Um||L4(O,T;L3(Q;RdXd)) ||VFm||L2(0,T;L2(Q;Rdxdxd))HCHL4(0,T)
||<||L2 0 T)Sl
+ [Vumll 20,72 (raxay) 1 Fm L4 0,758 (max )y [ € 40,7
+ KHva”L’:%(QT;LQ(Q;RdXdXd)) ”C”L“(QT))
< Nvmllae,rs@iran IV Emll 220,102 (o;raxaxay)

+ Vol L2 0,7, 2 (rexay) | Fm | L4 0,713 (;rax )

+EIVERll 4 o 112 maxaxay

Again, from the regularities (3.119)—(3.121), and interpolation inequalities (see
Proposition 34 in Appendix A.2) and the boundedness of (0,7"), we get that the
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right-hand side is bounded. Thus,
(Fp)e € L3 (0, T; H™L(Q; R*4)) (3.131)

uniformly in m. Like above, we obtain the strong convergence (3.126) (up to
subsequences).

3.1.4.2 Convergence to the weak formulations of the original problem

Up to now, we made sure that the solutions to the approximate problems converge
to some limit. In the following, we need to show that the limit also satisfies the
weak formulation of the system (3.1), (3.4), (3.5) in Q x (0,7).

To this end, we insert the solutions of the approximate problem and approximate
test functions into the weak formulation (3.24)—(3.26) and pass to the limit as
m — oo. The boundary conditions (3.6)—(3.8) hold for the limit, since the
approximate solutions are constructed satisfying these conditions and they are
in a closed subspace of the respective spaces for the solutions. The attainment
of the initial data (3.9)—(3.11) is then shown in the final step of the entire proof.
Notice that since the weak solution v, to the approximate problem is defined
using test functions from the projected spaces H,, in (3.24), we also need to
pass to the limit with these test functions (only in space). However, for any test
function ¢ € V we immediately find a sequence of approximate test functions
&m = Pp(§) € Hy, which converges strongly to £. In the following, we will use
this particular sequence of test functions. Moreover, ( € W1>°(0,T) is a test
function satisfying ¢(7") = 0.

Convergence of the v-equation (3.24). We need to show that with the conver-
gence results (3.122)—(3.127) the equation

T
[ [ =on @) + G Ty G)
0 Q
+ (W’(Fm)FnI VM, © VMm>  ((VEn) da dt
T
- /va(O) - (€(0))y,) do = —/0 /QVva 1 (CV&y,) de dt (3.132)
converges to the equation
T
| [-v o+ o
0 Q
+ (W’(F)FT VM6 VM> L (CVE) da dt

T
— /Qvo < (€(0)¢) dx = —/0 /QVVU 1 (CVE) da dt (3.133)
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as m — 0o. We examine each term individually; for the first term, we obtain

[ fom e

Cgm — U (C/gm) +uv- (Clgm) R (C/g) dx dt

< / /\ ) ()] + v+ (C'(Em — )] da dt
Holder ,
< om = vllz20,1; 2 re) 1<°Em 220,752 (2R )

<C

+ 1ol 20,7522 (ray) 1€ (Em — Ol L2(0,7:02(025R4)) %50,

<C

For the second term, we have

T
[ (0 )i (66m) = (0 V)0 (66) da

T
Q(vm : V)vm : (C&m) - (v ’ V)vm : (Cg)

(0 V)om - (CE) — (0- V)0 - (CE) da dt'

T
< [ []one ) —vowo):vTy
T
/(va — Vo) : (v® (€8)) dz dt‘
Q N—
€L2(0,T;L2(;Rdxd))
Holder
< om @ (C&m) — v @ (CE) 20,132 (rexay) [V Um 220,72 (x4

<c

/ Vo = Vo) : (0® (¢€)) de dt‘ mroo,

Considering the third term on the left-hand side for the stress tensor, we look
at all the summands separately. Since we have the continuity of the mapping
W’ . L2(0,T; L*(Q; R>)) — L2(0,T; L*(Q;R)) by (3.14) and (3.120) (see,
e.g., [Roul3, Theorem 1.43] for Nemytskii mappings in Bochner spaces), we get
for the F' part

1 (CV&m) — ( (F)FT> :(CVE) dx dt'

) (CVEm) = (WIFT) : ((VEm)
(W’() ) (€6 - (WRFT) - (96 da
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[ [0 Ems - wimen : cven)

+ (VV’(F)FT (Ve — E)| da at

L W ED sy | Fn — Flliso g
<c
X (|CVEmll Loo (0,712 (srAx )
<C

+ W (Epn) = W (E) 120,704 0rdx )

x HFHL2(0,T;L4(Q;Rdxd))HCV§mHLOO(O,T;B(Q;Rdxd))
<C ’
+ W/ (E)YF T | 11 0.7 p2(@raxay [1C(Vém = VE)| 1o (0,712 (0 max )
<C
m—ro0

0.

We obtain for the M part

' / (VM © VM) : (CVEm) — (VM © VM) : (CVE) da dt'

/ VM, © VM) : (CVén) — (VM & VM) : (CVéR)

(VM & VM) : ((Vén) — (VM O VM) : (CVE) da dt‘

T
/ / (VMo © VM, — VM & VM) : (CVER)|
0 (9]

+ (VM & VM) : (((Vém — VE))| da dt

Holder
< | VMp © VMy = VM O VM| 12 0.1:02(Qrixay) [CVEmllL2(0,7:12(0srx0))

<C
+ VM © VM| 2 0,1;22(smixay [[€(VEm — VI L2(0,:L2 (srax4))
<C

m—o0

0.
The last terms on the left-hand side of (3.132) and (3.133) yield
' [ om0 (€0)8) ~ 0+ €009 @
\ / 0m(0) - (C(0)Em) — m(0) - (C(0)E) + v (0) - (C(0)E) — vo - (C(0)€) dr
/Q | (0)C(0)) - (ém — )] + [(1m(0) — ) - (C(0)€)] dz
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Holder
< voC(0)[[ 2@y [16m — €l L2(a:rey + 1m (0) — voll 2 (ray IC(0)E]l L2 (0ra)
—_—— —_—
<C <C
m—0o0 0‘

Finally, we see that the right-hand side of (3.132) converges, too (we omit the
constant v):

T
/ / Vum : ((V&y,) — Vo (CVE) do dt
0o Jo

_ ‘ /O ' [ T (€VEm) = T0: ((VE) + 0+ (T8,

— Vv : ((VE) dz dt

T
< / / (Vv — Vo) : (CV&n) |+ Vv : (((VE&, — VE))| d dt
0 Q N’

€L2(0,T;L2(;Rdxd))

Holder T
< /0 /Q|(va — V) : ((V&y)| do dt

+ IVl 207 2 rexay) IC(VEm — VE L2 (0,72 (0sAx )

<c
m—ro0

0.

Thus, the v-equation (3.24) converges.

Convergence of the F-equation (3.25). We need to prove that with the con-
vergence results (3.122)—(3.127) the equation

T
/ / CEpt (C) + (vm - V) E : (CZ) da dt — / F0(0) : (C(0)) da
0 Q Q
T
=— / / kVE, : ((VE) dz dt (3.134)
0 Q
converges to the equation
T
/ / CF () 4 (v V)F : (C2) da df — / Fo: (C(0)T) da
0 Q Q

T
- / / KVF : (CVE) dz dt (3.135)
0 Q

as m — oo. Notice that we integrated by parts with respect to time, so the dual
pairing becomes an integral. Moreover, the test functions (= are taken from the
same spaces for both the approximate problem and the original problem. Thus,
the third term on the left-hand side of the equation converges since F,,,(0) — Fp
strongly in L?(Q) by construction.
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The first term on the left-hand side and the right-hand side of the equation are
linear, so, the convergence is directly provided by the weak convergence of the
sequences.

Estimates for the second term yield

/ ' [ o V)En s 62) = (02 9P (62)

+ (v -V)F,: (CE)— (v-V)F: (CE) dzx dt'

T
- /0 /Q (W =) - V) 2 ((E)] + (v V)(Fr = F) 2 ()] do dt

Holder
< [[vm — U||L2(0,T;L4(Q;1Rd)) ||VFm||L2(0,T;L2(Q;Rdxdxd))HCE||L°<>(0,T;L4(Q;Rdxd))

<C

+ IVEn = VE| 120,12 (sraxaxayy [0(CE) | 220,72 (raxaxay)

-
<C
m—0o0

0.

Thus, the F-equation (3.25) converges. Next, we prove

Convergence of the )M-equation (3.26). We need to show that with the con-
vergence results (3.122)—(3.127) the equation

T
| [ =M (€0 (0 )M (69) o dt = [ Mn(0) - (GCO)) do
0 Q Q
T
— [ [ VM €0) = (Mol = )M (G) e (3.136)
0 JQ 1%

converges to the equation

T
| [ Mo o DM (o) do e~ [ Mo+ (C(0)) do
0 Q Q
T
:/0 /Q_VM H(CVe) - %(!M\Q ~1)M - (Cp) da dt (3.137)

as m — 0o. Notice that we integrated by parts with respect to time, so, the dual
form becomes an integral. Moreover, the test functions (p are taken from the
same spaces for both the approximate problem and the original problem. Thus,
the third term on the left-hand side of the equation converges since M,,(0) — M
strongly in L?(Q) by construction.
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For the first term we obtain

/oT /g My - (C'p) = M - (¢'p) da dt

< [ i @ 0w ar

Holder , M—00
< My = Mlz20.122@r2) 1€0l 20,702 (:Rr3) — 0.

<c

Estimates for the second term yield

T
/0 /Q (vm - )My - (C0) — (v V)M - (Cp) d dl

— ‘/OT/Q(vm-V)Mm-((@)—(U'V)Mm‘@@)

+ (v V)M, - (Cp) = (v- V)M - (Cp) da dt

T
< [ Wm0 D) (€0 + 0 V)Mo~ 2) - (G d

Holder
< Nvm = vll20m20@rey) IV M| Loo (0,12 (sr3xay) €0l L2 0,704 (0 R3))

<C
+ VM = VM| 207,12 (0r3xd)) [(C0) @ | 120,712 (0m3%4))

<c
m—0o0

0.

Next, we see that the first term on the right-hand side of the equation converges,
too, since it is linear and thus the weak convergence directly provides the result.
Finally, we obtain for the second term on the right-hand side of the equation
(again, we omit the constant for brevity)

T
[ [ 00 = 03 - (G0 = (M = 101 - (C0) o dt\

T
/0 /Q (Mo — )My - (C) — (1M = 1)My - (C0)

F(MP — )My - (Co) — (M — )M - (Cg) da dt‘

B ' /OT /QUMmP — [M )My, - (Co)

+ (IMP* = 1)(Myy, — M) - (Cp) d dt‘
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T
< / / (1Mo + [M1) (Mo = [M]) My - ()]
0 Q S————
<|Mpy—M]|
P (M — M) - ()| + [(My — M) - (Cp)| d dl
T
< [ gl — M1 - (€0)| + MM — MM - ()
0 Q
MMy — M) - (C0)| + |(My — M) - (Cp)| da dt
older
Mol 0752 0 1Mo — M 20 752425

X || M || oo (0,128 3N €@ L2 (0,724 (s R3Y)
H M| oo (0,528 sr3N) [ M — M| £2(0,7: 14 (0r3))
| Min | Loo (0,754 (0:R3)) 1€l 22 (0,75 04 (2:R3))

M P oo 0,7502(0) 1Mim — M| 1207304 0r2) 1€2] L2 0,752 (0:R%))

— 2
*IIM”Loo (0,T; L4 (;R3))

1Mo = M| 20, r2mo) I€AN 20, r2@mey) == 0.

Notice that HMmHLOO(O,T;L‘l(Q;R?’)) S C and HM|’L°°(O,T;L4(Q;R3)) § C due to
(3.121) and the lower semicontinuity of norms. Thus, the M-equation converges.

3.1.4.3 Attainment of initial data for the weak solution to the original
problem

Finally, we are left to prove that the initial data is actually attained by the
solution. We already obtained

(0, T; V™),

(0,T; L* (9 R?)),
(0, T; HH(Q; R*Y)),
¢ € L3 (0, T, HH(Q;RPY))

(vm
(M,
(VM
(B

[ e I o

L ol ST S

)t €
)t €
)t €
)

from the estimates in (3.128), (3.129), (3.130), and (3.131), respectively. Now,
we treat the quantities v,,, M,,, VM,, and F,, together (in the sense that we

omit the target spaces) to establish the attainment result for the initial data.
The regularity results (3.119)—(3.121) provide us with the fact that

Vs My V My, Fyy € L40, T; H™H(Q)).

With the regularities on the time derivatives obtained above and the help of
Gelfand’s triple (see Lemma 36 in Appendix A.2) we get that

Vi, M, VM, Fy € C°(0, T; HLH(Q)).
Now, since it also follows from (3.119)—(3.121) that
Vmy My, VM, Py € L°(0, T; L*(0)),
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and since L?(f)) is a reflexive Banach space densely and compactly embedded
into H™1(£2), we obtain that

Oy My, V My, By, € CO(0,T; L2(Q)),

where the index w indicates weak topology in L? (for the general result and a
proof we refer to [Tem77, Chapter III, Lemma 1.4]). Therefore, it makes sense,
to talk about the attainment of initial data. Now, we prove that the initial values
of the solutions coincide with the initial data in the L?-sense.

Attainment for v. We start with the velocity and show that v(0) = vg. We
firstly integrate the first term in (3.132) by parts with respect to time to obtain

T
/ ()t g €
/ /vm- Yom - (CEm) + ( ' m)FnI—VMm@VMm>:(<vgm) dz dt

= —/ / vV, : ((VEy) dz dt. (3.138)
0o Jo

From the obtained regularity for (v,,):, it is a direct consequence that the first
term in (3.138) converges to fOT H_1<vt,§>H1C dt, so, with the previous conver-
0

gence results it is clear that (3.138) converges to
T
/ H- <'Ut, £>H1< dt
/ / v V) (CE) + ( "(F)F T—VM@VM) . ((VE) dz dt

_ /O /Q VYV : (CVE) dx dt. (3.139)

Integrating by parts with respect to ¢ in (3.133) (a new boundary term is showing
up) and comparing the equation with (3.139), we see that (we choose ((0) = 1)

00w -gar=0
Q

for any ¢ € H}(€;R?). This then proves the attainment for v.

Attainment for F. For the deformation gradient F', we show that F(0) = Fj.
We integrate the first term in (3.134) by parts with respect to time to obtain

T T
/0 H1<(Fm)t,:>H(1)< dt —l—/o A(Um . V)Fm . (CB) dz dt

T
_ / / KV Fy, | (CVE) dz dt. (3.140)
0 Q
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From the obtained regularity for (F,,); it is a direct consequence that the first
term in (3.140) converges to fOT H,1<Ft,§>H1C dt, so, (3.140) converges to
0

T T
/ <E,E> Cdt—i—/ /(U-V)F:(CE) dz dt
0 H! H} o Ja
T .
= —/ /HZVF : (CVE) do dt.  (3.141)
0 JQ
Integration by parts with respect to ¢ in (3.135) (again, an additional boundary

term is showing up) and comparison of the resulting equation with (3.141) leads
to (we choose again ¢(0) = 1)

/(F(O)—FO):de:O
Q

for any = € H}(Q;R9*9). This proves the attainment for F.

Attainment for M. Lastly, for M, we show that M (0) = My. We integrate the
first term in (3.136) by parts with respect to time to get

T
| [ @)+ 0 )0 () d
0 Q
T 1 )
- / / VMt (V) = —5 (M2 = )M - (Cp) da dt. (3.142)
0 JQ H
From the obtained regularity for (M, ), it is a direct consequence that the first

term in (3.142) converges to fOT Jo My - (Cp) da dt, so, it is clear that (3.142)
converges to

T
[ ] e o)+ (o 90 - (G) do
0 Jo
T 1 )
:/0 /Q—VM : (CVy) — P(\M! —1)M - (Cp) dz dt. (3.143)
Integrating by parts with respect to ¢ in (3.137) (here, an additional boundary

term is showing up, too) and comparing the equation with (3.143), we see that
(we choose also ((0) = 1)

[0 =) ar =0
Q

for any » € H'(€2;R?). This then proves the attainment for M in L.

Since VM (t) converges as t — 0 and we have M (t) 29 My in L2, we immedi-

ately get that VM (t) 20, V My. This concludes the proof of Theorem 9. O
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3.2 System for simplified setting including LLG

This section is dedicated to the proof of Theorem 11 on page 44. The structure of
the proof is essentially the same as the proof of Theorem 9 from Section 3.1. How-
ever, due to the more complicated form of the Landau-Lifshitz-Gilbert equation
(3.18) compared to the gradient flow (3.5), which reflects in stronger nonlineari-
ties in the LLG equation, we have to use different techniques. The first specialty
is that we need more regularity of the magnetization to obtain a weak solution
to the LLG equation for a fixed velocity, see Lemma 26, which follows ideas from
[CFO01]. Further, the energy estimates are more involved and also invoke methods
used in [CFO01], where the small data assumption (3.23) is important. In the fol-
lowing, let  C R?, which we assume in order to apply certain Sobolev estimates
in Lemma 26 and Corollary 29 to ensure H?-regularity of the magnetization.

3.2.1 Definition of a weak solution
We start with the definition of the notion of a weak solution to the simplified

system with LLG.

Definition 22. The triple (v, F, M) is called a weak solution to the system (3.1)—
(3.4), (3.18), (3.6)—~(3.11) in Q x [0,t*] provided that

v € L(0,t*; H) N L*(0,t*; V),
F e L®(0,t*; L*(Q; R>?)) N L*(0, ¢*; H' (Q; R¥*?)),
M € L°°(0,t*; HY(; R3)) N L2(0,t; H2(Q; RY)),
and if it satisfies

/t* / —v- (& + (v- Vv (¢€) + (W’(F)FT - VM ® VM> : (¢VE) dz dt
0 Q

- /QU(O) - (€(0)¢) dz = —/0 /QI/VU ((CVE) dx dt,  (3.144)

/O/Q_F'(C/:) (v-V)F: (CE) = (VuF) : (CE) du dt

t*
/F 0)=) / //@VF ) dz dt, (3.145)

/ / ~M - (C'g) + (v V)M - (Cp) da di - / M(0) - (¢(0)g) da
0 Q Q

:/t*/ﬂ—(M X AM) - (Cp) + [VMPM - (Cp) = VM : ((Vy) dz dt, (3.146)

where ¢ : [0,t*] — R is any Wh®-function with ((t*) = 0 and £ € V, E €
H}(Q;R?%2), ¢ € HY(Q;R?), together with the boundary conditions (3.6)—(3.8)
in the sense of traces and with the initial conditions (3.9)—(3.11) in the sense

o(t) 22O (), () Fo(), M(-1)

w—LQ(Q) w—Hl(Q)

Mo(+) ast—0T.
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Remark 23. Notice that the weak form (3.146) of the LLG equation is motivated
by the equivalent versions of the LLG equation from Lemma 10.

3.2.2 Galerkin approximation: definition of the approximate problem

The construction of solutions to an approximate problem starts — just like in the
model for the simplified setting without the LLG equation in Section 3.1.2 — by
projecting the velocity v onto finite dimensional subspaces H,, of H following
[LL95].

We refer to Section 3.1.2 for the details on the Stokes operator (see also (3.27)).
The approximate problem, where the equation for the magnetization is the cou-
pled LLG equation and the initial condition is supposed to satisfy the length
constraint, reads

(vm)t = P (VAvm — (U - V),
+V - (W(FEn)F,), — VM, © VMm)> in Q x (0,t%), (3.147)
v € Hyy =— V-0, =0, (3.148)

(Fmn)t + (Vi - V) Fyy = Vo Fyyy = kA F, in Q x (0,t), (3.149)

(Mp)i + (Vg - V)M, = — M,y x AM,,
+ |V My, |2 My, + AM,, in Q x (0,t*), (3.150)

U, =0 on 092 x (0,t*), (3.151)
F,=0 on 99 x (0,t%), (3.152)
% ~0 on A x (0,), (3.153)
Um(x,0) = Pp(vo(x)) in ©, (3.154)
Fo(z,0) =1 in ©, (3.155)
My, (z,0) = My(z) in €, |Mp| =1 a.e. in . (3.156)

Again, this approximating system is meant to hold in a weak sense, i.e., boundary
and initial conditions (3.151)—(3.156) hold and the following integral equations
are satisfied

/(Um)t &+ (V- Vg - &+ (W/(E)F,, — VM, © VM) 0 VE da
Q

=— / vV, : V€ dx, (3.157)
Q
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<(Fm)t75> + / (U - V)Ey : 2= (Vo Fy) : 2 de
H! H} Q

= — / KV F, : VE dz, (3.158)
Q

:/ My X AMyn) - @ + [V M2 Mo - 0+ AMy, - 0 da, (3.159)
Q

for a.e. t, where £ € VN H,, = Hy,, E € H}(Q;R?*?), ¢ € L2 R3).

3.2.3 Galerkin approximation: existence of weak solutions to the
approximate problem

We start by defining the notion of a weak solution to the approximate problem.

Definition 24. We call (vy,, Fin, My,) a weak solution to the system (3.147)—
(3.156) provided that

vy € L(0,t*; H) N L2(0,t%; V),
Fp, € L®(0,t%; L2(Q; R**2)) N L2(0, t*; H' (Q; R?*?))
M,, € L>=(0,t*; H (;R?)) N L?(0,t*; H?(; R?))

and that the system (3.147)—(3.156) is satisfied in the weak sense (3.157)—(3.159).

The following result states the existence of a weak solution to the approximate
problem.

Theorem 25. For any 0 < T < oo and any m > 0, vg € H, Fy € L?(;R?*?),
My € H%(Q; S?%) satisfying

1

O] (3.160)

HUOH%Q(Q;RQ) +2[W (Fo)ll 1) + HVMOH%Q(Q;R?’“) <
for some constant C(2) and W satisfying (3.12)—(3.17), the system (3.147)-
(3.156) has a weak solution (U, Fin, M) in Q x (0,T).

We prepare the proof of Theorem 25. The approach is — as in Section 3.1.3 —
to convert the PDE for the velocity v, i.e., the balance of momentum equation
(3.147), to an ODE system. From the very same discretization of the velocity
(3.43), we obtain for £ = ¢; also the same ODE system which was derived in
Section 3.1.3

d ; i m' i i -
S () = —vAigh () + D Gh(Dgh (A + Diu(t), = 1,...,m, (3.161)
k=1

92



where

= —/(ﬁj(x)-v)ﬁk(x)-&(x) da, (3.162)
Q

Dfn(t) = —/ (I/V’(Fm)FnTI - VM, ® VMm) : V¢, dx, (3.163)
Q
and the initial condition
1n(0) = [ (@) &) da (3.164)

fori=1,...,m.

3.2.3.1 Weak solutions to the sub-problem

The following lemma mimics Lemma 17 in the model without the LLG equation.
This yields unique weak solutions to the PDEs for the deformation gradient F
and the magnetization M for fixed velocity v. However, the crucial difference is
that we need to obtain more regularity to converge the LLG equation. As for
the solution to the equation for F', there is no difference in the proof compared
to Lemma 17.

Lemma 26. Forv € L*>(0,t*; W2*(Q;R?)) satisfying v =0 on 0Q x (0,t*) and
v(x,0) = vo(x) and V-v = 0, there exists a time 0 < t < t* such that the system

Fy+ (v-V)F — VoF = kAF in 2 x (0,1),
M+ (v-V)M = =M x AM + |VM|*M + AM in Q x (0,1),
F=0 on 09 x (0,1),
%—]\j:() on 99 x (0,1),
F(z,0) = Fo(x) =1 in Q,
M(z,0) = My(z) in Q

has a unique weak solution such that

1 F[l oo (0, L2(m2x2)) + 1| L2 (0 101 (R2x2))
+ [1Fell 220,11 (rex2)) < C(v), (3.165)

M| oo 0,512 05m3)) + 1M 1| 200,583 (sr3)) + ([ Mell Lo (0,5, 02(im3))
9 Myl 20 2 oy < Cv, My), (3.166)

where the constants are given by

Cv) = C(HUHLoo(o,{;WZoo(Q;R?)))=
C(v, Mo) = C(||v]l Lo 0,50 200 (2:2))> [ Mo 2 (R ) -
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Moreover, it holds that
IAM][72 (0 gy (2)
< [|AMy 720 sy + C(v) /Ot (HVM”SL?(Q;RSX?)
+ (1+ VM2 o)) 1AM 3205 )ds - (3.167)
for any 0 <t <t.

Proof. The proof of existence for the equation for F’ works as before. Hence, for
this, we refer to the first part of the proof of Lemma 17.

Existence of a weak solution to the M-equation. For the Galerkin approxi-
mation, let {n;}52, C C°°(Q;R?) be an orthonormal basis of L?(Q;R?) and an
orthogonal basm of H2(Q;R?) (for details we refer to Appendix A.6) satisfying

AP + i = i (3.168)
in 2 and % = 0 and % = 0 in the weak sense on the boundary. Here,
0<jin <jio < < fin < with fin, — 0.

Let B
L2 = span{ny,m2,..., M} (3.169)
and B B
P, : L*(S;R3) — L2 (3.170)

be the orthonormal projection. We consider the original problem for functions
in L2 and show existence of a weak solution to

My=P,[~ (v-V)M — M x AM + |[VM[?M + AM] in Q x (0,£"), (3.171)

aM kk
a—n =0 on Of) x (O,t )7 (3172)
M, (z,0) = P, (Mo(z)) in Q. (3.173)

For a fixed n € N, we look for a function M, : [0,**] — L2 of the form
t)y=>_ hi(t)mi(x). (3.174)
i=1

The solution must satisfy (3.159), so we plug this discretization into (3.159) to
obtain for ¢ = 7; the ODE system

Ehﬁ Zhj t)Al(t Z IeAG Bl + Z I, (t hh ()Cls

J:k=1 7.k, 1=1
i=1,...,n, (3.175)
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where

) = = [ ((oet) V() = M) (o) do, - (3.176)
Bk = —/Q(nj(w)xAnk(x))-m(w) dz, (3.177)
e = (Tl Vi) ) ) o (3.178)

The initial condition becomes
= / My (z) - ni(x) dz, i=1,...,n. (3.179)
Q

We also apply here Carathéodory’s existence theorem (see Theorem 30 in Ap-
pendix A.2) to obtain a solution hf (t) of (3.175).

Since the second and the last summand on the right-hand side of (3.175) are not
depending on ¢ (looking at ¢ and k! as distinct variables) and the dependence on
t of the first summand is just within a Lipschitz function, the right-hand side is
measurable in ¢ for any hf,.

Furthermore, the terms on the right-hand side of (3.175) are linear, quadratic
and cubic in h?, respectively, so the right-hand side is continuous in k!, for any
t.

In addition, for ¢ € [0, ¢*] and ||k, — hn(0)|| < b, where hy, = (hL,... k"), we can
bound the right-hand side of (3.175) by the L!-function

(2 + (|1 (0) )0 A + fin (2b + || 2 (0 Z i+ (20 4 (|72 (0 Z Tl
7,k=1 7,k =1

where we can choose the constant A in such a way that it is independent of v,
which then makes the above function independent of v.

Finally, Carathéodory’s theorem yields the existence of a value ¢** (independent
of v) with 0 < ¢** < ¢* such that the ODE system (3.175) has a unique (since
the right-hand side of the ODE is locally Lipschitz) and absolutely continuous
solution {hf ()}, on [0,t**] satisfying (3.179).

Now, we prepare the passage to the limit as n — oo with uniform estimates. To
this end, we first multiply (3.171) by M,, and integrate over 2 to find out that

d
GIMme) + 2V M B qzsee) = 2 [ VMM P da

Holder

< 2 Molf e @re) I VM2 (o pox2)- (3.180)
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Next, we multiply (3.171) by A2M,, (notice that P, (A2M,) = A2M,, by (3.168))
and integrate over €2 to obtain

1d‘
2dt

= / —(v- V)M, - A°M,, — (M,, x AM,,) - A*M,, + |V M,|*M,, - A*M,, dz
Q

|AM |72 (0m) + IVAM, |72 (0,rex2)

< / (VoVTM,) : VAM,| + |(v-V)VM, : VAM,| dz
Q

/

~~
=:17

+ / (VM x AM,) : VAM,| da
Q

~~
=:1o

+/ ((2M,, ® (VM,V?*M,)) : VAM,| + |VM,|*|VM,, : VAM,| dz.
Q

=:I3
(3.181)

We need to estimate the integrals Iy, Io, and I3 separately. To do so, we utilize
some estimates also used in [CF01]: there is a constant C' > 0 such that for all
M € HZ(;R3)

1

M| fz(or2) < C (HMH%Q(Q;R?’) + HAMH%%Q;RC“)) 5 (3.182)
1
IVM s qzoes) < C (IVM 20z + 1AM |22 059)) s (3183)
:
1M1 ez < € (IM 132 sy + 1AMz o)) (3.184)
1
IV M|l zsamace) < C (IMI320s) + 1AMIB2 s ) (3.185)

and that for all M € HZ(;R3?) N H3(Q; R?)

V2 M || 13 (rax2x2)
3
C( <HM||%2(Q;R3) + HAMH%Q(Q;RS))

3 1
+ (IM 12 2 0ps) + 1AM B ozs))  IVAM] zzm;w)). (3.186)
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Moreover, since 2 C R?, we also have

1
VM| a@rsx2y < CIVMI|Z,

O;R3x2)
1
x (IVM 22z + IAM[22 ) ) (3.187)
190 s @ugees) < CIV Mg gansy
1
x (IVM 220z + 1AM 2205 ) (3.188)
VM1 ey < CIVMI|Es s

1

X (HVM”%Q(Q;R3X2) + ”AMH%Q(QJRB) + HVAM”%Q(Q;R&Q)) ! ) (3189)

1
[AM|[pa(ors) < CIAM||72q.pay

=

X <”AMH%2(Q7]R3) + HVAM”%Q(Q;R%Q)) ! . (3190)

We start to estimate the term I; and get, since v € L™ (0, t*; W2>°(Q; R?)),

Holder
I < IVl psrexey IV Myl psqirax2) [ VAM, || g2 (o;r3x2)

+ ([0l Lo (ur2) V2 Man | 3 @ x2x2) [ VA M || 2 032
(3.185)

1
< 2 2 2 3
250 OO (M0 + 1AMz 2 0)* VAVl

1 3
+ C(U) (HMn”%Q(Q,H@) + HAMHH%Q(Q,R3)> ! HVAMNHEQ(Q;R3X2)' (3191)

For the integral term I, we obtain

Holder
Iy < [[VMy| psrsx2) |AM || L3 or3) [ VAM, || L2 (q;r3x2)

85)

(3.1
< 2 2 3%
o5 © (M) + 1AM gz ) IV AMa 2oy

2 3
+ C (IMalBams) + 1AM 22 (p0) ) IVAMl 22 gy (3:192)

We estimate the integral term I3 and find out that

Holder
I3 < QHMn”LDO(Q;R?’)HanHLG(Q;R?’XQ)

X HVQMnHL3(Q;]R3X2X2)HVAMn”LQ(Q;]R3X2)
+HVMnH:zG(Q;R3x2)”VAMn”L2(Q;R3x2)
(3.184) 3
< 2 2 2 .
oS (0@ + 1AMl ) IVAM 2o
(3.186)

3
+C (Mo ) + 1AM 22 ) ) IVAM g gonc) - (3:193)
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Summing (3.191)—(3.193), we obtain from (3.181) and an iterative application of
Young’s inequality that

d
&HAMWH%Q(Q,R?’) + 2HVAMTL||%2(Q;R3X2)

3 3
< 0(0) (14 (1Mol + 1AM ) ) IVAM, g gons (3:194)

Next, we sum (3.180) and (3.194) and apply (3.182), (3.184) and Young’s in-
equality to find

d
= (1Ml 0mn) + 1AM 2oz )

+ 2”VM7LH%2(Q;]R3X2) + 2”VAM7LH%2(Q;]R3X2)
(3.182)

3 3
2 2 2 2
(3.1§84) C(v) (1 + <||MnHL2(Q;R3) + ||AMn||L2(Q;R3)) ) IV AM,[| 72 (qpsxe)

2
+C (HMHH%Q(Q;RS) + HAMHH%Q(Q;RS)>

Young 3 N*
< C(v)% (1 + <||MTLH%2(Q;R3) + ||AMn||%2(Q;]R3)> 2)
3.4 23
+HVAMnHI212?Q;R3><2) +C (HMn”%Q(Q,H@) + HAMHH%2(97R3)> T C(Q)
Young 6
< Cv) (1 + <||MnH%2(Q;R3) + ||AMn||i2(Q;R3>) > + IVAM, |72 0 z552).

Finally, we obtain

d
E <HMHH%2(Q;R3) + HAMHH%%Q;R?’))
+ 2| VMl f2qpan) + IVAMl G2 gz
6
< 00 (1+ (1Mol + 1AM ) ) (3.195)
In the next step, we make use of the following classical comparison lemma (see,

e.g., [CF01, Lemma 2.4]) which we state without a proof:

Lemma 27. Let f: R xR — R be C! and nondecreasing in its second variable.
Assume further that y : I C R — R is a continuous function satisfying the
inequality y(t) < yo + fot f(s,y(s)) ds for allt > 0. Let z: I — R be the solution
of 2'(t) = f(t,2(t)), 2(0) = yo. Then, it holds y(t) < z(t) for all t > 0.

From (3.195) and Lemma 27 we deduce the existence of a time 0 < T* < ¢** and
a constant C(v, Mo) = C(||Mo||g2(q;r3)> |V]| Loo (0,4+;w2.00 (2;r2))) Which is indepen-
dent of n, such that for any ¢ < T*

sup || My H%{?(Q;RC“) (t)
0<t<i

t
+/o QHVMnH%%Q;mw)(t) + HVAMnH%2(Q;R3X2)(t) dt < C(v, My),
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which tells us that
[ M| oo 0 m2(03)) T [Mnll £2(0 21003 (r3)) < C(v, Mo). (3.196)

Moreover, we need to multiply (3.171) by (M,,); and —A(M,,); and integrate
over €). To do so, we have to verify that the time derivatives of the temporal
coefficients of M, are in L?(0,%). This we obtain directly from the LLG equation
(3.171): the temporal part of the entire right-hand side is at least in L2(0,7),
since the temporal coefficients of M,, are continuous. So, the time derivatives of
the temporal coefficients of M, are also in L?(0,).

Now, we are able to continue the estimates and multiply (3.171) by (M,,); and
integrate over {2 to obtain, using Young’s inequality,

([ (Mn)ell 2 (0sr3)
B /Q —(v- V)M - (M) — (M, x AM,,) - (My,);
+ VM2 My, - (M) + AMy, - (My); da

Young 2 2 2 2
|l D)Mo 2y x M [V M4 My |? + |AM,? do

/\ Wl da.

From there, we get

[(Mz)ell 22 (o;r3)
Holder 5 9
< 4<HUHL°°(O¢*;L°°(Q;R2))HMHHLQ(Q;R?’) + [[Mn]| oo (r3) [|AMa |72 3

+ IV Mol gty I M |3 sy + 1 AMal32 gz )
where we take the supremum over all ¢ € [0,#] to find, using (3.196),

sup_|[[(Mp)el| 2 (QR3) = 4<HUHL°°(0¢*;LOO(Q;R2))HMnH%oo(of;Lz(Q;Ra))
0<t<i

+ Ml oo (0,5 oo (3 )) | A M HLoo(OtL2(Q R3))
+ VM, |’Loo(0tL4(Q [R3x2)) ”MNHLOO(O,E;LDO(Q;RB))

+ HAMn”LDO(O,E;L2(Q;R3))>
< C(’U, Mo)

This gives us the bound
”(Mn)tHLoo(o,E;L2(Q;R3)) < C(v, Mp). (3.197)

Next, we multiply (3.171) by —A(M,); and integrate over both Q and [0,?]
for t < { to find out that, since ||P, (Mo)llm2(r3) < [|Mollg2(o;rs), and using
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integration by parts with respect to x in the second step,

t
1
[ 190 gz ds + SIAMA sz

1 t
= §HAM0”%2(Q;R3) +/ /Q(U V) My - A(My)e + (M x AMy) - A(My):
0
— |V M, |>M,, - A(M,); dz ds
1
= §HAMOH%Q(Q;R3)

! Tasy. (v :
—|—/0 /Q—(Vvv M) : V(My)e — (v V)V My : V(My),

— (VM,, x AM,,) : V(M,); — (M,, x VAM,) : V(M,);
+(2M,, ® (VM,V?M,)) : V(M,),
+ |V M,|>V M, : V(M,); dz ds

Young ] 9 6 t 9
< SIAMs e + 35 [ VLI

t
+3/ / VoV My [? + (v - V)V M, [
0 JQ

+ [(V M, x AM,) > + |M,, x VAM,,|?
+ 4| M,, ® (VM,V>M,)|* + |VM,|° dz ds.

An application of Holder’s inequality yields

t
1
| IV gz ds + SNAMAE s

1 I
< 1AMz + 5 | IV0EIEgzone

+3<HVUHLDO(O,t*;LC’O(Q;RQXQ))HVMn|’i2(07{;L2(Q;R3x2))
+ HUHL‘X’(O,t*;Lw(Q;RQ))Hv2Mn||22(0,5;L2(Q;R3><2><2))
+ IV M| oo 0,704 (r3x2)) | A M || 120,714 (03
2 2
1Moo 0,500 (im0 IVAMnl 720 20 msx2)
+ 4”M7LH%OO(O7&LOO(Q;R3)) HVMW”LDO(O,E;L‘l(Q;R?’X?))
X |V M| p2(0 7,14 (o maxex2))
6
+ Han ”LG(O,&LG(Q;R3X2))> .
Taking the supremum over all ¢ € [0,#] and using (3.196), we get the bound

IV M)l 20 712 sy < Clo, Mo), (3.198)

Next, we estimate the integral terms in (3.181), using (3.187)—(3.190). This is
necessary to extend the solution in time in Section 3.2.3.4. We start with the
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term I; and obtain, since v € L°(0, t*; W% (Q; R?)),

Holder
I < |[Vullpsarex2) [V M| Lo @irsxe) [VAM L2 (orsx2)
+ ||v||L°°(Q;]R2) ||V2MHHL2(Q;R3X2X2) ||VAMTLHL2(Q;]R3X2)
(3.183)

1
2 2 2
@%)amwmhmwwmwmm@wqﬂmmmmmg

N

X |[VAMy|| 2 (;r3x2)
1

+ C(v) <HVMHH%2(Q;R3X2) + HAMHH%Q(Q;RS)> i
X HVAMHHLQ(Q;RSXQ)‘ (3199)

For the term Iy, we find out that

Holder
I, <

(3.187)
<

(3.190)

IV Mol 4 sty | A Mo 3 ) IV A M| 2 ey

1 1
ClIVMall 72 a2 1AMl 22 (q:ps)

1
X (HVMnH%Q(Q;R&Q) + ||AM71||%2(Q,]R3)> ’

[un

X (HAMnH%Q(QRS) + HVAMnH%ﬂ(Q;RSxQ)) *

X HVAMnHL2(Q;R3X2). (3.200)

We estimate the term I3 and get

Holder
I3 < 2| Mallpe@rs) VMl Lo @raxe)
X HVQMTLHL2(Q;R3X2X2) HVAMHHLQ(Q;R3X2)
IV Mo s ey IVA My 2oy
(3.183) %
(3.1§88) CHMHHL‘X’(Q;RS) ||an||L2(Q;R3X2)
(3.189)

1
X (HVMTLH%Q(Q;R&Q) + HAMn||%2(Q7R3) + HVAMTLH%2(Q;R3><2)> !

1
X (VMo 22 gpsns) + 1AM 22 m) ) * IV AMy |l p2azoee)
+C||V M| 2 (ums<2)

X (HVMTLH%Q(Q;]R3X2) + HAMHH%Q(Q,RS)>
X [V AM, | 2 (ums<)- (3.201)

Summing (3.199)—(3.201), we obtain from (3.181), an iterative application of
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Young’s inequality, and an integration over [0,¢] for 0 <t < # that

t
JAM |22 .z + /0 IVAM, 220502, ds

< [[AMo|[72 (0,9

[un

+ /OtC(U)HVMnHB(Q;RM?) <HVM7LH%2(Q;R3X2) + HAMNH%Q(Q;R?’))i
+C(v) (HVMnH%Q(Q;R?)X?) + HAMnH%Q(Q;R?’))
+ CHVMnH%ﬁ(Q;RS“)HAMn”%%Q;H@) <HVMn”%2(Q;R3x2) + ”AMn”%?(Q;RC*))
F ClIMa ey | VM B ey (VM By + 1AM aiozoy)
+ € (IVMal2amons) + 1AMl 22 05 )
OV MR o) (IVMal2a oy + 1AMl Zaz)) s (3202)
We continue this estimate after passing to the limit as n — oo to finally prove

(3.167). Now, we pass to the limit as n — oo to obtain a weak solution to the
system (3.171)—(3.173). We need the convergence results

M, — M in LP(0,£; H?(Q;R3)), 1< p < oo, (3.203)
M, = M in L2(0,£; H3(Q;R3)), (3.204)
M, > M in (0, ; H*(; R?)), (3.205)
(M) — My in L*(0,f; HY(;R?)). (3.206)

The weak (and weak-x) convergence results follow directly from the estimates
obtained above for a subsequence (not relabeled; see Theorems 32 and 33 in
Appendix A.2). The strong convergence (3.203) we obtain from an applica-
tion of the Aubin-Lions lemma and Hoélder’s inequality: from the embeddings
H3(Q;R3?) c H2(Q;R?) ¢ HY(;R?) (the first embedding is compact since
d < 4, the second one is continuous), the fact that M, € L?(0,t*; H3(;R3)),
and (3.197), (3.198), we conclude by the Aubin-Lions Lemma (see Lemma 35 in
Appendix A.2) the compact embedding

{M e L2(0,5;H3(O;R?)) : M, € L*(0,5; HY(QR?)} € L2(0,F H2(Q; R?)).

This yields the strong convergence of {M,},, in L?(0,%; H?(2;R?)) (up to a sub-
sequence). The final step is to combine the result with Holder’s inequality and
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(3.205):

M0 = M 0 gy = / (LY Y

= U M1V~ My

2

IN

/0 | My, — MH%JQ(Q;R?’) (”MnHHQ(Q;RS) + HMHHQ(Q;RS))pi de

IN

p—2
<HMnHL2(0,£;H2(Q;R3)) + HMHL2(0,£;H2(Q;R3))> HMn - MH%Q(O,E;HQ(Q;R?’))

SC(’U7M())

n—oo

0.

This proves the strong convergence (3.203).

Again, as the weak solution to the approximate problem is defined using test
functions from the projected spaces L2 -, we also need to pass to the limit with
these particular test functions (only in space). However, for any test function
p € Hl(Q R3) we use the sequence of approximate test functions defined by
on = Pp(p) € L2 which converges strongly to ¢ € H'(€;R3). In the following,
we use this particular sequence of test functions. Moreover, let ¢ € L°°(0,1).
So, the equation

/ / (Con) + (0 V) My - (Con) da dt

converges to the equation
t
/ /QMt L(CP) + (v V)M - (Cp) da dt
0

:/0 /Q_(M x AM) - (o) + [VMPM - (Cp) — VM : ((Vp) da dt

as n — oo. All the integral terms on the left-hand side and the last term on the
right-hand side are linear, so the weak convergences from above together with the
strong convergence of the test functions are sufficient to obtain the convergence
of these terms. The two remaining terms, viz the first and the second on the
right-hand side, are converged with the help of the strong convergence (3.203):
it follows directly from Holder’s inequality and the fact that we have strong
convergence for each factor in LP(0,%; H2(Q;R3)) for a suitable 1 < p < oo,
keeping the Sobolev embedding H?(Q2) € L*°(2) in mind. Thus, we obtain a
weak solution to the system (3.171)—(3.173).

Notice that all the estimates for the approximate solution obtained above still
hold in the limit due to the weak lower semicontinuity of norms.
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Furthermore, the solution is unique. Let us assume that we have two solutions
My # Ms. The difference M; — M then solves

(Ml — Mg)t + (’U . V)(Ml — Mg)
= —(M1 — MQ) x AM7; + My x (A(Ml — MQ))
+ (IVM;|? = VM) My + [V M| (My — Ma) + A(M;y — My).
We multiply this equation by (M; — M,), integrate over Q and use the identity
(axb)-c=(bxc)-a to find out that
1d
2dt
= /Q (M2 X (A(Ml — MQ))) . (Ml — MQ)
+ (VM |? = |VMa|?) My - (My — Ms) + |V Mo|*| My — Mo|? da

= / ((A(Ml — MQ)) X (Ml — MQ)) 'M2
Q
=V ((V(M1—Mz)) x (M1 —Ms) )
+ (VM — VM) - (VM + VIMy)) My - (M — Ma)
+ ’VMQ’Q‘Ml — Mg‘z dx

1M1 = Mol o) + IV (M1 = Ma)lI72 o)

_ /Q—((V(Ml — My)) x (M — My)) : VM,

+ ((VMl — VM2) : (VMl + VMQ))Ml . (Ml — MQ)
+ [V M 2| My — My|? dz

1 1
<[ 3IV0n = MR 4 10— MO
Q
1 _ 2 1 2 2 A2
+ 2W(M1 Mp)[” + QWM1+VM2\ | My || My — Mo
+ ’VMQ’Q‘Ml — Mg‘z dx
Holder 9 3 9 9
< VML = M) |72 raxz) + §||M1 — Ma |72 sy [V Mo oo rsx2y
Livan + van)?2 M ||? M — M,|?
+ 2|| 1+ VMa|7 oo a2y | M0 sy M1 2ll22(ms)-

We then integrate over [0,¢] for ¢t < ¢ and obtain employing M;(0) = M5(0) and
the regularity (3.196)

[ My — MZH%%Q;RS)@)

t
S/o <3HVM2H%00(Q;R3“) + VM + VMZH%OO(Q;R?’XQ)HMl”%OO(Q;R?’))

~—
€L (0,0) X | My = My||72qps dt,

where we apply Gronwall’s inequality to find

SUI{HMl - MZH%%Q;RB) =0.
0<t<i
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Thus, the solution is unique.

Finally, we converge the inequality in (3.202). Since norms are lower semicon-
tinuous, since we have the strong convergence (3.203), and since it holds that
|M] =1 in the limit, we obtain from (3.202)

t
JAM 22 000 () + /0 IVAM 220002 ds

< | AMo |12 (o)

N[

+ [ CONTMlgaoen (I9MBapns) + 1AM Exoen)
+ C(v) (HVMnH%Q(Q;RSX?) + HAMH%Q(Q;R?’))
+ CIVMIB gy IAM 22 08) (IVM 22 02 + 1AM 32 .0
4 OIM sy IV M gy (IVM By + 1AM [ )
+C (IVM B qeea + IAM22 050
+ OIVMBaqmses) (IVMaaumoes) + 1AM Baggs)) ds. (3:207)
Applying Young’s inequality, we find out that

t
JAM 22 000 (8) + /O IVAM 22 g m0n2) ds

t
< ||AM0H%2(Q;R3) + C(/U)/O 1+ <||VMH§/2(Q;R3X2)

+ (14 IV MU qpsnn) ) 1AMIlE2 gz ) ds,
(3.208)
which then implies (3.167).This concludes the proof of Lemma 26. O

3.2.3.2 Weak solutions to the approximate problem for a short time using a
fixed point argument

From the next result, we obtain a weak solution to the approximate problem.
This is the counterpart to Lemma 18 for the system without LLG. The solution
also exists only for a certain short time ¢ and its existence is also proven using
Schauder’s fixed point theorem.

Lemma 28. For any m > 0 and W satisfying (3.12)~(3.17), there exists a time
t§ depending on vy, My, Q, and m such that the system (3.147)—~(3.156) has a
weak solution (vp,, Fin, My,) in Q x (0,£5).

Proof. The reasoning in this proof is the same as in the proof for Lemma 18.
The first obvious difference is that we look at the LLG equation

M;+ (v-V)M = =M x AM + |VM|*M + AM (3.209)
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on [0,¢]] satisfying
[ M| oo (0,112 (3 %2)) < C'(v, Mo). (3.210)

This ensures the applicability of Carathéodory’s existence theorem to the ODE
for v.

After choosing the time ¢ accordingly, we need to prove the continuity of the
solution operator £. This is done in exactly the same way, with the only difference
that the convergence of M; to M has to be shown using the LLG equation and
the higher regularity obtained for the magnetization in Lemma 26.

Convergence of {M;};. We check the strong convergence of {M;}; in the space
L0, t5; HY(Q;R3)). To this end, we first obtain from the LLG

(My = M)y + (v - V)(M; = M) + (0 —v) - V)M
= _(Ml — M) x AM; + M x (A(Ml — M))
+ (IVM|? = [VM?) M+ [VM*(M; — M) + A(M;, — M).  (3.211)

By multiplying equation (3.211) with (M; — M), integrating over both © and [0, ¢
for t < t§ and using Young’s inequality and the identity (a x b)-c= (b x ¢)-a
we find out that, since M;(0) = M (0),

/|Ml M*(t dx+//|VMl M)|? dz ds

// (00— v) - V)M - (M — M) + (M x (A(M; — M))) - (M; — M)

+ (IVM? = [VM*) My - (M — M)
+|VM| (M; — M)-(Ml— M) dz ds

// vl—v )M-(Ml—M)—(V(Ml—M)X(Ml—M)):VM

V(M= M)) : (VM; +VM)) M- (M, — M)
+\VM] |M; — M|* dz ds

Young t 1 1
< S )MP G0t - MP
0 JQ
1 3
+§\V(Ml—M)\2+§\M1—M\2’VM\2

1 1
+ 5|V - M)]* + 5| VM + VM| M2 |M; — M|* dz ds
Holder tq 9 1 9
< / 5“((”1 —v)- V)M”L2(Q;R3) + §HMI - MHL2(Q;R3)
0
3
+ HV(MI - M)H%2(Q;R3X2) + §HMI - MH%2(Q;R3)HVMH%OO(Q;R?’XQ)

1
+ S IVMy + VMo sy | MUl oo (o) | My = M2 0 ds-

106



We deduce with the regularity (3.196) that

t
/Q My — MP(t) da < / (00 = ) - V)M 22z s

hd
non-decreasing

t
+ /0 (1 + 3HVM||%°O(Q;R3X2) + HVMZ + VMH%oo(Q;]RSXQ)HMIH%OO(Q;R?’))

€L1(0,t%)

X | My = M|[72.ps) ds, (3.212)
where we apply Gronwall’s inequality to find

sup || M; — M||72 s
0<t<ts

t
< ( /0 (w1 = v) - V)M |32 ) ds)ec(”’”’“tg- (3.213)

Due to the convergence of the velocities v; to v (3.98) we can pass to the limit
as | — oo to obtain

=0

M; =25 M in L*°(0,t5; L*(Q; R3)). (3.214)
We are left to prove the convergence of VM, in L>(0,t5; L2(Q; R3%2)). To this
end, we multiply equation (3.211) with —A(M; — M), integrating over both

and [0,¢] for ¢ < tj and using Young’s inequality and the bounds obtained in
Lemma 26, we obtain

3 190 = a0P() do

- /0 [ o900 = 2 s = )
+ (v —v) - V)M - A(M; — M)
+ ((Ml —M) X AMZ) . A(Ml —M)
+ (IVM|* = [VM*) My - A(M; — M)
+ |[VM*(M; — M) - A(M; — M) — |A(M; — M)|? dz ds

n %((w —v)-V)M|> + %!A(Ml - M)*
+ Zy(Ml = M) x AMi* + %\A(Mz - M)P?
+ % (V(My — M) : (VM + VM) My* + %‘A(Ml ~F

5 1
+ VMM = M+ S| AM, = M)P = [A(M, = M) d ds.
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By applying Holder’s inequality, we find
1 2
— [ IV(M; — M)|*(t) dz
2 Ja

5 t
< Z/o |(vy - V) (M; — M)||%2(Q;R3) +1[((v; — v) - V)MH%%Q;RC%)
_|_

M7 = M7 60 1AM 750

<c(@) (ule—M)||2LQ(Q;RmﬁuMl—Muigm;m))

+ [V (M; = M)|[72qmsxzy [V My + VM oo sy | Mi]| 7o (.p3)
+ VM| Lo o2y 1M1 = M 1720 g3y ds.

Since {v;}; is uniformly bounded in L°°(0, t; L°°(Q; R?)), we obtain

5 t
900 = M) gz () < 3 [ 101 =) DMz

Ve
non-decreasing

5 t
+2 [0+ CONAMIB gy + ITM e eoesy) 13 = Mz 45
0

non-decreasing

t
+/0 (C + C(QAM |75 0yme) + VM + VMH%OO(Q;RSX?)HMIH%OO(Q;R?’)>
=:g(t)eL(0,t%)
X [V (My = M)|[72(qpox2(5) ds, (3.215)

where we apply Gronwall’s inequality to find out that

tg 5 t
sup [|V(M; — M)H%%Q;RM?)@) < elo” 9t dt<§/0 [[((vr —v) - V)MH%Q(Q;RC*)

0<t<ts

+ <C + C(Q)HAMIH%?’(Q,R:*) + HVMH%,OO(Q;R?’XQ)> HMl - MH%Q(Q;R?’) dS) :
(3.216)

Due to (3.98) and (3.214) we can pass to the limit as [ — oo to see that, in
summary,

M, 2% M in 1700, £ HY(Q; R?)). (3.217)

This ensures the continuity of the operator £ and the applicability of Schauder’s
fixed point theorem.

Following the further reasoning from the proof of Lemma 18, we complete the
proof of Lemma 28, i.e., of the local existence of weak approximate solutions to
the LLG system. O
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3.2.3.3 Energy estimates for short time weak solutions to the approximate
problem

We continue the analysis of the weak approximate solutions with the establish-
ment of energy estimates. These energy estimates are necessary to extend the
solution beyond time ¢; while keeping certain regularity. For the system includ-
ing the LLG equation, we need two energy laws ensuring all necessary regularity.
The smallness condition (3.220) is crucial at this point to obtain H%-regularity
for the magnetization. We obtain

Corollary 29. Let (v, Fin, My,) be the weak solution to the approximate problem
(3.147) ~(3.156) in Q x (0,t5) obtained in Lemma 28. Then, we have

sup (HUWH%Q(Q;RQ) + CHFMH%Q(Q;RQM) + HVMMH%Q(Q;R?’“))
0<t<ts

%
+A 1(Mon)e + (0 - 9) Mo 22y s

)
+ 2/ VHV’UmH%Q(Q;RQXQ) + a’fHVFmH%?(Q;R?X?X?) ds
0

< sup (HUmH%?(Q;R?) +2|W(Fn)ll 1) + HVMmH%Q(Q;R3X2)>
0<t<ty

5
ﬁAHMM%+WmVMMﬁmm%@

to
+ 2/ VHV/UmH%Q(Q;RQxQ) + aff||VFmH%2(Q;R2><2><2) ds
0
<ol ey + 2W (F0) 1) + VMol 22z (3.218)

and, moreover,

sup <”Um”%2(Q;R2) +2(W(EFn)ll 1) + ”VMm”%Q(Q;R3X2)>
0<t<ts

i
+2/ VIV 0 |2 qugara) + 08V Bl 22 menana)
0
+ (1 —C1(Q) (”UOH%%Q;R?) +2[W(Fo)ll L1 o)
+ HVMOH%Q(Q;]RC*))) 1AM |72 (0ms) ds

2
<Co(®) (o ame + 210 (Fo)lla @y + IV Mol sqpsnay) 1o

+ (Jlooll2ayme) + 2IW (Fo)llzaa + 1Mo |22 oo
(3.219)

as long as the initial data satisfies the condition

[voll72 0m2) + 2I1W (Fo)ll L1 () + IV Moll72 qumsxz) < (3.220)

L
C1(Q2)
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for some constant C1(2). Then, in particular,

U € L2(0, 65, H) N L2(0,t5: V), (3.221)
Fp, € L®(0,t5; L*(Q; R**2)) N L2(0, t§; H (Q; R?*?)) (3.222)
M, € L>=(0,t5; H (Q;R3)) N L(0, t}; H2(Q; R?)) (3.223)

for any m > 0.

Proof. The calculation of the energy estimate with an LL.G type equation is based
on the ideas used in [CFO01].

Notice that the following calculations are reasonable due to the regularity ob-
tained in Lemma 26.

We multiply equation (3.147) by v,,, equation (3.149) by W'(F,,) (to see that
this test function is admissible, we refer to the proof of Corollary 20), equation
(3.150) by —AM,, and integrate all the equations over both © and (0, ¢) for ¢ < ¢§
to find (after using integration by parts)

/ ~|vp|? dz
//<_y|wm|2 ( (W ’(Fm>F,I—VMmQVMm)).Um> de ds

+/Q%|Pm(v0)|2 de, (3.224)
/W dx—//vam: '(Fp,) dz ds
//WF L YW(Fy) da ds+/WF0 ) da, (3.225)

1 t
/—\VMm\Q dx—/ /(vm-V)Mm-AMm dz ds
Q2 0o Ja
t t
—/ / IV M, |> My, - AM,, dx ds—/ /]AMm]2 dz ds
0 JQ — 0 JQ

=—|VMm|?

1
+/ —|VMp|? da. (3.226)
02

Next, we sum equations (3.224)—(3.226). Since vy, is divergence-free and vanishes
on the boundary and due to the identities

// (V- W/(F,)E,)) - vm dz ds = — // Vo Fp) : W/(Ey,) dz ds

o VMl

V- (VMpy ® VM,,) = + VM, AM,,
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we obtain
%/Q|vm|2+2W(Fm)+|VMm|2 da
+/Ot/QV|va|2+mVFm CYW(F) + |AM,[? de ds
— /Ot/Q|VMm|4 dz ds+%/g|Pm(v0)|2+2W(Fo)+|VM0|2 o

Since © C R?, we have the following Sobolev estimate (see, e.g., [CFO01, Section 5,
Equation (5.6)])

[V M| p1(orax2)

[un

1 1
< COIVMI Lz gmoea (IVM3a gy + [AM2200) " (3:227)

Thus, we obtain, using also the identity VW' (F,,) = W/ (F,,)VE,, (which reads,
using index notation, VoW'(Fy,)ij = W (Fn)ijetVe(Fm)w) and (3.17),

% <HUWH%Q(Q;R2) + Q/QW(Fm) dz + HVMmH%%Q;RBM))
+ /Ot’/”vvm”%%ﬂ;ww) + a””VFm”%%Q;Www) + ”AMMH%Q(Q;RS) ds
< /OtC(Q) HVMMH%Q(Q;]RSX?) <”VMm”%2(Q;RSX2) + ”AMm”%Q(Q;R3)> ds
+ 5 (120 Bz +2 [ W) do+ 1900y )
Rearranging yields the first LLG energy estimate
3 (ol +2 [ W) o+ VMl v )
+ /OtVHVUMH%Q(Q;RQXQ) + aRHVFmH%Q(Q;RQXWQ)
+ (1= OO VM2 s ) IAMallfagozs) ds
< [ @IVl o5
5 (IR0 Bz + 2 [ W) da 4 VMo o) - (5228
To continue, we create another energy estimate by using the equivalent forms of

the LLG equation from Lemma 10, which can be used for M,, since the initial

datum My has also length 1.
We multiply (3.20) (with v, and M, plugged in) by ((M,,)¢ + (v, - V)M,,) and
(3.22) by —AM,,, integrate the equations over both € and (0,t) for ¢ < ¢ to
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find

//| )t + (Um - V)M, |* dz ds

_ _/0 /Q(M « AMyn) - (M)t + (vm - V) M) dar ds

- /O t / (M, x (Myy x AM,,)) - ((Mm)t + (0 V)Mm> dz ds, (3.229)

Q

and

t
/ 1|VMm|2 dx—/ /(vm-V)Mm-AMm dz ds
/ / (M, X (M)t + (0 - V)My,)) - AM,, dz ds

+/ 2|V My? da. (3.230)
02

The last term on the right-hand side of (3.229) can be rewritten using the Graf-
mann identity a x (b x ¢) = (a-¢c)b— (a - b)c for a,b,c € R3

// (M, x (M, x AM,)) - (( )t+(vm-V)Mm> dz ds
_ //M CAMy) My - (My)s + (0 - V) M) da ds

(‘”’?‘2)t+<vm-v>—‘M;“‘2:0
/ / =AMy, - (M) + (v - V)M,,) da ds

= —/—]VMm]2 dx—i—/—\VMo]Q dz
Q2 Q2

t
+/ /(vm-V)Mm-AMm dz ds.
0 Jo

Now, summing up (3.229) and (3.230) with 2:(3.224) and 2-(3.225) and using the
identity (a x b) - ¢ = —(a X ¢) - b we obtain

/\vm\Q—i-ZW( m) + |V M, |2 dx—i—/ /\ )i + (U - V)M, |* da ds
+2/ /V\va\Z—i-cm]VFm\Z dz ds
0 Jo

/ P (v0)|? + 2 (Fy) + |V Mo 2 de,
(9]
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or, equivalently

[vm 172 :m2) +2/ W (Fn) da + [V M |72 02
/H Wi+ (O - V) Mo B ds
+%A%WMWWMQWWW%MWMWQ®
< 1Pz +2 [ W) dot [VMolagpoey. (323D
This second LLG energy estimate proves the second inequality in estimate (3.218)
(as [|Pm(vo)llz2(r2) < [lvollr2(o;r2)); the first inequality follows from an appli-

cation of (3.13). Moreover, (3.231) helps the first LLG energy estimate (3.228)
to become

5 (Honleqen +2 [ W) dot 90 B zoen )
+ /OtVvaVnH%Q(Q;RQX?) + a“HVFmH%?(Q;RQX?X?)
+ <1 - C1(Q)<HUOH%Q(Q;R2) + Q/QW(FO) dx
+IVMlEsoen ) ) 1AM lExas) ds
écum@m@@m+zAWWWMmeﬁmmmft

1
t3 (HUOH%Q(Q;RQ) + 2/QW(FO) dx + ||VMOH%2(Q;R3X2)>

for small initial data satisfying

1

2 2/ W(Fy) d My|[? .
HUOHLQ(Q;RQ) + o ( 0) T+ Hv OHLQ(Q;R3) < Cl(Q)

We take the supremum over all ¢ € [0,tj] on both sides of this equality and the
estimate (3.219) together with the condition (3.220) follows. The improved regu-
larities in (3.221) and (3.222) and their uniformity in m are a direct consequence
of the preceding estimates.

The regularity result (3.223) follows from the preceding estimates on the gradient
of the magnetization and from the uniformly conserved length |M,,| = 1, which
yields M,, € L>(0,t5; L?(;R3)). O

3.2.3.4 Weak solutions to the approximate problem by time extension

In order to prove the existence of weak solutions to the approximate problem,
it remains to show the extension of the time interval, where solutions exist. We
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achieve this task using Corollary 29, together with an estimate derived from
(3.167), thus ultimately proving Theorem 25.

Before we head to the proof of the theorem, owing to estimate (3.167), we
strengthen the estimate M, € L?(0,t5;H?(Q;R3)) from (3.223) in the sense,
that, albeit not uniformly in the Galerkin variable m, it is L in time, which is
then sufficient to extend the approximate solution in time.

Indeed, notice that since HVMmH%Q(Q;RgXQ)(t) is bounded uniformly by the initial
data on (0,t}) through (3.218), we may rewrite (3.167) as

HAM”%Q(Q;RC*)(t) < HAMOH%Q(Q;E@)
+ C(v, HUOH%Q(Q;RQ) + 2[|[W (Fo) [ L1 () + HVMO|’%2(Q;R3))

t
X 1+ [[AM|%,,.. s) ) ds,
| (1831 g )

whence we obtain by Gronwall’s inequality, since fga |AM]|2, (R (s)ds is bounded
by (3.219), that for all ¢ € [0, )

[AM(t)[| 22 (0;r3)
< (v, [lvoll7z ey + 2IW (Fo)llLr @) + IV Moll72o.ms))
X (HAMOHLQ(Q;RS) + T), (3.232)

where 0 < T' < oo is the end time given in Theorem 25. Now, we continue with
the proof of this theorem.

Proof of Theorem 25. Let 0 < T < oo be fixed. We first define
C = |[voll 2 qum2) + 2IIW (Fo) 210y + IV Mol 32 ups 2

to be the right-hand side of (3.218). If (v, Fyn, Myy) is a solution to the system
(3.147)—(3.156) in Q x (0,#) for some 0 < £ < t§, then

o 17 2(z2) () + 20V (Foa) 10 (B) + |V Mo |72y (B) < C

due to (3.218).

Following the proof of Lemma 28, we conclude that there exists a constant 4
which depends only on m and C (due to the L°°-bounds obtained from the
energy estimate (3.218) this § does not depend on the time ) such that the
system (3.147)—(3.156) has a solution (O, F, M,,) on Q x [t,f 4 8] satisfying
(Dms Fyny M) () = (U, Fpny M) (£). Moreover, due to (3.232), we can assure
that M,, (%) is bounded in the H2norm by a constant that only depends on m
and the initial data.

Then, we can continue this extension and finally obtain a solution (v, Fy,, Mpy,)
on £ x (0,7).

Notice that, due to the regularity of the solutions, the new initial data has the
same regularity as before. Moreover, if the initial data satisfies the smallness

114



condition (3.220) then so does the solution at any following time. Thus, we have
the energy estimates

sup (HUmH%Q(Q;RQ) + CHFmH%Q(Q;RW?) + HVMmH%Q(Q;R?’X?))
0<t<T

T
2
+ [ U0+ (o DM
+ 2VHVUMH%2(Q;R2X2) + 2a’%HvaH%2(Q;R2X2X2) ds

< sup (\\UmH%2(Q;R2) + 2([W(En)l L1 + HVMmH%%Q;RB“))
0<t<T

T
+ [+ - DMl
+2VHVUMH%Q(Q;]R2X2) +2a’fHVFm”%2(Q;R2x2x2) ds
<I[vollZ2qyre) + 21W (Fo)ll (o) + IV Mol 2 (qyraxe)- (3.233)

and

sup (Iom 32z + 2IW (F) 2100 + 19 Mon 2 02 )
0<t<T

T
+2 [ vIVunlEaqpene) + anlV PlEaqzseane
+ (1= @ (Il + 207 (Elsr0
+ ||VM0H%2(Q;R3X2)>> HAMmH%Q(Q;RS) ds

2
< () (llooll3aauze) + 200 (Fo) sy + VMo 22 opsns) ) T

+ (HUOH%%Q;W) + 2[W (Fo)ll 1) + “VM()”%?(Q;RC*X?)) - (3.234)

From here we directly deduce that

U € L(0,T; H) N L2(0,T; V), (3.235)

F,, € L0, T; L*(; R**2)) 0 L2(0, T; H' (Q; R?*?)), (3.236)

M, € L>=(0, T; H (Q; R?)) N L2(0, T; H*(Q; R3)) (3.237)
uniformly for any m > 0. This concludes the proof of Theorem 25. U

3.2.4 Existence of weak solutions to the original problem

Finally, we prove that the limit of the Galerkin approximations is a solution
to the original system (3.1)—(3.4), (3.18), (3.6)—(3.11). So, in the following we
provide the final step of the proof of Theorem 11.
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Proof of Theorem 11. We prepare passing to the limit as m — oo. To establish
this, we need the following convergence results

Um — U
Vv, = Vo
F, - F
VF,, =~ VF
My, > M
VM, - VM
AM,, —~ AM

3.2.4.1 Convergence results for the approximate weak solutions

in L?(0,T; L*(; R?)),

in L?(0, T; L*(; R**?%)),
in L2(0, T; L*(£; R**?%)),
in L*(0, T; L* (2 R**#?)),
in L2(0,T; L*(S; R?)),

in L2(0, T; L*(£; R3*2)),
in L2(0,T; L*(S; R?)), .

The convergence results for the velocity (3.238)—(3.239) and the convergence
results for the deformation gradient (3.240)—(3.241) are established in exactly the
same way as for the system without the LLG equation in Section 3.1.4.1. For this
reason, we omit these details here and only take care of the convergence results
for the magnetization (3.243)—(3.244). We rely on the Aubin-Lions Lemma (see
Lemma 35 in Appendix A.2) to obtain the strong convergence (3.243). To this

end, we estimate (M,,); in L%(O,T; L?(£;R3)) which then leads to an estimate

on the time derivative of VM,,:

||C||L4(0 T)=
||‘P||L2(Q R3)S

||<||L4(0 T)<1

||<P||L2(Q R3)<1

+ ‘VMm‘sz ’ (C‘p) + AMy, - (C‘p) dz di

<1/ / () e dt

My, - (Cp) — (My, x AMp,) - (Cop)

Holder T
< sup / vl L2 @r2) IV Min || La@rax2) [ @l L2 (@;r2)
||<||L4(0,T)S1 0
”‘P”L2(Q;R3)§1
+ | M || oo (ir3) |A Min | L2 (0;r3) [l 22 (0sr3)
+ |V Mo |7 a2y | Mom | Loo ) [< |0 22 ()
+ [[AMm || 2z [CI @l L2 ;s dt
Holder
L (L P -2V N 13 s
||C||L4(07T)§

+ | M || oo (0,7; 10 (25r3)) | A M |
+ [[ M| oo 0,710 (3 |V M| 5

1AMl 112 o ISl t0)
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S m”Ls(OTL4(Q]R2))Hv m‘|L3(OTL4(QR3><2))
+ M || oo 0,7; 10 (r3)) A M || 4
+ [[ Mol oo 0,715 (3D IV M| s

+AMn] 4

L3 (0,T;L2(Q4R?))
LB (0,T;L4(QR3%2))
L3(0,T;L2(QR3))

From the regularities (3.235)—(3.237), and interpolation inequalities (see Propo-
sition 34 in Appendix A.2), the boundedness of (0,7), and the length constraint
of M we get that the right-hand side is bounded. Thus, we obtain

(My): € L3(0,T; L2(Q; R?)) (3.245)
uniformly in m. This then implies that (see Remark 21)
(VMy), € L3 (0, T; HL(Q; R¥*2)) (3.246)

uniformly in m.

From the embeddings H' (€2; R?) c LA R3) € HH(Q; R3) and HL (Q; R3*2) c
LA(Q; R3*2) € H™H(Q; R3*2), where the first embedding is compact and the sec-
ond one is continuous, respectively, and the fact that M, € L?(0,T; H'(Q; R3))
and VM,, € L?(0,T; HL (£2;R3*2)), we conclude by the Aubin-Lions Lemma (see
Lemma 35 in Appendix A.2) the compact embeddings

{M € L2(0, T; HY(Q;R%)) : M, € L%(O,T; LQ(Q;R?)))} & L2(0, T; LA (% R?))
and
{VM € 12(0, Ty HL (0 RY?)) - (VM), € L3 (0, T H 1 (;R¥)) |
€ L0, T; LY (9 R¥?),

respectively. This yields the strong convergence results (3.242) and (3.243) (up
to subsequence) of {M,,}n, and {VM,,}n,. The convergence (3.244) is a direct
consequence of the regularity (3.237) and the convergence of {VM,, }n,.

3.2.4.2 Convergence to the weak formulations of the original problem

After having made sure that the solution to the approximate problem converges,
we have to prove that the limit also satisfies the weak formulation of the system
(3.1), (3.4), (3.18) in 2 x (0,7).

To establish this, we insert the solutions of the approximate problem and ap-
proximate test functions into the weak formulation (3.144)—(3.146) and pass to
the limit as m — oo. The boundary conditions (3.6)—(3.8) hold for the limit,
since the approximate solutions are constructed satisfying these conditions. The
attainment of the initial data (3.9)—(3.11) is then shown in a final step of the
entire proof.
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Notice that, since the weak solution v, to the approximate problem is defined us-
ing test functions from the projected spaces H,, in (3.144), we also need to pass to
the limit with the test functions (only in space). But for any test function £ € V
we use the sequence of approximate test functions &, = P,,(§{) € H,, which
converges strongly to £. In the following, we will use this particular sequence of
test functions. Moreover, ¢ € W1%°(0,T) is a test function with ¢(T) = 0.

Convergence of the v-equation (3.144) and the F-equation (3.145). Since
these equations do not differ substantially from the corresponding ones in the
system without LLG, the reasoning here is the same as in Section 3.1.4.2. The
difference is that the approximate solution for the magnetization has two indices
m and n, but this does not affect the argument. In detail we prove

Convergence of the )M -equation (3.146). Here, we need to show that with the
convergence results (3.238)—(3.241) the equation

T
/ / My - (C'9) + (v V) My, - (Cp) da dt — / M, (0) - (¢(0)g) da
0 Q Q

T
[ [~ x abt) o)
+ [V M |* My, - (Co) — VM, = (CV) dz dt (3.247)

converges to the equation

T
/ / M- (') + (v V)M - (Cp) da di — / Mo - (C(0)¢) da
0 Q (9]

:/T/Q_(M X AM) - (Cp) +|VMPM - (Cp) = VM : ((Vy) da dt (3.248)
0

as m — oo. Notice that we integrated by parts with respect to time, so the
dual form becomes an integral again. The third term on the left-hand side of the
equation converges since M,,(0) — My strongly in L?(2;R?) by construction.
For the first and the second term on the left-hand side of the equation we obtain
the convergence immediately from the strong convergence results (for details on
the convergence of these two terms which are the same as in the gradient flow
equation, we refer to Section 3.1.4.2).

Next, we see that the last term on the right-hand side of the equation converges,
too, since it is linear and thus the weak convergence directly provides this result.
For the first term on the right-hand side, we get

/OT/Q(Mm X AMp) - (Co) — (M x AM) - (C) dz dt‘

T
/0 /Q (M  AMy) - (Co) — (M x AM,) - (C)

#(1 x AMy) - (G) = (01 x AM) - (G5 d
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T
< /O/Q|<<Mm—M>><AMm>-<<@>|

+ (M x (AM,, — AM)) - (Cp) dx dt
Holder

< My = M| 2201203 1AM || 22 0.7:22(2r3)) [|€Pl oo (0,714 (2R3))
T
[ (€0 x My (@AM - AN e
0 QN ——
€L2(0,T;L2(2;R3))
m—ro0

0.

Finally, we obtain for the second term on the right-hand side of the equation
(again, we omit the constant for brevity)

T
/ / |V My |* M, - (Cp) — [VMPM - (Cp) da dt'
0 Q

T
— / / |V M, |2 M, - (Cp) — [VM|?M,, - (Co)
0 Q

VMM, - (Cg) — [VMPM - (Cg) de dt'

T
_ / /(vamP — |VM|?)M,, - (Cp)
0 Q

IV ME(My — M) - (Cp) da dt'

T
< /0/Q](]VMm\—HVM!)(!VMm\—\VM’)Mm'(QP)\

/

<|V M~V M|
+ VM (M, — M) - (Cp) da dt

T
< /O /Q 1V Myl [V My, — VMM - ()|
(VMY My, — VMM, - ()]
[V MP|(My — M) - (Co)| da dt
Holder

< IVMall207,na@irsx2) IV M — VM || 20 1,00 (0;r372))
X || M || oo (0,704 (3N [1CP | oo (0,724 (s R3Y)
HIVM|| 20,74 :r3x2)) IV M — VM || L2 (0,128 (r372))
X || M || oo (0,74 (3N [1CP | oo (0,724 (s R3Y)
+[IVMP

L2013 (@) My, — M| 220,75 (sr3)) ICP Il oo (0,75 212 (025R3))

— 2
7||VM”L4(O,T;LS(Q;]RSXQ))

m— o0

0.

Notice that the right-hand side is bounded due to (3.237), interpolation in-
equalities (see Proposition 34 in Appendix A.2) and the conservation of the
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length. Moreover, we have ¢ € H'(;R3?) C L'2(;R3) (in fact, it holds that
¢ € H! C LP for any p € [2,+00)) since @ C R2. Thus, the M-equation con-
verges.

3.2.4.3 Attainment of initial data for the weak solution to the original
problem

Finally, we have left to prove that the initial data is actually attained by the
solution. The arguments are again the same as in Section 3.1.4.3 for the system
without the LLG equation. Notice that the different form of the LLG equation
compared to the gradient flow equation does not affect the reasoning: this is due
to the fact that only the time derivative is investigated during the analysis of the
attainment of the initial data. This concludes the proof of Theorem 11. U
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4 Conclusion

In Chapter 2 of this work, we derived models for magnetoelastic materials. This
was done by utilizing variational principles in a continuum mechanical setting.
We included elasticity as well as the theory of micromagnetics in our models. Our
approach features the interplay between Lagrangian and Eulerian coordinate sys-
tems, which is important to combine elasticity, usually described in Lagrangian
coordinates, and magnetism, usually described in Eulerian coordinates, into mod-
els for magnetoelasticity. Further, we coupled these effects both on the energetic
level within the anisotropy energy and through transport relations.

In Chapter 3 we proved existence of weak solutions to models for a specific set-
ting obtained in Chapter 2. One model includes gradient flow dynamics on the
magnetic variable. The proof of existence for this model is based on a Galerkin
method and a fixed point argument and uses ideas from [LL95]. The second
model handles the more involved Landau-Lifshitz-Gilbert (LLG) equation in-
stead of the gradient flow. The proof of existence for the model including the
LLG equation additionally borrows special ideas from [CF01] which are needed
to analyze the more complicated form of the LLG equation. In the following, we
highlight open problems and present further possible research directions that go
beyond the results of this work.

At first, the models, derived in Section 2.8 and then mathematically analyzed
in Chapter 3, are based on simplifying assumptions. Open problems are to get
rid of these assumptions to get closer to the full model presented in Section 2.6.

We

1. neglect the stray field energy and the anisotropy energy in the full micro-
magnetic energy (2.17), and

2. incorporate the regularizing term <AF in the transport equation of the
deformation gradient F' (2.99").

3. Further, we set Heyy = 0 in this work. The problem where Heyt # 0 is
discussed in [BFLS16].

The first assumption results in the fact that the long-range interactions are not
considered. However, these are a key feature in magnetic effects, nonetheless, es-
pecially in micromagnetics, where the domain patterns result from the interaction
of the crystal structure (easy axes of magnetization), reflected in the anisotropy
energy, with the long-range magnetic effects. To be also able to describe mag-
netic domains, stray field energy and anisotropy energy should be considered in
an extension to this work. There is also a mathematical theory for the stray field
around, see, e.g., [JK90, CFO01], which one could try to extend to the setting of
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magnetoelasticity. Further, the crystal anisotropy, coupling the magnetic vari-
able M to the elastic variable F', can be incorporated, for instance, in the form
of a polynomial function as suggested in Section 2.3.1.

The second assumption is very strong as it basically destroys the character of the
solution to the non-regularized F-equation (2.99) in the sense that the solution
is no longer the actual deformation gradient. To overcome this, one has to set
k = 0 and see, whether it is possible to obtain solutions to the system without the
regularization. As mentioned in Section 2.8.2, the proof of existence is then more
involved and can not be done without further assumptions on F' (see [LLZ05]),
so this is a demanding open problem.

As highlighted in the introduction, the models we derived in this work set the ba-
sis for future work on magnetic fluids with immersed intermediate-sized particles:
this is the reason why we phrased the model entirely in the Eulerian coordinate
system. This way, it is possible to introduce a phase field parameter to model
the fluid-structure interaction in the Eulerian coordinate system which is com-
monly used in fluid dynamics. Another point in the case of magnetic fluids is
the rotational transport which allows for particle rotations. Some results on the
variational approach using the rotational transport are stated in Appendix A.3.
Finally, a physical verification of our mathematical model is a meaningful topic
for future discussions. On the one hand, from the analytical point of view, the
analysis of special solutions in two dimensions can give insight on the strength of
the coupling of deformation and magnetism within the partial differential equa-
tions, for instance. Regarding these special solutions, we already started the
discussion with Carlos Garcia-Cervera and Chun Liu within the joint DAAD
project with my advisor Anja Schlémerkemper. On the other hand, numerical
simulations are left for future research. Numerical results are very important to
compare the model with actual experiments. Then, one could again achieve a
big leap forward towards better understanding of magnetoelastic materials.
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A Appendix

A.1 On special calculations and formulas

This part of the appendix is devoted to details on formulas needed in the modeling
part in Chapter 2.

Conservation of mass in the Lagrangian coordinate system. Conservation of
mass for compressible materials in the Eulerian coordinate system is given by
equation (2.24). We want an explicit formula for the push-forward of the mass
density, i.e., p(x(X,t),t) in terms of the mass density po(X) in the reference
configuration and the deformation gradient F (see also [Forl3, Section 2.4]). To
this end, we consider the mass contained within a subdomain wy C 2 given by

mo = m(0) :/ po(X) dX.

Since the mass is conserved, the mass of any deformed configuration w ¢ Q ¢ R¢
must be equal to mg. Thus, we obtain

/wo po(X) dX:/,o(x,t) da.

w

Next, we transform into the Lagrangian coordinate system on the right-hand side
and get

/ po(X) dX = | p(z(X,t),t) det F dX.

wo
This is equivalent to

/ (pO(X) — p(x(X,1),1) det ﬁ) dX = 0.

Since this is true for all subbodies wg of €y, it must be satisfied pointwise
(Lebesgue-Besicovitch differentiation theorem [EG92, Section 1.7.1]), thus

p(z(X,1),t) = %.
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Transport equation of the deformation gradient F'. We derive the transport
of the deformation gradient from the push forward F(X,t) = F(z(X,t),t), see
(2.4). We calculate the time derivative on both sides, then an application of the
chain rule and (2.2)—(2.3) lead to

d )
SF@(X,8),8) = 2 F(e(X. 0,0 + (o(e(X,1),1) - V) Fa(X, 1), 1)

and, assuming enough regularity,
Yrx = L veax,0) = v
dr ) - dr XT ) = VX
= Vo(z(X,t),)Vxz(X,t) = Vo(z(X,t),t) - F(X,t).

x(X, t)) = Vxv(z(X,t),t)

SIS

In view of the push forward formula F(X,t) = F(z(X,t),t), we write everything
in the Eulerian coordinate system to find out that

F,+ (v-V)F = VuF.

Transport equation of the magnetization M. We derive the (simple) trans-
port equation of the magnetization in the Eulerian coordinate system from the
proposed transport in the Lagrangian coordinate system (2.29), i.e.

1
M(z(X,1),1) = ——— My(X). Al
(z(X,1), 1) P 0(X) (A1)
Taking the total time derivative of (A.1), we find with the formula
d(det F —
ddet ) _ (et F)F~T (A.2)
dF

(a proof of this basic formula can be found in, e.g., [Forl3, Appendix A.3])

1 ~ [~ d
Syl QR DD

_ _@ det P (ﬁl%vxmx, t)) Mo(X)

1 " 0xF 9l
= - — —— | Mp(X
detFtr <k=1 ot an> 0(X)
1

— ﬁ(v-v(x(X,t),t))MO(X)

_det
= —(V-u(@(X,1),8))M(z(X,1),1).

This is equivalent to
M+ (v-V)M+(V-v)M =0
in the Eulerian coordinate system and can also be rewritten in the form

M; +V - (M®v) =0,
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Gradient transformation formula. We derive a formula which allows to trans-
form gradients with respect to z in the Eulerian coordinate system into gradients
with respect to X in the Lagrangian coordinate system.

To this end, let Q(z,t) be some quantity in the Eulerian coordinate system,
which may be scalar-, vector-, or matrix-valued (even higher order tensors are
fine). By inserting the deformation z(X,t) from (2.1), we obtain a quantity in
the Lagrangian coordinate system Q(z(X,t),t). Next, we calculate the gradient
of this with respect to X. We obtain, using the chain rule and the definition of
the deformation gradient (2.3),

VxQz(X,1),1) = V.Qx(X, 1), ) Vxz(X,t) = V,Q(x(X,1),1)F.

Since it is important to get the dimensions right, we use the index notation to
find out that

VX, Q(@(X,1),t) = Va, Q@(X, 1), )V x, 2x(X, 1) = Vo, Qa(X, 1), £) ;.

This form is particularly convenient when () is a higher order tensor.
Finally, we multiply both equations by the inverse of F' to get

VxQ(l'(X, t)vt)ﬁil = VxQ(x(Xv t)vt) - VQ(%‘(X, t)vt)

and

VXjQ(x(X7 t)? t)ﬁﬁcl = kaQ(ﬂU(X, t)’ t)'

A formula for % .o det Fe. We use the definitions (2.56)—(2.57) and (A.2).

JR— F 6>
e=0

d ~ ~ ~
— | detF¢ = (det F)F T :
d ¢ (det F) <da

€le=0

= (det ﬁ)ﬁ_—r : VxX(X,t)
= (det F)tr(VxX(X,t)F~Y).

A formula for G%L:O(ﬁa)_l. We start from the identity
I = (F°)~'F, (A.3)
which holds true for every ¢ € (—g¢,g). We calculate the derivative with respect
to € at € = 0 on both sides of (A.3), using the product rule, to find
d d d

“EL T E L, () =g

~ ~ ~ .,d ~
(F'F+F 1| Fe
e=0 de e=0

e=0

Finally, we rearrange this, multiply by F~1 from the right and apply the defini-
tions (2.56)—(2.57) to get

d

+ (F)™ ' = —F'Uxx(X,t)F L.

e=0
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A.2 Supplementary results from the literature

In this part of the appendix, we list some important results needed in this thesis.
For proofs, we refer to the cited literature.

Theorem 30. (Carathéodory’s existence theorem) [Fil88, Chapter 1, Theorem 1]
Forty <t<to+a,a>0, and |z —zo|| < b, b > 0 let the function f(t,z) satisfy
the Carathéodory conditions:

o let f(t,x) be defined and continuous in x for almost all t;
o let f(t,x) be measurable in t for each x;

o |f(t,x)] < m(t), the function m(t) being L' (locally, if t is unbounded in
the domain of definition D of f(t,z)).

Then, on a closed interval [to,to + d], where d > 0, there exists a solution of the
problem

%x = f(t,x), x(tg) = xo. (A.4)

In this case, one can take an arbitrary real number d which satisfies the inequal-
1ties .
0<d<a, o(to+d) <b, where ¢(t):= [ m(s) ds.
to
Theorem 31. [Fil88, Chapter 1, Theorem 2] Let (to,z¢) € D and let there exist
an L'-function (t) such that for any points (t,z), (t,y) € D it holds

[f(tx) = f@t,y)] < U]z —yl.
Then, in the domain D there exists at most one solution of the problem (A.4).

Theorem 32. (Banach-Alaoglu-Bourbaki) [Brell, Theorem 3.16] Let X be a
Banach space and X* be its dual space. The closed unit ball

By« ={feX": |flx- <1}

is compact in the weak-x topology, i.e., every sequence in Bx+ has a weakly-*
converging subsequence.

Theorem 33. [Brell, Theorem 3.18] Let X be a reflexive Banach space and let
{zn}n be a bounded sequence in X. Then there exists a subsequence {xy, }1 that
converges in the weak topology.

Proposition 34. (Interpolation in Bochner spaces) [Roul3, Proposition 1.41]
Let I C R be a bounded interval. Let pi,p2,q1,q2 € [1,4+00], A € [0,1], and
fe P (I; L9 (Q)) N LP2(I; L92(Q2)). Then
1 A 1-A 1 A 1=A

_|_

= — and — = —+
p b1 b2 q q1 q2

implies that
HUHLI’(I;L‘I(Q)) < HUHEM(I;L‘H(Q))HUH}/ZQ)\([;LQQ(Q))'
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Lemma 35. (Aubin-Lions) [Roul3, Lemma 7.7] Let I C R be a bounded interval.
Let V1, Vo be Banach spaces, and V3 be a metrizable Hausdorff locally convex

space, V1 be separable and reflexive, V; ¢ Vo (a compact embedding), Vo C V3 (a
continuous embedding), 1 < p < 400, 1 < q < +4o00. Then

{f € LP(I; Vi) : f, € LYI;V3)} C LP(I;Vh)

18 a compact embedding.

Lemma 36. (Gelfand’s triple) [Roul3, Lemma 7.3] Let I C R be a bounded
interval. Let H be a Hilbert space identified with its own dual space H = H*.
Let the embedding V' C H be continuous and dense (it follows that the embedding
H C V* is continuous and dense). Let p' = z% be the conjugate exponent to p.
Then

{f e XLV : f,e LV (I V*)} c C(I; H)

18 a continuous embedding.

127



A.3 On the rotational transport of magnetization and its
coupling to elasticity

In this part of the appendix, we discuss the strong rotational coupling of the
magnetic and the elastic variables already mentioned in Section 2.4. We find this
transport coupling appropriate for magnetic fluids with immersed particles. In
our model for magnetoelastic materials derived in Chapter 2, we have a single
particle in mind, without a surrounding fluid, where the particle can move and
rotate. Thus, we do not need such kind of transport in our setting. This ro-
tational transport is important for fluids with immersed particles, which could
be studied in a possible extension to this work. We understand the rotational
transport and the underlying coupling in the following way.

When the particles are moved and deformed within the fluid, the magnetization
follows the motion instantaneously. The magnetic dipoles are attached to the
particles, so the center of mass of the dipoles follow the particle’s motion, and,
moreover, the angle of the dipoles are also changed. However, since the mag-
netization is supposed to be of unit length within the theory of micromagnetics
which we involve in our modeling (see Section 2.3), the dipoles should not be
stretched. Thus, the transport we find to be suitable takes the form

M(z(X,1),t) = RMo(X) (A.5)

in the Lagrangian coordinate system, where R = R(x(X,t),t) is a field of rota-
tions. To satisfy the condition that R is indeed a field of rotations, we have to
assume that

R=Ri+ (v-V)R=Q,R (A.6)

holds for R, where 2, = V”%VT” denotes the skew-symmetric velocity gradient.
Notice that the justification would work for any skew-symmetric matrix. In
our case, however, (2, is chosen in accordance to molecular transport (see, e.g.,
[SL09, WXL12] and [Forl3, Remark 26]).

Then, we take the total time derivative of (A.5), and with (A.6) we find

M= M+ (v-V)M —Q,M =0 (A.7)
| S — ——

center of mass moving  accounts for rotation

in the Eulerian coordinate system. Equivalently, one can also multiply (A.6) by
My(X) and use (A.5) to find (A.7).

It is a straightforward calculation to prove that with the assumed PDE (A.6) the
field R(x(X,t),t) is a field of rotations. (A.6) implies

d . .
E(RTR) =RR+R"R=-RTQR+RTQR=0
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and since it holds true that %(det A(t)) = det A(t) tr(AT () A (t)) (see, e.g.,
[For13, A.1-A.2]), we obtain

%(det R) = detR(R:Q,R)= % det R(R : (Vv —V'0)R)

= % det R(R : (VoR) — R : (V' vR))
= SdetR(R: (VoR) — (VoR) : R)= 0,

Since it is natural to set
R(z(X,0),0) =1,

as the deformation at time ¢ = 0 is simply the identity, we obtain that RTR = I
and det R = 1 along the trajectory. Hence R(x,t) € SO(3) is a rotation for any
(z,t) € Q x (0,t%).

In the following, we present mainly two different approaches to derive the equa-
tion of motion for the system including the rotational transport. For this pre-
sentation, we neglect the stray field term in the micromagnetic energy and the
purely elastic term. The remainder is sufficient to highlight the problems which
arise.

A.3.1 Principal of virtual work

We discuss in this part an application of the principal of wvirtual work (see
[DE88, FSL00]). This method is applied in the context of complex fluids in,
e.g., [YFLS05, BLQS14]. When applying this method, we calculate the stress
and pressure terms by means of the variation §W of the internal free energy

1
W= / §A\VM12 +(F, M) da (A.8)
Q
without the need to transform the integral with respect to x:

oW = / AV M : 6V M + pp(F, M)SF + 4y (F, M)SM dz. (A.9)
Q

The goal is to obtain some expression (force term) multiplied by dz = wvdt
[YFLS05, BLQS14] within the integral [,--- dx, where dx represents a virtual
displacement or the variation of x.

In order to obtain dx in the equation, we need to substitute the expressions §VM,
OF, and 6M.

From the transport equation for M (A.7) and the chain rule for F' (2.28), we
obtain an equation relating the above mentioned expressions with the variation
of x by applying 6(-) = ((-)¢) 6t + (6= - V)(-) from [YFLS05, Section 2.3] or
5(-) = ((-)¢) ot from [BLQS14, Section 2], where the latter is a formal multiplica-
tion by dt.

It is not clear a priori which approach is correct. However, the latter seems to

129



be most consistent with the definition dz = vdt. The difference strongly reminds
us of the difference between temporal and material derivative and different coor-
dinate systems. We use the latter ansatz in the following calculations. Since it
has the additional convection term, we can easily track what happens to those
terms and compare the outcome for both definitions.

From (A.7), we obtain

6M; = —(6z - V)M, + — R (A.10)

Differentiating (A.7), we get
V]Vkui - V]Viuk
2

Vj(Mt)i = —Vj(u . V)MZ — (u . V)VJMZ +

4 Vkui g Vl-uk

My,

VM

and hence

Vjvk(Sxi — V]Viéxk Mk

5VjMZ’ = —(V]((S.%' . V))MZ - (51‘ . V)VJMZ +

2
+wvak' (A.11)
From the chain rule for the deformation gradient, we obtain
0Fy; = —(6x - V) Fyj + Vida;F;. (A.12)

We plug (A.7), (A.11) and (A.12) into (A.9) to find

SW = / AV M : 6V M + pp(F, M)SF +p (F, M)SM dx
Q

Q

V.V,.01; — ViV,6 V.67 — Vb
Y ’“”2 ALY YA ’“”2 x’“vak>

— (Yr)ij(0x - V)Fiyj + (VF)ij Vidr; Fi;

= ()6 - V)M + (Yur)i———5—— Mj da.
The next step is to isolate dx with the help of integration by parts:
VM
oW = / AV (VpM;V i M;) by, — A0 - V)%
Q
A A
+ E(Vkvj(vaiMk))éxi — 5(Vij(VijMi))5mi
A A
—gvk(VjMZ'Vij)&Ci + EVZ(VJMZVJM]C)(;'Ik‘

=0
— (0x - V)Y(F, M) — Vi, ((¢F)ij Frj) 0

+ %Vk (((ban)sM;) — ((bar)iMy)) i da
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[V M|?

:/A(V-(VM@VM))-6:U—A(5a:-V) 5
Q

+ A(V - skew(AM @ M)) - oz
— (62 - V)(F, M) — (v : (¢FFT)) b
+ V- (skew (M ® ¢M)) -0z dx.

This results in the total stress tensor according to the definition from [YFLSO05,
BLQS14]

VM
Tiotal = —AVM @ VM + ATI — ASkGW(AM (24 M)
+Y(E, M) +¢pF T —skew (M ® ),
where we define the elastic part of the total stress by

Telastic = —AVM @ VM — Askew(AM ® M) + pF " — skew (M @),

and the isotropic part by

2
Tisotropic = <A ’vjzw" + w(Fa M)) I.
The latter can be absorbed into the pressure. A difference of an isotropic stress
tensor is still comparable according to [DES88, p.71], where it is stated that two
stresses are regarded as equal, if the difference is an isotropic stress tensor.
However, notice that if we used the definition of the variation from [YFLS05,
Section 2.3], namely 0(-) = ((-)¢) 0t + (dx - V)(+), then the outcome would not
only lack the entire isotropic part of the stress tensor — which would still be
a comparable result — but also the first summand of the elastic stress would
vanish.
Moreover, if we applied this method with the definition of the variation from
[YFLSO05, Section 2.3] in the case of weak coupling and used the simple transport
for the magnetization, the stress tensor would reduce to Tiota) = Y F |, so there
would be no magnetic contribution in the stress tensor at all.
To conclude this investigation, we state that it is not clear, which approach is
the correct one for the principle of virtual work. This principle is often used, but
there seems to be some ambiguity related to this approach.

A.3.2 Variation with respect to the domain: classical variation

In this part, we look at the variation with respect to the domain by a classical
variation. Hereby, we mean the way of applying the least action principle as
described in Section 2.2.

Since we need to transform the spatial integrals into the Lagrangian coordinate
system, we use the transport (A.5) to express the magnetization M in terms of
the Lagrangian coordinate system. It follows directly that

VM(z(X,t),t) = (VR(z(X, 1), 1)) Mo(X), (A.13)
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where VR(z(X,t),t) is a third order tensor and V denotes the spatial gradient
with respect to x.

We denote as above the reference configuration by 2y and the deformed config-
uration by €2 and consider the exemplary action functional

o 1
A= / / —plu|® = ZA|VM|? — (F, M) dz dt
o Ja2 2

v 1 1
— / / §poymty2 — 5A |vX(RM0)F*1|2 —(F,RMp) dX dt, (A.14)
0 Qo

where the first term is the kinetic energy, and the second and third term are the
exchange energy term and the anisotropy term from the micromagnetic energy
(2.17), respectively.

We calculate the variation of the action with respect to the flow map using volume
preserving diffeomorphisms z°(X,¢) (due to incompressibility, see (2.110)) with
% |5:0x8 = x and X(X,t) = x(z(X,t),t) being compactly supported with respect
to space and time and smooth. We obtain, using (2.64) and (2.66) to find

d
de

A(z)

e=0

r 1 €12 1 € ey—1 2
Spolail® = SA|Vx(R(%,0)Mo) (Vxa®) |
e=0 0 Q() 2 2
— ¢ (Vxa®, R(z%,t)My) dX dt

= At A PoTt %t - A (VX(RMo)Fil) : (Vx((VRi)MQ)Fil

d
de

+ Vx(RMy) (~F'VxXF ™) )
—Yp :VxX —vYu - (VRMpy) dX dt.
The next step is to transform the integral and the variables to the Eulerian

coordinate system and to pull out x from all the summands in the last step. We
get

d

de A=)

e=0 - .
= [ [ oS x - AM): (T(TMN) - MY
0o Jo ~dt
—ppFT V= a - (VM) dz dt
t* d
= /0 /Q_’OE“'X_ A(VM): (VVMy)
—ppFT V= a - (VM) dz dt

v d VM2
N / /g(ﬂﬁu”w' | +V'(¢FFT)—VTMwM>-dedt.
0

2

We find that the first term is the acceleration term and the third term has
divergence form similar to the stress term. The second term is a total gradient
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and can thus be absorbed into the induced pressure term.

However, the last term has neither divergence form nor is it a total gradient. This
seems to indicate that the handling of the rotational transport is not correct.
Moreover, there is no contribution to the stress from the microscopic variable M
here. This does not seem to be physical as the microscopic variable should lead
to a stress contribution. Hence, (2.29) seems to be the most reasonable choice.
Note that this is also used in, e.g., [DD98|.

A.3.3 Further investigation of the field of rotations

In a further attempt to tackle the problem with the rotation, we try to investigate
the field of rotations in more detail. We calculate the variation of the action with
respect to the flow map using volume preserving diffeomorphisms z¢(X,¢) (due
to incompressibility, see (2.110)) with % ._o° = X and X(X,t) = x(z(X,1),t)
being smooth and compactly supported with respect to space and time. We
define R.(t) = R(z°(X,t),t) as a solution to

(A.15)

R. = Q. Re £>0
R:(0) = R:(2°(X,0),0) =1 t=0,

where Q,_ = skew(Vu;) and v. = (2°);.
We define S := d% ._oRe- Since (if we assume that R. is at least of class C?)
d d d d

R =0, — —Q Al
dtdeRE ”fdeREere v Re, (A-16)

we have

S =0,5 + QRo, (A.17)

where u = y; and Ry = R is the non-perturbed rotation matrix.
For S, we consider the ansatz

S(t) = R(1)A() (A.18)

for some quadratic and time-dependent matrix A(¢). For this matrix, we try to
find a solution. We have

S(t) = R(H)A(t) + R(E)A() = QuR()A(t) + R(t)A(t)

=Q,S(t) + R(t)A(t) (A.19)
and, together with (A.17), we obtain
%A(t) = At) = R(t)1QR(1), (A.20)

where we can integrate to get

A(t) = /0 R(s)™ QueR(s) ds + A(0). (A.21)
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We plug this into (A.18) and find
S(t) = R(1) /O R(s) QuoyR(s) ds + R(£)A(0). (A.22)

Since by (A.18) it holds that A(0) = S(0) and by (A.15) we have at least for-
mally

d d
S0)= | RO=g| 1=0
the solution for S simplifies to
t
S(t) = R(t)/ R(s)*IQH(S)R(s) ds. (A.23)
0

This solution is used in the variation of the action. The problem we run into is
that the test function x(x,t) remains within a time integral, so there is no isola-
tion of the variation possible. We further simplify the energy terms by neglecting
the anisotropy. However, the calculations are presented for the compressible case,
which does not affect the problem. We define J¢ = det F¢. This results in

t*
e=0 /0 /Qo

= /0 ; /Q 0 <2vX(RMO)F1 : Vx(SMy)F~!

d

2
- V x (Re Mp) (vxxa)—l( det (Vxa©) dX di

R d

e=0

d
+ 2V x (RMy)F~! : Vx (RMy)— F;1> J dX dt
e=0

de|._
t*
12 d
+//VXRMF1—
; QO{ (R M) {de

We plug in the solution for S and apply differentiation rules for the inverse and
the determinant of a matrix. With the formula x(z(X,t),t) = xX(X,t) and the
transport R(s)My = M (z(X, s), s), this yields

d
de

J& dX dt.
e=0

A(xf)

e=0

_ /0 ; /Q 0 <2VX(RMO)F_1 Vi <R(t) /0 "R R(s) dsMO> P

— 2V x(RMy)F~1: VX(RMO)F1VX§F1>J dX dt
t*
+/ / \VX(RMO)F’l\Qtr(VXSZF*I)J dX dt
0 Q
t* ’ t
= / / 2VM:V<R(t) / R(5) ' Q)M (, 5) ds> dX dt (A.24)
0 Qo 0

t* t*
—/ / 2VM : VMVy dX dt +/ IVM*V -y dX dt.
0 Qo 0 QO

134



Since the second and third integral are straightforward to calculate, we continue
with the first integral. This we denote by Z and transform it into the Lagrangian
coordinate system. Then, we obtain with the notation VM = V x (RMq)F~!

I:/Ot* QOW:VX (R(t) /OtR(s)1<VX§ZtF1

— (intF_l)T>R(s) dsM()) F7lJdX dt
t* o
:/ VM:VX< [/ R(s) VX F'R(s) My ds
0 Qo

/ R(s)" (VxxeF ) R(s)Mp dsDF‘lj dX dt.

From here, we proceed with integration by parts with respect to time within the
inner integrals (since X is assumed to be compactly supported and smooth, also
the derivatives and gradients are compactly supported, thus the boundary terms
vanish) and the help of the chain rule:

I:/Ot* . VM :Vy (R(t) [/tR(s)lvxgtFlR(s)Mo ds
/ R(s)" (VxxeF )| R(s)Mp dsDF‘lJ dX dt

:/ot* /QO VM :Vx <R(t) [—/0 gR(S)_lvxiF_lR(S)Mo

_ ~d
+ R(s) 1VXX£F R (s)My

+ R(s)*lvng*%R(s)Mo ds
td B T
+/ —R(s)"" (VxXEF™) R(s)Mo
0 dS
d T
+R(8)71 <VX5(V£F1> R(S)MO

+R(s) " (VxxF )" %R(s)Mc dsDF—lJ dx dt.
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Next, we apply the derivative of an inverse of a matrix field (see (2.66) and [For13,
Appendix A.5]), the transport of F' (2.28) and the ODE (A.15) to obtain

7= /0 ; QOW:V)((R(t) [— /0 t —R(s)*% (8)R(s) ' VxXF'R(s) My

- R(s)_lvszF_léFF_lR(s)Mo
+R(s) T VX XF Q) R(s) Mo ds

+ / t —R(s)*lén(s)n(s)*l (VxXF™) R(s) My
0

.
—R(s)™* (ngF*%FF*) R(s) My
+R(s)H (VxxF )" Qy(5)R(s) Mo dsDFlj dX dt

:/Ot* A VM :Vx (R(t) [_ /Ot CR(s) "M R(S)R(s) "LV x XF 1R (s) My

$) 'V xXF 'V, uFF~ "R (s) My
$) IV XF Q5 R(s) Mo ds

_ R(

+R(

+ /O t —R(s) ' QuayR(s)R(s) " (VxXF )| R(s) My
—R(s)" (VxXF 'V,uFF 1) R(s) My

+R(s)H (VxxF )" Qy(s)R(5) Mo ds} ) FlJdXx dt.

Then, we simplify the terms in each line and finally transform the integral back
to the Eulerian coordinate system in the last step. We get

t* o t
7= / VM :Vx (R(t) [+ / R(8) ™ Q) VX XF ' R(s) Mo
0 Qo 0

+ R(s) IV XF 1V, uR(s) My
— R(s) ' VxXF Q5 R(s) Mo ds

t
- / +R(8) " Q) (VXE)
0

+R(s)" (VX F'V,0) T R(s) My

T R(S)Mg

—R(s)" (VxxF 1) ' Qs R(s) Mo dsDF‘lj dX dt
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_ /Ot* s V.M :V (R(t) [/OtR(s)*QU@VxM(% s)

+ R(s)"IVx VoM (z, s)
= R(5) ' VXQy(5y M (z,5) ds

- /O LR(s) ) (V) Mz, 5)

+ R(s)™? (vaxv)T M(x,s)

—R(s)"H(VX) " Qo Mz, 5) dsD dX dt,

where we used a coordinate transformation back into the Eulerian coordinate
system in the last step.

A next step would be integration by parts with respect to the spatial variable
x to isolate the test function y. However, the problem that x is still within the
third integral fg -+ - ds still remains.

Another idea could be to go back and continue at equation (A.24). One could
use there the fundamental theorem of calculus to pull (VX — VT¥) out of the
integral fg ---ds. However, this does not seem to be doable.
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A.4 Proof of Lemma 2

Since M is supported on §2, we can use integration by parts to rewrite the scalar
potential (2.13). We obtain

p(M)(x) Z/QN(SU—y)(V-M)(y) dy + BQN(ﬂf—y) (M ) (y) doy, (A.25)

where doy, denotes the surface measure. We use the following abbreviations:

V(M)(x) = /Q Nz — y)(V - M)(y) dy, (A.26)

S(M)(z) = - N(z —y) (M -n) doy, (A.27)

where V is called Newton potential and S is called single layer potential (see,
e.g., [Sch08]).

Proof of Lemma 2 on page 29. For preciseness, we mark the gradient with the
corresponding variable as an index, i.e., we write V, and V, instead of just V
in both cases.

Firstly, we introduce regularizations Ns(x — y) and (VN)s(z — y) of the kernel
N(x — y) and its gradient, respectively, as done in [Sch08]. To this end, let
1 : [0,00] = R be a smooth function such that n(r) = 0if 0 <7 < 2 and n(r) = 1
if » > 1. Then, we set

r—y
Ns(z —y) :==n <%) N(z —vy).
It is clear that Ns € C*°(R3) N L>(R?). Now, we define

Vs(M)(z) = /Q N3 — y)(V - M)(y) dy.

and

Ss(M)(x) := - Ns(x —y) (M - n) (y) doy,.

Secondly, we look at the convergence of Vs(M)(x). It follows from [Sch08, Sec-
tion 2] that [Vs(M)(x) —V(M)(z)| < ¢d? and thus Vs(M)(x) converges uniformly
to V(M)(x).

Moreover, since V - M,V - M € L>(£2), we obtain that Vs(M)(z)(V, - ]\/ﬂ(az)
converges uniformly to V(M)(z)(V, - M) () as § — 0. The same holds if we
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exchange M and M. Hence, we obtain

[ [ Mot =) (9 30) 0)(V2 - M) ) dy o
QJQ
= [ [ M=) (9, 30) (V. M) (@) dy do
QJQ
[ Natw =) (¥, 31) @) dy (V. M) () da
QJQ
— [ [ ¥ =) (V,-37) @) dy (V.- M) @) da

_ /v5 (Ve M)(x) dx—/V (@) (V- M)(z) dz

= | [ V(@) (V. M) @) = V(@) (V- M)(a) da

< | DD = VOD@I T2 M| do

< 19 | Ve M| gy 2 0, (A.28)

where |Q] denotes the volume of Q. This convergence is necessary in the calcu-
lation of the product (M, H(]/\Z)>L2(Q;R3).

Moreover, since H2(9S2) < co and M -n € L®(9Q) by M € WH*(Q) and the
trace theorem, see, e.g., [Brell, Corollary 9.14]), we can prove in an analogous
manner that

(%ig(l]/fm/ﬂj\/g(x—y) <Vy-]\/4\> (y)(M -n)(z) dy do,
:/ /N(:c—y) <Vy-]\//_7) (y)(M - n)(z) dy do.
N JQ

Next, we look at the convergence of VSs5(M). Since VS;(M) — VS(M) in
LY() as § — 0 (see [Sch08, Proposition 3.1] for a proof) and M € L>(£2), we

obtain
/ VSs(M y) dy — / VS(M )dy'

/Q (VS5(M)(y) — VS(M)) - TE(y) dy'

5 0—0
IVS5(M)(y) = VS(M)| g |M ] 1o () = 0.

IN

Finally, we calculate (M, H (]\/4\ )) 12(;r3), using integration by parts and the con-
vergence results (A.28). We get, since Me WOI’OO(Q;]R?’),

(M, H(M ) L2(:R3)
/ M (z )(ac) dz 27 / —M(x) - chp(]\/f)(x) dz
Q
/Q—M(CE) -Vm/QN(x —v) (Vy]\?) (y) dy dz.
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Then, integration by parts with respect to x yields

(M, H(M)) 12(05)

— /(Vm-M)(:c)/N(x—y) (Vy-J\7> (y) dy dz
Q Q
+/89/N(x—y) \4 1\7> (y) dy (M - n)(x) do,
= //thN(; x—y <V M)(y)(VxM)(x)dydx

6—0

/ /hm]\ﬁ; r—y (V M)( )(M - n)(z) dy do,
o JQ

6—0

(A2 (yg(l]/ﬂ/ﬂNa(x—y) (Vy-M> (y) (Ve - M)(2) dy dz
+ lim /BQ/QN(S(CC —9) (Vy . ]\/4\) (y)(M -n)(z) dy doy.

6—0

Next, we use Fubini’s Theorem (see [Brell, Theorem 4.5]) to exchange the in-
tegrals. This is possible since, by the regularity assumptions on M and M ,
the functions z — (V- M) (z) and y — (Vy . ]\7) (y) are in L?(2). Because
both functions do not depend on the other variable y and z, resp., and be-
cause 2 is bounded, we obtain that both functions (x,y) — (V,- M) (z) and

(z,y) — <Vy : ]\//_7) (y) are elements of L?(©2 x Q). Then, due to Holder’s in-
equality and the fact that Ns(z —y) € L™(Q x Q), we get that the function
(2,9) = Na(w =) (V- M) (5)(V - M) (@) s in LH(Q x Q).

We can argue similarly for the double integral involving the boundary 9f2. Note
that M -n € L>®(0Q) by the trace theorem, see, e.g. [Brell, Corollary 9.14].

Hence, the function (z,y) — Ns(x —y) <Vy . ]\7) (y)(M -n)(z) is in L*(0Q x Q).
So, we obtain, using N(—r) = N(r),

(M, H(M)) L2(QR3)
- lim//N5 ) v M)(y)(Vx-M)(x)dmdy

6—0
+ (%i% - Ns(y — x) (Vy . ]\7) (y)(M -n)(z) do, dy
= //(%1_{%]\75 <V M> (y)(Vy - M)(z) dz dy
+im |, Nolw =) -0)(a) doe (Vo) () dy
=85(M)(y)

- /Q(vy.ﬁ) (y)/QN(y—x)(Vx-M)(x) dz dy

+lim | S5(M)(w) (VM) (v) dy
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Next, integration by parts with respect to y before and after the limiting process

yields, since M € W&’OO(Q;R?’),

= /—]\/I\(y)-vy/QN(y—m)(Vx'M)(x) dz dy

+lim [ 9,8000) - 70) dy

6—0

= [ “Mw-vyenm a+ |

_ / ~M(y) - Vyp(M)(y) dy

This concludes the proof.

—

—VyS(M)(y) - M(y) dy

141



A.5 On the model for the simplified setting in 2D
(magnetic gradient flow)

This appendix is dedicated to a special 2D (meaning d = 2 and target space
of the magnetization is R?) version of our model for the simplified setting in
3D (meaning target space of the magnetization is R3) which has gradient flow
dynamics on the magnetization and a regularized transport equation for the
deformation gradient, and is summarized in Section 2.8.3.

The purpose of this dimension reduction is to get started with the mathematical
analysis of special solutions in a possible extension to this work.

In the following, we derive this 2D version of our model and we obtain a set
of decoupled scalar equations for the deformation gradient F € R?*2 and the
magnetization M € R2.

The derivation uses ideas from [LLZO05], where the authors derive a 2D system
for viscoelastic materials.

In this 2D case, we make a special choice for the elastic energy density, i.e., we
set W(F) = ZLF?. As a result, we have W/(F)FT = 0qFF " in the stress
tensor (2.97).

For the derivation of the two dimensional system, we assume that all functions
are smooth, so all the calculations are justified. We start by setting

M = (cosf,sinf) ", (A.29)

where 6 = 0(x,t) is the angle of the magnetization. It is clear that this vector
satisfies the length constraint. Thus, the penalization term M%(\M\Q —1)M in
the microscopic force balance equation (2.100) drops out.

If we plug in M into equation (2.100), we obtain using the chain rule and the

identity M= (—sinf,cosf) "
<(Cos 6, sin 9)T>t + (v-V)(cosh,sinf) " =2AA(cosf,sinh) "
= 0" + (Hi ® ve) v =24 (A&ML - yvaﬁﬁ)
= 0, + ((v-V)O) M =24 <A9Ml - |v9|2M) .
Multiplying this equation with HL, we obtain
O+ (v-V)0 =24AA60 in Q x (0,t"),

which is the microscopic force balance for the angle of the magnetization vector.
The special property is that this equation is just one dimensional. We also seek
to derive a corresponding condition for the angle 6 from the boundary condition
(2.103). To this end, we plug in the form of M to find
0= _ (- (HL ® ve) n= (Vo n)M" = <@> s
on on
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. . . . 1 a7tk
Multiplying this expression with M ™, we get

00
8_n:0 on 0N

as the boundary condition for the magnetic variable.
Now, we investigate the form of the deformation gradient in two dimensions. At
first we prove that

(V-F')y+ @ -V)(V-FT)=0. (A.30)

Indeed, we obtain from the transport of F' (2.28) (without the regularizing term
kAF) by taking the divergence on both sides of the transposed equation, by
using the summation convention and exchanging some indices,

V-(FTh%—V-<@-VUFT>::V-(FTVT@

= V;(Fji)e + Vi (0(ViFji)) = V;(Fri Viv;)

<~ Vj(Fji)t + Vjvl(Vlei) + Ul(Vjvlei) = (Viji)VkUj + Fy; V]Vkvj
——

=V (V;v;)=0

<= Vj(Fj@')t + Vkvj(Viji) + Ul(Vjvlei) = (Viji)Vkvj

<~ Vj(Fjl')t + vlvl(Viji) =0

= V- (F' )+ - V)(V-FT)=0.

Since the initial condition F(x,0) = I satisfies V - F(2,0)T = 0, we have that

V - FT =0 (this actually holds true in the case where d = 3 as well).
Next, let f,", f; € R? be the columns of F = (f", f, ). We find

T o (N1 _ (V- (Vifu+Vafiz) _
v =y <f2> (v'f2> <V1f21+V2f22> 0 (A-31)

We look at the (two dimensional) curls of fll = (—fi2, f11) " and ]"2l = (—faz, fo1) .
We obtain

curl fi- = V1 fi1 — Va(—fi2), (A.32)
curl f3- = V1 fa1 — Va(—fo2), (A.33)

where we see that these expressions vanish due to (A.31). Thus, we can represent
fi- and fi" as gradients of scalar-valued functions, i.e.,

fi=Veér and  fif =V (A.34)
This yields a representation of F' in terms of ¢1, ¢2. To this end, we have to get

back to fi, fo by (notice that () rotates a vector by 5 and to get back we have
to rotate by —%)

fi=—(Ve)t  and  fo = —(Veo)t, (A.35)
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so we finally obtain (see [LLZ05, Section 2])

~ (—Vap1 —Vapo
F= < Vigr  Vigo > ' (4.36)

It is clear that ® := (¢, ¢) " is volume preserving since det V® = det F = 1 and
the last equality holds by assumption (this is only true without the regularizing
term KAF).
A further step is to look how the transport equation for F' (2.28) translates to
the variables ¢1, ¢2. We plug (A.36) in the transport equation and obtain for the
first column

(—V2(¢1)t —v1V1 Va1 — 12V3¢1 + Vi1 Vady — V201V1¢1>
Vi($1)t + v1V3ig1 + 123VaVig1 + VivaVagr — VauaVigy
_ (—VQ [(¢1)¢ +v1Vig1 + 02V2¢1]>
Vi[(¢1)e + v1V1id1 + v2Va1]
VouiVigr + VouaVagy + Viv1 Vg1 —Vav1Vigy
+ =0, since Vlv;ery}Q:V-v:O
—V101 V191 =V11aVap1 + VivaVad —Vaua Vg
=0
=Va2[(¢1) +v - V] + Vou1 Vigr — Vour Vigy

=0
Vi[(¢1)e +v-Véi] =ViuiVigr — VavaVigy
=0, since Viv1+Vave=V-v=0

) = vt [(¢1)t +v- V(bl] =0.

_ (-Vz [(¢1)e +v - V]
Vi[(¢1): +v- V]

For the second column, we get analogously

<—V2(¢2)t — 11 V1Vags — 12V3¢s + Viv1 Vady — V2v1V1¢2>
Vi(g2)t + v1Vige + v12VaVige + VivaVage — Vova Vige

= V*[(¢2)i +v-Vea] = 0.

From these calculations, we see that for i = 1,2 the term (¢;); + v - V¢; is equal
to a constant that may be time-dependent, i.e.,

(pi(x,t))e +v(z,t) - Voi(z,t) = ¢i(t) Vre Qi=1,2. (A.37)

We are allowed to set ¢;(t) = 0 by the following argument: due to the special form
(A.36) of F, addition of time-dependent constants to the ¢;’s does not matter,
i.e., we generate the same F with ¢; = ¢; + ¢;(t). We plug ¢; into (A.37) and
obtain

(fi(, 1))y + Ei(t) + vz, t) - Vyi(x,t) = ¢i(t) VereQi=1,2. (A.38)

Here, we can set &(t) = ¢;(t) or equivalently (up to a constant) ¢;(t) = fg ci(s) ds.
In other words, we are able to find a time-dependent constant ¢;(t) that cancels
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¢i(t). Thus, we can set ¢;(t) = 0.
Finally, the transport equations for ¢; read

(¢i)e +v-Vo; =0 i=1,2. (A.39)

Next, we look at the regularization term KAF. Again, we use the representation
(A.36) and obtain for the Laplace term

AF = <—<V%Vz¢1 +V3g1) —(ViVads + vg¢2)>
Vigr + ViVie Vigr 4+ V3Vigr

(-VQ(V%% + V3¢1) —Va(Vigs + V%@))
Vi(Vig1 4+ V3g1)  Vi(Vigr+ Vign)

_ <—V2A¢1 —V2A¢2>
ViApr  ViAgpo

= (ViAg VEAR). (A.40)

From this calculation and the fact that addition of time-dependent constants to
the ¢; does not affect AF, too, we see that the same arguments as above can
be applied to the regularized transport equation (2.99’) for F. So, we get the
regularized transport equations for ¢;

(i)t +v-Vo, =rAp; i=1,2. (A.41)

Now, we calculate the stress tensor (or its divergence) in terms of the variables
0,1 and ¢o. We first plug (A.29) into the first part of the stress tensor (2.97)
and obtain

VM oVM
_ sin?0(V16)? + cos? 6(V10)? sin? 0(V10V20) + cos? 6(V10V20)
— \sin?0(V10V20) + cos? 0(V10V20) sin® 0(V20)? + cos? 6(V20)?
(V16)?  V10Va0
Vi0Va  (Vah)?
= Vi& V. (A.42)
For the second part of the stress tensor (2.97) we rewrite V- (FFT) at first (c.f.
[LLZ05]):
V.- (FFT)
_ V. ( (Va2$1)? + (V2¢2)? —Va$1Vig1 — V2¢2V1¢2>
—Vo1Vidr — Vada Vi (V1¢1)* + (Vig2)?
v. << (Vagr1)? —V2¢1V1¢1> n ( (Vaga)? —V2¢2V1¢2>>
~Vop1Vigr  (Vigr)? —VapaVidy  (Vigo)?
= =V (Vo1 ®Ve1 + Vo ®@ Vo). (A.43)
So, we can rewrite the equation of motion based on the previous calculation as
follows:
v+ (v V)v+ Vp+ 24V - (VO ® V)
+0aV - (Vo1 @ Vo1 + Voo @ Vo) = vAw. (A.44)

145



At this point, we summarize the model for the simplified setting in two dimen-
sions. The equations read

v+ (v-V)v+ Vp+ 24V - (VO @ V0)

+0aV - (Vo1 @ Vo1 + Voo ® Vo) = vAw, (A.45)
V.v=0, (A.46)
(¢i)t +v -V = kAP, i=1,2, (A.47)
0+ (v- V)0 =2AA0, (A.48)

in Q x (0,t*) € R? x R with boundary conditions (® = (¢1,¢2)")
v = 0 on 09 x (0,t%), (A.49)
o =0 on 082 x (0,t), (A.50)
g—ﬁ =0 on 0£2 x (0,t%) (A.51)

and initial conditions

v(x,0) =wvo(x), V-vo(x)=0 in €, (A.52)
O (x,0) = Py(x) in €, (A.53)
0(x,0) = Op(x) in Q. (A.54)

We obtain the following existence result of weak solutions for the above two-
dimensional system:

Theorem 37. For any T > 0, vg € H, ®q(z) € HY(Q;R?) and 0y € H' (4 R)
the system (A.45)—(A.54) has a weak solution (v, 1, Pa,0) in Q x (0,T).

Proof. The proof of Theorem 37 follows from the proof of Theorem 9 presented
in Section 3.1. O

We note further, that the 2D model (A.45)—(A.54) is important to study spe-
cial solutions. We already started the discussion on these special solutions with
Carlos Garcia-Cervera and Chun Liu within the joint DAAD project with Anja
Schlémerkemper, which we highlighted as an open problem in Chapter 4.
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A.6 On an L? basis in the Galerkin approximation for the
magnetization

In this appendix, we give some more details about the basis used in the proofs
of Lemma 17 and Lemma 26.
We have that {n;}52; C C°°(Q;R3) satisfies

A2p;+m; = fuym;  in Q,

%771;" =0 on 0f),
_8?1171 =0 on 052,
~ ~ ~ . ~ n—oo .
for 0 < i1 < fig < -+ < fip < -+- with @, —— oo. This set of func-

tions is an orthonormal basis of L?(£2;R?), which can be shown by means of the
Hilbert-Schmidt theorem (see, e.g., [RR04, Theorem 8.94]), similar to [Eva02,
Section 6.5.1].

Furthermore, {n;}52; is an orthogonal basis of H2(Q; R3), which is a closed sub-
space of H?(2;R?). We equip it with the scalar product

((£9)) = (F.9) 200 + (A, Ag) 2y == /Q fogdet /Q Af-Ag de.

The induced norm ||| - ||| is equivalent to the usual norm || - ||g2.
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