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To get the results presented in this thesis,

approximately 1010 CdTe nanowires have been grown

in more than 100 growth runs.

Stagged in one row, they would have a length of about 10 km.

One third of them are shelled with HgTe.

Metallic contacts are defined for hundreds of nanowires

and thousands of images were recorded with the electron microscope.
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Introduction

Topological insulators (TIs) are a fascinating field in condensed matter physics.

These materials have insulating bulk, but host conductive surface states. They are

very interesting due to the topologically protected nature,[1] having distinct prop-

erties such as spin-momentum locking.[2, 3] Furthermore characterized by a linear

energy dispersion, the surface states can be described like Dirac-fermions. Recently,

many theoretical and experimental contributions discuss TIs.[4] Two-dimensional,
[5, 6] bulk-like [7, 8] and quasi-one-dimensional [9, 10] TIs are a quite new field, but

they already attracted a lot of attention.

As introduced above, an ideal TI has an insulating bulk. However, in many mate-

rial systems, charge transport investigations reveal a significant bulk contribution.

Some topological materials, such as Bi2Te3 and Bi2Se3, tend to be unintentionally

doped and show low carrier mobility. With that, the predicted properties of surface

transport are obscured by the contribution of bulk carriers. Contrary, strained HgTe

layers show very mobile surface states at low charge carrier density.[11] Compared to

a sample with macroscopic volume, the properties of the surface play a larger role

for mesoscopic samples like nanowires (NWs). They are now in focus, as the NW

geometry gives rise to additional periodic boundary conditions for the surface state

along the short perimeter of the NW.

Generally, the reduction of size increases the surface to volume ratio. The ratio

is further enhanced for a TI formed in the shape of a tube, making CdTe NWs

shelled with the TI HgTe promising candidates to observe phenomena related to

the surface states. Strained HgTe has proven to be a high-mobility TI in two- and

three-dimensional structures.[6, 11] We report on a novel growth method for quasi-

one-dimensional heterostructures containing the TI material HgTe. The concept of

a hollow TI NW, having a trivial insulator as a core, is realized in this thesis for the

first time.

The semimetal HgTe develops an energy gap for bulk charge carriers under strain or

constriction to low dimensions. The energy gap for electronic bulk states in HgTe is
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approximately proportional to the uniaxial strain, reducing the symmetry of the zinc

blende unit cell. Regarding this restriction, a free-standing and relaxed HgTe-NW

has bulk conductance. To open a bulk energy gap, we grow free-standing CdTe NWs

and use them as a core to strain an epitaxial HgTe shell. The bottom-up approach

has many advantages compared to a top-down fabrication, because low dimensional

structures fabricated by lithography are usually damaged by the processing. If the

size is determined by self-organized growth mechanisms, then the core-shell interface

is of high epitaxial quality.

Beside the fundamental research on TI states in low dimensions, the heterostructures

have promising properties for developing optoelectronic devices. The possibility to

tune the band gap in the quaternary (Hg,Cd,Zn)Te system and the high surface

to volume ratio reached by nanowires allow for the realization of effective photo-

detectors with a wide spectral range. In both cases, first the fundamental research

on TIs and second the development of functional devices, the crystalline quality and

strain play a crucial role for the properties of the heterostructures.

Boundary conditions in mesoscopic heterostructures can be used as building blocks

to achieve the desired electronic structure. One example is the periodic condi-

tion for the surface states of a NW, which allows to tune the band dispersion in a

device.[9] To give another example, quasi-one-dimensional TIs are predicted to host

Majorana bound states in combination with a superconductor.[12, 13] Their detection

and manipulation attracted a strong interest because of anyonic braiding statistics.

For this reason, Majorana states are possibly the basis for a topological quantum

computer.[14] But before thinking about applications, they primarily can serve to

analyze Majorana physics in condensed matter and to prove the concept of a parti-

cle existing, that is its own antiparticle.

This manuscript gives methods for growing high-quality NW heterostructures and

furthermore to integrate the NWs into electronic circuits. Different microscopical

and diffractive methods are used to characterize the samples. We analyze the surface

and crystal structure of both the CdTe core and the HgTe covered heterostructures.

The developments in NW manipulation and device fabrication allow us to character-

ize the samples by charge transport measurements. We investigate transport with

ohmic contacts. Furthermore, hybrid NW/superconductor structures are achieved,

showing non-linear I-V characteristics. Results on charge transport are discussed at

the end of this thesis. This first characterization of the HgTe-based NWs is a very

promising base for the ongoing research.
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Part I

Growth of CdTe nanowires with

HgTe shells
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1 State-of-the-art

Molecular beam epitaxy (MBE) is a very precise method for the growth of crys-

talline heterostructures down to atomic resolution. It is used for the growth of

epilayers over a wide range of materials in recent decades.[15, 16] The growth cham-

ber setup, which is used for the growth of samples containing HgTe, is explained in

prior work.[19] Performed under ultra-high-vacuum (UHV) conditions, MBE allows

for the growth of materials with controlled doping. The supplied materials have

highest purity and behave beam-like in UHV. To grow a single crystal, the main

challenge is to correctly tune the thermodynamic equilibrium of adsorbate adsorp-

tion, incorporation into the crystal and desorption from the surface.[17] To do so,

the substrate temperature is set specifically. This can be very delicate and slightly

detuned conditions usually result in a high defect density. Defects can be point like,

as for example vacancies, or extend over the entire crystal like a grain boundary.

They are normally not intended as they alter the local electronic structure.[18]

One-dimensional crystallites can be grown with MBE by using a liquid catalyst

droplet. For vapor-liquid-solid (VLS) growth, the thermodynamic equilibrium is

tuned towards desorption by increasing the substrate temperature compared to layer

MBE. Additionally, liquid droplets on the surface of the substrate are needed to cat-

alyze nanowire (NW) growth.[20, 21] Their three-dimensional shape and liquid phase

allows to carry much higher amounts of solved adsorbate compared to the bare sur-

face. If the temperature is set correctly, then the concentration of solved materials

reaches the solubility limit. If furthermore the energy for a nucleus is lowest at the

interface to the substrate, then a single one-dimensional crystallite grows.

In this manuscript, focus is on low-dimensional HgTe-CdTe heterostructures. The

growth of such crystals is challenging due to the narrow limits for single-crystalline

growth. Heterostructures in this material system have attracted strong interest, as

they host topologically protected electronic states.[6, 22] HgTe is a semimetal with

inverted band order. The Γ8 bands are degenerated and have a higher ground state

energy compared to the Γ6 band. CdTe is a semiconductor with trivial band or-

der EΓ6 > EΓ8 . These two zinc blende materials show a small lattice mismatch of
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1 State-of-the-art

0.3%. Residual lattice strain is expected in mismatched core-shell NWs.[23] Uniax-

ial as well as shear strain lifts the degeneracy of Γ8 states.[24, 25] This opens a bulk

energy gap. Thus, strain turns the topological semimetal HgTe into a topological

insulator.[11, 26] HgTe hosts the mentioned conductive surface states with a strong

spin-momentum coupling and highly mobile carriers as a consequence of the band

order inversion. If the Fermi-level is within the strain-induced energy gap for bulk

charge carriers, then charge transport through the NW is governed by the surface

states. Prior publications on HgTe focus on quantum wells [6] or bulk like samples
[27, 28]. The self-organized growth of HgTe-NWs having minor crystal quality was re-

ported already.[35, 36] In this work, a novel growth method is developed, allowing for

the strained growth of quasi-one-dimensional HgTe on CdTe NWs. For this reason,

free-standing CdTe NWs with a preferred orientation to the substrate are needed to

ensure a uniform overgrowth with HgTe.

Figure 1.1: Prior attempts to grow CdTe NWs resulted in (a) laterally growing NWs,

(b) small wurtzite NWs or (c) NWs without preferred orientation to

the substrate.[29, 30] (d) Free-standing ZnTe-based NWs with preferred

growth direction were reported.[33]

The self-organized growth of straight, free-standing, aligned and single crystalline

zinc blende CdTe NWs with a high ensemble uniformity is not reported in literature

so far. Figure 1.1 gives an overview on prior attempts to grow II-VI NWs. CdTe

NWs show a tendency to grow laterally on the substrate, shown in (a). Short vertical

CdTe NWs with wurtzite crystal structure in (b) have been demonstrated by alter-

ing the substrate preparation.[29] Other attempts in (c) achieved free-standing zinc

blende CdTe NWs, but they were randomly oriented.[30] Wojtowicz et al. showed,

that CdTe NWs can be grown on ZnTe NWs.[31] In (d) we see that such ZnTe NWs

can be grown along <111> on GaAs substrates with a Gold-based catalyst.[32, 33]

This approach is now refined to achieve the high CdTe NW ensemble uniformity

presented in this work. The quality of the CdTe NWs obtained by the novel method

allows for epitaxial HgTe overgrowth. The next chapter gives a recipe to grow the

samples that are analyzed for crystalline strain and charge transport phenomena

later.
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2 Novel growth method

For one-dimensional CdTe growth by the VLS method, the substrate temperature

turned out to be the most critical parameter during the growth process. If the tem-

perature is set correctly, then straight NWs grow oriented along [111]B. Reflection

high-energy electron diffraction (RHEED) is introduced as an effective tool addi-

tionally to the standard thermocouple, allowing for the required enhancement of

temperature control. Subsequently the CdTe NWs are overgrown with HgTe shells.

Starting point of the experiments are Si doped GaAs substrates with (001), (110)

and (111)B orientation glued to the sample mount by a liquid metallic film. The

wafers are transferred into an UHV cluster. Three individual “Riber” MBE cham-

bers (for III-V, wide- and narrow-gap II-VI materials) and a metallization chamber

are used for preparation and growth process. Within the cluster, all samples are

transferred without contact to air. Each MBE chamber is equipped with a RHEED

system. The electron energy is 12 keV. RHEED patterns are recorded during differ-

ent stages of growth. The electrons heat the wires, because only a small fraction is

reflected. This additional heating affects the growth. Thus, the time the NWs are

exposed to the electron beam must be short. A CCD camera is used to record a

RHEED screen series during one full sample rotation.

Inside the MBE for III-V materials, the native oxide is thermally removed from the

substrate, followed by the deposition of 0.4 to 1.0 nm Au in the metallization cham-

ber. The NWs grow inside the MBE for wide-gap II-VI materials. One-dimensional

growth is seeded by liquid Au-Ga droplets, formed by heating to 480 ◦C with a

ramp rate of 50 K/min. This temperature is measured with a thermocouple at the

backside center of the substrate mount. Then, the NWs grow with beam equiva-

lent pressures in the range of 5·10−7 to 1·10−6 mbar. The droplets move and merge,

pushed by lateral ZnTe growth for which we use a Zn:Te beam pressure ratio of 0.6:1

at 400 ◦C substrate temperature. The redistribution of droplets during the growth

start is discussed in the next chapter. After 2 min, Zn is replaced by a Cd flux

with a Cd:Te beam pressure ratio of 1.2:1. At a substrate temperature of 400 ◦C,

CdTe growth is suppressed completely. At this stage no growth occurs, providing
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2 Novel growth method

controlled starting conditions. Layer growth remains suppressed during the whole

process, but straight CdTe NWs grow within a narrow temperature limit slightly

below 400 ◦C. In order to find the narrow limits, the temperature is lowered stepwise

by 1 K every 10 min. A transition in the RHEED pattern indicates, that optimal

growth conditions are established. The measured optimized substrate temperature

is around 395 ◦C. Now the vertical CdTe NW growth takes place and the sample’s

radiative loss of energy changes significantly while the NWs grow. During growth,

the substrate temperature is slowly increased by about 2 K/h for about 3 h to com-

pensate this effect. For long NWs, most radiated heat remains in the ensemble, so

the substrate temperature is constant at about 400 ◦C at the end to grow long NWs.

The thermodynamics of NW growth are investigated in Chapter 4.

Finally, the CdTe NWs are epitaxially overgrown in the MBE for narrow-gap II-VI

materials at 185 ◦C substrate temperature. For different samples, the Hg:Te ratio is

varied precisely from 100:1 to 400:1 by a homebuilt Hg-cell. Hg is supplied with a

beam equivalent pressure in the range of 1·10−4 to 6·10−4 mbar. With a Hg:Te ratio

close to 200:1, HgTe grows on polar CdTe NW sides of opposite polarity forming

a continuously closed shell, depicted by the scanning electron microscope (SEM)

images in Fig. 2.1. A higher Hg:Te ratio suppresses growth on the B-polar NW

facets resulting in a different heterostructure geometry. An electron beam is found

to strongly affect the HgTe growth, therefore RHEED is not possible. Chapter 5

gives details on the growth process and the shell geometry.

Figure 2.1: Images with (a) 90◦ and (b) 45◦ view angle of CdTe NWs with a HgTe

shell grown by the novel method on a (111)B substrate.
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3 Growth start details

Figure 3.1: Illustration of RHEED screen and sample morphology during the growth

process on a (111)B oriented substrate. By heating solid Au on GaAs

in (a), liquid catalysts form in (b). In (c) the droplets redistribute by

lateral growth of twinned ZnTe, followed by the growth of vertical CdTe

NWs in (d).

The preparation results in oxide-free and Au wetted GaAs substrates, which are

transferred into a MBE chamber, where the samples are heated to form the liquid

growth seeds. In the beginning, the diffraction spots of rough, solid and twinned

cubic Au can be observed, schematically shown in Fig. 3.1 (a). The formation of a

Au-Ga solid solution is linked to a decrease of the lattice constant with increasing

Ga content.[39] An expansion of the reciprocal lattice on the RHEED screen by ap-

proximately 15% while going from 350 ◦C to 400 ◦C substrate temperature shows,

that Ga diffuses into the Au layer. While the temperature rises further, the diffrac-

tion spots vanish with the melting of the Au-Ga eutectic. At about 430 ◦C, small

droplets are formed due to surface tension. As shown in Fig. 3.1 (b), this dewetting

process leads to uncovered GaAs areas. Therefore, the RHEED pattern of the GaAs

surface becomes clearly visible. The liquid droplets obtained are the seeds for the

subsequent NW growth.
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3 Growth start details

After Au-Ga droplet formation, the substrate temperature is stabilized at 400 ◦C.

Subsequently, fluxes of elemental Zn and Te are supplied. Small lateral structures

grow in the vicinity of the droplets, pushing the droplets across the substrate. These

structures coalesce and several droplets merge to one. The density of the droplets

decreases by roughly an order of magnitude during the first 2 min of growth. Small

structures with catalytic droplets on ZnTe {111} facets are formed. This is veri-

fied by SEM images and RHEED diffraction pattern and is schematically shown in

Fig. 3.1 (c). Now Zn is replaced by Cd to grow free-standing CdTe NWs as depicted

in Fig. 3.1 (d).

Figure 3.2: Top view of droplets formed by dewetting of (a) thin Au and (b) the

same Au amount, covered by a thick amorphous Zn layer. ZnTe wires

grown from (c) dense and (d) remote droplets are shown with an 45◦

perspective.

Alterations to the described starting sequence are tested, intended to explore the

limits of controlling the NW density. Intuitively, the density of vertically grown

NWs mainly depends on the density of droplets. Figure 3.2 compares the initial

droplet distribution with the NW outcome for two differently prepared samples.

For thin metallic layers, the surface is not wetted perfectly, which leads to a high

droplet density in Fig. 3.2 (a). If the droplet density is high, then each droplet has

a small volume. If the Au-layer is covered by a rather thick layer of amorphous Cd,

Zn or Te before heating, then the droplet density is significantly lower. To give an
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example, Fig. 3.2 (b) shows a sample having the same amount of Au as in (a), but a

thick amorphous Zn layer was deposited before heating. During melting of the thick

metallic layer, a continuous liquid film is formed. This allows for the formation of

remote eutectic droplets of larger volume. The Cd, Zn or Te content is decreasing

again by keeping those droplets at an elevated temperature. Figure 3.3 (a) to (c)

summarize the processes, which influence the droplet density.

Figure 3.3: The droplet distribution is determined by (a) imperfect or (b) full initial

wetting and (c) the lateral movement of droplets.

Proceeding with growth for the differently prepared droplets, we only observe verti-

cal wire growth for the dense droplets. The samples obtained are shown in the lower

images of Fig. 3.2. Initially, the NWs grow laterally on the substrate surface for both

droplet arrangements. For dense droplets, the growing structures collide and some

free-standing NWs grow in Fig. 3.2 (c). Wires grown from remote droplets have a

low chance for multiple collisions and we only observe lateral growth. Regarding this

observation, the coalescence of ZnTe structures grown from dense droplets seems to

be very important to ensure vertical wire growth. The vertical growth is triggered

by the localization of droplets in a self-grown ZnTe trap. On a flat substrate in

Fig. 3.2 (d), remote droplets are pushed over the bare surface by growing ZnTe.

Driving force of this motion is the surface tension of the droplet, which is altered

locally by the growing solid nucleus. ZnTe grows as three-dimensional islands on

GaAs to avoid strain caused by the lattice mismatch of both materials.[40, 41] The

three-dimensional nucleus deforms the droplet, resulting in an asymmetric surface

curvature. Curvature and surface tension are directly connected. To get back to
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3 Growth start details

equilibrium and in order to maintain the wetting angle θ between solid and liquid,

the deformed droplet needs to move. This motion proceeds until the asymmetric

deformation by a single nucleus is compensated.

The detailed analysis in Chapter 6 shows, that crystallites of hexagonal Gallium-

Telluride (h-GaTe) grow, when Ga-containing droplets are exposed to a Te flux.

Looking carefully in Fig. 3.2 (d), a very flat part grows in the beginning. Different

morphology and contrast indicate the switching to ZnTe. With our method, growth

starts with a few layers h-GaTe until Zn saturation is reached or Ga is consumed.

Being a layered van-der-Waals crystal, the flat morphology is in agreement with this

finding. But for a flat nucleus, the argument of a three-dimensional structure alter-

ing the local curvature of the droplets no longer explains the lateral movement of

the droplets. A h-GaTe nucleus might not change the curvature of a liquid droplet

geometrically, but by altering the local surface potential. The potential on a bare

GaAs surface with open bonds is different to the one on the van-der-Waals crystal

h-GaTe, which has no bonds on the surface. The surface potential µ between a solid

and a liquid has major influence on the contact angle θ and can be the driving force

for self-propelled motion.[42, 43] Fig. 3.4 sketches the relation of surface potential,

contact angle, curvature and motion.

Figure 3.4: Relation of surface potential µ and wetting. For a gradient in surface

potential, the contact angle θ is different on both sides of a droplet and

the asymmetrically increased surface tension pushes the droplet.

The growth seed is found to be a superconducting alloy of unknown composition.

After the complete growth process, it can be an alloy of all supplied metals (Au, Ga,

Zn, Cd, Te and Hg). Charge transport measurements on NW/droplet junctions are

discussed in Chapter 16. To the knowledge of the author, this is the first time, the

droplet seeding VLS growth, is used as a superconducting contact in the final device.

Now we know, how the droplets are formed and trapped, to finally seed vertical

wire growth. The following growth process requires fine tuning of the substrate

temperature, which is explained in the next chapter.
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4 Thermodynamics of growth

High quality CdTe NW growth requires a specific substrate temperature and is very

sensitive for thermodynamic changes. CdTe growth is suppressed for temperatures

around 400 ◦C. In a range of about 5 K below that temperature, when NW growth

starts slowly, straight and uniform CdTe NWs grow along [111]B. The growth rate

is highly temperature dependent. Growth rates of up to 0.2 nm/s are observed for

straight wires with substrate temperatures around 395 ◦C. If the temperature at the

growth front is too low, then the NWs’ growth direction changes randomly and the

wires show pronounced kinks. In order to achieve straight growth, the substrate

temperature has to be controlled more precisely than by the indirect measurement

with a thermocouple. By carefully studying the RHEED in many growth runs with

varied temperatures and the comparison to the outcome by the SEM, we learn to

interpret the diffraction pattern correctly. Doing so, we are now able to infer optimal

growth conditions from the RHEED. Straight NWs show a characteristic pattern,

which can be discerned from patterns obtained suppressing growth at high temper-

atures and from kinked NWs at low temperatures.

Figure 4.1: RHEED screen for (a) hot conditions suppressing CdTe growth and (b)

optimized conditions with growing CdTe NWs. For better contrast, the

images are inverted and schematically pointed out below.

In order to adjust the right conditions for straight CdTe NWs, the RHEED is mon-

itored at substrate temperatures of 400 ◦C and below. As long as one can see broad

and diffuse lines of {111} facets, which are shown in Fig. 4.1 (a), the substrate is too
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4 Thermodynamics of growth

hot. If the lines are even more clearly visible on the RHEED screen compared to

the given example, then the substrate temperature needs to be decreased by several

degrees. The <111> streaks are caused by diffraction during reflection from the lat-

eral ZnTe structures. To proceed with vertical CdTe NW growth, the temperature is

lowered stepwise. Somewhere between 400 ◦C and 390 ◦C, the <111> streaks vanish

as the lateral structures are obscured by the vertically growing NWs. Instead, the

pattern of NWs growing along [111]B becomes visible. The characteristic diffraction

spot broadening perpendicular to the NW growth axis is shown in Fig. 4.1 (b). If

the spots broaden like this, then the substrate temperature is adjusted correctly.

The measured optimized temperature is different for each process. Most of the sam-

ples show the characteristic CdTe NW RHEED, which is depicted in Fig. 4.2, at

temperatures around 395 ◦C.

Figure 4.2: High symmetry diffraction patterns of CdTe NWs growing along [111]

on a (110) oriented GaAs substrate for 180° azimuthal rotation. The

diffraction spots are always broadened perpendicular to the NW growth

axis.

The broadening of the diffraction spots in Fig. 4.1 and 4.2 is a size related effect. The

NWs have a diameter of 30 to 80 nm and are too thick, compared to the penetration

depth of electrons, in order to get a signal from the center. Therefore, the trans-

mission diffraction spots origin from the thin NW rims, penetrated by the beam. If

the NW length is much larger than the penetration depth, then the diffraction spots

broaden perpendicular to the NW growth direction. After switching from Zn- to Cd-

supply, the lattice constant changes gradually from ZnTe to CdTe within 20-30 min

of growth corresponding to a 100-300 nm long transition region. This observation is

explained by a container effect for Zn in the eutectic droplet described by Krimse

et al.[44] In this sense, a container effect means, that after switching to Cd, the Zn

solved in the droplet is consumed by crystal growth over time. The probability for
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the incorporation into the crystal depends on the Zn concentration in the droplet,

asymptotically decreasing to zero while the residual Zn is consumed. The influence

of this effect on the crystal structure of the CdTe NWs is investigated in Chapter 10.

One can see additional lines in the diffraction pattern in Fig. 4.2, as the NWs

probed here are grown long enough to develop sufficiently large side facets, which

reflect the electron beam. Being caused by diffraction during reflection, these lines

are perpendicular to the NW surfaces. The symmetry and periodicity of the NW

surfaces is analyzed by RHEED in detail in Chapter 8. During growth, the feedback

from RHEED is used for finding and maintaining the narrow temperature limits of

the CdTe-VLS growth process.

Figure 4.3: SEM images with (a) 90◦ and (b) 45◦ view angle of CdTe NWs on a (110)

substrate grown RHEED controlled for 3 h. The substrate temperature

was increased during growth, guided by changes in the RHEED.

The challenges arising for uniform and straight growth over several hours, in order

to get longer NWs, are mainly due to the poor thermal conductivity of our material.

For CdTe it is two orders of magnitude lower than for GaAs. For NWs, the thermal

conductivity is even reduced compared to bulk material.[45, 46] Consequently, the ra-
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4 Thermodynamics of growth

diative heat loss along each wire plays an important role for the actual temperature

at the growing wire’s tip. The heat dissipation of a surface at a given temperature

difference to its surrounding is mainly determined by the area of that surface. As

NWs emerge on the substrate, the effective surface area increases drastically and

with that the dissipated heat. To compensate this effect, the substrate tempera-

ture is continuously increased. Different ramp rates for the substrate temperature

are tested. Depending on substrate orientation and wire density, a linear increase

by 1-2 K/h for the first 3 h of growth is suitable to preserve straight growth. Fig-

ure 4.3 shows CdTe NWs grown under optimized conditions, where the temperature

increase during NW growth is controlled by RHEED for a total of 3 h of growth.

The growth rate for straight and single crystalline CdTe NWs is in the order of

0.1-0.2 nm/s. Lengths of up to 2.5 µm are achieved within a total of 6 h of growth.

Figure 4.4 (a) is a SEM image of CdTe NWs grown without increasing the substrate

temperature. The tips of the wires get colder, while the wires grow and they kink

multiple times after a certain length of straight growth.

Figure 4.4: SEM images with 90◦ view angle of CdTe NWs grown on a (110) sub-

strate (a) at constant temperature for 2 h and (b) with an increase of

more than 2 K/h for 4 h.
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For very long NWs, the situation is a bit different. With increasing length, the

spacing-to-length ratio of the NW ensemble decreases and more and more heat radi-

ated by an individual NW is reabsorbed by adjacent NWs, thus is remaining in the

system. After 3 h of growth, corresponding to NWs longer than 1µm, the growing

ensemble radiatively behaves like a closed layer again. Based on this observation,

samples with finally 2µm long NWs grow at a constant substrate temperature of

about 400 ◦C for another 3 h. If the temperature is further increased, then axial CdTe

NW growth slows down, comparable to the growth rate of the radial growth. The

pyramidal morphology of NWs grown under hot conditions is shown in Fig. 4.4 (b).

The NWs have this shape, if the axial growth rate is less than 0.1 nm/s.

In summary, crystalline CdTe NWs can be grown by VLS MBE. For straight and

long wires, the substrate temperature has to be controlled individually for each sam-

ple. RHEED is the most useful tool to monitor every step during preparation and

growth. It gives real time feedback to react on changes in growth conditions caused

by an alteration of the radiative energy loss with increasing NW length.

Since the wires loose power radiatively and heat dissipates slowly along the wires,

the substrate temperature needs to be increased to keep the growing tips at a con-

stant temperature. Free charge carriers would increase the heat transport along the

wire drastically, otherwise carried only by phonons. Regarding the poor thermal

conductivity, we do not expect charge transport in CdTe NWs without a shell. To

test this, some CdTe NWs were contacted similar to the methods described in Part

III. They show room temperature resistances in the MΩ range. In Part IV: “Charge

transport in HgTe nanowires”, the NW core is considered to be an insulator. The

observation of no free charge carriers is in agreement with the poor thermal conduc-

tivity of the growing CdTe NWs.

Since the core determines the quality of the HgTe shell, this work also focuses on the

characterization of the surface and bulk crystal structure of the CdTe NWs. The

results are presented in Part II: “Crystallography”. The crystallographic analysis

not only gives insight to the inner structure of the grown samples, it also gives feed-

back to find the optimized growth recipe. The obtained RHEED proves the high

crystal quality of the grown NW ensembles making them ideal candidates for HgTe

overgrowth, which is discussed in the next chapter.
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5 HgTe epitaxy on CdTe nanowires

Figure 5.1: Cross-sectional schematic and SEM image of a closed HgTe shell around

CdTe NWs on a (111)B substrate.

We find the growth of Hg-containing materials to be delicate, as briefly explained

in the following.[47] Mercury has a low binding energy in most compounds. Only a

very small fraction of supplied Hg atoms is incorporated into the growing crystal

and instead many of them desorb from the substrate again. HgTe MBE requires rel-

atively low growth temperatures of about 185 ◦C.[48] The sticking probability of Hg

depends strongly on substrate polarity and substrate temperature. It is furthermore

much smaller than that of Te.[49, 50, 51] The multifaceted nature of our NWs requires

special attention to achieve single crystalline HgTe epitaxy on all facets. The twelve

CdTe NW side-facets, which are investigated in Chapter 8, have alternating polarity:

A-polar (group II terminated), non-polar, B-polar (group VI terminated), non-polar

etc. By supplying a Hg:Te ratio of 200:1, a continuous HgTe shell grows. The nucle-

ation starts at both polar types of facets. Adjacent non-polar facets are overgrown

subsequently. CdTe NWs with continuous HgTe shells on a (111)B substrate are

shown in Fig. 5.1.

19



5 HgTe epitaxy on CdTe nanowires

Different growth rates on the polar sides lead to the characteristic shape. With HgTe

overgrowth, the stepped A-polar surface exhibits larger faceted steps, resolved by

the SEM. The angle between the A-polar (111) steps and the NWs’ growth direction

is determined by the crystal structure. For B-polar NW facets, no pronounced steps

are observed in the SEM. From tip to base, the growth rate of HgTe is reduced

gradually on B-polar facets and the reduction leads to uncovered areas near the

NW bases, as shown in Fig. 5.1. Observations on the growth rate dependence on

the Hg:Te ratio are taken into account to understand this reduction.

HgTe grows stoichiometrically on A-polar facets, but the growth on the B-polar

facets is completely suppressed with a material ratio of 250:1 to 350:1. If this ratio

is chosen for the CdTe wires grown on a (110) substrate, the beam facing (112)A

surface has a much larger growth rate compared to those oriented towards the sub-

strate. NWs overgrown mainly on one side only are shown in Fig. 5.2.

Figure 5.2: Cross-sectional schematic and SEM image of HgTe-NWs grown on one

side facet of CdTe NWs on a (110) substrate.

The suppression of growth on B-polar sides for increasing Hg-supply is surprising.

Obviously, both species must reach the growing crystal to grow a compound and

if not enough material is supplied, then no growth occurs. For very high Hg:Te

ratios, the physisorbed layer may saturate with Hg, but Te is effectively not present

directly at the crystal. This effect occurs for the B-polar side, as there the sticking

probability for Hg is larger compared to the A-polar side.[49, 50] The microscopical

model for growth on polar sides is sketched in Fig. 5.3.
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Figure 5.3: In (a), Hg (white) and Te (black) are physisorbed and HgTe growth

occurs on all surfaces. The physisorbed layer saturates with Hg for the

B-polar surface in (b), where Te atoms are incorporated only for the

A-polar surface.

Knowing about the growth rate dependence on the Hg:Te ratio, the growth rate

reduction on B-polar sides near the NW base can be explained. Due to the sample-

source geometry, evaporated materials have to be multiply adsorbed and desorbed

from the NW ensemble to reach the bases of long NWs. Thereby, Te is more likely

incorporated and much less reflected by the NWs than Hg. Therefore, the effective

Hg:Te ratio increases from the tops to the bases of the NWs, explaining the changing

growth rate on B-polar facets in Fig. 5.1.

Figure 5.4: Due to the temperature dependent sticking probability of Hg, a tem-

perature decrease from 180 ◦ in (a) and (b) to 170 ◦ in (c) and (d) can

suppress growth on B-polar sides.

Since the sticking probability of Hg strongly depends on the temperature, changes

in substrate temperature can have the same effect as changing the supplied Hg:Te

ratio. For lower temperatures, the growth on B-polar sides is suppressed, similar to

the case of an increased Hg:Te ratio. The growth temperature dependent shape of

the HgTe-shells for fixed material ratio is shown in Fig. 5.4.

21



5 HgTe epitaxy on CdTe nanowires

The steps observable in SEM images are a consequence of a subsequent step-flow

growth mode sketched in Fig. 5.5. The {112}A NW sides are formed by {111}A
steps. The probability for nuclei is highest at step edges. Nucleation is a statis-

tical event and occurs delayed on adjacent steps. With proceeding nucleation, the

step edge is moving. If nucleation occurs subsequently on adjacent steps, then step

bunching leads to larger steps.

Figure 5.5: The subsequent nucleation at step edges leads to step bunching.

The achieved HgTe-heterostructure NWs are crystalline and exhibit a typical faceted

geometry. Thus, the shape of the HgTe-based NW heterostructures is a result of

the crystal structure of the cores. The two vertically oriented NWs in the front of

Fig. 5.1 are rotational twins to each other. The underlying lattice is zinc blende

and a rotation around [111] of 60◦ or equally 180◦ can be attributed to a rotational

twin. Since the azimuthal orientation of the cross-section does not change along each

individual wire, no further twinning occurs. Consequently, the origin of the twin-

ning is at the interface to the substrate. The interface to the substrate, as well as

the crystal structure of our core-shell NWs, are studied intensively in the next part.

The different heterostructure geometries obtained in this work allow for an electrical

characterization of quasi-one-dimensional HgTe. Charge transport experiments at

the end of this thesis confirm that the HgTe-shelled NWs are conductive.
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Part II

Crystallography
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6 Nanowire crystal twins

Figure 6.1: The A-polar step configuration (red arrowheads) for single-crystalline

core-shell NWs growing along equivalent <111> A and B in the [110]

zone axis is depicted schematically in (a). To emphasize the difference,

a detail for a B-polar growth direction is shown in (b) together with the

theoretical configuration for a NW grown along an A-polar direction in

(c). The twin growing along B’ with A’-steps in (d) requires an additional

symmetry operation with respect to a zinc blende single crystal.

In the previous part, characteristic heterostructure shapes are reported by tuning

the Hg:Te beam pressure ratio. This observation is related to different growth rates

on facets of opposite polarity. The morphology of the heterostructures is given by

low indexed crystalline facets. By comparing the flux ratio dependent results with

growth rates observed for layers with known polarity, it is possible to draw con-

clusions on the inner structure and polarity of individual NWs. The characteristic

faceted surface reflects the high crystalline quality of the samples grown with the

novel method. We know that the HgTe shell has a stepped shape for overgrown

A-polar sides, while B-polar sides do not show steps in SEM images (see Fig. 5.1).

Assuming single-crystalline growth for the whole NW ensemble, the relative ori-

entation of equivalent <111> directions in [110] zone axis is shown in Fig. 6.1 (a).

Some of the CdTe NWs on GaAs substrates grow along <111>A directions of the
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6 Nanowire crystal twins

substrate. They show steps like those growing along B-polar directions sketched in

Fig. 6.1 (b). The steps have the same angle to the growth direction. Theoretically,

the surface normal of the HgTe steps in Fig. 6.1 (c) should be inclined by 109.5◦ to

the growth direction for wires growing along <111>A and not by 70.5◦ as for wires

growing along <111>B in Fig. 6.1 (b). Thus, the single-crystalline picture does not

hold for the whole NW ensemble. Instead, NWs grow along <111>A substrate

orientation with <111>B growth direction according to their inner polarity. Fig-

ure 6.1 (d) sketches a possible twin, explaining the observation with an additional

mirror operation. A polarity inversion equal to a mirror operation with respect to

{111} is not known for the growth of zinc blende crystals. Figure 6.2 shows, that

the mirror twin has a high probability on (111) substrates, where substrate surface

and mirror plane are parallel.

Figure 6.2: The mirror twin occurs often on (111) substrates. In this case the mirror

plane (dashed line) and substrate surface are parallel.

In the following, the substrate/wire interface is studied to understand the twinning

and polarity inversion with respect to the substrate. The interface is determined at

the very beginning of growth. During the first seconds, the liquid Au-Ga droplets

contain neither Zn nor Cd. Solely Ga from the saturated droplets can react chem-

ically with the supplied Te. The SEM image in Fig. 6.3 shows, that growth starts

with flat crystallites of hexagonal shape. The typical three-dimensional growth of

ZnTe on GaAs takes over after some time. The amount of material growing as flat

crystallites with this method is too low for further characterization. In order to

grow enough material for analysis, we expose liquid Ga droplets on a (111)B GaAs

substrate at 400 ◦C to a Te flux. To simulate the initial stage on a longer time

scale, neither Zn nor Cd are supplied. The obtained sample is analyzed by X-ray

diffraction in the following.
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Figure 6.3: The image shows an early stage of growth, seeded by remote Au-Ga

droplets exposed to simultaneous fluxes of Te and Zn. Before three-

dimensional ZnTe growth takes over, flat hexagonal structures appear.

X-ray diffraction is the interference of monochromatic waves scattered from periodic

structures. Bragg’s law,

d · sin(θ) =
nλ

2
(with n ∈ N), (6.1)

connects wavelength λ and the distance d of periodic scattering planes with θ, the

angle between incoming beam and probed plane. For constructive interference of

a known wavelength, the angle 2θ between incoming beam and detector is a mea-

sure for the distance of lattice planes tilted by θ to the incoming X-ray beam. In

Fig. 6.4 (a) we find a reflection peak fitting to the vertical lattice constant d = 1.6 nm

of the hexagonal layered phase of GaTe depicted in (b).[52]

Figure 6.4: (a) 2θ-θ-scan of formerly liquid Ga on GaAs, which was exposed to

Te. The sharp peaks are 111 reflections of the substrate for different

wavelengths. The peak indexed by h-GaTe is the 001 reflection of the

structure shown in (b). The monoclinic form (m-GaTe) is not stable.
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6 Nanowire crystal twins

The number of equivalent directions on the van-der-Waals surface is increased by

additional rotational and mirror symmetries compared to the zinc blende surface

of the GaAs substrate. The rotation by 60◦ around the growth axis as well as the

mirror operation in growth direction are observed for our NWs, but which are not

allowed for zinc blende single crystals. Having the same symmetries as zinc blende,

plus the defined number of additional symmetry operations, the individual NWs can

be viewed as crystal twins. The twins have the symmetry of the saturated surface

of the hexagonal van-der-Waals crystal GaTe.[53] Thus, the twinning for the NWs

growing along A-polar substrate directions can be explained, assuming crystalliza-

tion from the Au-Ga droplets starts with a few monolayers of h-GaTe.

We know that the mirror twin has a high possibility on (111) substrates. Nucleation

of GaTe on this surface allows for the mirror twinning. On (110) substrates, {111}
planes are formed by roughening, but the overall surface orientation is different.

Therefore, the mirror twin is observed less often, as can be seen from Fig. 6.5. The

twins discussed so far are described by an additional symmetry operation acting on

the whole NW. Thus, each NW can be treated as a single crystal. Twinning inside

an individual wire is also observed some times and a topic of Chapter 9.

Figure 6.5: The probability for a mirror twin is much lower on (110) substrates, but

it can be observed.

The morphology of the overgrown NWs changes with the Hg:Te flux ratio. Char-

acteristic cross-sectional shapes related to the inner structure of the NWs allow for

comparing the crystallographic orientation of individual NWs with SEM. This al-

ready indicates single crystallinity, making these NWs promising candidates for a

detailed crystallographic analysis. We investigate the reciprocal lattice, which is

introduced in the next chapter.
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7 Introduction to the k-space

The simple example in the last chapter shows, that X-ray diffraction is a useful tool

for the characterization of layered materials. This chapter explains the reciprocal

lattice of a crystal and how it can be probed by diffraction. A crystal is a three-

dimensional lattice of atoms with distinct symmetries. Cutting it along an arbitrary

plane results in a two-dimensional array of atoms in the outermost plane. The

bulk crystal below can be described as a periodic stack of equivalent planes shifted

relatively to each other. As diffraction can be used to measure the distance between

periodic planes of scatterers, symmetries in a crystal can be analyzed by waves. The

planes are labeled by the Miller indices (hkl).[54] The diffracted intensity strongly

depends on the density of atoms in the probed plane. Only low indexed planes

can be probed experimentally, as they have a high density of atoms scattering the

incoming wave. The phase relation of waves, scattered at the atomic positions in

each unit cell, defines the intensity of different reflections.[55, 56] For a zinc blende

crystal, reflections hkl with all indices being even or odd at the same time can be

observed. We therefore are able to measure the distance of lattice planes for high

symmetry directions of the crystal by diffraction. The reflections are at shifted

positions when the unit cell is deformed by strain. In the following, a crystal is

considered as a layered structure with a certain period along the probed direction.

To analyze a three-dimensional distribution of planes we use the k-space. Each plane

(hkl) with a distance dhkl to the next equivalent plane is represented by a vector

series ~Khkl in k-space.

| ~Khkl| =
n

dhkl
, with ~Khkl ||

hk
l

 (and n ∈ N). (7.1)

For an undistorted zinc blende crystal with a cubic lattice constant a, one can

calculate the theoretical spacing dhkl by

dhkl =

√
a2

h2 + k2 + l2
. (7.2)
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7 Introduction to the k-space

Figure 7.1: (a) Bragg-condition for 333 drawn in the [110] zone axis of zinc blende

CdTe NWs growing along [111]B on a (110) substrate. (b) Ewald-

construction for 333 in k-space together with wires and (111) planes

in real space.
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An Ewald-construction connects measurement geometry and reciprocal space with

reflections at ~Khkl.
[59] For monochromatic waves, the incoming beam is represented

by ~ki with |~ki| = 1/λ.1 The diffracted wave ~kd is measured at an angle of 2θ to the

incoming beam. If ~kd − ~ki = ~Khkl, we measure the length

| ~Khkl| =
2

λ
· sin θ

2
. (7.3)

~Khkl is called the scattering vector of the corresponding planes. As shown in the last

chapter, X-ray diffraction is one way to probe periodic planes. To give an example,

the relation of (111) planes to their third order reflection is sketched in Fig. 7.1 (a).

The method averages over macroscopic sample areas. If the lattice of most of the

NWs is identical and furthermore oriented the same, then the interference pattern

is equal to the pattern of a single crystal. Thus, a high ensemble uniformity is

needed to allow for detailed analysis. Twinning can be neglected on (110) sub-

strates and overgrowth occurs mainly on one side of the NWs, making such samples

ideal candidates for X-ray diffraction. Since the direction of strain in mismatched

heterostructures is determined by the orientation of the hetero-interface, multiple

interfaces, as for NW cores with a closed shell or for randomly oriented NWs, would

smear out the diffracted intensity of differently strained regions.

The lattice of zinc blende CdTe (aCdTe = 6.4825 nm)[57, 58] and the wavelength

λCu,kα1 = 0.154056 nm is used to derive the Ewald-construction for 333 in Fig. 7.1 (b).

Figure 7.2: The differently oriented planes (left) are represented by vectors in k-

space (right).

1The reciprocal space is normalized by 2π in this work.

31



7 Introduction to the k-space

We use high-resolution X-ray diffraction (HRXRD) to verify the plane spacing in

the crystal structure of our NWs with an accuracy of 0.01%. To measure a certain

reflection, it must be aligned in the plane of X-ray tube and detector. Changing ω

by rotating the sample in front of the tube, the reciprocal space is scanned along

a circle around the origin. Therefore, different ω probe differently oriented planes.

When ω = θ ± τ , then reflections of planes tilted by τ to the substrate surface can

be measured. To scan perpendicular to the ω-circle, the detector rotates with twice

the angular speed around the sample as the sample rotates in front of the tube,

called 2θ-ω scan, which probes different lengths | ~Khkl|. Comparing theoretically

and experimentally derived spacings for different planes in Fig. 7.2 reveals strain in

the lattice. The detailed analysis is done in chapters 10 and 11.

Not only X-rays, but also electrons can be used for diffraction. High-energy elec-

trons have a smaller wavelength compared to the used X-rays, allowing for an easy

forward geometry shown in Fig. 7.3.

Figure 7.3: Electron diffraction inside a microscope allows to record a reciprocal

space sheet of individual NWs on an area detector in one shot.

32



As these electrons are coherent perpendicular to their direction of propagation, only

planes parallel to the beam, meaning ~Khkl ⊥ ~ki, are probed. Therefore, electron

diffraction probes a sheet in k-space, when a crystal is placed between an electron-

gun and a detector screen. The penetration depth of electrons is small. Thus, the

size of the probed structures needs to be in the range of nm. Using the electron

beam of a microscope, as depicted in Fig. 7.3, the reciprocal image of an individual

wire can be probed.

Figure 7.4: Diffraction from (111) surface steps of many CdTe NWs growing along

(111) on a (110) substrate causes the streaky features denoted by arrows.

The easy forward geometry furthermore allows to record electron diffraction during

the growth process. Some parts of the screen are always shadowed by the sample

holder. This method is performed in-situ. Hence, the surfaces of the growing NWs

are not oxidized yet as they are for the sample investigated in the electron micro-

scope. Stable, low indexed planes margin the NWs. The arrangement of atoms on

the surface of a crystal has a certain symmetry and can also be described in k-space.

If the electron beam fulfills the condition for total reflection on a certain surface,

then the electrons do not penetrate the crystal. Instead they get reflected and

diffracted by the periodic surface atoms at the same time. The three-dimensional
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7 Introduction to the k-space

arrangement in the bulk is represented by spots in reciprocal space. A surface is

two-dimensional, thereby it is represented by rods, lines or streaks in k-space point-

ing perpendicular to the surface. Due to surface reconstruction, the period of the

surface can be different from the period in the bulk. Figure 7.4 shows examples of

diffraction obtained during growth. As the NW sides probed here consist of regular

steps,[60, 61] the reciprocal space of such an arrangement is explained below.

Figure 7.5: The reciprocal space of periodic steps forming the surface of a crystal

contains information on the periodicity of the surface atoms.

The electron diffraction is helpful to optimize growth conditions, because the sur-

face quality is directly affected by slightly detuned growth conditions. In the case of

heteroepitaxy, the characterization of the surface overgrown subsequently is of fun-

damental interest, since the quality of the CdTe NW surface determines the quality

of the HgTe shell. The results for the configuration of surface atoms on CdTe NWs

are discussed in the next chapter.
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8 Studies on CdTe nanowire facets

The narrow temperature limits required for uniform NW growth are controlled by

changes in the electron diffraction recorded from time to time during the entire

growth. The investigation of transmission diffraction patterns to study the catalyst’s

phase transition from solid to liquid and NW nucleation was reported earlier.[62]

Here, not only the diffraction from transmission, but additionally streaks are ob-

served, when the electron beam is diffracted during reflection at crystalline facets.

High quality and uniformity of the NWs allow to study the atomic periodicity of

the NW side-facets by RHEED.

Different low-index surface orientations are identified for CdTe NWs. During sam-

ple rotation, each surface is in the total reflection condition for a certain azimuth

and one can study the periodicity of each NW side-facet only for a given azimuthal

direction. Twelve CdTe NW sides are identified by comparing the symmetries of

RHEED obtained during rotation of different substrate orientations. These are the

surfaces orientations {110} and {112} parallel to the NW growth axis [111]B. The

RHEED signal is analyzed on (111)B and (110) substrates, where the [111]B wire

orientation dominates.

First, we explain the RHEED pattern of NWs grown vertically on a (111)B sub-

strate. With this geometry, one can see two alternating diffraction patterns every

30◦ shown in Fig. 8.1 and 8.2. The interference pattern obtained by an electron beam

along [112] as well as its schematical illustration are shown in Fig. 8.1. The distance

of periodic features in the interference pattern is proportional to the inverse lattice

constant. The region of the NWs, which can be penetrated by the electron beam,

causes an interference with broadened spots. The period of the spots is a measure

for the bulk lattice constant verified with higher precision by high-resolution X-ray

diffraction (HRXRD) in the next chapter. The electron beam pointing along [112]

is reflected from (110) facets. As a result, lines perpendicular to this surface emerge

on the RHEED screen. One of these lines is denoted by an arrow in reciprocal space

shown left-hand side in Fig. 8.1. Here, the lines show the same periodicity parallel to

the surface as the transmission spots. Therefore, the surface atoms show the same
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8 Studies on CdTe nanowire facets

period of 1.12 nm along the [111] direction as in the bulk. Taking into account the

atomic positions of the zinc blende unit cell, the cross-sectional view of bulk and

(110) surface atoms is shown right-hand side in Fig. 8.1.

Figure 8.1: RHEED screen, reciprocal space schematic and corresponding real space

cross-section looking along [112] for a (111)B substrate.

The RHEED pattern obtained by an electron beam along [110] as well as its schemat-

ical illustration are shown in Fig. 8.2. The zinc blende single crystal has a threefold

rotational symmetry with respect to the [111] axis. Therefore, the diffraction pat-

tern of a single crystal would not be symmetric to the [111] axis for an electron

beam along [110]. The observed rotation symmetry for the [111] axis is caused by

60◦ (or equally 180◦) rotational twinning at the bases of the NWs. The electron

beam pointing along [110] is deflected during reflection from (112) facets. The (112)

facets show a more complex pattern compared to the atomically flat (110) facets.

Figure 8.2: RHEED screen, reciprocal space schematic and corresponding real space

cross-section looking along [110] for a (111)B substrate.

Instead of continuous lines, small vertically staggered stripes are visible in Fig. 8.2,

being perpendicular to the (112) surface. The stripes are located within bands par-

allel to the [111] direction. Half of the stripes are located in the middle between

two diffraction spots. One of them is pointed out by an arrow in the diffraction
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pattern of Fig. 8.2. The position of every second stripe along the [111] band is iden-

tical to the position of the transmission spots. This interference pattern originates

from a regularly stepped surface consisting of (111) nanofacets.[60] The step length

Lstep = 2.24 nm along [111] is twice the bulk lattice constant a[111]. The deduced

cross-sectional view of the atomic positions within the NW and on its (112) surface

is shown right-hand side in Fig. 8.2.

A similar diffraction pattern is obtained for NWs on (110) substrates. One of the

characteristic staggered stripes is visible right-hand side in Fig. 8.3 at the center of

the lowermost diffraction spots. Less twinning as on (111) substrates results in no

[111]-axis symmetry in the RHEED.

Figure 8.3: RHEED screen, reciprocal space schematic and corresponding real space

cross-section looking along [110] at growth start for a (110) substrate.

On (110) substrates, the CdTe NWs grow tilted by 35◦ to the substrate normal.

Exposed to a higher material flux per unit area than any other NW side, radial

overgrowth is enhanced on the (112)A side. If the temperature is set relatively high,

then axial growth slows down. A pyramidal NW morphology appears, when the

axial VLS growth rate equals the very slow growth on the sides. The pyramidal

shape is associated with an increased step width W , so the bands in k-space shrink.

If the step width is large compared to the electron coherence length, then RHEED

does no longer probe the step periodicity. The staggered stripes finally become

continuous lines. One of these lines is marked by an arrow in Fig. 8.4. This interfer-

ence pattern reflects the periodicity of the surface atoms on the (111)A nanofacets.

The <111> lines show half the spacing of the spots along the [112] direction. We

draw the conclusion, that the nanofacets show a reconstruction with doubled pe-

riod along [112]. This observation is in agreement with the (2x2) reconstruction

previously described by Egan et al. for a CdTe (111)A layer.[63]
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8 Studies on CdTe nanowire facets

Figure 8.4: RHEED screen, reciprocal space schematic and corresponding real space

cross-section looking along [110] after radial overgrowth.

By combining the observation of a doubled period for both the step length and the

surface atoms on the steps with the findings of Egan et al. for the arrangement of

(111)A surface atoms, the stepped reconstruction can be understood by a model

discussed in the following. The (2x2) reconstructed (111)A surface is stabilized by

Cd-vacancies, in order to fulfill the electron counting rule assuming occupied Te

and unoccupied Cd bonds. Every second Cd atom is missing in every second row

of lattice positions parallel to [110].[63] In total, every fourth Cd surface atom is

missing. Applying this reconstruction to the (111)A steps forming the (112)A NW

surface, the step edges along [110] distort the reconstructed vacancy structure. If

not just every second, but all of the Cd edge atoms are missing, then the edge is

formed by occupied bonds of Te and electron counting rule is fulfilled. The cross-

sectional view of the reconstruction considered on stepped NW surfaces is shown in

Fig. 8.5.

Figure 8.5: The step width W is stabilized by a Cd-vacancy surface reconstruction.
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This model is convincing, because we would not expect to get Cd edge atoms con-

nected to the crystal with only two bonds. These would be easy to break and

therefore Cd edge atoms desorb at the VLS growth temperature. The step edge,

consisting of occupied Te bonds, is effectively charged and additionally attracted

by neighboring Cd surface atoms with unoccupied bonds. This coulomb potential

increases the stability of the considered configuration. Steps with a length equal to

the lattice constant a[111] are too small to host a (2x2) reconstruction. The observed

step length, equal to twice a[111], leads to the smallest surface area for the (112)A

surface with steps formed by (2x2) reconstructed (111)A nanofacets and edges with

occupied Te bonds. The observed step length is therefore energetically favorable.

The possibility to draw such a detailed picture of the surface atom arrangement by

RHEED proves the high crystalline quality and uniformity of the NWs.

On (001) substrates, the NWs grow along two equal directions [111]B and [111]B.

Furthermore, other growth directions corresponding to high-index substrate orienta-

tions are found on (001) substrates. These directions result from three-dimensional

multiple-order twinning during nucleation and were described already for GaAs NWs

by E. Uccelli et al.[64] The diffraction pattern of a NW facet for one growth direction

is then superimposed with others and hard to analyze.

With optimized growth parameters, a periodic diffraction pattern on (111)B and

(110) substrates allows for the detailed analysis of atomic arrangement on the sur-

faces and in the bulk. Our ability to do so is reflecting the high crystal quality and

ensemble uniformity of our CdTe NWs. The high quality of the cores allows to grow

epitaxial HgTe shells. From the electron diffraction, we draw the conclusion, that

advanced methods with higher resolution can be used to further characterize the

crystallites. More precise methods and the experimental outcome are discussed in

the next chapters.
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9 CdTe-HgTe nanowire crystal

structure

Now we show real space images with atomic resolution, together with the corre-

sponding k-space image, recorded for the same CdTe NW to underline the equiv-

alence of both descriptions. Transmission electron microscopy (TEM) probes the

crystal structure with spatial resolution. We are using a “FEI Titan 80-300 (S)TEM”

operated at 300 kV. The cross-sectional TEM specimens were prepared in two steps.

First, the sample was covered with PMMA and Pt to improve the handling and

then thinned down to a thickness of ∼100 nm by focused ion beam milling using an

“FEI Helios Nanolab Dual Beam” system. We used a 30 kV Ga+ ion beam with

currents between 0.28 nA and 28 pA. A final low-kV cleaning was performed with

a 2 kV Ga+ ion beam and an incident angle of 1◦. High-angle annular dark-field

scanning transmission electron microscopy (HAADF-STEM) images are recorded

along [110] zone axis with an electron energy of 300 keV.

Figure 9.1: (a) is a STEM image of a CdTe NW along [110] zone axis and (b) the

corresponding electron diffraction pattern.[65]
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9 CdTe-HgTe nanowire crystal structure

We analyze the STEM images for CdTe NWs growing along the [111] direction of a

(110) GaAs substrate. Figure 9.1 (a) shows the [110] zone axis STEM images with

different magnifications. The NW is single-crystalline and stacking fault free over

the entire length. We therefore conclude to have found ideal growth conditions.

Bright spots on STEM images correspond to the position of the Cd and Te atoms.

Since the atomic numbers of these elements are very close, 48 and 52, respectively,

they can not be distinguished in the images. Figure 9.1 (b) shows the corresponding

electron diffraction pattern which can be indexed in a cubic lattice, space group

F43m, with an unit cell parameter a = 0.648 nm. This symmetry and lattice con-

stant is expected for the zinc blende CdTe we were aiming at. Thus, we can analyze

the crystal structure either in real space, or by diffraction in reciprocal space.

The high quality and uniformity of the axial ZnTe-CdTe NWs on a GaAs sub-

strate is reported for the first time. For II-VI NWs realized with a similar method

by others, a high density of stacking faults is observed.[34] To analyze the CdTe crys-

tal structure in detail, we use an integrative X-ray diffraction technique with higher

resolution in k-space. The dense NWs shown in Fig. 9.2 (a) show reflections in X-ray

diffraction and we are able to resolve the influence of the ZnTe growth start. The

reflections discussed in the next chapter are verified to be caused by the NWs, since

they gradually vanish for samples with lower NW density.

Figure 9.2: The SEM image in (a) shows bare CdTe NWs on GaAs (110) and (b)

depicts a part of the same sample overgrown with HgTe.

The CdTe NW ensemble has uniform, free-standing wires, which are suitable for

overgrowth. A part of the sample in Fig. 9.2 (a) is overgrown with HgTe and shown

in (b). The STEM image in Fig. 9.3 (a) reveals, that HgTe overgrowth occurs pre-
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dominantly on the (112)A facet of the CdTe NWs. This is a result of sample-source

geometry inside the growth chamber and different growth rates on facets with op-

posite polarity. HgTe develops a stepped surface structure visible in the STEM and

SEM images. The stepped surface consists of flat (111)A facets and is a conse-

quence of a step-flow growth mode for HgTe on the stepped (112)A CdTe side-facet,

which was discussed in the previous chapter. The high resolution STEM image in

Fig. 9.3 (b) shows the HgTe zinc blende lattice along the [110] zone axis. We find,

that the high CdTe crystal quality allows for the growth of epitaxial HgTe of com-

parable quality on each NW.

Figure 9.3: To give an overview, (a) shows the cross-section of HgTe grown on one

side of a CdTe NW. The STEM image in (b) shows the crystal structure

of the HgTe-shell with high resolution.[65]

Earlier attempts to grow HgTe-based NWs resulted in polycrystalline structures with

inclusions of elemental Tellurium.[35, 36] There, neither a preferred growth direction

was reported, nor a defined epitaxial hetero-interface to induce strain. In contrast,

the advanced microscopical technique applied here, shows the desired zinc blende

lattice over the entire heterostructure. The findings are a very promising base for

the development of more complex multi-shell structures in the future. The CdTe-

HgTe NWs achieved so far are already interesting for further experiments. The

crystal structure should result in the formation of electronic bands, with distinct

properties for charge transport in the bulk and at the interfaces.[37] Hence charge

transport is carried by states described by the band structure, the heterostructures

are characterized by charge transport experiments in the last part of this manuscript.

The electronic band structure results from the HgTe lattice and can be calculated

theoretically.[38]
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9 CdTe-HgTe nanowire crystal structure

The resolution of TEM is not good enough to reveal the effect of the mismatched

lattices. The HgTe overgrown NWs depicted in Fig. 9.2 (b) show reflections in X-ray

diffraction. The findings obtained by high-resolution X-ray diffraction are discussed

in the next two chapters. In contrast to the integrative X-ray method, which aver-

ages over macroscopic sample areas, the microscopic method uses an focused electron

beam and allows to analyze the crystal structure with spatial resolution. So, STEM

images allow for analysis regarding grain boundaries in the NWs. Since overgrowth

occurs on the (111)A steps, rotational twinning of 60◦ (or equally 180◦) around [111]

is a possible growth defect. This defect can be described as a local switching from

cubic close packing to hexagonal close packing for one monolayer. Figure 9.4 (a) is

a STEM image of a rotational twin lamella. The orientation of the crystal switches

back to the original configuration after several atomic layers. The twin extends from

the core to the outer surface of the HgTe shell. These twins alter the orientation

of stable facets and thereby the shape of the heterostructures, denoted by a circle

in Fig. 9.4 (b). The threefold rotation symmetry of the twin, being rotated by 180◦

compared to the usual steps, is sketched as a red triangle.

We see, that twins can be inferred from the shape of the HgTe-base NWs. Hence, we

are able to choose twin-free NWs for charge transport experiments. Before we come

back to devices for transport characterization, the influence of the lattice mismatch

in the heterostructure NWs is analyzed in the next two chapters.

Figure 9.4: (a) STEM image of a rotational twin domain inside HgTe.[65] (b) The

rotational twin alters the shape of the heterostructure locally.
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10 Influence of ZnTe growth start

The investigated CdTe NWs grow on ZnTe stubs. They grow along [111]B crys-

tallographic orientation on an (110) GaAs substrate, as we can see from electron

micrographs. The influence of the ZnTe growth start on the crystal structure of

the CdTe NWs was not discussed so far. The effects are small, so we need to put

attention on the experimental setup to resolve the presence of Zn in the NW cores.

High-resolution X-ray diffraction (HRXRD) probes the crystalline structure of an

ensemble of NWs in reciprocal space. To analyze the relation between NW lattice

and substrate, we align the sample inside the diffractometer. The substrate is glued

to the specimen holder without additional stress by the use of a liquid In-Ga eutectic

adhesion film. The diffraction from the GaAs wafer is used as a reference to verify

the sample alignment. An accuracy of less than 0.01% relative error is achieved for

the lattice constant derived from various reflections.

The “Bruker D8” diffractometer setup is the following: Cu-anode X-ray source

(Cu kα1), Goebel mirror, 0.6 mm slit, 2-bounce Ge022a monochromator, sample,

solid-state-detector array “LynxEye”. An effective aperture provides a high resolu-

tion along 2θ, the angle between X-ray beam and detector. In order to improve the

signal-to-noise ratio, the effective aperture in ω-direction, the angle between X-ray

beam and sample surface, is appropriately widened. A high resolution along 2θ is

necessary to resolve the slightly different lattice constants of HgTe and CdTe and

their relative changes as a consequence of residual strain. Due to the fact that NWs

are small and free-standing structures, the reflections are broadened along ω and

there is no need for a high resolution along this angle.

The effective aperture is formed by an integration technique using the detector

array. During each scan, the intensity for a range of 91 different values of 2θ is

recorded at the same time for each value of ω. Thereby, one scan covers an area in

k-space, and not only a single line. All intensities recorded at different angles ω, but

the same angle 2θ, are summed up to improve the signal-to-noise ratio. Thereby

each area scan is reduced to a line scan with effectively widened aperture along ω.

The resolution of the 1D detector strongly depends on the measurement geometry.
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10 Influence of ZnTe growth start

Asymmetric reflections need to be recorded in ω = θ + τ geometry to get a high

beam compression. The compressed beam has a small width, allowing for the use

of an opened detector array with no further physical aperture. In every case, the

resolution is limited by the detector pixel size of 75 µm, equal to a resolution of

37 arcsec. Repeating the scan for different offsets ∆ω between ω and 2θ covers an

area in reciprocal space again. In this way, several reflections in the plane of the

NWs’ growth axis and substrate normal are investigated with reciprocal space maps

(RSM). The lengths Khkl for the recorded reflections are listed in Tab. 10.1.

hkl angle to [111] Khkl NW core ∆ω tilt towards [001] x Cd1−xZnxTe

[◦] [1/nm] [◦] [%]

335 -14.4 10.1199± 0.0007 0.52± 0.06 0.7± 0.2

333 0.0 8.0194± 0.0009 0.56± 0.06 0.8± 0.2

331 22.0 6.7266± 0.0009 0.52± 0.06 0.6± 0.2

440 35.3 8.7275± 0.0008 0.52± 0.06 0.2± 0.2

331 48.5 6.7266± 0.0009 0.48± 0.06 0.6± 0.2

333 70.5 8.0186± 0.0009 0.50± 0.06 0.6± 0.2

335 84.9 10.1186± 0.0007 0.54± 0.06 0.5± 0.2

Table 10.1: Indices hkl together with the angle relative to the NW growth direction

[111] are listed in the left. The table gives the length of the scattering

vector Khkl, the tilt ∆ω and the calculated Zn concentration x in the

Cd1−xZnxTe NW core for all Khkl.

Dense CdTe NW ensembles show clear reflections in X-ray diffraction experiments.

A SEM image of the sample discussed here is shown in Fig. 9.2 (a) in the previous

chapter. RSM are recorded for the NW reflections 335, 333, 331, 440, 331, 333 and

335. All of them are shifted by ∆ω = 0.5◦ towards [001], compared to the lattice

of the substrate. The relative tilt can be read out from the ∆ω-axis, shown for the

representative RSM of the 333 reflection in Fig. 10.2 (a).

A plausible explanation for the NW lattice being tilted with respect to the sub-

strate lattice is bending of the free-standing structures. During the growth process,

the material sources switch from Zn to Cd after 2 min. After the material flux is

exchanged, Zn remains solved in the catalytic droplet seeding the growth of CdZnTe

as sketched in Fig. 10.1. A gradient for the relative Cd and Zn concentrations is

expected within the seeds. Since the lattice constant of ternary semiconductors

strongly depends on the relative concentration of elements, a gradient in the lattice

constant of CdZnTe over the radial cross-section of the NW is the logical conse-
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quence. The non-uniform lattice introduces forces bending the NW. The lattice

constant of the NWs is calculated from the 2θ position of the reflections. Assuming

Vegard’s law, the values fit to a ternary Cd1−xZnxTe crystal with a Zn concentration

of x = (0.6± 0.2)%, indicating very small amounts of Zn to be present in the whole

NW. Most of the time, no Zn is supplied, hence we expect an axial gradient in the

Zn-concentration along each NW as discussed in the following.

Figure 10.1: The images show a Cd gradient related to sample-source geometry.

An radially inhomogeneous distribution of Zn in the NW explains the tilt of the

measured reflections. A second observation indicating an inhomogeneous Zn distri-

bution along the wires is the asymmetric shape of the reflections as shown for 333 in

Fig. 10.2 (a). While the intensity drops rapidly for smaller values of 2θ, there is sig-

nificant broadening of the NW reflection to smaller lattice constant. For higher Zn

concentration in the ternary compound, we expect a smaller lattice constant. After

Zn is replaced by a Cd flux during growth, the Zn in the liquid seed is consumed

by crystal growth. The probability for an incorporation of Zn into the growing wire

decreases with a falling Zn concentration in the liquid seed. Thereby, an asymptotic

decrease of the Zn concentration in the seed as well as in the latest grown part of

the wire can be explained. That is in agreement with the discussed asymmetric

broadening of the reflections to larger values of 2θ.

The analysis revealed single-crystalline CdTe NWs with a high ensemble uniformity.

The NWs show sharp reflections in X-ray diffraction, indicating a high crystalline

quality. A ZnTe growth start for CdTe NWs results in a Zn to Cd concentration

gradient, which bends the NWs. A very small Zn concentration can be found in the

entire NW core. The NW cores are subsequently overgrown with HgTe. The lattice

mismatch of both materials introduces forces into the crystalline heterostructure.

We want to use the reduction of symmetry in the unit cell to open a band gap for

bulk charge carriers in our HgTe. To prove the symmetry reduction, the effects of

residual strain in CdTe-HgTe NWs are discussed thoroughly in the next chapter.

47



10 Influence of ZnTe growth start

Figure 10.2: (a) 333 reflection of the bare NW cores. (b) 333 and (c) 333 reflections

of the NWs overgrown with HgTe.
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11 Residual strain in CdTe nanowires

overgrown with HgTe

Here, heterostructures are analyzed for residual strain, where CdTe NWs are over-

grown with HgTe mainly on one side facet. In this configuration, the superposi-

tion of many wires with semi-shells can be treated like the diffraction pattern of a

single-crystalline substrate with an epilayer. Electron diffraction revealed, that the

epitaxial interface of HgTe and CdTe NW is formed by (111)A nanofacets and sur-

face steps. Whether the mismatched hetero-interface gives rise to strain deforming

the unit cell of the HgTe, is discussed in the following. To analyze the evolution of

residual strain in the heterostructures, some CdTe NWs are transferred out of UHV

without being overgrown with HgTe. The sample is cleaved under N2 atmosphere.

One part is subsequently overgrown with HgTe. The obtained CdTe-HgTe NWs,

which are analyzed in this chapter, are shown in Chapter 9, Fig. 9.2 (b). Both parts

are aligned equally inside the diffractometer, verified by reflections of the substrate.

RSMs are recorded for the same reflections as for the bare core and in each RSM two

peaks are visible, corresponding to the lattice of NW core and HgTe, respectively.

The intrinsic lattice constant of HgTe is smaller than the core’s lattice constant,

thus we find the HgTe reflection at higher values of 2θ. Two representative RSMs of

333 and 333 are shown in Fig. 10.2 (b) and (c). The position of the 333 reflection of

the core has changed after HgTe overgrowth, comparing Fig. 10.2 (a) and (b). This

shift is the response of the lattice structure to the strain induced by mismatched

heteroepitaxy. The relative change, as well as the absolute value for Khkl are listed

in Tab. 11.1 for all investigated core reflections. The black data points in Fig. 11.1

visualize the direction dependent relative compression da
a
≈ ∆K
−K for the NW core,

due to HgTe overgrowth on one side facet. The lattice of the core is compressed

by ∼0.05% parallel to the interface. For the core, having instrinsically a larger lat-

tice constant than HgTe, the measured compression in the plane of the interface is

expected for pseudomorphic epitaxy. For the HgTe it should be vice versa. The

finding of a changing lattice period for the overgrown core with respect to the bare

one shows already, that strain is present in the CdTe-HgTe heterostructures.
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11 Residual strain in CdTe nanowires overgrown with HgTe

hkl angle to [111] Khkl NW core
∆K
K

core Khkl HgTe
∆K
K

HgTe

[◦] [1/nm] [10−4] [1/nm] [10−4]

335 -14.4 10.1280± 0.0007 8.0± 1.0 10.1464± 0.0007 −2.1± 1.2

333 0.0 8.0238± 0.0009 5.4± 1.6 8.0394± 0.0009 −2.8± 1.5

331 22.0 6.7288± 0.0010 3.3± 2.0 6.7429± 0.0009 −4.6± 1.7

440 35.3 8.7305± 0.0009 3.4± 1.4 8.7496± 0.0008 −5.8± 1.4

331 48.5 7.7268± 0.0010 0.3± 2.0 6.7439± 0.0009 −3.1± 1.7

333 70.5 8.0182± 0.0009 −0.4± 1.4 8.0413± 0.0009 −0.5± 1.5

335 84.9 10.1177± 0.0007 −0.8± 1.0 10.1478± 0.0007 −0.6± 1.2

Table 11.1: hkl for measured reflections and the angle relative to the NW axis [111]

are listed in the left. For each reflection the length of the scattering

vector Khkl is displayed for the NW core after overgrowth of HgTe and

for the HgTe itself. To show strain induced shifts, the relative change of

the scattering vector length ∆K
K

for the core, due to HgTe overgrowth,

as well as ∆K
K

for HgTe, compared to the reference value of a relaxed

HgTe crystal, are listed.

In an undistorted zinc blende crystal, several reflections show the same scatter-

ing vector length Khkl. For example 333 and 333 are at the same 2θ position in the

case of a relaxed zinc blende lattice. Comparing Fig. 10.2 (b) and (c), the absolute

values for 2θ and the relative positions of the maxima are not identical for the two

reflections. This finally proves, that residual lattice strain is present in the CdTe-

HgTe NWs. To analyze the distortion of the lattice, we use a HgTe reference with

aHgTe = (0.64615± 0.00005) nm. Within its error, this value covers common litera-

ture data, as well as the values obtained by our group fitting HRXRD measurements

of HgTe layers on CdTe wafers. The measured value for Khkl, as well as the relative

shift ∆K
K

with respect to the reference, are listed right-hand side of Tab. 11.1. The

red data points in Fig. 11.1 visualize the direction dependent relative shifts da
a
≈ ∆K
−K

for HgTe grown on one side of CdTe NWs. For the stepped hetero-interface in our

samples, the lattice is strained the most along [110], a direction 35◦ tilted to the

interface, which is stretched by ∼0.06%. The observed deformation of the unit cell

is a consequence of shear strain induced by mismatched heteroepitaxy. As sketched

in Fig. 11.2, the stepped interface strains the HgTe along two directions at once,

resulting in a shear component. Additionally to the in-plane stretch and the out-of-

plane compressive response, a monoclinic distortion is stated. Shear strain leads to

a further stretching of the lattice for directions close to [110], meaning around 35◦

to the interface.
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Figure 11.1: Direction dependent relative change of the plane spacing da
a
≈ ∆K
−K by

residual strain in CdTe (black) NWs overgrown with HgTe (red).

Figure 11.2: Sketch of the expected lattice distortion for mismatched epitaxy on a

stepped interface. The relaxed unit cell in the [110] zone axis is depicted

by the dotted boxes for comparison.
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11 Residual strain in CdTe nanowires overgrown with HgTe

The overall changes by strain are smaller than the lattice mismatch of 0.3%. Some

part of the strain may relax elastically at the edges and cornes of the small and

free-standing NWs. Surface and edge effects always play an important role for

nanostructures. We furthermore observe, that the lattice planes of HgTe are tilted

by ∼0.1◦ with respect to the core lattice. Relaxation of tilted epilayers grown on lat-

tice mismatched and stepped substrates were analyzed previously.[67] The origin of

the tilt can be the Nagai’s tilt[68] or the dislocations tilt.[69] The Nagai’s tilt is caused

by the elastic strain exerted by the substrate surface steps. Misfit dislocations are

a possible plastic relaxation mechanism and 60◦ dislocations at the interface would

furthermore tilt the local crystal structure.[71, 70]

Li et al. analyzed shear strained layers in the (Hg,Cd,Zn)Te material system,[66]

to give an example for further reading. To the knowledge of the author, this is

the first time, that shear strain in NWs was successfully characterized by an inte-

grative method probing many NWs. The lattice mismatch of core and shell causes

residual lattice strain. We measure about 0.05% compression for CdTe and about

0.03% stretching for HgTe parallel to their interface. The largest relative stretch

of the HgTe lattice is 0.06% measured along [110], 35◦ tilted to the interface. This

monoclinic distortion is caused by shear strain related to a stepped interface. The

observation is in agreement with the stepped surface structure of CdTe NWs dis-

cussed in a previous chapter.

For the strained HgTe, the degeneracy of bulk bands if lifted.[72] According to that,

strain turns the bulk to an insulating state, but the surface states should remain con-

ductive. In order to prove this statement, the integration of the NWs into electronic

circuits and charge transport investigations in the fabricated devices are subjects of

the next parts.
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Part III

Integration of nanowires into

electronic circuits
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12 Nanowire manipulation by

dielectrophoresis

A fundamental requirement for follow-up transport experiments is to reliably inte-

grate the NW heterostructures into electronic circuits. Nano-lithography on this

material system proves to be challenging because of inherent temperature limita-

tions, its high reactivity with various metals and its properties as a topological

insulator. Previous work gives an insight, why established semiconductor lithog-

raphy processes cannot be easily transferred to HgTe layers and furthermore pro-

vides alternatives.[73, 74] The prior work covers a general description of electron-beam

lithography, which is also used in this work. Here, the focus lies on the special re-

quirements arising from the NW geometry. The first challenge is to manipulate

individual NWs on a lithography substrate, in order to be able to localize and con-

tact them.

Figure 12.1: The images show a polarized particle in an inhomogeneous electric field.

The forces ~FDEP on the dipole result in a torque ~Mres, aligning the

particle parallel to the electric field lines. The imbalance of forces leads

to a non-vanishing total force ~Fres acting on the particle. The images

are taken from [77].

Dielectrophoresis (DEP) is a very effective method for the contact-free manipula-

tion of nano-sized objects. To give a brief introduction, DEP is the motion of a

polarized particle in an inhomogeneous electric field ~E.[75] The NWs are suspended
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12 Nanowire manipulation by dielectrophoresis

in a liquid medium. By applying a voltage to an electrode, which is submerged with

suspension, the NWs in the liquid get polarized. The effective forces on both ends

result in an orientation of the NW along the field lines and furthermore attract them

towards the electrode. The situation is sketched in Fig. 12.1.

The DEP force depends on geometry, particle material and medium. In the follow-

ing, we use the effective dipole moment model to qualitatively describe the frequency

dependence of DEP. We get the total force [76]

~FDEP =
πa2b

6
εm Re[fCM ] ∇E2, (12.1)

for a spheroid with length b and radius a. For attractive force, the Clausius-Mossotti

factor fCM is positive. The factor depends on the orientation of the NW in the

electric field ~E. For the field along the long axis we get

f long
CM =

ε∗NW − ε∗m
ε∗m

(12.2)

and for the field along the short axis

f short
CM =

ε∗NW − ε∗m
ε∗NW + ε∗m

. (12.3)

The index m refers to the suspension medium. We use the complex dielectric func-

tion ε∗ = ε − iσ
ω

, where ε is the dielectric constant and ω the frequency.[78, 79] We

expect an alignment along the field lines as long as f long
CM > f short

CM .

For isopropanol (IPA) as a medium (εm = 18.6, σm → 0) and HgTe-based NWs

(εNW ≈ 20, σNW > 0) we expect an attractive DEP force with alignment for DC

and AC frequencies up to the GHz range.

To get the NWs off from the growth substrate and suspended into the IPA, we use

ultrasonic cavitation at 37 kHz. Figure 12.2 gives an overview of the NW ensemble

after harvest by ultrasound. The inset in (a) shows the sample before harvesting for

comparison. The vertical wires are ripped off (red arrowheads), while most of the

wires growing with an angle of 19◦ stay on the growth substrate (dashed blue lines).

Figure 12.2 (b) is a top view image with the in-lens detector of the SEM nicely

showing the topography and (c) is the corresponding image taken with the detector

for elastically backscattered electrons, showing material contrast of core and shell.

The NWs are successfully transferred into the suspension. Most of the suspended

wires are vertically grown ones and have a closed HgTe shell. Typically, 1-3 ml IPA

and about 4 mm2 as-grown substrate are used for each harvesting process. The sus-

pension is very handy to control the density of the wires. It can be diluted with
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IPA, or one can leave the vial containing the suspension open for a while, then the

evaporation of IPA at room temperature effectively increases the NW density over

time. When a suspension is stored for some days, ultrasound must be applied again,

since the wires seem to attach to the walls of the vial.

Figure 12.2: The images show a harvested piece of substrate. The inset in (a) shows

the as-grown sample for comparison. The top view images in (b) and

(c) show the typical shape at the wire bases and core-shell material

contrast, highlighted with false colors.

In order to perform DEP, we furthermore need an electrode to attract and align

the NWs. The electrodes, consisting of 5 nm Ti and 20 nm Au, are defined together

with alignment markers by electron beam lithography. Later, the markers are used

to define leads ending on the attracted wires. The process to realize the alignment

structures is not very critical. One can use the same parameters as for the definition

of the contact leads, which are listed in the Appendix. The use of a highly doped Si

substrate covered with 100 nm thermally oxidized SiO2 for the follow-up lithography

allows to apply a back-gate voltage to the NWs, which is intended to influence the

charge carrier density of the wires.

Micro-manipulators and an optical microscope are used to apply a voltage to the

DEP electrodes. In this work, the method is tested for DC and AC up to 10 MHz

with peak voltages in the range of ±10 V. The voltage is applied first, then a droplet

of suspension is added. After one to ten minutes, depending on the NW density

in the suspension, the liquid is blown off the substrate with an airflow. If the

IPA would evaporate completely, before the process is finished, one can simply add

another droplet of suspension. For frequencies in the MHz range, the NWs are at-

tracted to the edges of the electrode and many of them are oriented perpendicular

to the edge. Figure 12.3 shows electron micrographs of NWs aligned like this.
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12 Nanowire manipulation by dielectrophoresis

Figure 12.3: All images are electron mircographs of NWs manipulated by DEP. The

lowermost images show that the wires can break and some of them

loose the catalytic droplet seeding the growth. The right image in (d)

is taken with elastically backscattered electrons and shows core-shell

material contrast.

The desired effect is observed for frequencies above ∼500 kHz. For lower frequencies

as well as for a DC voltage, no attraction occurs. This is not explained by the

frequency dependence of the Clausius-Mossotti factor. Assuming mobile ions to be

present in our suspension, the suppression of DEP can be understood. Hermann

von Helmholtz was the first who realized, that a conductor in contact with a liquid

ionic conductor exhibit layers of opposite polarity at the interface.[80] This electrical

double layer shields the electrode. The potential drop occurs directly at the interface

and ~FDEP acts only on a very short range. For high frequencies, the ions with inertial

mass can not form the double layer fast enough and DEP occurs on the required

range to attract the suspended NWs. For now, we neither know, which kind of ions

cause the effect, nor where they come from.
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In this work, a DEP frequency of 1-2 MHz is used to attract and align NWs for

the follow-up experiments. The electrode is located in a coordinate system with

alignment markers in the corners. These structures are used to define the contact

leads ending at the NWs’ coordinates, as described in the next chapter. After DEP

is finished, the sample is covered with PMMA in the spin-coater. The resist is used

for subsequent lithography and fixes the position of the wires, that might change a

bit during spinning. Figure 12.4 (a) shows an image of wires, electrode, coordinate

system and alignment markers, recorded with the optical microscope. The wires are

clearly visible with the SEM, as shown in the inset. We use the optical microscope

at this stage to avoid damage of the wires and exposure of the resist by electrons.

Then, contact leads are defined, ending at the NWs as shown in the false-color image

in Fig. 12.4 (b).

Figure 12.4: The NWs are attracted to an electrode, and can be localized in the

coordinate system in (a). The alignment markers are used to define

metallic contacts (blue) on the NWs (red) in the false-color image (b).

The back-gate insulator (green) is partially covered with the electrode

(yellow).

Summarizing this chapter, our NWs can be manipulated successfully by DEP. The

alignment, where most of the wires are parallel oriented, is a great advantage for the

measurements presented in Chapter 15, with a magnetic field parallel to the NW.

With this method, several NWs can be investigated in a parallel field on one chip-

carrier. The development of reliably working metallic contacts for charge transport

characterization is discussed in the next chapter.
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13 Metallic contacts

The last chapter explained how to localize and align NWs for subsequent lithogra-

phy of leads intended to contact the NWs. The parameters to do so can be found in

the Appendix. This chapter discusses the special requirements arising from the NW

geometry and describes the development of a reliable process. The aligned NWs

have a height of 100-200 nm and the leads need to overcome the height difference

between substrate and NW. The used double-layer resist must be sufficiently thick

and undercut after development, to be able to evaporate and lift-off enough metal.

A minimum of 300 nm is needed, in order to close the gap, which can form due to

the height difference. Such gaps are denoted with red arrowheads for samples, which

have an ambitious geometry with finger-like contacts, shown in Fig 13.1 (a) to (c).

Figure 13.1: The images in the upper row show a 4-terminal sample geometry. The

insufficient wetting behavior of Au in (d) compared to AuGe in (e)

leads to the gaps, denoted by arrowheads in (a) and (b).
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13 Metallic contacts

Figure 13.1 (a) is an example with four thin, Au-based and finger-like leads having

only small overlap with the NW. This structure shows the gaps mentioned before.

At this stage of development only bigger leads allowed for charge transport exper-

iments, since they cover much larger areas. But also in the geometry with larger

overlap, only very few of the applied contact pairs were working. Measurements on

such devices can be found in [81]. From the first characterization we already know,

that our HgTe is conductive, but the measured resistances were not stable over time

and showed huge fluctuations from sample to sample. In order to improve the pro-

cess, we change the contact material from Au to AuGe. The images in Fig. 13.1 (d)

and (e) show the wetting of thin Au- and AuGe-layers on SiO2. For Au we see the

clusters, which are the precursors for columnar growth. For AuGe, the substrate is

homogeneously covered in large areas (bright), but we see some voids (dark), which

close over time when more material is deposited. The columnar growth of Au in-

creases the issue of gap-formation directly at the NW compared to AuGe contacts.

By the use of thick AuGe-Au contacts in Fig. 13.1 (b), the gaps can be observed and

also the devices were not working reliably.

The cleaning step, which is explained later, together with thick AuGe contacts in-

creases the yield of working contact pairs to the order of 10%. Despite many devices

were fabricated like this, we were not able to reproduce the device in Fig. 13.1 (c).

All four contacts were working for this sample and we got functional finger-contacts

in the middle of the wire for the first time. The contacts at the ends have larger

overlap and were working for a small fraction of devices before we started to clean

the contact area by etching. We draw the conclusion, that the removal of oxide

and resist residuals and also the wetting of the metal are crucial to get ohmic con-

tacts in the case of very small contact areas. Unfortunately, the working sample in

Fig. 13.1 (c) was destroyed during a pre-characterization measurement by electric

discharge, before being fully characterized. In the image of the 4-terminal device,

we can still see the elevation in the metal, caused by the NW underneath, while the

parts between the contacts are gone. The measurements on this device can be found

in [82]. Since we were not able to reproduce such a 4-terminal sample so far, the

results are not included in this thesis. Here, the focus lies on a more reliable process,

which has been developed in order to characterize and compare many NW-devices

fabricated by the same method.

As one can see in the examples shown previously, the NWs are not in the cen-

ter of the contact structure. Sometimes the leads even miss the NW. This is caused

by unintended sample movement inside the electron microscope used for exposure.

If the sample is clamped on the holder several hours before starting the exposure,

then the position stabilizes over time and the outcome is very accurate.
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Figure 13.2: The images show NWs before and after etching. The typical faceted

surface is visible in (a). The Ar-beam creates a rough surface in (b),

visible in the magnified inset.

For contact cleaning, we use an Ar-beam inside the in-situ cluster, also used for

subsequent metalization. The images in Fig. 13.2 show NWs before and after etch-

ing, with roughening of the facets exposed to the Ar-beam. Thus, etching occurs

not very homogeneous. As a consequence, we expect many crystal defects. Since

etching is needed to get working contacts, we are not able to leave out this step, but

we keep the etching time short and 6-8 s are found to be close to ideal.

Figure 13.3: Wetting of (a) Al, (b) Ti and (c) Ti-Al layers. For Ti contacts in (d),

the height difference is overcome continuously by the metal (see inset).
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13 Metallic contacts

To further increase the yield of working samples, we tried a different contact ge-

ometry and also other contact materials. The choice of Al as a contact material is

mainly motivated by the fact, that Al is a superconductor. For temperatures above

1.2 K, we expect ohmic transport, below 1 K the interesting interface between our

NWs and a superconductor is formed in the case of Al-based contacts. Leads con-

sisting of Al and nothing else show the gaps directly at the NWs and do not work

properly. The electron micrographs in Fig. 13.3 (a) to (c) show the wetting for thin

layers of Al, Ti and a combination of a Ti wetting layer covered with thin Al. For

comparison, all of them show a boundary to a bare region of the substrate, where

no metal was deposited due to a shadow mask. We see the insufficient wetting for

Al, which is not present for Ti, where we get a very homogeneous layer. If we use

thin layers of Ti, then the subsequent metalization with Al is also much smoother.

For pure Ti contacts, we do not observe a gap at all. An example with continuous

contacts approaching the NW is shown in Fig. 13.3 (d). Instead of the very thin

finger-leads we now use four independent leads, merging pairwise at the NW. In

this pseudo 4-terminal geometry, the NW/contact interface resistance comes into

account. The resistance of the leads is not measured in this case, because different

leads are used as current path and voltage probe. This geometry has the advantage,

that each contact can have a effectively larger overlap with the NW, compared to

the finger-like leads. The increased overlap, together with the evaporation of pure

Ti-, or Al-contacts with a thin Ti wetting layer, resulted in a yield of working con-

tact pairs in the order of 90%. Problems arising from the NW geometry are thereby

overcome successfully.

Figure 13.4: The images (a) and (b) are examples for samples destroyed by the

bonder. To avoid electric discharge, the red bonds in (c) must be con-

nected, before bonding from the sample to the chip-carrier. (Sample

and chip-carrier are not scaled correctly.)

Mesoscopic structures like our NWs are very sensitive to discharge. During handling,

the operator needs to be properly grounded. Also all machines used, for example the

bonder to connect the leads to a chip-carrier, need to be at equal potential. Each
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grounded setup is suffering from environmental high-frequency pick-up. We found

the amplitude to be critical in our cleanroom, where the bonder is located. Many

NWs, mainly those having the mentioned contact gaps, exploded during bonding.

The contact gap can be understood as a nano-capacitor storing the energy of the

pick-up pulse. The size of the contact gap is very small and an electric breakthrough

can vaporize the whole structure. Sometimes, only the wire melts and is solidifying

as a sphere. Examples are shown in Fig. 13.4 (a) and (b). No discharge is observed,

when the needle of the bonder and the chuck holding the chip-carrier are shorted

and furthermore all chip-carrier pads are connected by the red bonds in Fig. 13.4 (c)

before bonding from the sample to the chip. The red bonds ensure, that both sides

of the NWs are on the same potential during bonding. Of course, they need to be

removed, before cooling down the sample. The removal of the protection bonds is

not critical, as long as the operator is properly grounded and uses a metallic tweezer

to rip off the bonds.

Figure 13.5: The images show the successful integration of a NW into an electronic

circuit.

The images in Fig. 13.5 show, we integrate NWs into electronic circuits successfully.

The example shown here has Al-based contacts on a thin Ti wetting layer and shows

the gap of the contacts only at the very thick end of the NW. This device works.

With all the developments, we are able to contact the different sizes of NWs reliably.

The gaps, still occurring for Al-based contacts, are overcome by the Ti-wetting layer

in combination with contacts evaporated long enough, giving a lead thickness larger

than the height of the NW.

The sample in Fig. 13.6 (a) shows, that sometimes we contact NWs, which are

overgrown with HgTe on one side. For this special case here, the HgTe is facing the

substrate, a situation discussed in Chapter 16. The sample shown here is insulating,

since the HgTe vaporized between the contact leads. Interestingly, the CdTe-core

is still present. The sample in Fig. 13.6 (b) was successfully characterized at low

temperature, but in the end it was destroyed by a breakthrough of the back-gate to

one of the leads. The investigations on charge transport follow in the next part.
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13 Metallic contacts

Figure 13.6: In (a), the CdTe core (yellow) is overgrown on one side with HgTe

(purple). The HgTe vaporized between the leads, but the core is still

present. The wire in (b) was destroyed by a gate breakthrough.

A typical sample used for charge transport is shown for different view directions

in Fig. 13.7. The sample was mounted on different sample holders for the upper

and lower row of images, respectively. In the upper row, the NW is clearly visible.

During re-mounting to record the lower row, the operator was not grounded and used

a plastic tweezer. A discharge event vaporized the NW between the contacts. The

splash-like residuals are pointed out with red arrowheads. We see, proper grounding

of the operator is very important during sample handling.

Figure 13.7: The images show a typical transport sample in different view direc-

tions. The NW is destroyed between the contacts in the lower row, the

residuals of the discharge event are pointed out with red arrowheads.
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Part IV

Charge transport in HgTe nanowires
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14 The gate effect and

magnetoresistance

Figure 14.1: Resistance normalized to the contact distance for different wire widths

and contact materials together with an exemplary SEM image of a

sample.

Previous work on HgTe layers shows clear signatures of surface transport.[83] Here,

the transport properties of CdTe-HgTe core-shell NWs (HgTe-NWs) are character-

ized for the first time. Charge transport is carried by states described by the energy

dispersion.[55] Excitation, gate and magnetic field dependent resistance measure-

ments can give insight on the electronic structure of low-dimensional samples.[84, 85]

To measure phase coherent charge transport phenomena, the samples are character-

ized inside a 3He/4He dilution refrigerator at a base temperature below 100 mK.[86]

The signal is filtered by lossy coaxial cables at base temperature and π-filters at

room temperature to reduce noise. Furthermore, the signal is actively amplified by

60 dB after leaving the cryostat. Nano-voltmeters allow precise DC measurements.

AC signals are measured with lock-in amplifiers at 113 Hz frequency. The resistance
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14 The gate effect and magnetoresistance

is calculated from the voltage drop across a known serial reference and the voltage

drop across the NW in a quasi 4-terminal geometry. In this configuration, indepen-

dent leads are used as current path and voltage probe, but they meet directly at

the NW. In the following, charge transport measurements are discussed for HgTe-

NWs with Aluminum contacts having a thin Titanium wetting layer and with pure

Titanium contacts. These contact materials show reproducible and stable contact

resistances and a high yield of working contact pairs. The samples have different

contact distances and NW widths. An overview, including SEM images and a table

with basic parameters for an easy comparison of different samples discussed in the

following, is attached in the Appendix of this work. Figure 14.1 shows the resis-

tance normalized to the contact distance as a function of NW width, in order to

reveal the influence of the geometry on the resistance. For NWs contacted with Al,

a trend of increasing resistivity with decreasing NW width appears in the dataset.

NWs contacted with Ti have a rather constant resistivity for different widths. The

sample pool is too small to draw any concrete conclusions from this observation and

the trends observed can also be explained by a statistical variation in device quality.

Figure 14.2: The resistance of different samples, when a voltage is applied to the

back-gate. The inset shows the conductance fluctuations of one of the

samples.

Fig. 14.2 shows the variation of NW resistances with applied gate voltage. The

traces are measured twice for positive gate voltages to show reproducibility. The

overall trend of an increasing resistance with decreasing gate voltage is explained

by a manipulation of the charge carrier density. The electrostatic gate potential

changes the position of the Fermi-level with respect to the electronic structure of
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the HgTe-NWs, either populating (positive gate voltage) or depopulating (negative

gate voltage) electronic states. Additionally, we observe aperiodic fluctuations in

resistance. If plotted as gate dependent conductance, then the random fluctuations

have similar height < 2e2

h
. This is pointing in the direction of universal conductance

fluctuations (UCFs) discussed in detail after having a look on the magnetoresistance.

Figure 14.3: Magnetoresistance due to a magnetic field perpendicular to the wire

axis for different gate voltages and temperatures. All black curves are

measured at 100 mK.

For a magnetic field perpendicular to the NW axis, Fig. 14.3 shows a rather constant

value for small fields up to about three Tesla and then a positive magnetoresistance

of 8-9% per Tesla, which is non-saturating in the measurement range. The overall

characteristic does not change by variations in gate voltage and temperature. For

different gate voltages, the magnetoresistance curve is shifted. As typical for UCFs,

we observe fluctuations for changing magnetic field, which are analyzed later in this

chapter.

Fig. 14.4 compares the magnetoresistance for samples contacted with Al and mea-

sured in a magnetic field perpendicular to the NW axis. The sharp feature at small

fields for measurements at 100 mK is caused by superconductivity, which is a topic of

Chapter 17. The overall curve can either be described by a parabolic or in sections by

linear fits. The magnetoresistance is symmetric for reversed field direction. To give

examples for comparison, the plot includes both a parabolic and a linear fit for the

magnetoresistance of two samples. Literature addresses different reasons for a linear
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14 The gate effect and magnetoresistance

Figure 14.4: Magnetoresistance of different samples with Al contacts.

magnetoresistance.[87] One classical model assumes a three-dimensional inhomogene-

ity in the charge carrier mobility and/or density leading to a zigzag, rather than an

one-directional current-flow. As a consequence, a linear magnetoresistance can be

derived by the model.[88, 89] A quantum mechanical model on the other hand links a

Dirac-like dispersion relation to the observation of a linear magnetoresistance.[90, 91]

Ambipolar charge transport with different relative mobilities for electrons and holes

can lead to very different dependencies of the resistance on magnetic field. For met-

als with an equal conductivity of electrons and holes a quadratic magnetoresistance

is expected.[92] The number of samples is too small to draw any concrete conclusions.

The observations can be attributed to charge transport in metallic surface states,

transport by a occupied bulk conduction band or a combination of both.

Figure 14.5: The graph shows aperiodic fluctuations, which are symmetric for re-

versed field.
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The parabolic or linear background is subtracted from the data to analyze the fluc-

tuations. Figure 14.5 shows, that they are aperiodic and symmetric for reversed field

direction, which is typical for UCFs. UCFs are manifestations of quantum interfer-

ence in mesoscopic systems. An external magnetic field influences the phase shift of

electron trajectories.[93] For low temperature the interference of many random paths

results in characteristic conductance fluctuations in the order of e2

h
.

Figure 14.6: The graphs show the resistance fluctuations of one sample at different

temperature and gate voltage.

Fig. 14.6 shows fluctuations in resistance at different temperatures and gate volt-

ages. They smear out at higher temperatures, because they are an interference

effect and phase coherence is best at low temperature. For varied gate, the features

appear randomly. In low-dimensional samples with disorder, the trajectories are

defined by the sample geometry and an inhomogeneous distribution of scattering

sites. The transport of electrons through the disordered system is considered as a

scattering problem where electrons can be reflected by a random potential.[94] Hence

the scattering sites are unintended and distributed randomly, the measured conduc-

tance fluctuations vary from sample to sample. They appear to be random, but

the fluctuations represent the static properties of each sample and are reproduced

repeating the same measurement. Assuming that sufficient large changes in the
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14 The gate effect and magnetoresistance

Fermi-level are equivalent to a change of the set of possible trajectories, the ran-

dom fluctuations for magnetic field and gate dependent measurements are explained.

Additionally, some samples with Ti contacts are characterized in a perpendicular

magnetic field to verify the results above. Figure 14.7 shows the magnetoresistance

for different samples with Ti contacts. The curves are symmetric, show fluctuations

reproducible for small changes of excitation and can be fitted by either parabolic or

in sections by linear approximations. At higher fields the curves behave similar to

the measurements with Al contacts compared to the statistical variation from sam-

ple to sample contacted with the same metal. Regarding the whole sample pool, the

magnetoresistance is in the range of 5-15% per Tesla. The interesting difference is

the feature for magnetic fields below 0.3 T. We have a special contact configuration

for the samples with Ti contacts, visible in the overview in the Appendix, where

one of the contacts possibly lies on the metallic droplet seeding the growth. The

resistance minimum at small fields is caused by superconductivity in the metallic

droplet, thoroughly discussed in Chapter 16.

Figure 14.7: Magnetoresistance of samples with Ti contacts at 100 mK. The shift,

observed for reversed sweep direction, is caused by the remanence field.

The findings point to a mesoscopic, rather localized transport regime in the HgTe-

NWs. The samples are neither ballistic, nor diffusive. The number of inelastic

scattering events is low, allowing for the observation of phase coherent transport ef-

fects. We draw the conclusion, that the mean free path in our HgTe-NWs is smaller,

but the phase coherence length is larger than the sample length of several hundred

nanometers.
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15 Phase sensitive charge transport

If the mean free path allows for coherent motion of charge carriers along the short

perimeter, then NWs with conductive shells host angular momentum states. These

states give rise to magnetic flux periodic conductance oscillations.[95, 96] Resistance

of the NWs as a function of a magnetic field parallel to the NW is measured similar

to the curves shown before. The results are compared for samples with the two

different contact materials. A model for charge transport in the surface states of a

topological insulator NW with periodic boundary conditions along the short perime-

ter and diffusive transport along the long axis follows. The resistivity obtained from

simulation is compared to the experimental findings at the end of this chapter.

Figure 15.1: Resistance as a function of a magnetic field parallel to the wire axis

comparing different samples with Al contacts.

Figure 15.1 shows the resistance as a function of a magnetic field along the wire

axis for samples with Al contacts. Compared to the positive magnetoresistance for

transverse magnetic fields, the resistance is rather constant for a longitudinal mag-
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15 Phase sensitive charge transport

netic field. Similar to the transverse sweeps, a sharp feature is observed at small

fields and very low temperatures. The resistance drop at zero field is attributed to

superconductivity in the Al contacts. Reproducible fluctuations being symmetric

for reversed field direction are recorded as well.

In Fig. 15.2, samples with Ti contacts give similar curves in a longitudinal mag-

netic field. Solely for all samples with Ti contacts, one contact is at the top end of

the NW, possibly contacting the growth seed. The feature at small fields below 0.3 T

is attributed to superconductivity in the metallic droplet and the Ti contacts. The

fluctuations observed for higher fields are symmetric and look more regular from

the first sight compared to the fluctuations in samples with Al contacts. At the end

of this chapter, the periodicity of the fluctuations is compared to the outcome of a

transport model which is explained below.

Figure 15.2: Resistance for a magnetic field parallel to the wire axis comparing dif-

ferent samples with Ti contacts measured at about 100 mK.

To model the coherent transport in topological insulator (TI) NWs, we consider a

three-dimensional TI in the half-space of a Cartesian coordinate system (x, y, z).

The TI is facing a trivial insulator at z = 0. The band order inversion for the

topological phase is reversed close to the interface of the trivial insulator, creating

gapless surface states.[97, 3, 11] Assuming the Fermi-level is inside a sufficiently large

energy gap for bulk charge carriers, meaning for an ideal TI at low temperatures,

charge transport is carried by the topological surface states only and any bulk con-
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tribution can be neglected. The dispersion relation of the states, allowing a charge

flow, is linear and has the same dimensionality as the two-dimensional surface of the

three-dimensional TI.

E(~k) ∝
√
kx

2 + ky
2 , kz = 0. (15.1)

The electrons can be described by the Dirac-equation and are the massless Fermion

analogue in condensed matter physics. If periodic boundary conditions are intro-

duced into this system by folding the y-axis of the two-dimensional surface state

in z-direction to a closed loop with a perimeter length L smaller than the phase-

coherence length, then the wave function must fulfill the condition:

Ψ(x, y) = Ψ(x, y + L) · eiφ, (15.2)

where y is now a periodic coordinate. This description holds for example for three-

dimensional TI NWs of appropriate size.[9, 98] The phase gain φ for a full rotation

around the closed loop can have different reasons. To keep the model simple, only

two components are considered in the beginning. First is the Berry-phase π,[99] re-

lated to the fact that topological surface states show high spin-momentum coupling.

For systems with spin-momentum locking, the rotation of 2π, equal to a closed loop

trajectory, creates an effective phase shift of π because a spin 1
2

needs to be rotated

by 4π to get back to the initial state.[100] The second one is the Aharonov-Bohm

phase. A wave function with a closed loop trajectory enclosing an area ~A penetrated

by a homogeneous magnetic flux density ~B gains a phase [101, 102]

φAB = 2π
Φ

Φ0

with Φ0 =
h

e
and Φ = ~B · ~A. (15.3)

With Ψ(x, y) = A(x)eikyy, we get discrete values for ky.

ky =

(
n+

1

2
− Φ

Φ0

)
2π

L
with n ∈ Z. (15.4)

Similar to a spatial constriction, the periodic boundary condition reduces the contin-

uous two-dimensional dispersion relation to hyperbolic quasi-one-dimensional sub-

bands in kx-direction. Figure 15.3 shows both, the two-dimensional dispersion rela-

tions with the boundary condition visualized as planes cutting the conical function,

and the effectively one-dimensional hyperbolic dispersion relations. Without mag-

netic flux, the Berry-phase opens a gap at the charge neutrality point. An increasing

magnetic flux lifts the degeneracy of counter propagating states. For Φ = Φ0/2, the

gap is closed by a purely linear mode. The same conditions as without flux are

established periodically for a magnetic flux equal to a multiple of Φ0.

Our model assumes one tubular surface state so far. For the case of a hollow

three-dimensional TI shell, conductive states are predicted at the two interfaces.

The inner one faces the CdTe core and the outer one the outside.
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15 Phase sensitive charge transport

Figure 15.3: Two-dimensional Dirac-dispersion with periodic boundary conditions

visualized as planes cutting the cone at different positions can effectively

be described as the hyperbolic one-dimensional modes (bottom panel).

The density of states DOS can be expressed as

DOS ∝
(
dE

dk

)−1

(15.5)

and is plotted in Fig. 15.4 as a function of energy for the case of quasi-one-dimensional

sub-bands with dispersion relations described by hyperbolic cone-sections and linear

or quadratic functions. For simplicity, the evolution of the DOS for a magnetic flux

enclosed in the cross-section of the conductive tube is calculated for parabolic sub-

bands only. This model already captures prominent effects for hyperbolic or linear

dispersion relations.

The model describes coherent angular momentum states along the short perimeter.

In the following, a diffusive transport regime is assumed to model the charge trans-

port when an electric field is applied along the long axis of the NW. The resistivity

in the diffusive transport regime is dependent on the charge carrier density n.
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Figure 15.4: DOS for different dispersion relations in one-dimensional systems and

splitting of DOS for counter-propagating carriers, when a magnetic field

is applied parallel to the tubular NW.

For very low temperatures one can write

n ≈
∫ EF

0

DOS(E) dE. (15.6)

Assuming the charge carrier mobility to be independent of the Fermi-level EF , the

resistivity can be expressed as ρ ∝ n−1 and is plotted in Fig. 15.5.

Figure 15.5: Periodic oscillations in resistivity as a function of magnetic flux.

For different positions of the Fermi-level, or experimentally for different gate volt-

ages, an oscillating resistivity is obtained for changing magnetic flux. The oscil-

lations are highlighted by the differently colored curves in the modeled resistivity

in Fig. 15.5. Comparing the oscillations of the model to measurements, which are

plotted for one sample in Fig. 15.6, we find a mostly random fluctuation of resis-

tance. For some small intervals in gate voltage a rather flux periodic signal can be
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15 Phase sensitive charge transport

found. The overall variation seems chaotic and points to UCFs. The low resistance

feature observed at small magnetic fields, which is caused by superconductivity in

the growth seed, is independent of gate voltage. Its dependence on magnetic field is

discussed in the next chapter.

Figure 15.6: Gate voltage dependent resistance of Ti#7 changing the magnetic field

along the wire axis shows random fluctuations.

The mean distance ∆B of resistance minima in magnetic field sweeps at zero gate

voltage is analyzed in the following. If the interference of trajectories probes the

sample geometry and not a random distribution of scattering sites, then the mean

period of the fluctuation is linked to the sample size. Figure 15.7 compares transport

results with the sample width. The mean period is obtained by a linear fit of the

resistance minima positions (in magnetic field sweeps) versus an increasing integer

number. Assuming either a circular or a triangular cross-section for the NWs, an

effective width is calculated from the mean period. For three of the samples shown

here, transport gives a much smaller width compared to the SEM image, but for one

sample (Ti#6) it is vice versa. Therefore, we find no direct correlation of sample

size and transport measurement. It is also not possible to explain the periodicity

by two tubular states, as expected for a bulk-like HgTe shell. The findings suggest

that the contribution of scattering sites to the phase sensitive charge transport can

not be neglected. The model derived does not include many of the effects, that may

occur additionally. A Zeeman-term possibly contributes to the energy of the sub-
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bands when an external magnetic field is applied.[103] Another possible effect is the

Aharonov-Casher phase gain for fermions with a magnetic moment traveling in an

electrostatic field, which would lead to gate dependent conductance fluctuations.[104]

So far, we are not able to explain the fluctuations in all samples with the same sim-

ple model.

Figure 15.7: Comparing the mean period for the random oscillations with the size

of different samples shows no clear correlation.

The comparison of experiment and model shows, that electron trajectories in the

HgTe-NWs are defined not only by the geometry of the sample, but a random dis-

tribution of scattering sites. Thus, elastic backscattering suppresses the formation

of coherent angular momentum states in our samples. Crystal defects and surface

decoration with polar residuals can act as scattering sites. The idea is to protect the

surface state of HgTe with an in-situ cap. A further optimization of the HgTe shell

growth, for example by the use of CdTe NW arrays with equal spacing, should de-

crease the defect density and thereby increase the mean free path of charges. Some

samples are contacted in a geometry with four independent AuGe leads touching the

NW, but they are not reproducibly working so far. One of these showed the most

regular oscillation in a longitudinal magnetic field during a pre-characterization.

The NW was destroyed by electric discharge before being fully characterized. For

further investigation of phase coherent transport in HgTe-NWs, the true 4-terminal

geometry, but with Ti or Al contacts is expected to show better results. The pseudo

4-terminal geometry used primarily in this work is sensitive to defects introduced

by the contact area cleaning, namely the physical etching of the NW before in-situ

metalization.
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16 The metallic growth seed as a

superconducting contact

In the previous two chapters, we have observed a lower resistance for magnetic fields

below 0.3 T for the samples contacted with Ti. This is only observed, if one con-

tact lies on the top end of the NW. Usually, the droplet seeding the growth is still

present at the NW’s tip, when the samples are cooled for transport measurements.

The droplet is possibly an alloy of all the materials supplied during growth (Au,

Ga, Zn, Cd, Hg and Te). Most of these are elemental superconductors.[105, 106] Pure

Au shows no superconductivity, but alloys formed between Au and the other ele-

ments are superconductors.[107, 108] Assuming the alloy present at the NW tips to

be superconducting, the observation of lower resistance up to a critical field can be

explained. Superconductivity is a low temperature effect of vanishing resistance,

characterized by a breakdown at a critical magnetic field. Therefore, the measure-

ments are performed at base temperature below 100 mK. Since the droplet might

rip off during NW manipulation, it is not surprising, that we do not observe this

effect for all the samples with a contact at the top end of the NW.

Figure 16.1: NWs grown tilted by 19◦ to the substrate are depicted in (a). These

NWs are overgrown with HgTe mainly on one side as in (b) and (c). The

STEM image in (c) shows the cross-section of such a hybrid structure.
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16 The metallic growth seed as a superconducting contact

To further analyze the properties of the superconducting (SC) island by charge

transport, a special sample geometry is helpful. For NWs grown tilted by 19◦ to the

substrate, HgTe overgrowth occurs mainly on one side of the NW. With the geome-

try shown in Fig. 16.1, the droplet is partially covered by HgTe. If furthermore the

side overgrown with HgTe is facing the substrate before applying the contacts, we

get the special situation depicted in Fig. 16.2. The bare droplet is contacted by the

Ti lead. At least a part of the current flows through the SC island into the HgTe,

which is contacted at the other end.

Figure 16.2: For Ti#1 the side overgrown with HgTe is facing the substrate. One

metallic contact is expected to lie on the bare droplet, schematically

depicted in the left inset. The right inset shows the top view of the

sample.

We measure the differential resistance of the junction as a function of DC current

as shown in Fig. 16.3 (a). For zero magnetic field, we observe two plateaus of the

differential resistance, separated by sharp peaks. The low resistive state is referred

to as the superconducting state, while the saturating differential resistance at higher

currents is called the normal state.

Superconductivity breaks down at a critical current density as well as at a criti-

cal magnetic field. For increasing magnetic field the energy scale of the SC state

shrinks and furthermore the overall resistance is increasing, while the sharp peaks

are smeared out and then vanish. Intuitively one can draw the conclusion, that the
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sharp peaks mark the critical current in the SC island. Assuming a cross-section

area of 50×50 nm2, a critical current of 267 nA equals ∼ 104 A/cm2. Comparing this

value to previous results,[109, 110] we find it at the lower boundary of critical current

densities observed in small structures. Most likely the critical current in the metallic

droplet is larger up to a factor of 10 to 100. That the peaks have a different reason, is

supported by the following observation. At fixed, high sample current, e.g. 500 nA,

we observe an increase in resistance for an increasing magnetic field in Fig. 16.3 (b).

This increase is not continuously, but rather instantly at the critical field of 0.3 T,

what is not expected, when the high current would suppress the superconductivity

in the droplet. At about 0.4 T we measure the saturated resistance, where the SC

island is definitely a normal metal. Since a breakdown of superconductivity in the

SC island can be observed for low and high current, it explains the magnetic field

dependent resistance, but not the excitation dependent features at zero field.

Figure 16.3: The plots show (a) the differential resistance and (b) the resistance of

Ti#1 as a function of DC sample current for various magnetic fields.

To understand the features at low field, we start the treatise with a brief review on

superconductivity. The Bardeen-Cooper-Schrieffer (BCS) theory explains supercon-

ductivity in metals.[111, 112] In a superconductor, electrons are paired to Cooper-pairs.

An attractive electron-electron interaction is achieved via phonons. The pairs are

strongly correlated, and can be viewed as one macroscopic quantum state. For con-

ventional s-wave superconductors, paired electrons have opposite momentum and

spin. As the spin of the pairs is 0 and not ±1
2
, Cooper-pairs can be described as a

Bose-Einstein-condensate. Opposite to the Fermi-Dirac statistics, where the Pauli-

principle forbids multiply occupied quantum states, Bosons can be in the same
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16 The metallic growth seed as a superconducting contact

ground state. The energy of the BCS ground state is given by the Fermi-level. The

pairing potential is small and superconductivity can be observed only at low tem-

perature. Most of the electrons remain unpaired and only those with an energy close

to the Fermi-level condensate to the bosonic quasi-particles. The density of states

(DOS) of the unpaired states is altered as well. The interaction by phonons opens

a small energy gap for unpaired electrons. The states, which are present at these

energies in the normal state, are pushed to the edges of the energy gap, leading to

pronounced maxima in DOS. The presence of a superconducting energy gap, where

only paired electrons are allowed and the formation of maxima in DOS at the gap

edges can give rise to features in excitation dependent differential resistance, which

is explained in the following.

The theory developed by Blonder, Tinkham and Klapwijk (BTK) allows to model

normal-metal/superconductor (N/S) junctions.[113] In this model, the probability

for an incident electron to be reflected at the interface is Z2

1+Z2 . The dimensionless

barrier strength Z allows to investigate contacts with transparencies ranging from

metallic to tunneling regime. The interface barrier strength is modeled as a Dirac

delta potential. In the limit of low transparency, the differential conductance probes

the DOS of unpaired states in the superconductor. In this case, the dips in differ-

ential resistance occur at the edge of the superconducting energy gap, as shown in

Fig. 16.4 (b).

An additional contribution to transmission and reflection of electrons comes into

account for transparent contacts. Unpaired electrons, approaching the interface

from the normal side with an energy inside the superconducting gap, are not al-

lowed to enter the superconductor. The BTK theory formulates the conversion of

a quasi-particle current into a supercurrent. In terms of the quasi-particle states

defined by the Bogoliubov-de Gennes (BdG) equations, the incident electron is re-

flected as a hole, a phenomenon called Andreev reflection.[114] This process transmits

twice the charge of an electron, a Cooper-pair, into the superconductor.

The BTK formalism allows to explain the plateau of low differential resistance for

small excitation in Fig. 16.4 (a) by Andreev reflection. If the voltage drop across

the junction is in the order of the superconducting gap, a saturation of differential

resistance at a higher level is expected, as the probability for Andreev reflection

decays very fast outside the superconducting gap. Additionally, we measure sharp

peaks in the differential resistance, when switching from one plateau level to the

other. This unusual feature is not expected by BTK and we try to understand our

measurements by a model based on the same formalism, but with additional degrees

of freedom.
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(a) BTK with transparent interface. (b) BTK with finite barrier strength Z.

(c) Weakly superconducting interface. (d) Same as (c), but with finite barrier.

(e) Interface with nodal order parameter. (f) Same as (e), but with finite barrier.

Figure 16.4: Normalized differential resistance curves calculated for T=0 K and

∆=400µV. The horizontal lines give the normal state resistance of

the junction. The superconducting gap ∆ assumed for simulation is

depicted by vertical lines in the plots.[115]
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16 The metallic growth seed as a superconducting contact

To derive a model, we follow the considerations of Catapano et al. [115] for a one-

dimensional N/S junction described by the BdG equations

[H + V (x)]Ψ(x) = EΨ(x), (16.1)

where Ψ(x) = (e↑(x), e↓(x), h↑(x), h↓(x))T is the quasi-particle state having excita-

tion energy E above the Fermi-level EF . The Hamiltonian

H =

(
Ĥ0 ∆(x)iσ̂y

−∆∗(x)iσ̂y −Ĥ∗0

)
, with Ĥ0 =

[
−~2∂2

x

2m
− EF

]
Î (16.2)

is used to describe the bulk properties of the hybrid structure. Î represents the

identity operator in the spin space and σ̂y is the Pauli matrix. The effective mass m

and EF are assumed to be constant over the junction. The superconducting order

parameter ∆(x) is described by a step function. To model unconventional effects,

the potential barrier V (x) at the interface includes a pairing term.

V (x) =

(
U0Î U1iσ̂ye

iφ

−U∗1 iσ̂ye−iφ −U0Î

)
δ(x), (16.3)

where U0 is the standard BTK barrier strength, while U1 describes the pairing at

the interface, similar to a superconducting order parameter ∆. This can be used to

describe induced superconductivity. The variable φ allows to tune the phase differ-

ence between the interface and bulk order parameter. The free energy of the system

is minimized, when the Josephson current IJ(φ) ∝ sin(φ) vanishes, i.e. for φ = 0, or

π. For φ = π, the superconducting order changes sign close to the interface, which

is an unconventional situation we call nodal order parameter.

Catapano et al. chose the simplest particle-hole mixing boundary conditions allowed

by the BdG formulation. Z ∝ U0 is the usual BTK barrier parameter. The pairing

at the interface has the strength P ∝ U1. In their contribution, the authors give

expressions for the scattering coefficients in such N/S junctions and furthermore for

the differential conductance.[115] The differential resistance is plotted for different

values of Z, P and φ in Fig. 16.4. The curves in (a) and (b) reproduce the BTK

picture, without superconducting interface. The curves in (d) and (f) are not very

reliable, as they assume a potential barrier to be present, but a strong coupling at

the interface. The curves in (c) and (e) represent N/S junctions without barrier,

where the coupling of both materials manifests as a weakly superconducting inter-

face. Only the case depicted in (e) shows the low resistive plateau, then sharp peaks

before reaching normal state resistance. In this case the superconducting order is

modeled to have a node close to the interface. The outcome of this model looks

similar to the measurement in Figs. 16.3 and 16.5.
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Figure 16.5: In the left the differential resistance of Ti#1 as a function of DC bias is

plotted for various magnetic fields. Right hand, the position of promi-

nent features is shown in dependence of the magnetic field together

with fit functions described in the text.

We have seen, that DC bias dependent differential resistance measurements can

probe the spectral Andreev probability or the DOS. The measurements in Fig. 16.5

show several features. Three prominent features are labeled with a, b and c. The

peak b can be explained by the nodal order parameter model. The features a and

c are not explained so far. As they show some dependence on magnetic field, char-

acterized by a breakdown at a critical field, they are most likely associated with

superconductivity as well. For unknown reason, the feature c shows a linear depen-

dence on magnetic field (blue line). For the peak b, the formula for the magnetic

field dependence of the gap [116]

∆(B)

∆(0)
=

(
1−

(
B

Bcritical

)2
)1/2

(16.4)

fits well to the data (red line). The feature a shows a different magnetic field depen-

dence, well described neither by a linear fit (not shown), nor by Eq. 16.4 (black line).

In this work, the focus is on the peak b, possibly related to the gap edge. For

now, we assume the nodal order parameter model to be valid, which is discussed

again later. We simulate the sample by adding serial and parallel resistors. This

gives rise to the fact, that only some part of the current flows through the SC

island into the HgTe. This allows to extract rough estimations for the interface

89



16 The metallic growth seed as a superconducting contact

transparency and the size of the superconducting gap. Best fits are obtained for an

interface transmission probability between 0.9 and 1.0, and 0.3-0.4 meV for the en-

ergy gap of the SC island. The observation of a hybrid HgTe-superconductor sample

with high interface transparency is already a great success. As the hybrid structure

was grown fully in situ, the highly transparent interface is not surprising. The en-

ergy gap of the SC island is twice larger than the value for Al, a superconducting

contact material primarily used in this work. The observation of superconductivity

up to a critical field of 0.3 T is a characteristic of the SC island at the tip of each

wire. Since the critical magnetic field of the SC island is much larger compared to

the one of the superconducting leads based on Ti or Al, we can exclude, that super-

conductivity in the contact-leads is the origin of the effects discussed in this chapter.

The possibility to fit the behavior with a nodal order parameter gives insight to the

unconventional proximity effect in our HgTe-NW/superconductor junctions. To-

gether with the discovery of a self-organized SC island at the top of each wire,

the observation of an unconventional peak in the differential resistance might ei-

ther be caused by unconventional superconductivity in the droplet itself, or by the

proximitized HgTe. Before we interpret the nodal order parameter model, the re-

sults are compared to superconductor/HgTe-NW/superconductor junctions with Al-

based contacts in the next chapter.
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17 Charge transport with two

superconducting contacts

To exclude unconventional features – as seen in the previous chapter – arising from

the contact material, we use Al, a well known (type-I and s-wave) superconductor.[117]

The I-V curves and basic properties of such junctions are discussed in the begin-

ning of this chapter. Then we come back to the topic of differential resistance peaks.

In order to characterize superconductivity in the Al contacts, temperature and mag-

netic field dependent measurements of several samples are analyzed. The average

critical temperature is Tc = (0.95±0.10) K. By the BCS relation ∆ = 1.764·kB·Tc,[119]

a value of 2∆ = (0.29 ± 0.02) meV can be calculated, which is about 78% of the

one of single-crystal bulk material. Most likely, the reduced gap energy is caused

by lithographic processing. The critical magnetic field is found to be orientation

dependent, being 21 mT for a magnetic field parallel to the wire and 13 mT for an

out-of-plane magnetic field.

The whole junction shows very low resistance for low excitation. The I-V curves in

Fig. 17.1 are non-linear, with a low resistive region up to a critical current. The

differential resistance of the junctions at zero bias and no magnetic field is about

one order of magnitude lower, than the normal state resistance. This can be seen

as a noise limited Josephson supercurrent, where high-frequency noise gives rise to

a small voltage drop.[118] Figure 17.1 shows I-V curves with reversed sweep direc-

tion. As no significant hysteresis can be observed, we consider the junction to be

overdamped.[119] Thus, the critical current observed is limited by noise in the exper-

imental setup. A critical current of about 50 nA, which is read out at the position

of maximum slope of the I-V curve, can be reported for the best device. To charac-

terize our junctions, the critical current Ic, the normal state resistance Rn and the

Ic ·Rn product are listed in Tab. 17.1. The critical current is altered by applying a

voltage to the back-gate. A gate-tunable supercurrent through semiconductor NWs

was reported previously.[120]

91



17 Charge transport with two superconducting contacts

Figure 17.1: The I-V curves show a noise limited supercurrent of (a) Al#4 for dif-

ferent gate voltage and sweep direction and (b) Al#8 with many bidi-

rectional repetitions of the measurement.

Dubos et al. carried out an extensive experimental and theoretical study of the crit-

ical Josephson current in S/N/S junctions.[121] Supercurrents in S/N/S structures

are due to Andreev bound states. The pairing interaction which leads to an energy

gap of ∆ around the Fermi-level EF in the superconductor is absent in the normal

material and the normal electrons enter the superconductors via Andreev reflection.

In a disordered system, the time-reversed states involved are coherent over some

distance dependent on phase coherence length and diffusion constant. Another way

to express induced superconductivity is that Cooper-pairs diffuse into the normal

region. In this picture, the critical induced supercurrent in the normal region is

estimated to be

Ic =
10.82 ETh
e Rn

(17.1)

for a junction with length larger than the superconducting coherence length, where

ETh is the Thouless energy.[122] The distinction between long and short junction can

be made by comparing ETh to ∆. The Ic ·Rn products are in the range of 9-24 µV,

much smaller than the value determined from the gap ∆/e = 145 µV. Thus, all

samples are in the long junction limit.

Figure 17.2 shows the breakdown of induced superconductivity with applied mag-

netic field. For a magnetic field parallel to the NW, a critical value of 15 mT is

measured. For out-of-plane orientation, the critical field is 12 mT. The dependence

of critical current on magnetic field can be fitted by Eq. 16.4, thus Ic(B) ∝ ∆(B).

For the first time, a noise limited supercurrent through quasi-one-dimensional HgTe
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Sample Al#1 Al#2 Al#3 Al#4 Al#5 Al#6 Al#7 Al#8

Ic [nA] 7 14 18 47 8 8 18 37

Rn [kΩ] 1.39 0.99 0.77 0.51 1.80 1.62 0.88 0.57

Ic ·Rn [µV] 9 14 14 24 15 13 16 21

Iexc [µA] 0.07 0.11 0.11 0.28 0.06 0.06 0.11 0.24

Table 17.1: Critical current Ic, normal state resistance Rn, their product Ic ·Rn and a

quantity called excess current Iexc are listed for all the samples discussed

in this chapter.

is reported. This proves the high transparency of the contact interfaces and is a

huge technological step in the realization of hybrid HgTe-NW/superconductor de-

vices. For bulk-like samples based on the TI HgTe, a proximity induced supercurrent

was reported earlier.[123, 124]

Figure 17.2: The dependence of critical current on magnetic field applied parallel

(red symbols) and perpendicular (black symbols) to the NW. The lines

show fits of Eq. 16.4.

Additional to induced superconductivity, the appearance of multiple Andreev re-

flection (MAR) leads to a further non-linearity in the I-V characteristic. A carrier,

Andreev-reflected at one N/S interface, has the possibility to get reflected again by

the other N/S interface, if it transverses the normal region coherently. The full-range

I-V curves of the two samples with highest (noise limited) supercurrent are shown

in Fig. 17.3. At zero magnetic field (red line), an excess current can be extracted
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17 Charge transport with two superconducting contacts

from the measurement by a linear fit for bias higher than 2∆
e

and followed by ex-

trapolation to zero bias (dashed blue line). The ohmic characteristic for a magnetic

field larger than the critical field is shown for comparison (black line). The excess

current Iexc is a consequence of the enhanced charge transport by MAR. The values

of Iexc obtained for each junction are listed in Tab. 17.1.

Figure 17.3: The full-range I-V curves of (a) Al#4 and (b) Al#8 show a distinct non-

linearity at zero magnetic field (red line) but an ohmic characteristic at

a small magnetic field (black line). We can extract an excess current

by linear fits to the I-V curve for Ubias > 2∆ (dashed blue line).

Directly related to the superconducting gap, the excess current is expected to fol-

low the same magnetic field and temperature dependence.[125] The measured excess

current for increasing magnetic field and temperature is shown in Fig. 17.4. For a

magnetic field along the NW, some deviation from the model is observed. The reason

for this is not known so far. As we are able to achieve excess currents up to 0.28 µA

for the best device, we can state that MAR processes are present in our samples.

In the previous chapter the probability of Andreev reflection was already linked to

highly transparent N/S interfaces. It is therefore not surprising, that samples with

high critical current show also high values for the excess current. Flensberg et al.

calculated the I-V curves and excess currents on S/N/S junctions where the BTK

barrier strength Z is varied numerically.[126] An analytical expression for the excess

current in the framework of MAR was found by Niebler et al.[127] For the device

with the highest excess current (Al#4) we get a value of T = 1
1+Z2 = 0.73 for the

transmission probability of each contact, assuming both contact transparencies to

be equal.
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Figure 17.4: The measured excess current for increasing magnetic field and temper-

ature is shown together with fits of the theoretical dependence of the

energy gap of a conventional superconductor (Eq. 16.4).

In order to study the structure in the non-linearity of the I-V curves, the bias de-

pendent differential resistance is measured as well. The sample with highest contact

transparency shows the most pronounced features, as shown in Fig. 17.5. These

occur as steps in resistance and peaks in differential resistance. A series of peaks

at sub-multiples of the gap voltage 2∆
n e

, with n = 2, 3, 4, ..., and no peak but rather

a dip at 2∆
e

is expected from theory.[126, 128] We observe two deviations from this

theory. First are the unconventional outermost peaks (2∆
e

) instead of dips, fitting

well to the position of the gap 2∆ = 0.29 meV derived from the average critical

temperature. Second is the deviating separation of multiple orders. The peak at

2∆ is exactly at twice the voltage of ∆, but higher order peaks occur shifted with

respect to the expected value. Despite these deviations, the observed features can

be explained by the successive onset of MAR. Applying a magnetic field, the MAR

features in Fig. 17.6 scale with the superconducting gap and are smeared out to a

flat line at the critical magnetic field.
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17 Charge transport with two superconducting contacts

Figure 17.5: Resistance (red) and differential resistance (black) of Al#4 show a sub-

gap structure. Assuming the outermost peak to be at 2∆
e

, the theoret-

ical position for MAR is depicted for negative bias by the blue lines.

Figure 17.6: The plot shows the differential resistance of Al#1 with an out-of-plane

magnetic field. The dashed lines trace the MAR peaks by Eq. 16.4.
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The MAR peaks are reproduced for other samples, as can be seen from Fig. 17.7.

For samples with high contact transparency, the peak at ∼ 2∆
e

can be observed.

For lower transparency, the MAR features smear out and the outermost peaks in

differential resistance are not observed. The peak at 2∆
e

occurs at the bias voltage,

when the opposite gap edges of the two superconducting leads are aligned. This

observation can be explained by a blockade of Andreev reflection close to the gap

edges. Such a blockade was already modeled for a single N/S interface in the previ-

ous chapter. In that model, a sign change of the superconducting order parameter

leads to reduced Andreev reflection probability, if the Fermi-level of the normal side

is aligned with the gap edge of the superconductor. The peaks at 2∆
e

for Al/HgTe-

NW/Al and ∆
e

for HgTe-NW/SC island junctions have most likely the same origin.

Figure 17.7: The bias dependent differential resistance of other samples with rather

transparent contact interfaces, as for example Al#8 (black), reproduce

the sub-gap structure of the first sample discussed. For samples with

less transparency, as for example Al#3 (blue), the MAR features smear

out, but remain visible, while the outermost peak can not be observed.

The model assumes the junctions to be in equilibrium, which is not the case when

bias is applied. Non-equilibrium effects can alter the results. While we interpret the

nodal order parameter model, we need to keep in mind, that it is only one possibil-

ity to explain the outermost peaks in differential resistance. Other explanations are

not available at this point, but we can not exclude a different mechanism for our
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17 Charge transport with two superconducting contacts

observation. Furthermore, the model is purely one-dimensional. As the NWs are

quasi-one-dimensional, with electrons moving around the core while travelling along

the wire, the superconducting order parameter in our samples might be dependent

on the angle under which the charges approach the interface to the superconductor.

Keeping this in mind, it is clear, that a sign change in the order parameter at the

interface does not necessarily mean, that the order parameter undergoes this sign

change for all wave vectors ~k.

Before we draw a conclusion, what might be the reason of the reduced Andreev

reflection probability close to the gap edge, we have a look on experiments per-

formed by other groups with different materials. For S/N/S junctions with an InAs

2DEG or NW as a link between the superconducting leads, very similar behavior has

been observed.[129, 130, 131] Supercurrent, excess current and MAR features with peaks

in differential resistance at 2∆
n e

, with n = 1, 2, 3, ... are reported. The origin of the

unconventional peak at 2∆
e

is not explained. For the case of the 2DEG, highly trans-

parent interfaces between superconducting and normal region have been achieved

and this peak is clearly pronounced. We also observe it only for highly transparent

contact interfaces.

In the model of Catapano et al. we use off-diagonal terms in the potential bar-

rier to model unconventional effects at the interface. The case of a sign change of

the superconducting order parameter is for example realized by localized magnetic

moments at the interface. This explanation is rather unlikely for our case. These

peaks in differential resistance were observed in other material systems as well. And

neither in this work, nor in the InAs samples we find a logical explanation, of how

a localized magnetic moment could arise at the interfaces. Both materials, HgTe

and InAs, have a high spin-orbit coupling (SOC), but the effect is not the same

as for a Zeeman term. Since we have no alternative explanation so far, we sug-

gest a theory based on the SOC. It has been shown, that the induced pairing at

the interface of SOC material and a superconductor can result in spin singlet and

triplet states.[132, 133] To generalize the model of Catapano et al. for triplet pairing,

we do not need to change much. For a perfectly transparent interface with pairing

potential V (x), the channels for spin-up and spin-down electrons and their hole-like

partner of opposite spin can be treated independently.[115] We therefore can choose

two different φ1,2, and still get the right solution for each channel in the end.

V (x) =


0 0 0 U1e

iφ1

0 0 −U1e
iφ2 0

0 −U∗1 e−iφ2 0 0

U∗1 e
−iφ1 0 0 0

 δ(x). (17.2)

98



For φ1 = φ2 we get equal solutions for both channels recovering the results depicted

in Fig. 16.4 (c) and (e). With φ1 = 0 and φ2 = π we get

V (x) =


0 0 0 U1

0 0 U1 0

0 U∗1 0 0

U∗1 0 0 0

 δ(x). (17.3)

In this case, the off-diagonal terms have the form of a superconductor with triplet

pairing.[134] We conclude, that a superposition of the solutions for the two spin-

channels with φ1 = 0 and φ2 = π gives the same result, as if we assume an interface

with triplet pairing, but singlet pairing in the bulk superconductor. In both cases,

we assume opposite-spin pairing, corresponding to a unitary state in the triplet case.

We achieve transparent interfaces in our Al/HgTe-NW/Al devices. The low resistive

regime at small bias voltage and zero magnetic field can be interpreted as a prox-

imity induced, noise limited supercurrent. A positive excess current and multiple

Andreev reflections are also observed, and both are a characteristic for highly trans-

parent Josephson junctions. According to the suggested model, the observation of

differential resistance peaks at ∆
e

for NW/superconductor and 2∆
e

for superconduc-

tor/NW/superconductor junctions in the absence of a Zeeman term can be explained

by proximity induced triplet pairing at the N/S interfaces. This is a great success,

meaning we do not only observe induced superconductivity, but additionally we re-

port on the signature of the foreseen unconventional pairing at the interface between

TI and superconductor.[135, 136, 137, 138] The theory in the end of this chapter is a first

try to understand the unconventional signature in our HgTe-NWs in proximity to a

superconductor and needs to be verified with the devices and methods introduced

in the outlook.
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Summary

A novel growth method has been developed, allowing for the growth of strained

HgTe shells on CdTe nanowires (NWs). The growth of CdTe-HgTe core-shell NWs

required high attention in controlling basic parameters like substrate temperature

and the intensity of supplied material fluxes. The difficulties in finding optimized

growth conditions have been successfully overcome in this work.

We found the lateral redistribution of liquid growth seeds with a ZnTe growth start

to be crucial to trigger vertical CdTe NW growth. Single crystalline zinc blende

CdTe NWs grew, oriented along [111]B. The substrate temperature was the most

critical parameter to achieve straight and long wires. In order to adjust it, the

growth was monitored by reflection high-energy electron diffraction, which was used

for fine tuning of the temperature over time in each growth run individually. For

optimized growth conditions, a periodic diffraction pattern allowed for the detailed

analysis of atomic arrangement on the surfaces and in the bulk. The ability to do so

reflected the high crystal quality and ensemble uniformity of our CdTe NWs. The

NW sides were formed by twelve stable, low-index crystalline facets. We observed

two types stepped and polar sides, separated by in total six flat and non-polar facets.

The high crystalline quality of the cores allowed to grow epitaxial HgTe shells

around. We reported on two different heterostructure geometries. In the first one,

the CdTe NWs exhibit a closed HgTe shell, while for the second one, the CdTe

NWs are overgrown mainly on one side. Scanning electron microscopy and scanning

transmission electron microscopy confirmed, that many of the core-shell NWs are

single crystalline zinc blende and have a high uniformity. The symmetry of the

zinc blende unit cell was reduced by residual lattice strain. We used high-resolution

X-ray diffraction to reveal the strain level caused by the small lattice mismatch in

the heterostructures. Shear strain has been induced by the stepped hetero-interface,

thereby stretching the lattice of the HgTe shell by 0.06% along a direction oriented

with an angle of 35◦ to the interface.
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The different heterostructures obtained, were the base for further investigation of

quasi-one-dimensional crystallites of HgTe. We therefore developed methods to re-

liably manipulate, align, localize and contact individual NWs, in order to charac-

terize the charge transport in our samples. Bare CdTe cores were insulating, while

the HgTe shells were conducting. At low temperature we found the mean free path

of charge carriers to be smaller, but the phase coherence length to be larger than

the sample size of several hundred nanometers. We observed universal conductance

fluctuations and therefore drew the conclusion, that the trajectories of charge car-

riers are defined by elastic backscattering at randomly distributed scattering sites.

When contacted with superconducting leads, we saw induced superconductivity,

multiple Andreev reflections and the associated excess current. Thus, we achieved

HgTe/superconductor interfaces with high interfacial transparency.

In addition, we reported on the appearance of peaks in differential resistance at ∆
e

for

HgTe-NW/superconductor and 2∆
e

for superconductor/HgTe-NW/superconductor

junctions, which is possibly related to unconventional pairing at the HgTe/super-

conductor interface. We noticed that the great advantage of our self-organized

growth is the possibility to employ the metallic droplet, formerly seeding the NW

growth, as a superconducting contact. The insulating wire cores with a metallic

droplet at the tip have been overgrown with HgTe in a fully in-situ process. A very

high interface quality was achieved in this case.
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Outlook

All together, the performed experiments are a promising base for further research

on HgTe-based NWs. In the ballistic transport regime, the band structure can be

tuned with an Aharonov-Bohm phase in one device. Also phenomena related to

helically spin-polarized electronic surface states can be explored in such samples.

Furthermore, a ballistic quasi-one-dimensional topological insulator in proximity to

a superconductor is a predicted platform for Majorana bound states. This chapter

discusses a few ideas on growth optimization in order to increase the mean free path

in the samples, the development of devices for superconducting charge transport

in combination with higher magnetic fields, and an experiment to possibly reveal

Majorana bound states.

The optimal growth parameters depended on the NW density. For a self-organized

process, the density changes locally, which limits the uniformity of growth. We al-

ready started to grow NWs from equally spaced droplets. In the growth process

discussed in this thesis, the droplets form, when a thin layer of Au absorbs Ga from

the substrate. Currently, the eutectic droplets can also be formed, if we pattern the

substrate with an array of regularly spaced, nm-sized Au disks and supply a small

amount of Ga inside the molecular beam epitaxy chamber. The patterning is done

with a standard electron beam lithography process. When we use a GaAs substrate

for the pre-patterned process, as we did for the self-organized growth, then one NW

grows per pre-defined droplet. So far, mostly no vertical wire growth occurs, since

the three-dimensional growth on the lattice mismatched substrate triggers lateral

NW growth. Without lattice mismatch, vertical growth is expected. A next step

would be the use of a thick ZnTe buffer layer, which is pre-patterned with regularly

spaced Au-Ga droplets. Then, ZnTe and subsequently CdTe NWs should grow ver-

tically.

Future experiments should use superconducting contacts with higher critical mag-

netic field. Niobium, for example, shows a critical field of several Tesla. Deposited

by sputtering, the use of Nb gives rise to new lithographical problems like side-walls.

For reliable use of such contacts, the process needs further improvement. For now,
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the first Nb-contacted device has been tested successfully. It showed differential re-

sistance peaks, possibly related to multiple Andreev reflections, but no supercurrent

so far. An idea would be to test thin wetting layers of Ti and Al underneath the

Nb, in order to combine the high interface transparency of the materials primarily

used in this work with the high critical field of Nb.

The topological surface states are predicted to give rise to exotic superconductivity

when coupled to the conventional pairing potential of an s-type superconductor.

The unconventional induced superconductivity is predicted to show a 4π-periodic

Josephson effect, related to zero energy Andreev bound states (Majorana states).[140]

The periodicity can be probed by the dynamics of the junction. To reveal the peri-

odicity of the Josephson supercurrent in experiments, a radio-frequency excitation

is added to the DC bias to induce so-called Shapiro steps in the I-V curve.[139] The

height of the Shapiro steps is doubled, when the supercurrent is carried by charge-e

quasiparticles and not by charge-2e Cooper pairs. Missing odd Shapiro steps, in-

dicating the presence of Majorana end states, were already reported for InSb NWs
[141] and bulk-like, strained HgTe [28]. The investigation of this effect is suggested in

HgTe-based NWs achieved in this thesis.
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Zusammenfassung

Topologische Isolatoren (TI) sind ein faszinierendes Forschungsfeld der Festkörper-

physik. Im Inneren sind diese Materialien isolierend, am Rand zeigen sich jedoch

topologisch geschützte, leitfähige Oberflächen-Zustände. Ihre lineare Energiedisper-

sion und die Kopplung des Elektronenspins an die Bewegungsrichtung ermöglichen

die Untersuchung von Teilchen, die sich als Dirac-Fermionen beschreiben lassen.

Für Nanodrähte, als Vertreter mesoskopischer Strukturen, spielen die Eigenschaften

der Oberfläche eine größere Rolle, als für Strukturen mit makroskopischem Volumen.

Ihr geringer Umfang beschränkt durch zusätzliche periodische Randbedingungen die

erlaubten elektronischen Zustände. Durch ein externes Magnetfeld lassen sich TI-

Nanodrähte vom trivialen in den helikalen Zustand überführen. Bringt man einen

solchen Draht in direkten Kontakt mit einem Supraleiter, so werden Quasiteilchen

vorhergesagt, die sich wie Majorana-Fermionen verhalten sollen.

Zur Untersuchung dieser Phänomene sind zunächst entscheidende technologische

Hürden zu überwinden. Verschiedene TI sind derzeit bekannt. HgTe ist einer von

ihnen und zeichnet sich bei tiefen Temperaturen durch eine hohe Beweglichkeit der

Oberflächen-Elektronen und gleichzeitig einer geringen Leitfähigkeit im Volumen

aus. Die bisherigen Untersuchungen in diesem Materialsystem beschränken sich auf

zwei- und dreidimensionale Strukturen.

In dieser Arbeit wurde ein Verfahren zur Herstellung von quasi eindimensionalen

TI-Nanodrähten entwickelt. Mittels vapor-liquid-solid Methode gewachsene CdTe

Nanokristallite werden epitaktisch mit HgTe umwachsen. Die hergestellten Hetero-

strukturen werden mit Beugungsexperimenten charakterisiert, um den Einfluss der

Wachstumsparameter wie Temperatur und Teilchenstrom auf die Qualität der Pro-

ben zu bestimmen und diese zu verbessern. In dieser Arbeit wird zum ersten mal

eine Rekonstruktion der Oberflächenatome von Nanodrähten beschrieben. Für den

Rückschluss auf die atomare Konfiguration mittels Elektronenbeugung müssen die

einzelnen Kristallite eine hohe Selbstähnlichkeit aufweisen. Wie Bilder in atomarer

Auflösung und hochaufgelöste Röntgenbeugung zeigen, werden einkristalline und
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verspannte CdTe-HgTe Strukturen erzeugt. Diese sollten die typischen TI Eigen-

schaften haben. Zur weiteren Untersuchung wurden Verfahren für die Manipulation

und exakte Ausrichtung der Nanodrähte, sowie für die Kontaktierung mit verschie-

denen Metallen entwickelt. Die blanken CdTe Nanodraht-Kerne selbst sind wie er-

wartet isolierend, mit HgTe umwachsene Proben jedoch leiten einen elektrischen

Strom.

Die aktuelle Forschung beschäftigt sich nun intensiv mit dem Transport von Ladungs-

trägern durch diese Nanodrähte. Dazu wird die Leitfähigkeit der Proben unter an-

derem bei tiefen Temperaturen und in Abhängigkeit äußerer elektrostatischer und

magnetischer Felder bestimmt. Es werden verschiedene Effekte beobachtet. Univer-

selle Fluktuationen des gemessenen Widerstandes, als ein Beispiel, resultieren aus

einer Veränderung der geometrischen Phase der Ladungsträger. Dieser Effekt deutet

auf elastische Rückstreuung der Ladungsträger in den HgTe Nanodrähten hin. Die

Beobachtung kohärenter Transportphänomene erlaubt den Rückschluss, dass inelas-

tische Streuprozesse bei tiefen Temperaturen kaum eine Rolle spielen.

Für Drähte mit supraleitenden Kontakten können induzierte Supraleitung und mul-

tiple Andreev-Reflektionen beobachtet werden. Zusammen mit dem beschriebenen

excess current ist dies ein klares Zeichen für einen guten elektrischen Kontakt zwi-

schen TI und Supraleiter. Zusätzlich beobachten wir eine Signatur nahe der Kante

der Energielücke des Supraleiters, die eventuell durch pairing an der Grenzfläche zu

erklären ist. Für die Verbindung von Spin-Bahn-Kopplung des TI und der Cooper-

Paare des konventionellen Supraleiters wird die Entstehung eines unkonventionel-

len Supraleiters vorhergesagt. Dies ist ein weiteres interessantes Feld der modernen

Festkörperphysik und Gegenstand aktueller Forschung.

Besonders bemerkenswert ist in diesem Zusammenhang, dass der metallische Trop-

fen, welcher ursprünglich das Nanodraht-Wachstum katalysiert hat, bei tiefen Tem-

peraturen supraleitend wird. Der in dieser Arbeit vorgestellte selbst-organisierte

Wachstumsprozess resultiert in einer sauberen Grenzfläche zwischen TI und Supra-

leiter. Zur Untersuchung der Effekte an dieser Grenzfläche muss nicht zwingend in

einem separaten Schritt ein supraleitender Kontakt aufgebracht werden. Die in dieser

Arbeit vorgestellten Methoden und Erkenntnisse sind die Grundlage für die Reali-

sierung von Experimenten, die geeignet wären, die erwarteten Majorana-Zustände

in TI-Nanodrähten nachzuweisen.
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Parameters for defining metallic contacts

Step Parameters

Substrate n++-doped Si (001), covered with 100 nm thermally oxidized SiO2, SSP, 1 cm2.

DEP structure
Standard EBL, or one can use the same parameters as listed for the leads.

4-9 electrodes per substrate, metallized with 5 nm Ti and 20-25 nm Au

Suspension 4 mm2 as-grown substrate, add 1-3 ml IPA, then 2 min ultrasonic cavitation at 37 kHz.

DEP ±10 V at 1-2 MHz for 1-10 min, till about 3 promising wires are attracted to each electrode.

E-beam resist
PMMA 600K 6%, 40 s spin-coating at 6 krpm, 10 min hotplate at 80 ◦C (420 nm height)

PMMA 950K 3%, 40 s spin-coating at 6 krpm, 10 min hotplate at 70 ◦C (120 nm height)

EBL
leads

pads

30 kV, 20 µm aperture, 500µC/cm2, 204.8x204.8 µm2 writefield, 390x magn., 4 pix. = 12.5 nm

30 kV, 60 µm aperture, 380µC/cm2, 819.2x819.2 µm2 writefield, 87x magn., 4 pix. = 50 nm

Development 1:20 min AR600-56:IPA 1:1 (3 s ultrasound), 1:10 min IPA (3s US), DI-water, blow dry with N2.

In-situ Cluster
6-45 s Ar-beam etch (1.62 sccm Ar, 1 kV plasma, -1 kV extraction, 8 mA beam current),

followed by metalization (for material stack see table of transport samples)
.

Lift-off Acetone (50 ◦C hotplate for 60 min), rinse in IPA, blow dry with N2-gun.

Cleave
PMMA for protection (600K 6% with 3 krpm), cleave the sample,

scratch the backside to contact the backgate, clean in Acetone and IPA, blow dry.

Glue
Use silver-filled epoxy paste (EPO-TEK E4110) to glue the samples into the chip-carrier,

then cure 3 days at room temperature.

Bonding
Use protective bonds, that connect all pads of the chip carrier, before bonding to the sample.

Only use glue bonding on the bond pads to not break the backgate insulator underneath.

The table lists subsequent steps to successfully integrate NWs into electrical circuits. The transport samples fabricated like

that are listed in the following.
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Samples for charge transport: Aluminum contacts

Al#1 Al#2 Al#3 Al#4

Al#5 Al#6 Al#7 Al#8
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Samples for charge transport: Titanium contacts

Ti#1 Ti#2 Ti#3 Ti#4

Ti#5 Ti#6 Ti#7 Ti#8113



Samples for charge transport: Basic characterization

Sample Full Name Contact Contact Distance NW Width R [Ω]

Stack [nm] ±10 nm [nm] ±10 nm ±5%

Al#1 QW36/S09/M5c Au cap 210 155 1392

Al#2 QW36/S08/M4b 5 nm Ti 290 190 995

Al#3 QW36/S09/M5a thick Al 160 190 773

Al#4 QW36/S08/M4c 5 nm Ti 280 240 517

Al#5 QW36/S10/M4a 210 135 1871

Al#6 QW36/S10/M1b 200 130 1633

Al#7 QW36/S10/M4b 140 175 876

Al#8 QW36/S08/M6b 270 220 572

Ti#1 QW36/S11/M4a Au cap 290 180 1339

Ti#2 QW36/S11/M4b thick Ti 290 140 1122

Ti#3 QW36/S11/M4c 290 125 1022

Ti#4 QW36/S11/M4f 160 125 576

Ti#5 QW36/S11/M6b 300 180 1591

Ti#6 QW36/S11/M6d 300 125 1636

Ti#7 QW36/S11/M6c 290 130 1394

Ti#8 QW36/S11/M6a 285 170 1085

Basic characterization of the charge transport samples. R is the low temperature

resistance at a small magnetic field to exclude superconducting effects thus making

the measurements with different contact material comparable.
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cal surface states of strained Mercury-Telluride probed by ARPES”,

arXiv:1307.2008v1 (2013).
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