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Abstract

Most proteins work in aqueous solution and the interaction with water strongly

affects their structure and function. However, experimentally the motion of a specific

single water molecule is difficult to trace by conventional methods, because they average

over the heterogeneous solvation structure of bulk water surrounding the protein. Here,

we provide a detailed atomistic picture of the water rearrangement dynamics around

the -CONH- peptide linkage in the two model systems formanilide and acetanilide,

which simply differ by the presence of a methyl group at the peptide linkage. The com-

bination of picosecond pump-probe time-resolved infrared spectroscopy and molecular

dynamics simulations demonstrates that the solvation dynamics at the molecular level

is strongly influenced by this small structural difference. The effective timescales for

solvent migration triggered by ionization are mainly controlled by the efficiency of ex-

cess energy randomization rather than the shape of the potential energy surface. This

approach provides a fundamental understanding of protein hydration and may help to

design functional molecules in solution with taylored properties.
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Introduction

The interaction of water with solutes and the formation of complex hydrogen-bonded (H-

bonded) networks are important driving forces in biochemical reactions and structural rear-

rangements.1–7 In particular, the structure and function of proteins is intimately connected

with the dynamics of the water network. For example, protein folding and enzyme activity

involve hydrogen-bond dynamics that spans multiple timescales.8–22 With their –CONH–

linkages along the peptide chain, proteins offer attractive hydrogen bonding sites, where

water can bind either as proton donor at the CO site or as proton acceptor at the NH site,

respectively.23

The solvation dynamics around proteins has been probed by various experimental meth-

ods. However, the results are often inconsistent and contradictory.9,12,14,15,19,22,24 This diffi-

culty arises from the inherent complexity of protein solvation, such as the existence of mul-

tiple solvation layers. In such a situation, individual methods may measure water molecules

in different layers. Therefore, most experiments yield only indirect dynamical information

averaged over various water molecules in different local environments, giving rise to only a

limited picture of the dynamics of individual water molecules.15 Apparantly, measuring the

motion of a specific single water molecule in real biological environments is a challenging

experimental task.25 One possibility to overcome these limitations is the generation of size-

and isomer-selected (micro-)hydrated peptides in the gas phase and study the dynamics of a

single or several selected solvent molecules with time-resolved pump-probe techniques, such

as time-resolved photoelectron spectroscopy26–29 or the recently developed picosecond time-

resolved infrared (ps-TRIR) spectroscopy.25,30 The latter one has successfully been applied

to monitor in real time the ionization-induced π →H site-switching dynamics of rare gas

ligands attached to the phenol molecule30–34 and the water migration dynamics in the 4-

aminobenzonitrile-water35 and trans-acetanilide-water (AA+ −W)36 cluster cations. Com-

bined with theoretical simulations, such experiments provide a detailed atomistic picture

of the dynamics of individual solvent molecules. Conceptually, such experiments involve
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Figure 1: Scheme illustrating the experimental pump-probe procedure and dynamical time
evolution after the ionization of the trans-formanilide-water (FA−W) cluster. The CO-
bound isomer is ionized by size- and isomer-selective two-color two-photon ionization, pump
process) from the neutral ground state (S0, blue surface) via the first excited state (S1, red
surface) to the cationic ground state (D0, green surface). There, the water molecule migrates
from the hydrogen-bonded CO-site (FA+ −WCO, R+) to the NH-bound isomer (FA+ −WNH,
P+). This motion is monitored by ps-TRIR spectra (νIR) measured at variable delay ∆t
(probe process). The two crossed pathways indicate the migration channels of AA+ −W,
which are not observed in the FA+ −W MD simulations, while a new third channel (yellow
trace) opens in plane (c.f. middle inset structure with traces).
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the preparation of neutral clusters in a cold molecular beam in their ground electronic state

(S0), which are subsequently resonantly ionized via the first excited state (S1) into the cation

ground state (D0) using size- and isomer-selective two-photon ionization. Ionization triggers

a response of the solvent to the charge redistribution, because the interaction potential in the

ionized D0 state changes drastically. As a consequence, the ligand is released from its initial

binding site in the neutral cluster and undergoes an exothermic large-amplitude migration

reaction toward the most attractive binding site in the cation cluster on the picosecond

timescale. Tunable IR laser radiation (νIR) introduced at a variable delay (∆t) after the

ionization event probes the isomerization dynamics (Fig. 1), because resonant vibrational

excitation induces the dissociation of the cluster. In this way the transient time-dependent

IR spectrum can be measured, and the vibrational fingerprints of the corresponding transient

structures are experimentally obtained. However, to extract full information from the ob-

served time-resolved IR spectra, high-level dynamical theoretical simulations are required.37

To this end, we have recently introduced a new and generally applicable theoretical approach

for the simulation of solvation dynamics and pump-probe ps-TRIR spectra based on ab initio

molecular dynamics (MD) "on the fly", and successfully applied it to the water migration dy-

namics of the AA+ −W cluster, which serves as a model for solvating the peptide linkage.37

With our approach, we were able to identify competing water rearrangement channels and to

determine the timescales of the involved relaxation processes. This theoretical approach is

verified by simulating the ps-TRIR spectra, which agree well with the experimental ones.36

Here, we investigate the influence of the local environment on the solvation dynamics

of a single water molecule bound to two aromatic amides, namely trans-formanilide-water

(FA−W) and trans-acetanilide-water (AA−W) clusters. The two molecules differ only

by the presence of a methyl group directly bound to the peptide linkage in AA. We show

that even a small perturbation in the local structure, in this case substitution of H by CH3,

can completely change both the mechanism and the timescale of the water rearrangement

around the peptide linkage. In the electronic ground state of neutral FA−W, water binds
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with similar binding energies either as a proton acceptor to the NH site (FA−WNH) or as

a proton donor to the CO site (FA−WCO).38,39 The barriers for isomerization have been

determined as 892±92 cm−1 (CO→NH) and 869±119 cm−1 (NH→CO).40 However, in the

cationic ground state (D0), the CO site becomes repulsive and thus, as shown by recent

high-resolution photoelectron (ZEKE) and IR experiments, water exclusively binds to the

NH site.39,41–43 Therefore, ionization of the FA−WCO cluster triggers water migration from

the CO site to the now more stable NH binding site,39 as has been shown by Sekiya and

co-workers by IR spectroscopy. Previous MD simulations at the Hartree-Fock (HF) and

density functional theory (DFT) levels suggest water migration in FA+ −WNH after ver-

tical ionization of the FA−WCO isomer within a sub-picosecond timescale.39,44 However,

the role of a possible back reaction, the occurrence of reaction intermediates, and the ori-

gin of the predicted shorter lifetime compared to the related AA+ −W cluster remained

unclear. Concerning higher degrees of solvation, the formation of H-bonded networks and

π-bounded clusters of FA+ with polar and nonpolar ligands have been studied by infrared

photodissociation spectra and quantum chemical calculations of size-selected FA+ − Ln clus-

ters with L=W (n=1-5), L=Ar (n=1-8), and L=N2,43,45 yielding detailed information about

the microsolvation shell structure of this fundamental ion in hydrophilic and hydrophobic

environments.

This paper is structured as follows. First, we present the theoretical background to simu-

late ps-TRIR spectroscopy (section II), which is followed by the description of the employed

experimental and theoretical methodology (section III). In section IV, we show the results

and discuss the obtained ps-TRIR spectra. Finally, we summarize the salient results (section

V).
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Simulation of Picosecond Time-Resolved Infrared Spec-

troscopy

We present a detailed description of the theoretical methodology for the simulation of the

ps-TRIR spectra, which is based on MD "on-the-fly" carried out in the frame of DFT. For

this purpose, we employ the Wigner representation in which the density operator of the

system is represented by a phase space function ρ(q,p, t) of the nuclear coordinates and

momenta. As in our previous work,46,47 ρ is represented by an ensemble of independently

propagated discrete classical trajectories according to

ρ(q,p, t) =

Ntraj∑
i=1

δ(q− qi(t;q0,p0))δ(p− pi(t;q0,p0)), (1)

where Ntraj is the total number of trajectories and q0 and p0 are the initial positions and

momenta of the nuclei of the i-th trajectory. The Hamilton function for the system driven

by a laser field is

H(q,p, t) = H0(q,p)− µ(q) · E(t), (2)

with the field-free Hamiltonian H0 and the coupling to the external laser field E(t) through

the total dipole moment µ(q) = µN(q) + µe(q), which is composed of the nuclear and

electronic contributions, respectively. We treat the interaction with the field as a weak

perturbation. The time evolution of the phase space density in the classical limit of the

Wigner representation is described by the Liouville equation

ρ̇ = {H, ρ} =
3N∑
i=1

∂H

∂qi

∂ρ

∂pi
− ∂H

∂pi

∂ρ

∂qi
, (3)

where {H, ρ} is the classical Poisson bracket of the Hamilton function (Eq. (2)) and the

phase space density (Eq. (1)). The solution of this equation is equivalent to the solution
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Hamiltons equations of motion for the functions qi(t) and pi(t):

q̇i =
dH

dpi
(4)

ṗi = −dH

dqi
= −∂V

∂qi
+
∂µ

∂qi
· E(t). (5)

The forces acting on the nuclei are −∂V
∂qi

= Fi and are obtained as gradients of the electronic

potential energy surface V (q). In the 0-th order of perturbation, which can be employed

for weak laser fields, the last term of Eq. (5) can be neglected, and therefore the phase

space ensemble can be propagated freely using quantum chemical MD "on the fly". For this

purpose, we utilize analytic energy gradients, which can be efficiently calculated with DFT

and are employed for the numerical integration of the equations of motions (4) and (5). In

order to simulate time-resolved pump-probe IR spectra, we have to consider two interactions

with the laser field, separated by the time delay ∆t: (1) the interaction with the UV pump

laser pulse centered at t = 0 ionizes the neutral cluster and populates the cationic state, and

(2) the dynamics in the cationic state is probed by an IR laser pulse centered at the time

delay ∆t with the Gaussian shape:

E(t) = E0 exp

(
−(t−∆t)2

2σ2

)
cosωt, (6)

with the amplitude E0 and σ the width of the laser pulse. The rate of the energy absorption

induced by the interaction with the probe laser is calculated in the phase space representation

from the statistical average of the internal energy 〈E〉:

d 〈E〉
dt

=
d

dt

∫∫
dpdqH0(q,p)ρ(q,p, t) =

∫∫
dpdqH0(q,p) {H, ρ} , (7)
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where we use the Liouville equation of motion for the phase space density (Eq.(3)). By

expanding the Poisson bracket and using partial integration, Eq. (7) can be reduced to

d 〈E〉
dt

=

∫∫
dpdq ρ(q,p, t)

dµ(q(t))

dt
· E0 exp

(
−(t−∆t)2

2σ2

)
cosωt. (8)

The total absorption of energy for a given frequency ω and time delay ∆t, which cor-

responds to the experimental measured transient ps-TRIR spectrum, can be calculated by

integrating the rate of energy absorption (Eq. (8)) over time

〈Sprobe(ω,∆t)〉 =

∫ ∞
−∞

dt
d 〈E〉

dt
. (9)

By utilizing the representation of the phase space density by classical trajectories given in

Eq. (1), this reduces to the following expression for the transient ps-TRIR spectrum for the

time delay ∆t:

〈Sprobe(ω,∆t)〉 =

Ntraj∑
i=1

∫ ∞
−∞

dt
dµ(qi(t,q0,p0))

dt
· E0 exp

(
−(t−∆t)2

2σ2

)
cosωt. (10)

Note that this expression can be interpreted as a trajectory average of the windowed Fourier

transform of the dipole derivative function of each trajectory, where the probe pulse envelope

serves as a window.

In order to take also the pump pulse width into account, the transient IR spectra are

convoluted by the change in the population of the cationic state, which is obtained directly

from the experiment. This leads to the following final expression for the simulation of the

ps-TRIR spectra

〈Spump−probe(ω,∆t)〉 =

∫ ∞
−∞

dt 〈Sprobe(ω,∆t− t)〉
dP (t)

dt
(11)

where dP (t)
dt

is the rate of change of the cationic state population, which for the case of a
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Gaussian-shaped pump pulse is an error function.

Methods

Experimental Setup

The principle and apparatus of ps-TRIR spectroscopy have been described elsewhere.25,30,31,48,49

Briefly, FA−W is ionized via the S1 - S0 origin band38,40,50–52 by picosecond ultraviolet

pulses, νexc and νion. The population of FA+ −W is monitored using a quadrupole mass

spectrometer.53 A picosecond tunable IR pulse, νIR, is introduced at a certain delay time

(∆t) after νion and scanned over the 3 µm range. Vibrational transitions are measured

as a decrease of the monitored ion current due to vibrational predissociation of FA+ −W.

The time evolution of an IR transition is measured by scanning ∆t while fixing νIR to this

particular transition. A femtosecond mode-locked Ti:sapphire laser is regeneratively ampli-

fied and stretched to a picosecond pulse. The amplified 800 nm output is separated into

three pulses. One of these pulses is frequency doubled to pump two independent optical

parametric generator/amplifiers. Signal pulses from these amplifiers are frequency doubled

and used as νexc and νion. The second 800 nm pulse is used to pump another parametric

generator/amplifier. Then, νIR is produced by difference frequency generation between the

second harmonic of the idler output and the remaining fundamental 800 nm pulse in a KTA

crystal. The typical pulse width is ∼3 ps, while the energy resolution is ∼15 cm−1. These

pulses are combined coaxially by beam combiners and focused on the ionization region by a

lens. The frequency of νion is set to 32250 cm−1 (310 nm). Vapor of FA and water is seeded

in He gas, and the mixture is expanded into the vacuum chamber through a pulsed valve

at a typical stagnation pressure of 1-2 bar. FA is located just behind the valve and heated

to ∼343 K, while the water vapor is supplied from a vessel cooled down to ∼243 K. The

clusters in the jet expansion interact with the laser pulses at ∼1 cm downstream from the

valve, and the resultant ions are deflected toward the quadrupole mass filter by an electric
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field. The ion current is amplified and integrated by a digital boxcar to store the signal in a

personal computer. The system is operated at 10 Hz. The conditions of the jet expansion

and cluster formation are checked by resonance enhanced multiphoton ionization (REMPI)

spectroscopy of FA−W measured by picosecond and nanosecond pulses. The latter are

obtained by frequency doubling of a Nd:YAG pumped dye laser. Typical REMPI spectra

are provided in Figure S1 in the supporting information.

Computational Methodology

Throughout this work, all single-point calculations are carried out in the frame of DFT.

We employ the gradient-corrected Perdew-Burke-Ernzerhof (PBE) functional54,55 as imple-

mented in the Turbomole program package,56 as well as the long-range corrected TD-CAM-

B3LYP functional57 as implemented in the Gaussian09 program package,58 combined with

the resolution-of-identity (RI) approximation in order to speed up the MD simulations. As

basis set we use the valence triple zeta plus polarization (6-311G**) basis set.59 Grimme’s

dispersion correction (D3) is used throughout the simulations.60

In order to generate the initial conditions for the MD simulations of FA−W in the D0

state, we have run a 50 ps long trajectory in the S1 state at a constant temperature of

T = 100 K employing the TD-CAM-B3LYP functional.57 This temperature is chosen to

reproduce the experimental excess energy after photoionization and is the same as the one

used for the AA−W simulations.37 After initial equilibration, we have sampled structures

and velocities in regular time intervals, thus generating an ensemble of 40 trajectories, which

are employed to investigate the isomerization and to simulate the ps-TRIR spectra.

The MD simulations starting from these initial conditions are propagated for 10 ps for-

ward in the D0 cationic state and for 5 ps backward in the S1 excited state. The integration

of the classical equations of motions (Eqs. (4) and (5)) is performed using the velocity Verlet

algorithm61 with a time step of 0.2 fs, which is sufficiently small to obtain adequate con-

servation of energy. At each step of the trajectories, electronic and nuclear dipole moments
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are calculated in order to serve as basis for simulating the ps-TRIR spectra according to

Eq. (10). As probe pulse, we use a Gaussian-shaped laser pulse envelope with a full-width-

at-half-maximum (FWHM) of 3 ps. The rise of the population of the cationic state in Eq.

(11) is modeled by a Gaussian-shaped function with a FWHM of 2.88 ps. The pump and

probe pulse widths both correspond to the experimentally determined values. The transient

ps-TRIR spectra are calculated in delay intervals from -5 to +10 ps according to Eq. (11).

The details for the corresponding AA−W simulations are presented elsewhere,37 and

are mostly the same as for the FA−W simulations, except for the shorter propagation in

the cationic state.

Results and Discussion

In Figure 2, we compare the experimental and simulated pump-probe ps-TRIR spectra

monitoring the migration process of water after photoionization of FA−WCO (Fig. 1) with

the migration process in AA+ −W.36,37 The coarse structure of the experimental nanosecond

(stationary) and ps-TRIR spectra of FA+ −W and AA+ −W are similar. The vibrational

and isomer assignments of the stationary IR spectra of both clusters are presented in detail

elsewhere.39,43,62 Similarly, the ps-TRIR spectra and their interpretation based on the MD

simulations in AA+ −W are detailed in.36,37 In AA+ −W, the water molecule is released

from the CO site upon ionization, and migrates to the NH site over the molecular plane.

The coexistence of two channels, namely a fast one over the amide group (∼1 ps, 70%) and

a slow one over the phenyl ring (∼5 ps, 30%), are identified when the observed ps-TRIR

spectra are compared to the MD simulations.

In Fig. 2A the experimental ps-TRIR spectra monitoring the migration process in

FA+ −W are shown. The vibrational assignments are analoguous to those of AA+ −W.36

The intensity of the H-bonded OH stretching band (νb+OH) of the initially formed FA+ −WCO

isomer (R+, blue) gradually decreases, followed by the formation and subsequent decrease
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Figure 2: ps-TRIR spectra of FA+ −W from experiment (A) and MD simulations (B) com-
pared to ps-TRIR spectra (C,36) and MD simulations (D,37) of AA+ −W. The S0, S1 and
D0 spectra are stationary IR spectra of the CO-bound (S0, S1) and NH-bound (D0) isomers
in the neutral and cationic states determined by nanosecond lasers (A,39 C) and DFT har-
monic frequency calculations for the optimized structures (B, D). The inset in the D0 spectra
shows the NH stretch mode for bare FA+ and AA+. The highlighted areas indicate the sig-
nals uniquely attributed to the CO-bonded isomer (blue, R+), the intermediate or transient
structure (green, I+/ T+), where water is bound neither to the NH nor the CO site, and
the NH-bound geometry (red, P+). The gray shaded spectra denote signals which are not
recorded within the experiment or are out of scope of the simulation time, respectively.
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of the free NH stretching transition (νf+
NH , T+, green). At the same time, the H-bonded

NH stretching band (νb+NH) of the FA+ −WNH reaction product (P+, red) rises. Compared

to the ps-TRIR spectra of AA+ −W (Fig. 2C36), the water migration process seems to be

slowed down somewhat in the case of FA+ −W, which is counterintuitive since FA+ −W is

a smaller system with less steric hindrance. While in the AA+ −W spectra the νb+OH band

(blue) has completely disappeared within 2 ps, it is still observable until 3 ps in the FA+ −W

spectra. At ∼4 ps the νf+
NH band (green) characteristic for a locally trapped intermediate

has almost disappeared for AA+ −W. In the case of FA+ −W, the νf+
NH band (green, T+)

still coexists with the νb+NH band (red, P+) of the FA+ −WNH product and disappears only

after ∼5 ps. The simulated ps-TRIR spectra of FA+ −W shown in Fig. 2B are in good

agreement with the experimental ones (Fig. 2A). Compared to the spectra simulated for

AA+ −W (Fig. 2D), one can notice a more pronounced signal of the νf+
NH band (green).

The combined experimental and theoretical approach applied to AA+ −W has shown that

this band can be uniquely attributed to the existence of a slow migration channel, in which

water is trapped in a local minimum above the phenyl ring and thus forms a π-bound in-

termediate state (I+) responsible for the appearance of the νf+
NH band. As we discuss below,

this pathway is completely absent in the case of FA+ −W, and the band assigned to the free

NH stretch vibration (νf+
NH ) has its origin in an in-plane large-amplitude motion of water

around its final equilibrium position at the NH site. Thus, we assign this band not to an

intermediate but to a transient band (T+) of FA+ −W.

To explain these findings, we have first optimized the minimum energy paths along three

different reaction coordinates from the CO-bound to the NH-bound isomer of FA+ −W and

AA+ −W (Fig. 3). The two out-of-plane paths (across the peptide linkage and above the

phenyl ring), which were found by the MD simulations of AA+ −W, are similar for both

clusters (Fig. 3 second and third row). Additionally, we have optimized the in-plane pathway

for both clusters, which was not observed in the AA+ −W simulations. Significantly, in the

case of FA+ −W this path along the H atom of the amide bond is steeply descending. In
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Figure 3: Minimum energy paths derived from the nudged elastic band method of FA−W+

(left) and AA−W+ (right) for the migration of water from the CO to the NH site along the
in-plane path (top row), above the phenyl ring (middle row), and above the peptide bond
(bottom row). The insets illustrate the path of water, whereby the color encodes the energy
at the point of the path. N.A. indicates the pathways not detected by the experiment and
the simulations.
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Figure 4: Left panels: Averaged populations of the FA+ −W (A) and AA+ −W (B) ensem-
bles, with the CO-bound isomer (blue), the transient or intermediate structure (green), and
the NH-bound isomer (red) as a function of simulation time. The gray dashed line shows
averaged electronic energy from the MD simulations. Right panels: (C) Averaged distance
of the water oxygen (OW) from its NH-bound equilibrium geometry, (D) averaged angle be-
tween the N-H bond of the peptide and OW, and (E) averaged kinetic energy of water along
the trajectories of FA+ −W (blue) and AA+ −W (red). The dashed lines in (C) and (E)
are exponential fits with respect to the maxima of the curves. For (D) a damped harmonic
oscillator was fitted to the curve.

contrast, in the case of AA+ −W this channel along the methyl group is blocked by a high

and broad potential barrier. ZEKE photoelectron experiments assigned with CASSCF cal-

culations find the intermolecular in-plane bending mode at 73 and 49 cm−1 for AA+ −WNH

and FA+ −WNH, respectively, confirming our findings that the methyl group makes the

potential energy surface stiffer along the in-plane bending coordinate and thus enhances

steric repulsion.41,63 Due to the existence of a new favorable reaction coordinate, which is

even steeper and shorter than the other two found for AA+ −W, faster water migration is

expected for FA+ −W.

Indeed, by monitoring the isomer population of FA+ −W (Fig. 4A), all water molecules

reach the NH site for the first time within the first 500 fs after photoionization, while in the
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Figure 5: Trajectories of the ionization-induced water migration derived from the FA+ −W
(left, 40 trajectories) and AA+ −W (right, 50 trajectories) MD simulations, starting from
the CO-bound isomer (top row) and ending at the NH-bound isomer (bottom row) at 10 ps
and 5 ps after ionization, respectively. The yellow curve for FA+ −W indicates the in-plane
migration path of water. The out-of-plane pathways for AA+ −W correspond to the slow
(blue) and fast (red) migration channels, respectively.37

case of AA+ −W (Fig. 4B) about 70% of the water molecules first appear at 1 ps at the NH

site. This difference is a consequence of the presence of a new migration channel opened by

CH3 → H substitution. The out-of-plane pathways, especially the slow migration channel

with the locally trapped intermediate, as observed in the AA+ −W MD simulations (Fig. 5,

right), are completely absent in the FA+ −W dynamics. Instead, all water molecules follow

the steeply descending in-plane pathway (Fig. 5 left and Fig. 3 left).

But why is this migration dynamics not reflected in the ps-TRIR spectra? Instead of

a fast migration and a clear appearance of the product band after 500 fs, we observe a
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strong absorption by the free NH stretching mode accompanied by a slow formation of the

H-bonded product band. After the first arrival at the NH site, the water molecules overshoot

to the phenyl ring and start to oscillate within a large-amplitude in-plane motion forward

and backward around their final equilibrium position (Fig. 5 left), also returning close to

their initial position for a short time. This damped oscillation is the reason for the longer

persistence of the reactant signal (R+, blue) and the simultaneous formation of the product

(P+, red) and transient bands (T+, green) in the ps-TRIR spectra (Fig. 2). Only the

theoretical simulations reveal and illustrate the profound influence of the local environment

on the dynamical pathways.

In order to analyze the relaxation process that stabilizes the water migration at the

product, we present in Fig. 4 three quantities as a function of simulation time for FA+ −W

(blue) and AA+ −W (red): (i) the distance of water to the NH-bound equilibrium geometry

(Fig. 4C), (ii) the angle spanned by the N-H bond and the oxygen atom of water (OW , Fig.

4D), and (iii) the kinetic energy of water (Fig. 4E). Immediately after photoionization, the

internal energy is quickly transferred into translational energy of water. As can be seen from

Fig. 4E, this process is about twice as fast in FA+ −WCO (∼500 fs) than in AA+ −WCO (∼1

ps), due to the steep potential directed into the in-plane motion of water (cf. top left of Fig.

3). At the moment when water approaches the NH site for the first time, the translational

and vibrational energy of water is more quickly redistributed and transfered to AA+ than to

FA+ via intracluster vibrational energy redistribution (IVR). The additional methyl group in

AA+ substantially increases the density of states by internal rotation and thus enhances the

IVR rate, which can also evidently be seen from the final structures of the MD simulations

(Fig. 5 bottom row).

To quantify the difference in the effective IVR rate, the maxima of the curves in Fig. 4C

and Fig. 4E are fitted to exponentially decaying functions f(t) = f0 exp (−t/τ). The ob-

tained damping constants are τC,FA = 2.34 ps and τE,FA = 1.71 ps for FA+ −W (blue dashed

line) and τC,AA = 1.10 ps and τE,AA = 1.11 ps for AA+ −W (red dashed line). The curves
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in Fig. 4D are fitted by a damped harmonic oscillator model f(t) = f0 exp(−t/τ) cos(ωt −

φ) + foff , where f0, foff , ω and φ are free parameters, giving rise to damping constants

τD,FA = 1.36 ps for FA+ −W (blue dashed line) and τD,AA = 0.46 ps for AA+ −W (red

dashed line). Thus, by averaging over all derived time constants, we determine an approxi-

mate increase in the overall IVR rate of about a factor of 2.2 for AA+ −W (with respect to

FA+ −W), which is also in good agreement with the timescales determined from the experi-

mental and theoretical ps-TRIR spectra. As it is evident from Fig. 5 the translational kinetic

energy of water is rapidly transfered to FA+ and AA+, respectively, as soon as it reaches

the NH-bound site. However, due to the different migration pathways distinct modes are

excited in both molecules. In the case of AA+ −W, the out-of-plane migration leads to an

excitation of the dihedral degrees of freedom of the peptide linkage and the methyl rotation.

In contrast, in FA+ −W the in-plane pathway of water weakly couples to the vibrational

modes of FA+ due to the rigid in-plane bend mode of the peptide linkage and the lack of a

methyl rotor, leading to a less efficient energy redistribution.

In Fig. 6 we show the peak width of the product band (P+, red) of the simulated ps-

TRIR spectra (Fig. 2B and 2D) located between 3000 and 3300 cm−1, which serves as an

indicator for cooling by IVR. The broadness of the band sharpens twice as fast for AA+ −W

as compared to FA+ −W. These results clearly show that, due to the stronger coupling of

the isomerization coordinate to the dihedral degrees of freedom of the peptide linkage (i.e.,

the angle between the phenyl and amide planes) and the additional density of states of the

AA+ −W cluster introduced by CH3 substitution, IVR is more efficient for the out-of-plane

pathways in the AA+ −W migration dynamics than the in-plane pathway in FA+ −W.

These factors give rise to a twice longer relaxation time in FA+ −W, although the simple

migration process up to the first arrival at the NH site is twice as fast compared to the

AA+ −W migration dynamics.
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Figure 6: Average peak width ∆ω of the product band (νb+NH , P
+) calculated for FA+ −W

(blue) and AA+ −W (red) from the simulated ps-TRIR spectra (Fig. 2B and 2D). The
peak width has been calculated as ∆ω = (ω2 − ω1)−1

∫ ω2

ω1
dω [〈ω2〉 − 〈ω〉2]

1
2 〈S(ω,∆t)〉
‖〈S(ω,∆t)〉‖ , with

ω1 = 3000 cm−1 and ω2 = 3300 cm−1. The insets show the normalized band of FA+ −W
and AA+ −W, respectively.

Conclusions and outlook

In conclusion, we have provided a detailed atomistic picture of the strongly different water

rearrangement dynamics around the peptide linkage in two model systems, which differ by the

local environment around the amide moiety (by simple H → CH3 substitution). In contrast

to AA+ −W with two competing out-of-plane pathways (fast and slow), the water migration

dynamics in FA+ −W has only a single in-plane reaction pathway, which involves a damped

large-amplitude vibrational motion around the single H atom of the amide. The two out-of-

plane pathways observed in AA+ −W are completely absent in the FA+ −W dynamics. The
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initial formation of the NH-bound isomer is twice faster in FA+ −W and completed within

500 fs, whereas in the AA+ −W trajectories only about 70% of the water molecules reach

the NH site within ∼1 ps via the fast channel. However, our calculations have shown that

in AA+ −W the kinetic energy of water along the reaction coordinate is redistributed much

faster to AA+ than in FA+ −W, which leads to faster product stabilization in the cluster

with larger steric hindrance (AA+ −W). The residual energy of water in FA+ −W leads to

an overshooting from the equilibrium position and a long-lasting large-amplitude oscillation

in the molecular plane before settling at the final NH binding site, as a result of weak coupling

of in-plane intermolecular bend (with very low frequency of 49 cm−1) to other vibrational

modes. The consequence is a long persistence of the free NH (νf+
NH) stretching band in the

ps-TRIR spectra of FA+ −W. Our results demonstrate that the solvation dynamics at the

molecular level can be strongly influenced even by small structural perturbations and that

the effective timescales extracted from the time-resolved experiments are determined by the

IVR rate and do not necessarily reflect the intrinsic rate of the product formation, which is

mainly determined by the shape of the potential energy surface.

Since our method is generally applicable and provides an accurate and efficient way to

simulate time-resolved infrared spectroscopy, which is directly comparable to the experimen-

tal outcome, a wide variety of applications are conceivable and planned for future work. For

example, it will be interesting to study migration and rearrangement dynamics of the pre-

sented biomolecules with more than one water molecule, as has been studied experimentally

before by stationary spectroscopic experiments.43 The work on such simulations is currently

in progress.
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