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Abstract

A sequential quadratic Hamiltonian (SQH) scheme for solving different classes of non-smooth
and non-convex PDE optimal control problems is investigated considering seven different benchmark
problems with increasing difficulty. These problems include linear and nonlinear PDEs with linear
and bilinear control mechanisms, non-convex and discontinuous costs of the controls, L1 tracking
terms, and the case of state constraints.

The SQH method is based on the characterisation of optimality of PDE optimal control prob-
lems by the Pontryagin’s maximum principle (PMP). For each problem, a theoretical discussion
of the PMP optimality condition is given and results of numerical experiments are presented that
demonstrate the large range of applicability of the SQH scheme.

This is a preprint of the paper

Tim Breitenbach and Alfio Borzì,
On the SQH scheme to solve non-smooth PDE optimal control problems
appeared in Journal of Numerical Functional Analysis and Optimization
https://www.tandfonline.com/doi/full/10.1080/01630563.2019.1599911

MSC2010: 35J25, 35K10, 49K20, 49M05, 65K05.

1 Introduction
The characterisation of solutions to optimal control problems with the Pontryagin’s maximum principle
(PMP) is a fundamental technique in both the ordinary differential equation (ODE) [17, 21, 22] and
the partial differential equation (PDE) frameworks [14, 27, 38, 37, 44, 45]. However, once necessary
optimality conditions are formulated according to the PMP, a numerical strategy for computing optimal
controls is required, and the purpose of this paper is to discuss and validate a recently proposed PMP-
based sequential quadratic Hamiltonian (SQH) scheme for solving non-smooth optimal control problems
governed by partial differential equations (PDEs); see [12]. For this purpose, we present the results of a
key study with 7 different challenging benchmarks that cannot be solved by other known methods that
involve the use of (semi-smooth) gradients unless some sort of regularisation is employed.

In fact, one of our aims is to demonstrate that the present PMP - SQH framework seems appropriate
to address the open topic of PDE optimization concerning the case of non-convex and discontinuous
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cost functionals. This discussion is also motivated by research work on discontinuous functionals that
have real applications; see, e.g., [6, 29, 39], for which the problem of efficient numerical computation of
solutions is less investigated and very challenging. In this respect, the purpose of our case study is to
provide a contribution towards the realization of a general computational framework for solving PDE
optimization problems with non-convex and discontinuous functionals.

In the past, the research effort towards the numerical realisation of the PMP has focused on optimal
control problems governed by ODEs. For this purpose, well-known direct and indirect methods have
been investigated; see [13] for a survey. However, the application of these schemes appear difficult in
the higher space-time dimensional setting of PDE-control problems and in the case of large-size ODE
problems. On the other hand, we would like to demonstrate that the iterative SQH scheme, thanks to
its pointwise update strategy, proves effective in solving these problems. We remark that the less recent
results in [10, 20, 40, 42, 46] and further in [30, 31, 33, 34, 41] play a major role in the formulation of
the SQH scheme. Specifically, the approach of [40, 42], where a quadratic penalisation is added to the
PMP Hamiltonian of ODE control problems, allows to design robust schemes with proved convergence
under appropriate regularity conditions [10]. Unfortunately, this approach requires to update the state
variable after each local control update that makes it infeasible for PDE control problems. On the other
hand, in [30, 31] a pointwise successive iteration scheme for ODE problems is proposed with pointwise
updates of the control without simultaneous update of the state variable and without penalisation of the
Hamiltonian. In this way, the resulting scheme appears less robust but computationally fast. The SQH
method, presented by the Authors of this paper in [12], combines the advantages of the optimisation
schemes proposed in [40, 42] and in [30, 31]. Further, in [12] it is demonstrated that the SQH scheme is
able to solve discontinuous and non-convex linear parabolic optimal control problems with distributed
control. Moreover, in this reference, convergence of the SQH method for the linear control problem with
a non-convex discontinuous cost functional is shown.

These encouraging results provide a motivation for the present work, where the SQH scheme is
applied to solve seven different benchmark problems with increasing difficulty including linear, nonlinear,
and non-smooth PDEs, linear and bilinear control mechanisms, non-smooth and discontinuous costs of
the controls, L1 tracking terms and the case of state constraints. In this way, we demonstrate the
applicability of the SQH method to different classes of PDE optimal control problems with a setting
that prevents the use of other (sub-)gradient-based optimisation schemes. Along with this case study,
we also present new theoretical results concerning the convergence properties of the SQH scheme and
provide for each problem a theoretical discussion concerning the PMP characterisation of optimality and
the application of the SQH method. In particular, in Theorem 6 we prove that the limit of a converging
subsequence within the iterates of the SQH method fulfils the PMP conditions. Further, in Theorem 8
we give sufficient conditions of optimality for the PMP framework.

In order to make the new SQH computational tool accessible to the scientific computing community,
we provide a MATLAB implementation of the SQH scheme for each problem, giving a download link to
the corresponding code.

In the following, we discuss the PMP characterisation and the SQH solution of the following PDE
optimal control problems, where y denotes the state variable and u the control function. We have

P.1) Linear elliptic problem
miny,u J (y, u) :=

´
Ω

1
2

(y (x)− yd (x))2 + g1 (u (x)) dx, subject to (∇y,∇v) = (u, v), u ∈ Uad;

P.2) Linear parabolic problem
miny,u J (y, u) :=

´
Q

1
2

(y (x, t)− yd (x, t))2 + g1 (u (x, t)) dxdt,
subject to (y′ (·, t) , v) +D (∇y (·, t) ,∇v) = (u (·, t) , v), y (·, 0) = y0, u ∈ Uad;

P.3) Bilinear elliptic problem
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miny,u J (y, u) :=
´

Ω
1
2

(y (x)− yd (x))2 + g1 (u (x)) dx, subject to (∇y,∇v) + (uy, v) =
(
f̃ , v
)
,

u ∈ Uad;

P.4) Bilinear parabolic problem
miny,u J (y, u) :=

´
Q

1
2

(y (x, t)− yd (x, t))2 + g1 (u (x, t)) dxdt,
subject to (y′ (·, t) , v) +D (∇y (·, t) ,∇v) + (u (·, t) y (·, t) , v) = (f (·, t) , v), y (·, 0) = y0, u ∈ Uad;

P.5) Semilinear elliptic problem
miny,u J (y, u) :=

´
Ω

1
2

(y (x)− yd (x))2 + g1 (u (x)) dx, subject to (∇y,∇v) + (y3, v) = (u, v), u ∈
Uad;

P.6) L1-tracking term problem
miny,u J (y, u) :=

´
Ω
|y (x)− yd (x) | + g2 (u (x)) dx, subject to (∇y,∇v) + (max (y, 0) , v) = (u, v),

u ∈ Uad;

P.7) State-constrained problem
miny,u J (y, u) :=

´
Ω

1
2

(y (x)− yd (x))2 +g1 (u (x)) dx, subject to (∇y,∇v) = (u, v), y ≤ ξ, u ∈ Uad.

In all cases, we choose homogeneous Dirichlet boundary conditions. In the cost functionals above, we
make the following choice

g1 (z) :=

{
|z| if |z| > s

0 else
, s > 0, and g2 (z) := ln (1 + |z|) , (1)

This choice is motivated by our purpose to demonstrate the applicability of the SQH method to different
non-smooth and non-convex problems.

In the following section, we discuss a PMP framework for PDE control problems. Further, we
establish the notation and state our assumptions that are required for our theoretical discussion. In
Section 3, we illustrate the SQH scheme and present new theoretical results concerning the convergence
behaviour of the SQH scheme. These results extend those in [12]. The main result of this section
is Theorem 6 that states convergence of the SQH iterates to a PMP optimal solution under some
(restrictive) assumptions. Also in this section, with Theorem 8 we discuss a sufficient PMP optimality
condition. Examples are given to illustrate the theoretical statements.

It is clear that the present framework should successfully apply to semi-smooth PDE control problems
for which (sub-)gradient techniques are available. For this reason, in Section 4, we discuss the PMP-
SQH framework for L2 − L1 optimization problems, where existence of optimal solutions and their
characterization by the PMP optimality condition presents no difficulties. Moreover, in these cases we
can prove that the SQH method provides a sequence of iterates converging to a PMP optimal solution
that also satisfies the optimality conditions derived in the Lagrange framework.

In Section 5, we present results of numerical experiments for the different control problems P.1) to
P.7) that validate the theoretical results and the computational performance of the SQH scheme. In
these experiments, our main concern is to show that by choosing a more stringent tolerance in the SQH
stopping criterion, the fulfilment of the PMP optimality condition improves. Moreover, we present the
convergence history of SQH scheme showing that, in all cases, the values of the cost functional are
monotonically reducing along the SQH iterations.

In Section 5.1, we consider the linear elliptic control problem P.1) and the parabolic control problem
P.2), both with a discontinuous cost functional. In Section 5.2, we extend the discussion of Section 5.1
to the bilinear control problems P.3) and P.4). In Section 5.3, we present results with P.5), that is, an
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optimal control problem with distributed control and a semi-linear elliptic model with cubic nonlinearity.
Notice that, also in this case, we are able to prove the applicability of the PMP optimality condition.

In Section 5.4, we have the case P.6) of an elliptic PDE with a Lipschitz continuous term and
distributed control and a cost functional with L1 tracking term. In this case, we are not able to prove
the PMP characterisation of optimality for this problem, and we explain where this difficulty arises.
Nevertheless, it is possible to apply our SQH scheme also in this case and we obtain very encouraging
results. In Section 5.5, we demonstrate the applicability of the SQH method to the state-constrained
optimal control problem P.7). In this case, we consider a modification of this problem by an augmented
Lagrangian technique, and discuss the PMP characterisation of optimality of the modified problem. Since
the augmentation step consists in adding a weighted term to the cost functional, we prove Theorem 11
that states how the PMP solution to the augmented problem is related to the solution of P.7) as the
augmentation weight increases.

To improve readability of this paper, we have postponed some theoretical discussion to the Appendix.
In particular, notice that the results in Appendix B are essential in order to prove the PMP character-
isation of optimality. However, in order to keep the exposition of our work to a reasonable size, we use
a compact notation to discuss, in a unified way, the cases of space and space-time dependent PDEs.

A section of conclusion completes the exposition of our work.

2 General formulation of PDE optimal control problems
In this section, we formulate classes of elliptic and parabolic optimal control problems, and in order to
distinguish between the elliptic and the parabolic case, we introduce the index i ∈ {e, p}, where e refers
to the elliptic case and p to the parabolic case. We denote Ze := Ω ⊆ Rn, n ∈ N and Zp := Ω× (0, T ),
T > 0 where Ω is an open and bounded domain. In the parabolic case, we assume that Ω has a smooth
boundary. Further, we define a vector of controls u := (u1, ..., um), where each uj, j ∈ {1, ...,m}, m ∈ N,
is an element of the following admissible set of controls

U j
ad =

{
uj ∈ Lq (Zi) | uj (z) ∈ Kj

U a.e. in Zi
}
,

withKj
U ⊆ R compact, q = 2 for n = 1, q ≥ n

2
+1 for n ≥ 2 and Uad := U1

ad×...×Um
ad,KU := K1

U×...×Km
U .

Next, we formulate our PDE constraint (governing model) in weak form as in [25, page 296 ] for the
elliptic case and as in [25, page 351/352] for the parabolic case.

Consider the bilinear form for the parabolic case as follows: B : H × H × [0, T ] → R, (y, v; t) 7→
B (y, v; t) where the function space H, a set of functions mapping Zi to R, has to be chosen accordingly.
Then, the weak formulation of a parabolic equation is given by

(y′ (·, t) , v) +B (y, v; t) =

ˆ
Ω

f (x, t, y, u) v (x) dx, (2)

for almost every t ∈ [0, T ] and all v ∈ H where (·, ·) is the L2 (Ω) scalar product, y′ := ∂
∂t
y and

f : Rn × R+
0 × R ×KU → R. Notice that f (z, y, u) := f (z, y (z) , u (z)) whenever an argument of f is

a function instead of a number. We implicitly assume for the rest of this work that if functions do not
depend on time, we refer to the elliptic case and if we consider an elliptic equation, then functions do
to not depend on time t. This implies in the elliptic case that (y′ (·, t) , v) = 0 for all v ∈ H. We require
that (2) is well defined and that there is a unique solution y : Zi → R, z 7→ y (z) to (2), that means that
y fulfils (2) for almost all t ∈ [0, T ] and all v ∈ H.

Now, in view of this requirement, we consider our control problems P.1) to P.7) and define H :=
H1

0 (Ω) and y0 ∈ H1
0 (Ω) ∩ L∞ (Ω) in the parabolic case. For the governing model of P.1), we have the

bilinear form B1 (y, v) := (∇y,∇v) and the right-hand side f1 = u where the constraint of P.1) has
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a unique solution y ∈ H1
0 (Ω), see [25, 6.2 Theorem 1] and [1, Theorem 2.14]. For P.2), we have the

bilinear form B2 (y, v; t) := D (∇y (·, t) , v) and the right-hand side f2 = u where the model of P.2) has a
unique solution y ∈ L2 (0, T,H2 (Ω)) ∩ L∞ (0, T ;H1

0 (Ω)), see [25, 7.1 Theorem 5]. Analogously for P.3)
with B3 := B1 and f3 := f̃ − uy and for P.4) with B4 := B2 and f4 := f3, we have a unique solution for
the corresponding constraint. In P.5), the constraint for B5 := B1 and f5 := u−y3 has a unique solution
y ∈ H1

0 (Ω), see [15]. The constraint of P.6) for B6 := B1 and f6 := u−max (y, 0) has a unique solution
y ∈ H1

0 (Ω), see [16]. The case P.7) is analogous to P.1) where we additionally require that y ≤ ξ, ξ ∈ R.
In the next step, we formulate our general optimal control problem as follows

min
y,u

J (y, u) :=

ˆ
Zi

h (y (z)) + g (u (z)) dz

s.t.

ˆ
Ω

y′ (x, t) v (x) dx+B (y, v; t) =

ˆ
Ω

f (x, t, y (x, t) , u (x, t)) v (x) dx

u ∈ Uad

(3)

where g (u (z)) :=
∑m

j=1 gj (uj (z)), z := (x, t) for the parabolic case and z := x for the elliptic case.
We assume J to be bounded from below and require that (3) is well posed. In particular, we assume
gj : R → R, z 7→ gj (z), j ∈ {1, ...,m} to be bounded from below and lower semi-continuous. This

includes the case of the so called L0-norm which is obtained with gL0 :=

{
1 if z 6= 0

0 else
.

Remark 1. We have that the map u 7→ G (u) : Uad → R with G (u) :=
´
zi
g (u (z)) dz is lower semi-

continuous on Uad. This means that for any sequence (uk)k∈N with limk→∞ ‖uk − ū‖L2(Zi) = 0 we have
that lim infk→∞G (uk) ≥ G (ū). If this was not the case, then there would be an index set K1 ⊆ N
with limK13k→∞G (uk) < G (ū). Due to the boundedness of G from below by definition and from
above by G (ū), there exists an index set K2 ⊆ K1 where (G (uk))k∈K2

is converging, see [3, II Theorem
5.8]. Since (uk)k∈K2

is converging to ū, we have the existence of another index set K3 ⊆ K2 with
limK33k→∞ uk (z) = ū (z) almost everywhere on Zi, see [7, Proposition 3.6,Remark 3.7]. Now, similar to
the proof of [12, Theorem A.2], by [3, II Theorem 1.15] and Lemma of Fatou [7, Lemma 2.15], we obtain
the following contradiction

G (ū) > lim
K13k→∞

G (uk) = lim
K33k→∞

G (uk) ≥ lim inf
K33k→∞

G (uk) ≥ G (ū) .

This means that the smallest accumulation point of (uk)k∈N is greater or equal than G (ū) which proves
that lim infN3k→∞G (uk) ≥ G (ū), see [3, Theorem 5.5]. Assuming a continuous control-to-state map
S : Uad → L2 (Q) and a Lipschitz continuous h, we also have that the reduced cost functional Ĵ (u) :=
J (S (u) , u) is lower semi-continuous on Uad, see the proof of [12, Theorem A.2].

Notice that we assume existence of optimal solutions to (3), denoted with (ȳ, ū), and focus on their
characterisation in the PMP framework. However, see Appendix C for a discussion concerning the proof
of existence of optimal solutions also in relation to the PMP framework. Further, we remark that, for
the problems considered in this work, it is possible to prove existence of suboptimal solutions in the
framework of Ekeland’s variational principle [26].

Before we define the corresponding PMP necessary optimality conditions that a solution to (3) must
fulfil, we introduce the adjoint bilinear form B∗ : H×H× [0, T ]→ R, (p, v, t) 7→ B∗ (p, v; t), where we
require that

B∗ (p, v; t) = B (v, p; t) ,

holds for almost every t ∈ [0, T ] and all v ∈ H. The adjoint equation to (2) is, analogously to [38,
Theorem 2.1], defined as follows

− (p′ (·, t) , v) +B∗ (p, v; t) =

ˆ
Ω

(
∂

∂y
h (y) |y=y(x,t) +

∂

∂y
f (x, t, y, u) |y=y(x,t)p (x, t)

)
v (x) dx, (4)
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with p (·, T ) = 0 where y is the solution to (2) and p′ := ∂
∂t
p. We require that there exists a unique

solution p : Zi → R, z 7→ p (z) such that (4) holds for almost all t ∈ [0, T ] and all v ∈ H.
Crucial for the PMP is the Hamiltonian H : Zi × R×KU × R→ R, (z, y, u, p) 7→ H (z, y, u, p) that

is given by
H (z, y, u, p) := h (y) + g (u) + pf (z, y, u) . (5)

Now, we can formulate the necessary optimality conditions given by the PMP. If p̄ is the solution to (4)
where ȳ is inserted for y, we write y ← ȳ, and ū is inserted for u, we write u← ū, then we have that

H (z, ȳ, ū, p̄) = min
w∈KU

H (z, ȳ, w, p̄) , (6)

for almost all z ∈ Zi.
Notice that we use the notation H (z, y, u, p) := H (z, y (z) , u (z) , p (z)) whenever an argument of H

is a function instead of a number.
Similar to [38], we can prove the following theorem.

Theorem 2. Let y 7→ h (y) be continuously differentiable, and let (y, u) 7→ f (y, u) be continuously
differentiable, assume that f does not depend explicitly on z. Furthermore, let |f (0, u) | ≤ c̃ |u|, c̃ > 0,
and (y, u) 7→ ∂

∂y
f (y, u) be bounded by a constant. Then any solution (ȳ, ū) to (3) fulfils (6) for almost

any z ∈ Zi, where p̄ solves (4) for (ȳ, ū) instead of (y, u).

According to Theorem 2, optimal solutions to our problems P.1) to P.5) can be characterised by the
PMP. On the other hand, this is not the case for P.6), and in the case P.7) additional work is required.

To conclude our general discussion concerning optimization PMP and lower semi-continuous func-
tionals, we would like to point out that with the help of Ekeland’s variational principle, see [36, Theorem
55], it is possible to define a weaker concept of a minimizer that is naturally accommodated in the PMP
framework. To illustrate this fact, we endow Uad with the metric δ0 (u1, u2) := | {t| u1 (z) 6= u2 (z)} |,
giving the measure of the set where u1 ∈ Uad differs from u2 ∈ Uad. The proof of [24, Lemma 7.2] also
applies in this setting and provides that (Uad, δ0) is a complete metric space. We continue with the
following remark.

Remark 3. Since Ĵ is bounded from below, there exists an element ũ ∈ Uad within any minimizing
sequence such that, for any ε > 0, it holds Ĵ (ũ) ≤ infv∈Uad

Ĵ (v)+ε, see [3, II Theorem 4.1]. Consequently,
by applying Ekeland’s variational principle, there exists a u∗ ∈ Uad, with Ĵ (u∗) ≤ Ĵ (ũ), that satisfies
Ĵ (u∗) < Ĵ (w) + ε δ0 (w, u∗) for all w ∈ Uad\ {u∗}. In this sense, u∗ can be named an ε-minimizer for
our problem. This point has a natural PMP characterization as follows. Take in the inequality above w
equal to the needle variation of u∗ at any arbitrary point z ∈ Zi, denoted it with uk, see [12] for details.
Then we obtain that Ĵ (uk) − Ĵ (u∗) > −εδ0 (uk, u

∗) = −ε|Sk (z) |, where |Sk (z) | is the measure of the
ball centered at z ∈ Zi, where uk differs from u∗, and |Sk| converges to zero for k → ∞. Therefore we
have 1

|Sk(z)|

(
Ĵ (uk)− Ĵ (u∗)

)
> −ε. According to [12, Lemma 3.2], the limit for k →∞ provides

H (z, y∗, u∗, p∗) ≤ H (z, y∗, u, p∗) + ε,

for all u ∈ KU and for almost all z ∈ Zi, see [3, II Theorem 2.7], where y∗ is the solution to state equation
for u∗ and p∗ is the solution to the adjoint equation for (y∗, u∗). In fact, the PMP characterization can
be proved with Ekeland’s variational principle; see, e.g., [32].

In the analysis of the SQH method, we make the following assumptions. For this purpose, we define
the set I ⊆ R as the convex hull [8, Section 3.1] of the union of all images from each solution y to (2)
for any u ∈ Uad, given by

I := conv {y (Zi) ⊆ R| y solves (2) for u ∈ Uad} .
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A.1) The functions h : I → R, v 7→ h (v), and f : I → R, v 7→ f (z, v, u) are supposed to be twice
continuously differentiable for all u ∈ KU and for almost all z ∈ Ki.

Furthermore, we require the existence of a constant c > 0 such that the following holds

A.2) ‖δy‖L2(Zi) ≤ c‖δu‖L2(Zi), ‖δp‖L2(Zi) ≤ c‖δu‖L2(Zi);

A.3)
´ T

0
|
(
(δy)′ (·, t) , δp (·, t)

)
+B (δy, δp; t) |dt ≤ c‖δu‖2

L2(Zi)
;

A.4) ‖p‖L∞(Zi) ≤ c for any solution (y, u) to (2) for u ∈ Uad;

A.5) ‖ ∂
∂y
f (·, y, u) ‖L∞(Zi) ≤ c, ‖ ∂2

∂y2
f (·, y, u) ‖L∞(Zi) ≤ c, ‖ ∂2

∂y2
h (y) ‖L∞(Zi) ≤ c for all solutions (y, u) to

(2) with u ∈ Uad;

where δy := y1 − y2, δu := u1 − u2, δp := p1 − p2 and ‖δu‖2
L2(Zi)

:=
∑m

j=1 ‖δuj‖2
L2(Zi)

where (y`, u`),
` = 1, 2, are solutions to (2) and (y`, u`, p`) are solutions to (4) . Additionally, we require

A.6) f : Rm → R, (·, ·, u) 7→ f (·, ·, u) is bounded from below for all u ∈ KU and lower semi-continuous
on KU .

We remark that the Assumptions A.1) to A.6) are fulfilled by P.1) to P.5), see below. The cases P.6)
and P.7) are not covered by the theory in [38]. Nevertheless, we show how to apply the SQH method to
these problems.

3 The sequential quadratic Hamiltonian method
In this section, we illustrate the algorithm that implements the SQH method as in [12] and discuss its
convergence to a PMP solution. For this purpose, we define the following augmented Hamiltonian

Kε (z, y, u, v, p) := H (z, y, u, p) + ε (u (z)− v (z))2 , (7)

where Kε : Zi × R ×KU ×KU × R → R, ε > 0 and (u (z)− v (z))2 :=
∑m

j=1 (uj (z)− vj (z))2. We use
the notation Kε (z, y, u, v, p) := Kε (z, y (z) , u (z) , v (z) , p (z)) whenever an argument of Kε is a function
instead of a number.

The SQH scheme is implemented as follows.
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Algorithm 1 (SQH method)

1. Choose ε > 0, κ ≥ 0, σ > 1, ζ ∈ (0, 1), η ∈ (0,∞), u0 ∈ Uad, compute y0 by (2) for u← u0 and p0

by (4) for y ← y0 and u← u0, set k ← 0

2. Choose u ∈ KU such that

Kε

(
z, yk, u, uk, pk

)
≤ Kε

(
z, yk, w, uk, pk

)
for all w ∈ KU and all z ∈ Zi.

3. Calculate y by (2) for u and τ := ‖u− uk‖2
L2(Zi)

4. If J (y, u)− J
(
yk, uk

)
> −ητ : Choose ε← σε

Else:
Choose ε ← ζε, yk+1 ← y, uk+1 ← u, calculate pk+1 by (4) for y ← yk+1 and u ← uk+1, set
k ← k + 1

5. If τ < κ: STOP and return uk
Else go to 2.

In [12] the Lebesgue measurability of u that is defined by minimizing the augmented Hamiltonian
pointwise in Step 2 of Algorithm 1 is discussed, stating that for continuous g, the control u is always
Lebesgue measurable. Further, a direct calculation is presented to show that in the case of g (z) :={
|z| if |z| > s

0 else
, s > 0, the control function u is measurable. For the purpose of this work, and in order

to keep the analysis of the SQH method as general as possible, we assume that u is always measurable.
Next, we state a lemma concerning the minimising properties of the SQH iterates. Specifically, if in

one iterate no sufficient decrease of J is achieved, then it is possible to improve descent by choosing a
larger ε in Kε. Consequently, the following lemma ensures that a cost-functional-reducing update to the
control can be found in a finite number of steps. This is also an important fact in the proof of Theorem
5, see the proof of [12, Theorem 4.1] for details. A similar result can be found in [40, 10] and in [12,
Lemma 4.2]. However, the proof in [12, Lemma 4.2] is not applicable to the presented general case.
Therefore, we give the proof of the following lemma in Appendix A.

Lemma 4. Let (y, u) and
(
yk, uk

)
be generated by Algorithm 1, k ∈ N0, and u, uk be measurable; denote

δu := u − uk. Subject to assumptions A.1) to A.6), there is a θ > 0 independent of ε, k, and uk such
that for the ε > 0 currently chosen by Algorithm 1, the following holds

J (y, u)− J
(
yk, uk

)
≤ − (ε− θ) ‖δu‖2

L2(Zi)
.

In particular, J (y, u)− J
(
yk, uk

)
≤ 0 for ε ≥ θ.

In the next two following theorems, we investigate the sequences
(
yk
)
k∈N and

(
uk
)
k∈N generated by

the iterated Steps 2 to 4 of Algorithm 1 (no stopping criterion) assuming that uk is not optimal for all
k ∈ N0 but Lebesgue measurable. If there was a k̄ ∈ N0 such that uk̄ was optimal in the sense of (6),
i.e. H

(
z, yk̄, uk̄, pk̄

)
= minw∈KU

H
(
z, yk̄, w, pk̄

)
for almost all z ∈ Zi, then we would have that uk = uk̄

for all k ≥ k̄ in the L2 (Zi) sense, see the proof of [12, Lemma 4.3]. The following theorem is proved in
[12, Theorem 4.1].
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Theorem 5. Let the sequence
(
yk
)
k∈N0

and
(
uk
)
k∈N0

be generated as in Algorithm 1 (loop over Step 2
to Step 4). Then, the sequence of cost functional values J

(
yk, uk

)
monotonically decreases with

lim
k→∞

(
J
(
yk+1, uk+1

)
− J

(
yk, uk

))
= 0,

and
lim
k→∞
‖uk+1 − uk‖L2(Zi) = 0.

From Theorem 5, we obtain that Algorithm 1 is well defined for κ > 0. This means that there is an
iteration number k̄ ∈ N0 such that ‖uk̄+1− uk̄‖L2(Zi) ≤ κ and consequently Algorithm 1 stops in finitely
many steps; see Step 4 in Algorithm 1 and Lemma 4.

Next, we discuss our novel theoretical result that is represented by the following theorem that states
the convergence of the SQH method to the PMP solution, characterized by (6), without any differen-
tiability assumptions on the Hamiltonian function with respect to the control argument u. Therefore
this result can be applied to optimal control problems with discontinuous cost functionals. However, for
our discussion of the convergence properties of the SQH scheme, we have the requirement that for any
iterate uk, k ∈ N0 and for any ε chosen by Algorithm 1 there exists a r ≥ ε such that

Kε

(
z, yk, uk+1, uk, pk

)
+ r

(
w − uk+1 (z)

)2 ≤ Kε

(
z, yk, w, uk, pk

)
, (8)

is fulfilled for all w ∈ KU and for all z ∈ Zi. This condition ensures sufficient descent of the cost
functional. In Example 7, we verify this condition for a non-smooth L2 − L1-cost functional.

Theorem 6. Let Assumptions A.1) to A.6) hold. In addition, let f (·, y, u) : I×KU → R be a continuous
function for almost all z ∈ Zi, and require that (8) holds. Then for any accumulation point ū in Lq (Zi)

of the SQH sequence
(
uk
)
k∈N0

, which has the property limk̃→∞ ‖uk̃ − ū‖L2(Zi) = 0, k̃ ∈ K̃ ⊆ N0, it holds

that there exists a subsequence
(
uk̂
)
k̂∈K̂

, K̂ ⊆ K̃ such that

lim
k̂→∞

uk̂ (z) = ū (z) ,

for almost all z ∈ Zi, and
H (z, ȳ, ū, p̄) = min

w∈KU

H (z, ȳ, w, p̄) ,

for almost all z ∈ Zi where ȳ (z) = limk̂→∞ y
k̂ (z) is the state corresponding to ū and p̄ (z) = limk̂→∞ p

k̂ (z)
is the corresponding adjoint variable.

Furthermore, for almost each z ∈ Zi and any µ > 0, there exists a k̄ ∈ K̂ such that

H
(
z, yk̂+1, uk̂+1, pk̂+1

)
≤ H

(
z, yk̂+1, w, pk̂+1

)
+ µ, (9)

for all w ∈ KU and for all k̂ ≥ k̄.

Proof. The control uk is determined by Algorithm 1 such that due to (8) the following holds

Kε

(
z, yk, uk+1, uk, pk

)
+ r

(
w − uk+1 (z)

)2 ≤ Kε

(
z, yk, w, uk, pk

)
,

for all w ∈ KU , for all k ∈ N0 and all z ∈ Zi which is equivalent to

H
(
z, yk, uk+1, pk

)
+ ε
(
uk+1 (z)− uk (z)

)2
+ r

(
w − uk+1 (z)

)2 ≤ H
(
z, yk, w, pk

)
+ ε
(
w − uk (z)

)2
.

(10)
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For the accumulation point ū with limk̃→∞ ‖uk̃ − ū‖L2(Zi) = 0, k̃ ∈ K̃, we have that due to the
strong L2 (Zi)-convergence there is a subsequence

(
uk̃1
)
k̃1∈K̃1

, K̃1 ⊆ K̃ with limk̃1→∞ u
k̃1 (z) = ū (z) for

almost all z ∈ Zi, see [7, Proposition 3.6, Remark 3.7]. Due to our Assumption A.2), the strong L2 (Zi)-
convergence of the control implies strong L2 (Zi)-convergence of the state and adjoint variable and thus
analogously, there is a subsequence

(
uk̂
)
k̂∈K̂

, K̂ ⊆ K̃1 with limk̂→∞ y
k̂ (z) = ȳ (z) and limk̂→∞ p

k̂ (z) =

p̄ (z) for almost all z ∈ Zi. Analogously, since we have that for the sequence
(
uk
)
k∈N0

(see Theorem 5),

it holds that limk→∞ ‖uk+1−uk‖L2(Zi), we obtain another subsequence, still denoted with
(
uk̂
)
k̂∈K̂

, with

the following property limk̂→∞ u
k̂+1 (z) = ū (z), limk̂→∞ y

k̂+1 (z) = ȳ (z), limk̂→∞ p
k̂+1 (z) = p̄ (z).

Now, we consider again (10) where it also holds due to our assumption r ≥ ε that

H
(
z, yk, uk+1, pk

)
+ ε
(
uk+1 (z)− uk (z)

)2
+ ε
(
w − uk+1 (z)

)2 ≤ H
(
z, yk, w, pk

)
+ ε
(
w − uk (z)

)2
,

and thus by inserting(
w − uk+1 (z)

)2
=
(
w − uk (z)

)2
+
(
uk (z)− uk+1 (z)

)2
+ 2

(
w − uk (z)

) (
uk (z)− uk+1 (z)

)
,

we obtain

H
(
z, yk, uk+1, pk

)
+2ε

(
uk+1 (z)− uk (z)

)2
+2ε

(
w − uk (z)

) (
uk (z)− uk+1 (z)

)
≤ H

(
z, yk, w, pk

)
. (11)

Then (11) is equivalent to

h
(
yk (z)

)
+ g

(
uk+1 (z)

)
+ pk (z) f

(
z, yk, uk+1

)
+ 2ε

(
uk+1 (z)− uk (z)

)2

+ 2ε
(
w − uk (z)

) (
uk (z)− uk+1 (z)

)
≤ h

(
yk (z)

)
+ g (w) + pk (z) f

(
z, yk, w

)
.

(12)

Next, we have that ε is bounded from below by 0 and from above by σ (η + θ) due to [12, (16)] and
Step 4 in Algorithm 1. The boundedness of ε guarantees that the corresponding terms go to zero for
k̂ to infinity, see [3, Theorem 2.4, Theorem 6.1] since uk̂ converges pointwise and

(
w − uk (z)

)
is also

bounded as w, uk ∈ KU for all k ∈ N0. This connection is exploited in the next step.
Now, as g is lower semi-continuous, we apply the lim inf on both sides of the last inequality and

recalling that whenever the lim exists the lim inf equals lim, see [3, Theorem 5.7] and the calculation
rules for a sum of lim inf [23, Theorem 3.127], we obtain for the left-hand side of (12) the following

lim inf
k̂→∞

(
h
(
yk̂ (z)

)
+ g

(
uk̂+1 (z)

)
+ pk̂ (z) f

(
z, yk̂, uk̂+1

)
+ 2ε

(
uk̂+1 (z)− uk̂ (z)

)2

+2ε
(
w − uk̂ (z)

)(
uk̂ (z)− uk̂+1 (z)

))
≥ h (ȳ (z)) + g (ū (z)) + p̄ (z) f (z, ȳ, ū) = H (z, ȳ, ū, p̄) .

For the right-hand side of (12), we have

lim inf
k̂→∞

(
h
(
yk̂ (z)

)
+ g (w) + pk̂ (z) f

(
z, yk̂, w

))
= lim

k̂→∞

(
h
(
yk̂ (z)

)
+ g (w) + pk̂ (z) f

(
z, yk̂, w

))
= h (ȳ (z)) + g (w) + p̄ (z) f (z, ȳ, w) = H (z, ȳ, w, p̄) ,

where we use the continuity assumptions for f , and recall that differentiable functions are continuous.
Further, we set uk̂+1 (z) =: ak̂+1 → ā := ū (z) for k̂ →∞, we have

lim inf
k̂→∞

g
(
uk̂+1 (z)

)
= lim inf

k̂→∞
g
(
ak̂+1

)
≥ g (ā) = g (ū (z)) ,
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for almost all z ∈ Zi. Consequently, we obtain the optimality condition

H (z, ȳ, ū, p̄) ≤ H (z, ȳ, w, p̄) ,

for all w ∈ KU and almost all z ∈ Zi.
In order to prove (9), we consider (10) inserting the assumption r ≥ ε and obtain

H
(
z, yk+1, uk+1, pk+1

)
≤ H

(
z, yk+1, w, pk+1

)
+
∣∣pk (z) f

(
z, yk, uk+1

)
− pk+1 (z) f

(
z, yk+1, uk+1

)∣∣+
∣∣pk (z) f

(
z, yk, w

)
− pk+1 (z) f

(
z, yk+1, w

)∣∣
+ ε
∣∣∣((w − uk (z)

)2 −
(
uk+1 (z)− uk (z)

)2 −
(
w − uk+1 (z)

)2
)∣∣∣ (13)

by adding and subtracting corresponding terms. If we choose k̂ ∈ K̂ where yk̂ (z)→ ȳ (z), uk̂ (z)→ ū (z)

and pk̂ (z) → p̄ (z) for k̂ → ∞ instead of k ∈ N0 in (13), then by continuity, especially by the required
continuity of f , it follows the result (9) for almost all z ∈ Zi if k̂ is sufficiently large using the boundedness
of ε and [3, Theorem 2.4, Theorem 6.1].

If we consider (9) on a finite number of elements Z̃i ( Zi and a fixed µ > 0, then there is a k̄ ∈ K̂
such that (9) holds for all z ∈ Z̃i. This can be seen by applying the calculation following (13) for each
z ∈ Z̃i and then choosing the largest k̄.

We discuss the following example to illustrate (8).

Example 7. In this example, we consider a linear elliptic optimal control problem on an open and
bounded domain Ω ⊆ Rn for ua ≤ u ≤ ub, ua < 0 < ub, with the cost functional

J (y, u) :=
1

2
‖y − yd‖2

L2 +
α

2
‖u‖2

L2 + β‖u‖L1 ,

where α, β ≥ 0, and the PDE constraint −∆y = u. The corresponding Hamiltonian is given by
H (t, y, u, p) := 1

2
(y − yd)2 + α

2
u2 + β|u|+ pu. Then the augmented Hamiltonian is given by

Kε (t, y, u, v, p) :=
1

2
(y − yd)2 +

α

2
u2 + β|u|+ pu+ ε (u− v)2 .

In Algorithm 1, we have Kε

(
t, yk, uk+1, uk, pk

)
with Kε

(
t, yk, uk+1, uk, pk

)
≤ Kε

(
t, yk, w, uk, pk

)
for all

w ∈ KU . Now, we show that (8) holds, and for this purpose we consider the cases 0 < uk+1 ≤ ub,
ua ≤ uk+1 < 0, and uk+1 = 0, separately.

We start with the case that 0 < uk+1 < ub. In this case, we have

αuk+1 + β + pk + 2ε
(
uk+1 − uk

)
= 0,

thus
pk = −αuk+1 − β − 2ε

(
uk+1 − uk

)
, (14)

and

uk+1 =
2εuk − β − pk

α + 2ε
. (15)

We insert (14) into (8) and obtain that

α

2

(
uk+1

)2
+ βuk+1 + pkuk+1 + ε

(
uk+1 − uk

)2
+ r

(
w − uk+1

)2

≤ α

2
w2 + β|w|+ pkw + ε

(
w − uk

)2
(16)

11



which equivalently gives by inserting (14) the following

r
(
w − uk+1

)
≤
(
ε+

α

2

) (
w − uk+1

)2
+ β (|w| − w) . (17)

For r = ε + α
2
≥ ε, we have that (17) is fulfilled since if w > 0, then it is β (w − w) = 0 and if w < 0,

then we have that β (−w − w) ≥ 0.
In the case that uk+1 = ub, we have from (15) that uk+1 ≤ 2εuk−β−pk

α+2ε
. Consequently, we have that

pk ≤ 2εuk − β − (α + 2ε)uk+1.

Since w − uk+1 = w − ub ≤ 0 and pk is replaced by an expression that is greater, the expression(
w − uk+1

)
pk is replaced by a term that is smaller. However, it is the same as discussed for (16) where

pk is replaced by (14). Therefore we obtain again (17), which holds for r = ε + α
2
, and thus (16) also

holds.
The case ua < uk+1 < 0 is analogous to the case 0 < uk+1 < ub, where we have β (|w|+ w) ≥ 0

instead of β (|w| − w) ≥ 0. Furthermore, the same reasoning as in the case uk+1 = ub holds for the case
that uk+1 = ua where uk+1 ≥ 2εuk+β−pk

α+2ε
and thus

pk ≥ 2εuk + β − (α + 2ε)uk+1.

In contrast to the case above where uk+1 = ub, we have that w − uk+1 = w − ua ≥ 0 and consequently
the expression

(
w − uk+1

)
pk is again replaced by a term that is smaller and the argument is analogous.

Next, we have the case where uk+1 = 0. The fact that uk+1 = 0 means that

Kε

(
t, yk, 0, uk,pk

)
≤ Kε

(
t, yk, w, uk, pk

)
, (18)

for all w ∈ KU . Now, we perform a preliminary discussion that shows that the minimum

w1 =
2εuk − β − pk

α + 2ε

of the parabola
w 7→ Kε

(
t, yk, w, uk, pk

)
=
α

2
w2 + βw + pkw + ε

(
w − uk

)2 (19)

with the property (18) is not positive, that means w1 ≤ 0 and that the minimum

w2 =
2εuk + β − pk

α + 2ε

of the parabola
w 7→ Kε

(
t, yk, w, uk, pk

)
=
α

2
w2 − βw + pkw + ε

(
w − uk

)2
, (20)

with the property (18) is not negative, that means w2 ≥ 0.
According to (18), the situation corresponding to (19) can be translated into ax2 + bx+ c ≥ c for all

x > 0 with a > 0, and the situation corresponding to (20) can be translated into ax2 + bx+ c ≥ c for all
x < 0 with a > 0. We start with the case associated with (20). Then we have for the minimum x̃ that
it holds x̃ ≤ 0. This can be seen es follows. The inequality ax2 + bx + c ≥ c for all x > 0 is equivalent
to ax+ b ≥ 0 for all x > 0. The minimum of the function x 7→ ax2 + bx+ c is characterized by the root
x̃ of the first derivative such that it holds 2ax̃ + b = 0. If we now assumed that x̃ > 0, then it would
follow that b < 0 in order to fulfill this equality. In addition we have that ax+ b ≥ 0 holds for all x > 0,
that means in particular it has to hold ax̃ + b ≥ 0, and 2ax̃ + b = 0 at the same time. Inserting the
equation into the inequality provides the contradiction b

2
≥ 0 to b < 0 as discussed before. Analogous

12



for the case (20) where it holds that ax2 + bx + c ≥ c for all x < 0 with a > 0. Then we have that the
minimum is not negative.

Inserting the definition of Kε, Inequality (18) is given by

ε
(
uk
)2 ≤

(α
2

+ ε
)
w2 + β|w|+ pkw +−2εukw + ε

(
uk
)2
.

Now, we conclude the preliminary discussion in the situation (19) with w > 0 for the corresponding
function given by

w 7→
(α

2
+ ε
)
w2 +

(
β + pk +−2εuk

)
w + ε

(
uk
)2
,

whose minimum is given by w1 = 2εuk−β−pk
α+2ε

, and it holds

2εuk − β − pk

α + 2ε
≤ 0.

Consequently, we have that
pk ≥ 2εuk − β. (21)

Analogously, in the situation (20) with w < 0 for the function

w 7→
(α

2
+ ε
)
w2 +

(
−β + pk +−2εuk

)
w + ε

(
uk
)2
,

we have that pk ≤ 2εuk + β.
We have to show that Kε

(
t, yk, 0, uk,pk

)
+ rw2 ≤ Kε

(
t, yk, w, uk, pk

)
, or equivalently that

ε
(
uk
)2

+ rw2 ≤ α

2
w2 + β|w|+ pkw + ε

(
w − uk

)2 (22)

is fulfilled for an r ≥ ε in order to show (8). For the case that w > 0, we have the following

rw2 ≤
(α

2
+ ε
)
w2 + βw + 2εukw − βw − 2εukw,

which is true for r = ε+ α
2
, and thus (22) holds. Analogous is the argument for the case where w < 0.

We can conclude stating that in all cases we can choose r = ε + α
2
and thus (8) is fulfilled for our

cost functional.

We remark that the same result as in Example 7 can be proved for g1 of (1), however with further
assumptions on the iterates uk of the SQH method.

Now, we show that the conditionH (x, ȳ,∇ȳ, ū, p̄)+r (w − ū)2 ≤ H (x, ȳ,∇ȳ, w, p̄) for a triple (ȳ, ū, p̄)
can serve as a sufficient condition for an optimal solution to (3). The idea for the present formulation
can be found in [9, 43].

Theorem 8. Let Assumptions A.1) to A.6) hold. Let (ȳ, ū) solve (2) and p̄ solve the corresponding
adjoint equation (4) for y ← ȳ and u ← ū. Assume that |∂yf (z, ȳ, u) − ∂yf (z, ȳ, ū) | ≤ c̃|u − ū| holds
for almost all z ∈ Zi where c̃ > 0 is a constant. Let (ȳ, ū, p̄) fulfil

H (z, ȳ, ū, p̄) + r (w − ū)2 ≤ H (z, ȳ, w, p̄) , (23)

for all w ∈ KU and for almost all z ∈ Zi with r ≥ 0 sufficiently large. Then (ȳ, ū) is an optimal solution
to (3), that is, J (y, u) ≥ J (ȳ, ū) for all (y, u) solving (2) with u ∈ Uad.
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Proof. Notice that the notation is analogous to the one of the proof of Lemma 4 with δy := y − ȳ and
δu := u− ū where we do not show the functions dependency on z. We have

J (y, u)− J (ȳ, ū) =

ˆ
Zi

h (y) + g (u)− h (ȳ)− g (ū) dz

=

ˆ
Zi

H (z, y, u, p̄)− p̄f (z, y, u)−H (z, ȳ, ū, p̄) + p̄f (z, ȳ, ū) dz

=

ˆ
Zi

H (z, ȳ, u, p̄) + ∂yH (z, ȳ, u, p̄) δy +
1

2

(
∂yyH (z, ȳ, u, p̄) (δy)2) dz +

ˆ
Zi

R (H, ȳ; δy) dz

−
ˆ
Zi

H (z, ȳ, ū, p̄) dz −
ˆ T

0

(δy′ (·, t) , p̄ (·, t)) +B (δy, p̄; t) dt

≥ r

ˆ
Zi

δu2dz + ∂yh (ȳ) δy + p̄∂yf (ȳ, u) δy +
1

2

(
∂yyh (ȳ) (δy)2 + p̄∂yyf (ȳ, u) (δy)2)

+

ˆ
Zi

R (H, ȳ; δy) dz −
ˆ T

0

(δy′ (·, t) , p̄ (·, t)) +B (δy, p̄; t) dt

= r

ˆ
Zi

δu2dz + p̄∂yf (ȳ, u) δy − p̄∂yf (ȳ, ū) δy +
1

2

(
∂yyh (ȳ) (δy)2 + p̄∂yyf (ȳ, u) (δy)2)

+

ˆ
Zi

R (H, ȳ; δy) dz −
ˆ T

0

(δy′ (·, t) , p̄ (·, t)) +B (δy, p̄; t) dt+

ˆ T

0

− (p̄′ (·, t) , δy (·, t) , ) +B∗ (p̄, δy; t) dt

≥ r‖δu‖2
L2(Zi)

− d1‖δu‖L2(Zi)‖δy‖L2(Zi) − d2‖δu‖2
L2(Zi)

− d3‖δu‖L2(Zi)

(24)

for all u ∈ Uad, d1, d2, d3 > 0, where we use the partial integration rule [45, Theorem 3.11], the Cauchy-
Schwarz inequality [2, Lemma 2.2] in the last inequality and the estimation of R (H, ȳ; δy) as in the proof
of Lemma 4 in Appendix A, and

´ T
0
B∗ (p̄, δy; t)−B (δy, p̄; t) dt =

´ T
0
B (δy, p̄; t)−B (δy, p̄; t) dt = 0.

If we consider g (z) := α
2
z2 + β|z|, then, with an analogous calculation as in Example 7 for ε = 0, we

obtain that (23) holds for any r ∈
[
0, α

2

]
. Consequently, we know that if α is sufficiently large that r

can be chosen sufficiently large and we have that any solution which is PMP optimal, that means fulfils
(6) (r = 0 in (23)), also fulfils (23). We have the following corollary for a special case.

Corollary 9. Let the assumptions of Theorem 8 hold. If the function f does not depend on y and if h is
a quadratic function with ∂2

∂y2
h ≥ 0, then we can choose r = 0 in (23) and thus the necessary condition

H (z, ȳ, ū, p̄) = min
w∈KU

H (z, ȳ, w, p̄) (25)

is sufficient for (ȳ, ū) to be optimal for (3).

4 The SQH method in the case of L2 − L1 control costs
In this section, we discuss our SQH framework in the case of a semi-smooth PDE control problem. In
this case, existence of an optimal solution [45] and its PMP characterization (Theorem 2) can be proved.
Moreover, all assumptions for proving convergence of the SQH method (see Theorem 6) are fulfilled.
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Consider the following elliptic problem with distributed control given as follows. Find y ∈ H1
0 (Ω)

and u ∈ Uad, with KU = [−100, 100], such that

min
y,u

J (y, u) :=

ˆ
Ω

1

2
(y (x)− yd (x))2 + g (u (x)) dx

(∇y,∇v) = (u, v)

u ∈ Uad,

(26)

for all v ∈ H1
0 (Ω). For the cost functional, we choose g (z) := α

2
z2 + β|z|, α = 0, β = 10−3, yd (x) :=

sin (2πx1) cos (2πx2) + 1.
We have h (y) := 1

2
(y − yd)2 and f (x, y, u) := u, and the following Hamiltonian

H (x, y, u, p) :=
1

2
(y (x)− yd (x))2 + g (u (x)) + p (x)u (x) .

Corresponding to (4), we have the following adjoint problem

(∇p,∇v) = (y − yd, v) ,

for all v ∈ H1
0 (Ω) where p ∈ H1

0 (Ω).
We remark that ‖δy‖L2(Ω) ≤ c̃‖∇δy‖, ‖δp‖L2(Ω) ≤ c̃‖∇δp‖, c̃ ≥ 0 because of the Poincaré inequality

[2, 6.7] and thus ‖δy‖L2(Ω) ≤ c‖δu‖L2(Ω), ‖δp‖L2(Ω) ≤ c‖δu‖L2(Ω) and | (∇δy,∇δp) | ≤ c2‖δu‖2
L2(Ω) because

of the Cauchy-Schwarz inequality, see [2, Lemma 2.2] for some constant c > 0. Furthermore, we have
that y ∈ L∞ (Ω), see Appendix B, and thus applying Theorem 12 to the adjoint equation considering
the pointwise boundedness of the control, we have ‖p‖L∞(Ω) ≤ c for any solution (y, u) to the state
equation with u ∈ Uad. As the derivatives ∂2

∂y2
h = 1, ∂

∂y
f = ∂2

∂y2
f = 0 and f are continuous, we can apply

Theorem 5. In view of Example 7, the assumptions of Theorem 6 are fulfilled which means that any
limit of the converging SQH subsequence fulfils the PMP.

To measure PMP optimality, we define the function

4H (z) :=

(
H (z, y, u, p)− min

w∈KU

H (z, y, w, p)

)
,

where y, u, and p are the return values from the SQH method upon convergence. Furthermore, we
report the number N l

% that is the percentage of the grid points at which the inequality 0 ≤ 4H ≤ 10−l,
l ∈ N, is fulfilled. This is to verify the PMP optimality (6) up to a tolerance, at least on a subset of grid
points.

For the numerical solution, we use finite differences and the following analytical formulas, which are
given by a case study, to determine the pointwise minimum of the augmented Hamiltonian in Step 2 of
Algorithm 1.

We have that the pointwise minimum is either given by

u1 = min

(
max

(
0,

2εuk − β − pk

2ε+ α

)
, 100

)
,

or by

u1 = min

(
max

(
−100,

2εuk + β − pk

2ε+ α

)
, 0

)
.

Consequently, the pointwise update of the control is given by the one of these two values that makes the
augmented Hamiltonian smaller. (Indeed, this minimum can also be calculated by a secant method.)
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Figure 1: Results for the elliptic optimal control problem with distributed control and L1 cost term.

In Figure 1, we depict the optimal solution obtained with Algorithm 1 for the elliptic optimal
control problem (26). In this case, the parameters are as follows. The initial guess for ε equals 1

150
and

for u0 = 0, κ = 10−6, σ = 50, ζ = 3
20
, η = 10−9. The domain Ω is discretised with an uniform mesh with

size 4x = 1
200

. In this experiment, choosing κ = 10−6, we have that N16
% = 96.2% and for κ = 10−12, we

have N16
% = 99.9%, which very well validates the statement of Theorem 6.

The numerical results obtained in this section have been computed with the code SQH_P1_L1.zip:

https://opus.bibliothek.uni-wuerzburg.de/frontdoor/index/index/docId/17858

(We the same link the reader can find the code for the same optimization problem with a bilinear
control mechanism.)

Based on our experience, we can state that similar theoretical and numerical results are obtained
in the case elliptic and parabolic optimal control problems with linear and bilinear distributed controls
and semi-smooth cost functionals as in (26). Moreover, our numerical experience shows that the SQH
algorithm may be competitive with respect to other state-of-the-art methods (e.g., semi-smooth Newton
methods), in the case where globalization is usually required.

Although this is on itself a very valuable result, our main aim is to demonstrate that our PMP -
SQH framework appears appropriate to address a presently wide open topic of PDE optimization, that
is, the case of non-convex and discontinuous cost functionals. This discussion is not only of academic
interest but it is motivated by a collection of outstanding works on discontinuous functionals with real
applications; see, e.g., [6, 29, 39]. For these problems, the proof of existence of minimizers is a great
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challenge that has been addressed in specific cases with ad-hoc techniques (e.g., relaxation). However,
also the characterization and efficient numerical computation of these solutions is equally challenging
and the purpose of our case study below is to contribute towards the formulation of a PMP - SQH
framework that allows to accommodate non-convex and discontinuous PDE optimization problems.

5 The SQH scheme: a case study
This section is devoted to a detailed discussion of seven non-convex and discontinuous PDE control
problems focusing on the PMP characterization of minimizers (assuming they exist) and on their com-
putation by our SQH method. Our different PDE control problems are named P.1) to P.7), as given in
the list (1), and for all these problems, the purpose of the numerical experiments is to demonstrate the
applicability and computational performance of the SQH scheme in solving these problems.

In particular, we show that by choosing a more stringent tolerance in the SQH stopping criterion,
the fulfilment of the PMP optimality condition improves as expected. Furthermore, we plot the optimal
solutions to the given problems and show the convergence history of the SQH scheme in terms of
reduction of the value of the cost functional, which demonstrates that in all cases the SQH scheme
provides a minimizing sequence.

In the case of elliptic problems, we choose the domain Ω = (0, 1) × (0, 1) and use a 5-point finite-
difference discretisation of the Laplacian on a grid with mesh size 4x = 1

50
. In the parabolic cases, we

have Q = (0, 1) × (0, 1), and we use the implicit Euler scheme with finite differences on a space-time
grid with 4x = 1

50
and 4t = 1

100
.

To solve linear problems (or subproblems), we use the Matlab backslash operator. Non-linear prob-
lems as P.5) and P.6) are solved by a Gauss-Seidel-Picard iteration [11] with a tolerance on the discrete
L2-norm of the residuum of 10−8. Specifically, for P.5) the state variable is updated pointwise within a
loop over the interior points of the domain with

y (i, j) =
1

4

(
y (i+ 1, j) + y (i− 1, j) + y (i, j + 1) + y (i, j − 1) + h2

(
u (i− 1, j − 1)− y3 (i, j)

))
.

For P.6) we use

y (i, j) =
y (i+ 1, j) + y (i− 1, j) + y (i, j + 1) + y (i, j − 1)

4
+ u (i− 1, j − 1) ·

{
4x2

4+4x2 if y (i, j) ≥ 0
4x2

4
else

.

The minimization of the augmented Hamiltonian in Step 2 of Algorithm 1 can be performed by a
secant method or by an analytical formula that solves the one-dimensional (since u is scalar valued)
minimization problem.

In the attempt to provide an overall view and comparison of the SQH performance with all test
cases, we present results concerning PMP optimality of the SQH solution in Table 1. In this table, Nup

denotes the total number of updates that are made by the SQH method on the given grid starting with
the same initial guess of the control and “iter” is the number of total sweeps, which means Step 2 to
Step 5 in Algorithm 1.

Table 1 provides an overview for the optimality results of the SQH method for the problems P.1) to
P.7) . In most cases, PMP optimality of over 90% is achieved with very stringent tolerance (l = 8, 12).
We remark that in the case P.7), we solve an augmented problem, see Section 5.5 for details.

The results of Table 1 correspond to the following choice of parameters: σ = 50, ζ = 3
20
, η = 10−9,

κ = 10−8, u0 = 0, and the initial guess for ε = 1
150

.
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Nup iter maxz∈Zi
4H (z)

N2
%

%

N4
%

%

N6
%

%

N8
%

%

N12
%

%

P.1) 26 40 3.42 · 10−3 100 99.3336 99.2503 99.1670 99.1670
P.2) 40 58 2.74 · 10−3 100 99.8776 99.8776 99.8776 99.8776
P.3) 436 645 2.88 · 10−3 100 90.9204 90.8372 90.8372 90.8372
P.4) 173 255 3.11 · 10−5 100 100 97.2245 96.8776 96.8776
P.5) 235 348 7.75 · 10−3 100 97.0012 91.5452 90.9621 90.9621
P.6) 283 419 3.00 · 10−1 76.2371 75.3393 75.3393 75.3393 75.3393
P.7) 864 1281 2.05 · 10−2 93.7526 87.4636 83.7151 83.3819 83.2153

Table 1: Numerical investigation of optimality of the SQH solution to the problems P.1) for P.7) with
κ = 10−8.

5.1 Application to the linear control problems P.1) and P.2)

In this section, we consider linear elliptic and parabolic optimal control problems, given by P.1) and
P.2), with distributed control and a discontinuous cost functional.

We start with the elliptic case P.1), and choose Ze = Ω := (0, 1) × (0, 1). Consider the following
optimal control problem:

Find y ∈ H1
0 (Ω) and u ∈ Uad with KU = [0, 100] such that

min
y,u

J (y, u) :=

ˆ
Ω

1

2
(y (x)− yd (x))2 + g (u (x)) dx

(∇y,∇v) = (u, v)

u ∈ Uad,

(27)

for all v ∈ H1
0 (Ω) where g (z) :=

{
β|z| if |z| > 20

0 else
, β = 10−3, yd (x) := sin (2πx1) cos (2πx2) + 1.

We have h (y) := 1
2

(y − yd)2 and f (x, y, u) := u and the following Hamiltonian

H (x, y, u, p) :=
1

2
(y (x)− yd (x))2 + g (u (x)) + p (x)u (x) .

Corresponding to (4), the adjoint problem is given by

(∇p,∇v) = (y − yd, v) ,

for all v ∈ H1
0 (Ω) where p ∈ H1

0 (Ω). The discussion that the Assumptions A.1) to A.6) are fulfilled is
analogous to the L1 case of Section 4.

In Figure 2, we depict the optimal solution obtained with Algorithm 1 for the elliptic optimal control
problem (27). In this case, the parameters are as follows. The initial guess for ε equals 1

150
and for u0 = 0,

κ = 10−6, σ = 50, ζ = 3
20
, η = 10−9. The domain Ω is discretised with an equidistant mesh with size

4x = 1
200

.
Now, we numerically validate that the solution of the SQHmethod fulfils the PMP.We denote (ȳ, ū, p̄)

the solution to which Algorithm 1 converges. The inequality H (x, ȳ, ū, p̄)−minw∈KU
H (x, ȳ, w, p̄) ≤ eps,

eps = 2.2 · 10−16, is fulfilled at 37.39% of the grid points for κ = 10−1, at 86.23% of the grid points for
κ = 10−3, at 99.15% of the grid points for κ = 10−4, at 99.93% of the grid points for κ = 10−6 and at
99.95% of the grid points for κ = 10−8. Further results are given in Table 1.
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(d) The optimal control u as a contour plot.

Figure 2: Results for the elliptic optimal control problem P.1).

The results presented in this section are obtained with the code SQH_P1.zip available at
https://opus.bibliothek.uni-wuerzburg.de/frontdoor/index/index/docId/16566

Similar results for the parabolic control problem P.2) can be found in [12].
The corresponding code SQH_P2.zip is available at:
https://opus.bibliothek.uni-wuerzburg.de/frontdoor/index/index/docId/16566

5.2 Application to bilinear optimal control problems

In this section, we consider the bilinear control problems P.3) and P.4) with KU ⊆ R+
0 . We start with

the elliptic problem P.3) given by

min
y,u

J (y, u) :=

ˆ
Ω

1

2
(y (x)− yd (x))2 + g (u (x)) dx

(∇y,∇v) + (uy, v) =
(
f̃ , v
)

u ∈ Uad,

(28)

for all v ∈ H1
0 (Ω) and yd ∈ Lq (Ω) and g is specified below.

Now, we check the Assumptions A.1) to A.6). From (5), the corresponding Hamiltonian for (28) is
given by

H (x, y, u, p) =
1

2
(y (x)− yd (x))2 + g (u (x)) + p (x) f̃ (x)− u (x) y (x) p (x) . (29)
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According to (4), the adjoint problem is as follows: Find p ∈ H1
0 (Ω) such that

(∇p,∇v) + (up, v) = (y − yd, v) , (30)

holds for all v ∈ H1
0 (Ω). Notice that all solutions to (30) are essentially bounded by a constant

independent of y and u, see Theorem 13 in Appendix B.
We remark that ‖∇δy‖L2(Ω) ≤ c̃‖δu‖L2(Ω), c̃ ≥ 0 and ‖δy‖L2(Ω) ≤ c‖δu‖L2(Ω). If we define δu := u1−u2

and δy := y1 − y2 and use the Poincaré inequality [2, 6.7], then the previous inequalities follow from
taking the difference of (28) for two different pairs (y`, u`), ` ∈ {1, 2}. Consequently, we obtain

(∇ (y1 − y2) ,∇v) + (u1y1, v)− (u2y2, v) = 0,

equivalently
(∇ (y1 − y2) ,∇v) + (u2 (y1 − y2) , v) = (− (u1 − u2) y1, v) .

By choosing v = y1 − y2, we have

‖∇ (y1 − y2) ‖2
L2(Ω) ≤ ‖y1‖L∞(Ω)‖u1 − u2‖L2(Ω)‖y1 − y2‖L2(Ω) (31)

with the Cauchy-Schwarz inequality, see [2, 2.2].
To discuss the boundedness of the adjoint, we first subtract (30) for (y2, u2, p2) from (30) for

(y1, u1, p1) and obtain

(∇δp,∇v) + (u2δp, v) = ((y1 − y2) δy, v)− (p1 (u1 − u2) , v) ,

where δp := p1 − p2. Because y1 and y2 are essentially bounded, see Theorem 13 and [35, Corollary 37],
and since u2 ≥ 0 almost everywhere, p1 ∈ L∞ (Ω), we have that ‖∇δp‖L2(Ω) ≤ c̃‖δu‖L2(Ω), c̃ > 0. With
an analogous calculation as for (31) we obtain ‖δp‖L2(Ω) ≤ c‖δu‖L2(Ω) with the Poincaré inequality [2,
6.7]. From this, we also have

|B (δy, δp) | = | (∇δy,∇δp) | ≤ ‖∇δy‖L2(Ω)‖∇δp‖L2(Ω).

As f = f̃ − uy is continuous with bounded first and second derivatives with respect to y and u,
Assumptions A.1) to A.6) are fulfilled and we can apply the Theorems 5.

Now, we choose Ω = (0, 1)× (0, 1) and g (z) :=

{
β|z| if |z| > 20

0 else
, β = 10−3 and

yd (x) := sin (2πx1) cos (2πx2). In Figure 3, one we depict the solution obtained with Algorithm 1
solving (28) with f̃ = 10. The parameters are as follows. The initial guess for ε equals 1

150
and for

u0 = 0, κ = 10−6, σ = 50, ζ = 3
20
, η = 10−9, KU = [0, 100]. The domain Ω is discretised with an

equidistant mesh with size 4x = 1
200

.
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Figure 3: Solution to the elliptic bilinear optimal control problem P.3).

Notice that the two peaks of the control appear also at finer discretisation, e.g., 4x = 1
500

, and thus
they are not numerical artefacts.

Next, we numerically validate that the solution of the SQH method fulfils the PMP. We denote with
(ȳ, ū, p̄) the solution obtained with Algorithm 1. The inequality H (x, ȳ, ū, p̄)−minw∈KU

H (x, ȳ, w, p̄) ≤
eps, eps = 2.2 · 10−16, is fulfilled at 73.31% of the grid points for κ = 10−1, at 84.28% of the grid points
for κ = 10−3, at 90.80% of the grid points for κ = 10−6, at 94.21% of the grid points for κ = 10−10. See
also Table 1 for additional results.

The results for P.3) are obtained with the code SQH_P3.zip:
https://opus.bibliothek.uni-wuerzburg.de/frontdoor/index/index/docId/16566

Next, we present numerical results with the bilinear parabolic control problem P.4). We have

min
y,u

ˆ T

0

ˆ
Ω

1

2
(y (x, t)− yd (x, t))2 + g (u (x, t)) dxdt

(y′ (·, t) , v) +D (∇y (·, t) ,∇v) + (u (·, t) y (·, t) , v) =
(
f̃ (·, t) , v

)
in Q for all v ∈ H1

0 (Ω)

u ∈ Uad,

with y (x, t) = 0 for x ∈ ∂Ω and all t ∈ [0, T ], y (0, x) = 0 for all x ∈ Ω, D = 1
5
. Further, T = 1, Ω =

(0, 1), Q = (0, 1)× (0, 1), yd (x, t) =

{
1
2

if x̄ (t)− 7
100
≤ x ≤ x̄ (t) + 7

100

0 else
, where x̄ (t) := 1

2
+ 2

5
sin (2πt),
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g (z) :=

{
β|z| if |z| > 10

0 else
, β = 10−4, f̃ is a constant function with value 1 and KU = [0, 15].

Also in this parabolic case, Assumptions A.1) to A.6) are fulfilled and we can apply Theorem 5. In
fact ‖y‖L∞(Q) ≤ c, independent of the control. Following we can adopt the proof of [12, Theorem 6.1]
due to uy2 ≥ 0 and thus obtain [12, (28)].

In this case the Hamiltonian is given by

H (x, t, y, u, p) :=
1

2
(y (x, t)− yd (x, t))2 + g (u (x, t)) + p (x, t) f̃ (x, t)− u (x, t) y (x, t) p (x, t) .

The parameters for the numerical experiment are as follows. The initial guess for ε = 3
5
and for u is the

zero function. The parameters σ = 50, ζ = 3
20
, η = 10−12, κ = 10−12. The discretisation is equidistant

in time and space with 4t = 1
400

and 4x = 1
200

. The results are presented in Figure 4.
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Figure 4: Numerical results with the parabolic bilinear optimal control problem P.4).

Also in the present parabolic case, we numerically validate that the solution of the SQH method
fulfils the PMP. We denote with (ȳ, ū, p̄) the solution obtained by Algorithm 1. The inequality
H (x, t, ȳ, ū, p̄)−minw∈KU

H (x, t, ȳ, w, p̄) ≤ eps, eps = 2.2 ·10−16, is fulfilled at 89.27% of the grid points
for κ = 10−4, at 93.64% of the grid points for κ = 10−6, at 97.06% of the grid points for κ = 10−8, at
97.59% of the grid points for κ = 10−10 and at 98.04% of the grid points for κ = 10−12.

The results for P.4) are obtained with the code SQH_P4.zip:
https://opus.bibliothek.uni-wuerzburg.de/frontdoor/index/index/docId/16566
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5.3 Application to a non-linear elliptic optimal control problem

In this section, we discuss P.5) that is given by

min
y,u

J (y, u) :=

ˆ
Ω

1

2
(y (x)− yd (x))2 + g (u (x)) dx

(∇y,∇v) +
(
y3, v

)
= (u, v)

u ∈ Uad,

(32)

where we choose Ω := (0, 1)× (0, 1), g (z) :=

{
β|z| if |z| > 20

0 else
, β = 10−3, KU := [−100, 100], and

yd (x) := sin (2πx1) cos (2πx2).
We have h (y) := 1

2
(y − yd)2 and f (x, y, u) := u− y3 and we define the following Hamiltonian

H (x, y, u, p) :=
1

2
(y (x)− yd (x))2 + g (u (x)) + p (x)

(
u (x)− y3 (x)

)
.

Corresponding to (4), we have the following adjoint problem for p ∈ H1
0 (Ω)

(∇p,∇v) +
(
3y2p, v

)
= (y − yd, v) ,

for all v ∈ H1
0 (Ω). We remark that ‖δy‖L2(Ω) ≤ c‖δu‖L2(Ω), ‖δp‖L2(Ω) ≤ c‖δu‖L2(Ω) and | (∇δy,∇δp) | ≤

c2‖δu‖2
L2(Ω) for some constant c > 0 analogously to the elliptic case in Section 5.1. Furthermore, we have

that y ∈ L∞ (Ω), see Appendix B, and thus applying Theorem 12 to the adjoint equation considering the
pointwise boundedness of the control, we have ‖p‖L∞(Ω) ≤ c for any solution (y, u) to the state equation
with u ∈ Uad. The function f (·, y, u) = u − y3 is continuous with respect to y and u, the derivatives
∂2

∂y2
h = 1, ∂

∂y
f = 3y2, ∂

∂y
f = 6y are continuous and bounded as y is essentially bounded by a constant

independent of u ∈ Uad. Therefore, Assumptions A.1) to A.6) are fulfilled and we can apply Theorem 5.
The parameters in Algorithm 1 are chosen as follows. The initial guess for ε equals 1

150
and for u0 = 0,

κ = 10−12, σ = 50, ζ = 3
20
, η = 10−9. The domain Ω is discretized with a mesh with size 4x = 1

100
. The

non-linear discrete PDE is solved until the L2-norm of its residuum is less than 10−6. The results are
shown in Figure 5 where one can see the action of the bounds on the control and of the discontinuous
control costs.
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Figure 5: Solution to the non-linear elliptic optimal control problem P.5).

Next, we numerically validate that the solution of the SQH method fulfils the PMP. We denote with
(ȳ, ū, p̄) the solution obtained with Algorithm 1. The inequalityH (x, t, ȳ, ū, p̄)−minw∈KU

H (x, t, ȳ, w, p̄) ≤
10−7, is fulfilled at 37.68% of the grid points for κ = 10−2, is fulfilled at 79.88% of the grid points for
κ = 10−4, at 94.34% of the grid points for κ = 10−6, at 94.83% of the grid points for κ = 10−8 and
at 95.25% of the grid points for κ = 10−12. Notice that we use the smaller tolerance 10−7 instead of
the machine precision 2.2 · 10−16 since the state equation is only solved to a tolerance of 10−6 and not
exactly as in the linear case.

The results for P.5) are obtained with the code SQH_P5.zip:
https://opus.bibliothek.uni-wuerzburg.de/frontdoor/index/index/docId/16566

5.4 Application to an elliptic optimal control problem with L1 tracking term

Consider the non-smooth optimal control problem P.6) that is given by

min
y,u

J (y, u) :=

ˆ
Ω

|y (x)− yd (x) |+ g (u (x)) dx

(∇y,∇v) + (max (0, y) , v) = (u, v)

u ∈ Uad

(33)

for all v ∈ H1
0 (Ω) where Ω ⊆ Rn, n ∈ N, open and bounded, yd ∈ L1 (Ω), g : R → R, z 7→ g (z)

lower semi-continuous and non-negative with
´

Ω
g (u (x)) dx <∞ for all u ∈ Uad. In the experiment, we
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choose g (z) := β ln (1 + |z|), β > 0.

Remark 10. The characterisation of a solution to (33) with the PMP is in general not possible with the
technique in [38] for the following reason. We define h (y) := |y − yd|. Then, because of the Lipschitz
continuity of h, we have the existence of a function h′ such that

h (y1 (x))− h (y2 (x)) = h (y2 (x) + η (y1 (x)− y2 (x)))
∣∣1
η=0

=

ˆ 1

0

h′ (y)
∣∣
y=y2(x)+η(y1(x)−y2(x))

dη (y1 (x)− y2 (x))
(34)

almost everywhere on Ω, see [7, Theorem 7.3], and we define h̃ (y1, y2) :=
´ 1

0
h′ (y)

∣∣
y=y2(x)+η(y1(x)−y2(x))

dη.
In order to apply the technique used in [38, Proposition 4.4], we need the existence of a function
p : Ω → R, z 7→ p (z) such that limk→∞ ‖pk − p‖L∞(Ω) = 0, where pk is the solution to the so-called
intermediate adjoint equation, see [38] for details. This is proved by subtracting the adjoint equation from
the intermediate adjoint equation, where it is necessary to define a pointwise limit limk→∞ h̃ (yk, y) (x) =
h′ (y) (x) almost everywhere on Ω, for yk → y pointwise for k → ∞ almost everywhere on Ω. In the
case of y (x) = yd (x) on a set M of measure non zero and limk→∞ yk (x) = y (x) for x ∈ M , then we
do not know if the sign of yk (x) − y (x), x ∈ M changes along the sequence (yk)k∈N and we cannot
extract a subsequence with constant sign of yk (x) − y (x), as there are uncountable many elements in
M . Consequently, the required limit limk→∞ h̃ (yk, y) (x) does not exist in general and the proof used so
far does not work.

Nevertheless, we apply our SQH Algorithm 1 to P.6). For this purpose, we consider the following
Hamiltonian

H (x, y, u, p) = |y (x)− yd (x)|+ β ln (1 + |u (x)|) + p (x)u (x)− p (x) max (0, y (x)) ,

and the following adjoint equation
ˆ

Ω

∇p (x)∇v (x) + h2 (y (x)) p (x) v (x) dx =

ˆ
Ω

h1 (y (x)) v (x) dx, (35)

where h1 (y (x)) :=

{
1 if y (x) ≥ yd (x)

−1 else
and h2 (y) :=

{
1 if y ≥ 0

0 else
are bounded and measurable,

see [18, 2.1 Measurable Functions] and therefore elements of L∞ (Ω). Thus (35) is uniquely solvable, see
[25, Theorem 3 on page 301] with ‖p‖L∞(Ω) ≤ c, c > 0 as h2 ≥ 0, see Theorem 12 in the appendix.

The motivation for (35) is related to (34) that is needed for the characterization of a solution with
the PMP. Based on the definition of h′, we obtain that

|yk − yd| − |y∗ − yd| = h̃ (yk, y
∗) (yk − y∗) .

Although, as discussed above, there is in general no pointwise limit of h̃ (yk, y
∗), we proceed formally by

taking h′ = h1, and similarly we take h2 as above.
We consider P.6) with Ω := (0, 1) × (0, 1), yd (x) := sin (2πx1) sin (2πx2) + 8

10
, KU = [−100, 100]

and β = 9 · 10−2. In our finite differences framework, the non-linear equation −∆y + max (0, y) = u is
solved by a Picard iteration until the L2-norm of its residuum is less than 10−6. The initial guess for
the control equals zero and ε equals 1

150
. The parameter σ = 50, ζ = 3

20
, η = 10−9 and κ = 10−8 where

Ω is equidistantly discretised with 4x = 1
100

.
Results of this experiment are shown in Figure 6. Notice the fast reduction of the value of the cost

functional in the first few iterations. This shows that the SQH method also works well in the case of a
problem with L1 tracking term and non-smooth PDE constraints.
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Notice that, although we cannot prove that (6) is necessary for a solution to (33), the numerical
optimality of the solution obtained with the SQH scheme is fulfilled even for small tolerances in more
than 75% of the grid points, see Table 1.
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Figure 6: Results of the non-smooth optimal control problem P.6) for κ = 10−8.

The results for P.6) are obtained with the code SQH_P6.zip:
https://opus.bibliothek.uni-wuerzburg.de/frontdoor/index/index/docId/16758

5.5 Application to a state-constraint optimal control problem

In this section, we discuss P.7) that is given by

min
y,u

J (y, u) :=

ˆ
Ω

h (y (x)) + g (u (x)) dx

s.t. (∇y,∇v) = (u, v)

y ≤ ξ

u ∈ Uad

(36)

for all v ∈ H1
0 (Ω) where h (y) := 1

2
(y − yd)2, g (u) :=

{
β|u| if |u| > 20

0 else
, β = 10−3, KU := [−100, 100],

ξ ∈ R and we assume that (36) admits a solution denoted by (ȳ, ū).
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In this case, PMP optimality involves multipliers that are only implicitly characterised by inequalities;
see, e.g., [14]. For this reason, the computation of solutions to (36) is a delicate issue. We follow the
idea of augmented Lagrangian [28, Section 3] and transform the optimal control problem (36) into the
following

min
y,u

J (y, u; ξ, γ) :=

ˆ
Ω

hξ (y (x) ; γ) + g (u (x)) dx

s.t. (∇y,∇v) = (u, v)

u ∈ Uad

(37)

where hξ (y; γ) := h (y) + γ (max (0, y − ξ))3, γ ≥ 0.
Since we require hξ (y; γ) to be twice differentiable in order to fulfil Assumption A.1), we choose

(max (0, y − ξ))3. We assume that (37) admits a solution for any γ ≥ 0. Analogously to (27), and the
fact that hξ (y; γ) is twice continuously differentiable with respect to y, we have that a solution to (37)
is characterised by the PMP, see Theorem 2. Consequently, we can apply the SQH method to (37) and
the results from Section 3 hold.

Henceforth, we use our SQH scheme to solve (37) for increasing γ denoted by γ = γk for increasing
k. Let (yk, uk) be a corresponding solution to (37) and (ȳ, ū) be a solution to (36). We show in the next
theorem that increasing γk improves the solution to (37) with respect to the original task of solving the
state-constrained optimal control problem (36). Specifically, we have that the measure of the violation
of the state constraint by the corresponding solution goes to zero for increasing γk. Summarizing, we
show that solving (37) with the SQH method provides a solution that fulfils the state constraint up to
a tolerance depending on γk and results in a value J (yk, uk) that is smaller than J (ȳ, ū). In addition if
g is a square function, it can be proven that for increasing γk the sequence (yk, uk) converges to (ȳ, ū),
see for example [28, Lemma 3.6] for details.

Theorem 11. Let limk→∞ γk = ∞, let (yk, uk) be the corresponding solution to (37) with Mk :=
{x ∈ Ω| yk (x) > ξ} and let (ȳ, ū) be a solution to (36). Then, we have that limk→∞

´
Mk

(yk (x)− ξ)3 dx =

0 and J (yk, uk) =
´

Ω
h (yk (x)) + g (uk (x)) dx ≤ J (ȳ, ū) for all k ∈ N.

Proof. First, the set Mk is measurable as yk is measurable, see [5, X Theorem 1.9] for details. Thus
integration over Mk is well defined. We have that

J (ȳ, ū) =

ˆ
Ω

h (ȳ (x)) + g (ū (x)) + γ (max (0, ȳ (x)− ξ))3 dx = J (ȳ, ū; ξ, γ) ,

as ȳ ≤ ξ and thus for an optimal solution (yk, uk) to (37) it holds that J (yk, uk; ξ, γ) ≤ J (ȳ, ū). We
equivalently have

ˆ
Ω

h (yk (x)) + g (uk (x)) + γk (max (0, yk (x)− ξ))3 dx ≤ J (ȳ, ū) . (38)

Now if we assume that there is an ε > 0 such that
´

Ω
(max (0, yk (x)− ξ))3 dx =

´
Mk

(yk (x)− ξ)3 dx > ε

for all k ∈ N, then we have a contradiction to (38) due to the lower boundedness of h and g. Also from
(38) we have that

J (ȳ, ū) ≥
ˆ

Ω

h (yk (x)) + g (uk (x)) + γk (max (0, yk (x)− ξ))3 dx ≥
ˆ

Ω

h (yk (x)) + g (uk (x)) dx.
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We remark that the arguments of the proof of Theorem 11 are not restricted to the elliptic optimal
control problem (36) but also hold in the general framework of Section 2. That means that they also
hold for a state constraint optimal control problem corresponding to (3).

For our numerical experiment, we choose the initial guess ε = 1
150

and u0 = 0, σ = 50, ζ = 3
20
,

η = 10−9, ξ = 3
5
, 4x = 1

100
, κ = 10−10, KU = [−100, 100] and yd (x) := sin (2πx1) cos (2πx2). The

minimum of the augmented Hamiltonian Kε in Step 2 of Algorithm 1 is determined pointwise with an
exact formula as follows. The candidates at which a minimum of the augmented Hamiltonian is located
are given by u1 = min

(
max

(
20, 2εuk(x)−pk(x)−β

α+2ε

)
, 100

)
, u2 = min

(
max

(
−100, 2εuk(x)−pk(x)+β

α+2ε

)
,−20

)
,

u3 = min
(

max
(
−20, 2εuk(x)−pk(x)

α+2ε

)
, 20
)
. Consequently, the update for the control is pointwise given by

u (x) = arg minw∈{u1,u2,u3}Kε

(
x, yk, w, uk, pk

)
.

In Table 2, we show results that validate Theorem 11. We can see that for increasing γ the maximum
of the state variable y converges to the upper bound of the state. Additionally, the measure of the set
Mk where the state variable violates the upper bound becomes smaller when γ increases. According to
Theorem 11 the quantity

´
Mk

(yk (x)− ξ)3 dx converges to zero for increasing γ. In Figure 7, we depict
the state and control for γ = 100000.

γ maxx∈Ω y (x)
´
Mk

(
yk (x)− 3

5

)3
dz |Mk| J

(
y, u; 3

5

)
1 0.8218 1.7843 · 10−4 0.0461 0.0474
10 0.7125 2.1182 · 10−5 0.0383 0.0480
100 0.6543 1.3580 · 10−6 0.0289 0.0484
1000 0.6237 7.9157 · 10−8 0.0185 0.0487
10000 0.6081 2.9827 · 10−9 0.0137 0.0489
100000 0.6032 1.1971 · 10−10 0.0104 0.0503

Table 2: Results that numerically validate Theorem 11 where (y, u) is obtained with the SQH method.
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Figure 7: Solution to the optimal control problem (37) corresponding to P.7) for γ = 100000.

Similar as for the validation of the PMP optimality for P.1) to P.5), we have the following for the
solution of (37) with γ = 100000. The inequality H (x, t, ȳ, ū, p̄)−minw∈KU

H (x, t, ȳ, w, p̄) ≤ 2.2 · 10−16

is fulfilled at 6.45% of the grid points for κ = 10−4, at 76.53% of the grid points for κ = 10−8 and at
81.16% of the grid points for κ = 10−12.

The results for P.7) are obtained with the code SQH_P7.zip:
https://opus.bibliothek.uni-wuerzburg.de/frontdoor/index/index/docId/16566

Conclusion
A sequential quadratic Hamiltonian (SQH) scheme for non-smooth and non-convex PDE optimal control
problems was investigated considering seven different benchmark problems with increasing difficulty.
For each problem, a theoretical discussion on the characterisation of optimality by the Pontryagin’s
maximum principle that is fundamental for the formulation of the SQH scheme was given and results
of numerical experiments were presented that demonstrated the large range of applicability of this new
method.
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A Proof of Lemma 1
In the following, we present the proof of Lemma 4.

Proof. We define (δu)2 :=
∑m

j=1 (δuj (z))2, δy := y (z) − yk (z) and δp := p (z) − pk (z) where p is
calculated by (4) for y and u. Furthermore, to save notational effort, we note H := H (z, y, u, p) or
Hk := H

(
z, yk, uk, pk

)
and drop the functional dependency of the functions y, yk, u, uk, p and pk as well

as f := f (z, y, u), fk := f
(
z, yk, uk

)
, hk := h

(
yk
)
and h := h (y) for all k ∈ N0. We use from Algorithm

1 that u is determined such that Kε

(
z, yk, u, uk, pk

)
≤ Kε

(
z, yk, w, uk, pk

)
for all w ∈ KU and thus

especially
Kε

(
z, yk, u, uk, pk

)
≤ Kε

(
z, yk, uk, uk, pk

)
= H

(
z, yk, uk, pk

)
,

for almost all z ∈ Zi. We start the proof as follows

J (y, u)− J
(
yk, uk

)
=

ˆ
Zi

h (y) + g (u)− h
(
yk
)
− g

(
uk
)
dz =

ˆ
Zi

H − pf −Hk + pkfkdz

=

ˆ
Zi

H −H
(
z, yk, u, pk

)
+H

(
z, yk, u, pk

)
+ ε (δu)2 −Hk − ε (δu)2 dz

−
ˆ
Zi

δpfdz −
ˆ T

0

(
(δy)′ , pk

)
+B

(
δy, pk; t

)
dt

≤
ˆ
Zi

H −H
(
z, yk, u, pk

)
− ε (δu)2 dz −

ˆ
Zi

δpfdz −
ˆ T

0

(
(δy)′ , pk

)
+B

(
δy, pk; t

)
dt.

(39)

Next, we estimate the term |
´
Zi
H − H

(
z, yk, u, pk

)
dz −

´
Zi
δpfdz −

´ T
0

(
(δy)′ , pk

)
+ B

(
δy, pk; t

)
dt|.

Using the Taylor formula [4, Chapter VII, Theorem 5.8] and with the symmetry of the second derivative
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[4, Chapter VII, Theorem 5.2], we obtain

|
ˆ
Zi

H −H
(
z, yk, u, pk

)
dz −

ˆ
Zi

δpfdz −
ˆ T

0

(
(δy)′ , pk

)
+B

(
δy, pk; t

)
dt|

= |
ˆ
Zi

H −H (z, y − δy, u, p− δp) dz −
ˆ
Zi

δpfdz −
ˆ T

0

(
(δy)′ , pk

)
+B

(
δy, pk; t

)
dt|

= |
ˆ
Zi

∂yHδy + ∂pH∂pdz −
1

2

ˆ
Zi

∂yyH (δy)2 + 2∂ypHδyδpdz +

ˆ
Zi

R2 (H, y, p; δy, δp) dz

−
ˆ
Zi

δpfdz −
ˆ T

0

(
(δy)′ , pk

)
+B

(
δy, pk; t

)
dt|

= |
ˆ
Zi

∂yhδy + p∂yfδy + fδpdz − 1

2

ˆ
Zi

(∂yyh+ p∂yyf) (δy)2 + 2∂yfδyδpdz

+

ˆ
Zi

R2 (H, y, p; δy, δp) dz −
ˆ
Zi

δpfdz −
ˆ T

0

(
(δy)′ , pk

)
+B

(
δy, pk; t

)
dt|

= |
ˆ T

0

−
(
(p)′ , δy

)
+B∗ (p, δy; t) dt−

ˆ T

0

(
(δy)′ , pk

)
+B

(
δy, pk; t

)
dt

− 1

2

ˆ
Zi

(∂yyh+ p∂yyf) (δy)2 + 2∂yfδyδpdz +

ˆ
Zi

R2 (H, y, p; δy, δp) dz|

≤ θ‖δu‖2
L2(Zi)

,

(40)

where we use the partial integration rule [45, Theorem 3.11], A.2), A.5) and A.3), the linearity of H in
the p-argument, the boundedness of p if ∂yyf 6= 0 (see A.4)), the Cauchy-Schwarz inequality [2, Lemma
2.2] in the last inequality for the term

´
Zi

2∂yfδyδpdz and that the Taylor remainder R2 (H, y, p; δy, δp)
is estimated by the remainder formula [4, Chapter VII, Theorem 5.8] and the boundedness of the second
derivatives analogously to the calculation which are done for the second derivatives in (40). Combining
(39) and (40), we obtain

J (y, u)− J
(
yk, uk

)
≤
ˆ
Zi

H −H
(
z, yk, u, pk

)
− ε (δu)2 dz −

ˆ
Zi

δpfdz −
ˆ T

0

(
δy′, pk

)
+B

(
δy, pk

)
dt

≤ |
ˆ
Zi

H −H
(
z, yk, u, pk

)
dz −

ˆ
Zi

δpfdz −
ˆ T

0

(
δy′, pk

)
+B

(
δy, pk

)
dt| −

ˆ
Zi

ε (δu)2 dz

≤ θ‖δu‖2
L2(Zi)

−
ˆ
Zi

ε (δu)2 dz = (θ − ε) ‖δu‖2
L2(Zi)

.

B L∞ estimates
In the PMP framework including the numerical treatment with the SQH method, the L∞ (Ω) bounded-
ness of the solution of the corresponding PDE is crucial. Therefore, we provide the corresponding results
for the PDEs of our examples P.1) to P.7). We first consider the elliptic case for an open and bounded
domain Ω. We have the following

B (y, v) = (h, v) in Ω

y = 0 on ∂Ω
(41)
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where B (y, v) : H1
0 × H1

0 → R is a bilinear map with the coercivity condition β‖y‖2
H1

0 (Ω)
≤ B (y, y),

β > 0 and B (−k, v) ≤ 0 for k ≥ 0 if v ≥ 0 and h ∈ Lq (Ω) , q ≥ n
2

+ 1. We assume that (41) has a
unique solution y ∈ H1

0 (Ω). Then the following theorem holds.

Theorem 12. The initial value problem (41) has an essential bounded solution for which holds

‖y‖L∞(Ω) ≤ C‖h‖Lq(Ω),

where C > 0.

Proof. The proof is based on [48, Theorem 4.2.1]. We assume that h is not the zero function. In the case
of h = 0, the solution y = 0 solves (41) and thus the statement is true. We choose the constant k ≥ 0.
As y − k ∈ H1 (Ω), we have that (y − k)+ := max (y − k, 0) ∈ H1

0 (Ω), see [19, Chapter 4, Proposition
6]. Then, we choose v = (y − k)+ in (41) and obtain the following B

(
y − k, (y − k)+

)
≤
(
h, (y − k)+

)
where we use that

B
(
y, (y − k)+

)
≥ B

(
y, (y − k)+

)
+B

(
−k, (y − k)+

)
= B

(
y − k, (y − k)+

)
and thus

β‖ (y − k)+ ‖
2
H1

0 (Ω) ≤
(
h, (y − k)+

)
(42)

as (y − k)+ = 0 if y − k ≤ 0 and B
(
y − k, (y − k)+

)
= B

(
(y − k)+ , (y − k)+

)
if y − k > 0 and

β‖ (y − k)+ ‖2
H1

0 (Ω)
≤ B

(
(y − k)+ , (y − k)+

)
. We remark that the function (y − k)+ ∈ H1

0 (Ω) is also an
element of Lp (Ω) with ‖ (y − k)+ ‖Lp(Ω) ≤M‖ (y − k)+ ‖H1

0 (Ω), M > 0 where

2 ≤ p


≤ ∞ for n = 1

<∞ for n = 2

≤ 2n
n−2

for n ≥ 3

(43)

, see the Sobolev embedding theorem [1, Theorem 4.12], especially [1, Theorem 4.12 Part III]. This
implies

‖ (y − k)+ ‖
2
Lp(Ω) ≤ β̃

ˆ
Ω

h (x) (y − k)+ (x) dx (44)

with β̃ > 0. Next, we define Ak := {x ∈ Ω| y (x) > k} which is measurable, see [5, X, Theorem 1.9] and
|Ak (t) | is the measure of Ak (t). Due to (y (x)− k)+ = 0 for x ∈ Ω\Ak, we consequently have from (44)
the following

‖ (y − k)+ ‖
2
Lp(Ak) ≤ β̃

ˆ
Ak

h (x) (y − k)+ (x) dx. (45)

In the next step, we have the estimate by Hölder’s inequality see, [25, page 622]

‖ (y − k)+ ‖
2
Lp(Ak) ≤ β̃

(ˆ
Ak

|h (x) |
n
2

+1dx

) 1
n
2 +1
(ˆ

Ak

(y − k)
2+n
n

+ (x) dx

) n
2+n

which can be applied as (y − k)+ ∈ L
n+2
n (Ω). This is true because in the case n = 1 and n = 2, we have

(y − k)+ ∈ Lp, 2 ≤ p <∞ and in the case n ≥ 3, we have 2n
n−2
≥ 2+n

n
equivalently n2 ≥ −4, [1, Theorem

2.14], and consequently

‖ (y − k)+ ‖
2
Lp(Ak) ≤ β̃‖h‖

L
n
2 +1(Ω)

(ˆ
Ak

(y − k)
2+n
n

+ (x) dx

) n
2+n

. (46)
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We apply Hölder’s inequality again with 1
p̃

+ 1
q̃

= 1, thus for a given p̃ we have q̃ = p̃
p̃−1

, and we obtain
the following

‖ (y − k)+ ‖
2
Lp(Ak) ≤ β̃‖h‖

L
n
2 +1(Ω)

(ˆ
Ak

1dx

) p̃−1
p̃

n
2+n
(ˆ

Ak

(y − k)
2+n
n
p̃

+ (x) dx

) n
p̃(2+n)

(47)

We choose p = 2+n
n
p̃ and conclude from (47) for ‖ (y − k)+ ‖L 2+n

n p̃(Ak)
> 0 the following

(ˆ
Ak

| (y − k)+ (x) |
2+n
n
p̃dx

) n
p̃(2+n)

= ‖ (y − k)+ ‖L 2+n
n p̃(Ak)

≤ β̃‖h‖
L

n
2 +1(Ω)

(ˆ
Ak

1dx

) p̃−1
p̃

n
2+n

, (48)

which is also true in the case ‖ (y − k)+ ‖L 2n
n−2 (Ak)

= 0.
Furthermore, for m > k, we have that Am ⊆ Ak. Additionally it is y > m on Am and thus

y ≥ y − k > m− k on Am due to k ≥ 0. Since y − k = (y − k)+ on Am, we obtain
ˆ
Ak

| (y − k)+ (x) |
2+n
n
p̃dx ≥

ˆ
Am

(y − k)
2+n
n
p̃ (x) dx ≥ (m− k)

2+n
n
p̃

ˆ
Am

1dx. (49)

We combine (49) with (48) and obtain (m− k) |Am|
n

p̃(2+n) ≤ β̃‖h‖
L

n
2 +1(Ω)

|Ak|
p̃−1
p̃

n
2+n and equivalently

|Am| ≤

(
β̃‖h‖

L
n
2 +1(Ω)

m− k

) 2+n
n
p̃

|Ak|p̃−1. (50)

In order to apply [48, Lemma 4.1.1], we need that p̃− 1 > 1 and that p fulfils (43). For the case n = 1
and n = 2, we can choose any p̃ > 2, for example p̃ = 3. For the case that n ≥ 3, we have to ensure
that 2+n

n
p̃ ≤ 2n

n−2
, which is p̃ ≤ 2n2

n2−4
. Since the expression 2n2

n2−4
> 2 for n ≥ 3 is equivalent to 0 > −8

and thus always true, we can choose p̃ = 2n2

n2−4
in the case of n ≥ 3. Then we also have that 2+n

n
p̃ > 0.

By applying [48, Lemma 4.1.1], we obtain that |Am| = 0 for m ≥ β̃‖h‖
L

n
2 +1(Ω)

2
p̃−1
p̃−2 |Ω|

n(p̃−2)
p̃(2+n) where |Ω| is

the measure of Ω. This means that the set where

y > β̃‖h‖
L

n
2 +1(Ω)

2
p̃−1
p̃−2 |Ω|

n(p̃−2)
p̃(2+n)

is of measure zero. With the same arguments, we have for (y + k)− := min (y + k, 0) and Ak :=

{x ∈ Ω| y < −k} that the set where y < −β̃‖h‖
L

n
2 +1(Ω)

2
p̃−1
p̃−2 |Ω|

n(p̃−2)
p̃(2+n) is of measure zero. Therefore, we

obtain that ‖y‖L∞(Ω) ≤ C‖h‖
L

n
2 +1(Ω)

with C := β̃2
p̃−1
p̃−2 |Ω|

n(p̃−2)
p̃(2+n) .

Next, we check that a similar L∞ (Zi) result holds for our examples. For Example P.1) and P.7),
Theorem 12 holds immediately. For Example P.3) this result holds also immediately if we assume
KU ⊆ R+

0 because then we have that −ukv ≤ 0 for v ≥ 0 and we can continue the proof of Theorem 12
from (42) to obtain the following theorem.

Theorem 13. For the solution y of an elliptic boundary value problem as in P.3) with KU ⊆ R+
0 , we

have
‖y‖L∞(Ω) ≤ d‖f̃‖Lq(Ω),

with d > 0 for any right-hand side f̃ ∈ Lq (Ω).
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For P.5), we have the following consideration such that the proof of Theorem 12 can be followed
from (42). We have that

(
∇y,∇ (y − k)+

)
≤
(
∇y,∇ (y − k)+

)
+
(
y3, (y − k)+

)
as y3 (y − k)+ ≥ 0 due

to (y − k)+ = 0 if y ≤ k ≥ 0. With similar considerations the L∞ (Ω)-result is proved for P.6) as
max (0, y) ≥ 0.

For the parabolic case, i.e. P.2) and P.4), we have a result analogous to Theorem 12 proved in [12,
Appendix]. With this result, a similar L∞ (Q)-result to Theorem 13 holds immediately, assuming that
KU ⊆ R+

0 , in the bilinear case, i.e. P.4).

C Discussion of admissible sets and PMP optimal solutions
It is well-known that existence of a solution to an optimizationl problem with a lower semi-continuous
cost functional can be proven considering an admissible set that is compact in the optimization space;
see [12, A.2]. However, in order to apply the technique of needle variation, it is necessary that all needle
variations of all admissible controls, which means the needle variation of any admissible control at any
point of the domain and any radius of the ball, are included into the admissible set. But the compactness
of the admissible set does not allow the accommodation of all needle variations of all admissible controls.

A similar problem is faced considering the case where H1 is compactly embedded into a Lp space. In
fact, the single needle variations in general are not elements of H1. Moreover, as shown in this paper and
also in [47], optimal controls can be obtained that are discontinuous functions, which do not belong to
a H1 space. These results show that it is not reasonable to elaborate a proof of existence of an optimal
solution over an admissible set that is a subset of H1. Furthermore, in [47], an ‘unsolvable problem’ is
constructed that has no PMP optimal solution over the admissible set that consists of pointwise bounded
L2 functions.

On the other hand, our numerical results indicate that the SQH scheme converges to functions that
are PMP optimal. Consequently, we think that a proof of existence of an optimal solution over an
appropriately chosen admissible set that also allows the PMP characterization might be successful.
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