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Abstract

Virtual reality and related media and communication technologies have a growing
impact on professional application fields and our daily life. Virtual environments
have the potential to change the way we perceive ourselves and how we interact
with others. In comparison to other technologies, virtual reality allows for the
convincing display of a virtual self-representation, an avatar, to oneself and also to
others. This is referred to as user embodiment. Avatars can be of varying realism
and abstraction in their appearance and in the behaviors they convey. Such user-
embodying interfaces, in turn, can impact the perception of the self as well as
the perception of interactions. For researchers, designers, and developers it is of
particular interest to understand these perceptual impacts, to apply them to therapy,
assistive applications, social platforms, or games, for example. The present thesis
investigates and relates these impacts with regard to three areas: intrapersonal
effects, interpersonal effects, and effects of social augmentations provided by the
simulation.

With regard to intrapersonal effects, we specifically explore which simulation
properties impact the illusion of owning and controlling a virtual body, as well
as a perceived change in body schema. Our studies lead to the construction of
an instrument to measure these dimensions and our results indicate that these
dimensions are especially affected by the level of immersion, the simulation latency,
as well as the level of personalization of the avatar.

With regard to interpersonal effects we compare physical and user-embodied social
interactions, as well as different degrees of freedom in the replication of nonverbal
behavior. Our results suggest that functional levels of interaction are maintained,
whereas aspects of presence can be affected by avatar-mediated interactions, and
collaborative motor coordination can be disturbed by immersive simulations.

Social interaction is composed of many unknown symbols and harmonic patterns
that define our understanding and interpersonal rapport. For successful virtual
social interactions, a mere replication of physical world behaviors to virtual envi-
ronments may seem feasible. However, the potential of mediated social interactions
goes beyond this mere replication. In a third vein of research, we propose and
evaluate alternative concepts on how computers can be used to actively engage in
mediating social interactions, namely hybrid avatar-agent technologies. Specifically,
we investigated the possibilities to augment social behaviors by modifying and
transforming user input according to social phenomena and behavior, such as non-
verbal mimicry, directed gaze, joint attention, and grouping. Based on our results
we argue that such technologies could be beneficial for computer-mediated social
interactions such as to compensate for lacking sensory input and disturbances in
data transmission or to increase aspects of social presence by visual substitution or
amplification of social behaviors.



Based on related work and presented findings, the present thesis proposes the
perspective of considering computers as social mediators. Concluding from prototypes
and empirical studies, the potential of technology to be an active mediator of social
perception with regard to the perception of the self, as well as the perception of
social interactions may benefit our society by enabling further methods for diagnosis,
treatment, and training, as well as the inclusion of individuals with social disorders.
To this regard, we discuss implications for our society and ethical aspects. This
thesis extends previous empirical work and further presents novel instruments,
concepts, and implications to open up new perspectives for the development of
virtual reality, mixed reality, and augmented reality applications.



Zusammenfassung

Virtual Reality und weitere Medien- und Kommunikationstechnologien haben einen
wachsenden Einfluss auf professionelle Anwendungsbereiche und unseren Alltag.
Virtuelle Umgebungen haben das Potenzial, Einfluss darauf zu nehmen, wie Men-
sche sich selbst wahrnehmen und wie sie mit anderen umgehen. Im Vergleich zu
anderen Technologien ermöglicht Virtual Reality die überzeugende Visualisierung
einer virtuellen Selbstdarstellung, eines Avatars, sichtbar für den Nutzer/die
Nutzerin selbst aber auch für andere. Dies bezeichnet man als Nutzerverkörperung.
Avatare können von unterschiedlichem Realismus und Abstraktion in Bezug auf
ihr Aussehen sowie der Darstellung von Verhaltensweisen geprägt sein. Solche
nutzerverkörpernde Schnittstellen wiederum können die Wahrnehmung des Selbst
sowie die Wahrnehmung von Interaktionen beeinflussen. Für Forscher/-innen,
Designer/-innen und Entwickler/-innen ist es von besonderem Interesse, diese
Wahrnehmungseffekte zu verstehen, um sie beispielsweise auf Therapie, assistive
Anwendungen, soziale Plattformen oder Spiele anzuwenden. Die vorliegende
Arbeit untersucht und bezieht sich auf diese Auswirkungen in drei Bereichen: in-
trapersonelle Effekte, zwischenmenschliche Effekte sowie Effekte durch soziale
Augmentierungen, die durch die Simulation bereitgestellt werden.

Im Hinblick auf intrapersonelle Effekte widmet sich die vorliegende Arbeit ins-
besondere der Frage, welche Simulationseigenschaften die Illusion des Besitzens/In-
nehabens und der Kontrolle eines virtuellen Körpers sowie eine wahrgenommene
Veränderung des Körperschemas beeinflussen. Die vorgestellten Studien führen
zur Konstruktion eines Instruments zur Erfassung dieser Dimensionen und die
Ergebnisse zeigen, dass die empfundene Verkörperung besonders von dem Grad
der Immersion, der Simulationslatenz sowie dem Grad der Personalisierung des
Avatars abhängt.

Im Hinblick auf zwischenmenschliche Effekte vergleicht diese Dissertation ph-
ysische (realweltliche) und virtuelle soziale Interaktionen sowie unterschiedliche
Freiheitsgrade in der Replikation nonverbalen Verhaltens. Die Ergebnisse deuten
darauf hin, dass die funktionalen Ebenen der Interaktion aufrechterhalten werden,
während Aspekte der Präsenz durch avatarvermittelte Interaktionen beeinflusst
werden und die kollaborative motorische Koordination durch immersive Simulatio-
nen gestört werden kann.

Die soziale Interaktion besteht aus vielen unbekannten Symbolen und harmonis-
chen Mustern, die das menschliche Verständnis und zwischenmenschliche Beziehun-
gen definieren. Für erfolgreiche virtuelle soziale Interaktionen mag eine bloße
Replikation von physikalischen Weltverhaltensweisen auf virtuelle Umgebungen
möglich erscheinen. Das Potenzial computervermittelter sozialer Interaktionen
geht jedoch über diese bloße Replikation hinaus. Im dritten Bereich dieser Arbeit
werden alternative Konzepte vorgeschlagen und evaluiert, wie Computer genutzt



werden können, um eine aktive Rolle in sozialen Interaktionen einzunehmen. Diese
Technologien werden als hybride Avatar-Agenten-Technologien definiert. Insbeson-
dere wird untersucht, welche Möglichkeiten das soziale Verhalten zu erweitern
emtstehen, indem die Verhaltensweisen der Benutzer/-innen entsprechend sozialer
Phänomene und Verhaltensweisen modifiziert und transformiert werden. Beispiele
sind die nonverbale Spiegelung, der Fokus des Blicks, eine gemeinsame Aufmerk-
samkeit und die Gruppenbildung. Basierend auf den Ergebnissen argumentiert
diese Arbeit, dass solche Technologien für computervermittelte soziale Interaktio-
nen von Vorteil sein könnten, beispielsweise zum Ausgleich fehlender Sensorik,
Störungen bei der Datenübertragung oder zur Verbesserung sozialer Präsenz durch
visuelle Substitution oder Verstärkung des sozialen Verhaltens. Basierend auf ver-
wandten Arbeiten und präsentierten Ergebnissen wird abgeleitet, dass Computer als
soziale Mediatoren fungieren können. Ausgehend von Prototypen und empirischen
Studien kann das Potenzial der Technologie, ein aktiver Vermittler in Bezug auf
die Wahrnehmung des Selbst sowie die Wahrnehmung sozialer Interaktionen zu
sein, unserer Gesellschaft zugutekommen. Dadurch können beispielsweise weitere
Methoden zur Diagnose, der Behandlung und Ausbildung sowie der Inklusion von
Menschen mit sozialen Störungen ermöglicht werden. In diesem Zusammenhang
werden die Auswirkungen auf unsere Gesellschaft und ethische Aspekte disku-
tiert. Diese Arbeit erweitert frühere empirische Arbeiten und präsentiert darüber
hinaus neue Instrumente, Konzepte und Implikationen, um neue Perspektiven
für die Entwicklung von Virtual Reality, Mixed Reality und Augmented Reality
Anwendungen zu beleuchten.
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Chapter 1

Introduction

1.1 Motivation

Research in the context of virtual reality (VR), mixed reality (MR), augmented real-
ity (AR), and human-computer interaction (HCI) in general aims at improving and
understanding the interaction between the human user and the computer system.
Such interactions may be user-embodied interactions, that is, interactions in which
users are represented to themselves and/or to others by avatars [28, 27]. Avatars
are defined as virtual characters that are driven by the user’s movements [13]. The
design and development of HCI systems that support virtual embodiment, in turn,
can affect both, the way we perceive ourselves, our own body scheme, as well as
the way we perceive others in social interactions and the interaction itself. The
simulation medium is therefore an interference in the natural cycle of perception
and action [102] of a human user and plays an active role in stimulating our senses
in different levels of vividness, respectively representational richness [321]. The
present thesis aims at exploring the impacts of this interference with regard to
individual and social interactions, and how it can be designed to actively moderate
user-embodied interactions to foster future developments. It explores potentials in
both, the replication of interactions closer to the physical reality (PR) as well as the
abstraction and augmentation of interactions beyond the PR. We present empirical
findings and guidelines for future developments of HCI systems, that may leverage
computers as social mediators. The use cases for the presented results and impli-
cations are manifold. A better understanding of user-embodied interfaces can be
beneficial to extend VR-based therapeutic, rehabilitation, and training applications,
for example targeting post-traumatic stress disorders [257], phobia [212], social
anxiety disorder [5], eating disorders [256], or motor rehabilitation [71]. Related
research in psychiatry argues that many psycho-pathological conditions (i.e., mental
disorders or generally norm-deviances) relate to communication disturbances (see
e.g., [341]). Thus, especially therapy, training as well as research in this area can
benefit from insights of how technologies can have an active part not only in the
rendering of appearance, but also of behaviors in social interactions [231, 248, 111].
Collecting knowledge about the effects of user embodiment is important for game
design [251, 161] and information visualization [178]. Finally, knowledge gained by
the present research could inform interfaces for computer-supported collaborative
work [28], and, more generally, any collaborative and communicative VR, MR, and
AR application [289].
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Chapter 1. Introduction

1.2 Structure, Research Questions and Contributions

The remainder of Chapter 2 will put the objectives of the present work into context.
Chapter 2 further contributes a technological concept on the social augmentation of
interactions in shared virtual environment (SVE) and presents a model that defines
computers as social mediators. The empirical body of this thesis is divided into three
parts that evaluate user-embodied interactions: Intrapersonal effects, interpersonal
effects, and effects of hybrid social interactions that evaluate the proposed model of
viewing computers as social mediators. Chapter 3 investigates intrapersonal effects
of user-embodied interfaces as well as the latent variables that lead to the illusion of
virtual body ownership.

RQ1a: How do simulation properties affect virtual embodiment?

RQ1b: What latent variables are responsible for the adaptation of a virtual body?

Chapter 3 contributes with findings on how realism, personalization, immersion
and latency structure and affect the perception of virtual body ownership and
agency. We show that immersion, realism, and personalization foster the acceptance
(ownership) of a virtual body, and that both, constant and dynamic (jitter) latency
in the reproduction of behavior hinders agency. We contribute a measure to assess
the acceptance (ownership) of and control (agency) over a virtual body and the
perceived change towards the own body schema. We further assess the relation
of these dimensions to related constructs. The presented results guide further
development and allow the application of the measurement instrument in future
studies. Chapter 4 investigates how technologies for user-embodied interactions
affect social interaction between two users.

RQ2a: How do virtual social interactions with user embodiment compare to physical
social interactions?

RQ2b: How do technological properties affect user-embodied virtual social interac-
tions?

Chapter 4 presents two prototype developments for immersive and semi-immersive
user-embodied interaction in a SVE. Prototype 1 allows for the repliction of body
movement whereas prototype 2 allows for the systematic variation in replicating
body movement, facial expression, and gaze in a semi-immersive simulation. In
three studies we find that compared to PR, social virtual interactions can be af-
fected with regard to aspects of social presence and affect. The performance of a
collaborative motor task performed in VR was reduced compared to the perfor-
mance of participants in PR. Different levels of behavior realism can further affect
telepresence and, indicated by our findings, the eeriness perception of the partner’s
avatar. We thus conclude that for social interactions in VR, simulation aspects
such as behavior and appearance realism or latency can lead to changes in the
perception of the interactions, and we discuss our findings. Chapter 5 contributes
by conceptualizing different forms of social augmentations in virtual interactions
and investigates resulting impacts.
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1.2. Structure, Research Questions and Contributions

RQ3a: What possible modifications can be designed to augment user-embodied social
interactions?

RQ3b: What impacts on the perception of interactions arise from augmented social
interactions?

Chapter 5 offers three contributions: hybrid and synthesized social gaze based
on a behavior model, artificial nonverbal mimicry, and the visually augmentation
of known nonverbal phenomena (eye contact, joint attention, grouping) based on
abstraction from available sensor data. We present a prototype and study for each
augmentation form and empirical findings on how social augmentations affect
aspects of presence and the resulting user behavior. Based on our findings we
conclude that artificial gaze models can be beneficial, for example in the case of
lacking sensor data or transmission deficiencies. Artificial mimicry did not decrease
the overall experience of embodied interactions to a significant degree. Further,
visual transformations of social phenomena can increase aspects of presence and
impact the users’ social behavior. Technological implications are drawn and an
architecture prototype is presented. The overarching empirical research goals are
summarized in the model depicted in Fig. 1.1.

Figure 1.1: Model of interdependencies and overarching research themes. The simulation and its char-
acteristics (green) impact the perception of the self through virtual embodiment and the perception of others
through virtual social interactions (orange). Chapter 3 investigates the impacts on self-perception of virtual
embodiment. Chapter 4 investigates user embodied social interactions. Chapter 5 explores the augmentation of
social behaviors in SVEs.

Chapter 6 summarizes the findings presented in this thesis. We further present
an ethical reflection on considering computers as social mediators. We describe
how artificial intelligence (AI) could impact autonomy and privacy, and provide
proposals how to counteract negative impact.

The remainder of this section will present the backgrounds of the present work
with regard to both, the perceptual as well as technological relations, before deriving
a model that summarizes previous work and derived hypothetical constraints.
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Chapter 1. Introduction

1.3 Context: Interaction in Virtual Environments

VR systems are essentially communication systems in form of the “transfer of energy
between two entities” [146, p. 10]. From this viewpoint, the user is included in the
system description and interacts with the system through sensors and actuators.
As with all communication systems, Shannon’s basic mathematical description of
communication applies; An information source selects a message to be transmitted.
A transmitter produces a signal for the transmission which is transmitted through
a channel and during this process subject to noise. A receiver processes the signal
to deliver the initial message to the destination. Thus, noise–any communication-
system generated signal that has the capacity to alter the reception of any message–is
introduced during message exchange [291]. For example, in typical user-system
interactions, the translation from intention to motor action and virtual feedback
suffers from the delay of the processing time used by the machine (see Section
2.2.6). The accuracy of such interactions suffers from the precision of the sensor
and post-processing. In turn, this noise affects the perception–action cycle of human
information processing (see Section 2.1.1). Hence the general experience in a virtual
environment (VE) is affected by the simulation may it be a single-user interacting
with a system or multiple users interacting with the system and each other.

The terms VE and VR are often used interchangeably [175]. While previous work
on VEs is often based on semi-immersive systems, such as desktop systems without
a stereoscopic display or head-related tracking, most VR research today considers
simulations that are based on the stereoscopic visual display of a camera perspective
that is rendered in relation to the user’s head movement. The level of virtuality of a
system can be described on the basis of the reality-virtuality continuum described by
Milgram, Takemura, Utsumi, and Kishino [206], that depicts levels of virtuality from
real environments to AR to augmented virtuality to completely VEs. All in-between
states are summarized under the umbrella term of MR.

When the reality-virtuality continuum is strictly applied, all current systems
are MR systems. However, in the following, we use the more specific term VR
for interactive graphical systems that render a three-dimensional environment
considering the user’s head movement, and the term VE as a broader description of
an interactive system that renders a graphical environment. VEs and VR systems
can be further described by a number of properties.

The level of immersion is a way to classify VR systems based on technological
properties: “The more that a system delivers displays (in all sensory modalities)
and tracking that preserves fidelity in relation to their equivalent real-world sensory
modalities” [297, p. 1]. Immersion in turn can foster the perception of presence, or
‘being there’ [135] in a virtual environment (see Section 2.2).

Systems that support multiple (two or more) users, are often referred to as SVEs
[289, 287], collaborative virtual environments [28], multi-user virtual environments
[59, 99, 100], multi-user virtual worlds [74, 27] or multi-user VR [58, 165]. Users
may be colocated or separated in the PR, as they can be colocated or seperated in
the VE — see also Section 2.3 and [241] for a taxonomy.

Interfaces for three-dimensional interactions with VEs are often described using
the term 3D user interface [175] which can be technically differentiated by the
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1.3. Context: Interaction in Virtual Environments

degrees of freedom (DOF) of the interaction. Among others, 3D user interfaces may
for example make use of head motion, hand motion, or full body motion to provide
useful interactions [97]. All non-autonomous interaction in VEs is dependent on
user input and feedback provided by technology [50]. In consequence, no interactive
system is independent of the user, which is why the user is constantly “in the loop”
and human actions and senses have to be considered.

A special case of 3D user interfaces are interfaces that embody the user. By
tracking human body motion and mapping the respective motion to avatars, the
user virtually exists in the environment as part of the virtual projection. The user
literally takes the perspective of a virtual representation. A final categorization of
VEs is therefore the fidelity of user embodiment.

The resulting phenomenon of the sensual stimulation, the illusion of virtual body
ownership, triggers a chain of cognitive processes that can contradict previously
learned information and physical context. It is therefore essential to understand the
principles of information processing when engaging the topic of user-embodied
interfaces.
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Chapter 2

Background and Related Work

2.1 Mechanisms of Embodiment

2.1.1 The Body and the Mind: Information Processing

Humans are fascinating biological machines with regard to the potential to per-
ceive and process information. Our senses allow for a tremendous information
throughput. Stimuli are captured through somatovisceral receptors and processed
by the medulla, the brain stem, the thalamus, and the cortex followed by integrative
and efferent systems that results in our behavior: the perceptions and reactions
with cognitive, affective, motivational, motor, and vegetative components [375].
The approximate bandwidths of our eyes (10000000 bits/s), ears (100000 bits/s),
skin (1000000 bits/s), taste buds (1000 bit/s), and nose (100000 bits/s) result in an
overflow of information for our brain to consciously process [219]. Thus, incoming
signals are processed and filtered for irrelevant and redundant information, reduc-
ing the information flow consciously perceived to 40, 30, and 5 bits/s for eyes, ears,
and skin, respectively [376]. To handle this information, the necessary magnitude
of the channel capacity of the brain, the human CPU, is estimated at 10000000000
bits/s [219].

In the physical world, our neural mechanisms process sensory information such
as the visual information taken from social cues and behaviors. Based on bottom-up
processes like stimulation and sensation, processed through short-term memory
[116], as well as higher level top-down processes such as expectations, preacquired
knowledge (long-term memory), and the use of contextual information [124], we
make decisions and form intentions, and consecutively execute response actions —
which is also referred to as the perception–action cycle [102].

Considering the above stated numbers are approximate, it is important to un-
derstand the challenge of the development of user-embodied interfaces, that is, to
respect for the sensory and motor system [233], and to understand how technology
impacts the flow of information processing that relates perception, cognition, and
action [360].

2.1.2 Cogito Ergo Sum - Embodiment and its Subcomponents

Embodiment can be described as a part of self-consciousnes and throughout the
literature, different phenomena were addressed to be components of embodiment.
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Embodiment has for example be described as “the experience that the self is lo-
calized at the position of our body at a certain position in space” [186, p. 150]
following [181]. Blanke and Metzinger [43] and Blanke [42] argue that through
multisensory information processing, humans can perceive a conscious experience
of self-identification (or body ownership), self-location, and the perspective one
perceives the world with (first-person perspective). Further works investigated
body ownership as a part of self-consciousness, and found that it can be disrupted
by conflicting visual-somatosensory input [181].

Body ownership can be described as the experience and allocation of a bodily
self as one’s own body, as “my body,” the particular perception of the own body
as the source of bodily sensations, unique to oneself so that the own body is ever
present in one’s mental life [105, 335, 332]. A key instrument in the strong focus
on investigating body ownership was the rubber hand illusion (RHI) [47]). The
RHI is a psychological experiment that induces ownership of an artificial body part
in the form of a rubber hand by simultaneously inducing (visually hidden) tactile
stimulation of the physical hand combined with a visible tactile stimulation of the
rubber hand. Caused by the stimulation, participants start to perceive the rubber
hand as part of their body. This was substantiated through subjective questioning as
well as a displacement measure where participants were asked to judge the location
of their “hand” which indicated a drift in their perception. Throughout previous
research, it has become salient that bottom-up accounts (multisensory processing
and integration) drive the perception of body ownership and might be sufficient
for an illusory body ownership experience. However, further findings suggest
that top-down processes that include internal body maps (for example form and
appearance matching) at least modulate this illusion in the PR [127, 332, 52] (see
Chapter 3 for further details).

Figure 2.1: Three components of embodiment: self-location, body ownership, and agency. Left: Self-
location refers to the experience of the self being located at the position of our body [186]. Center: Ownership
relates to perceiving the body as the own, as the source of sensations. Right: Agency relates to the feeling of
control over one’s own actions [335].

It has been argued that agency (also referred to as the sense of agency [52]),
meaning the “experience of oneself as the agent of one’s own actions - and not of
others’ actions” ([75, p. 523, ] following [105]) strongly relates to the construct of
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body ownership [335, 52]. In stronger relation to the context of this thesis, Tsakiris,
Prabhu, and Haggard define agency as “the sense of intending and executing actions,
including the feeling of controlling one’s own body movements, and, through them,
events in the external environment” [335, p. 424]. While the exact relationship
remains subject to further research, an RHI-based experiment analyzing a metric
for assessing levels of embodiment of an artificial body part revealed the latent
variables of ownership, agency, and location as factors where location was comprised
of items focusing on the coherence between sensation and causation, as well as
locational similarities of artificial and physical body part [184]. Figure 2.1 illustrates
the differentiation of the three different perceptual concepts.

Kilteni, Groten, and Slater [157] summarize previous findings from physical and
virtual experiments and argue to distinguish three components the sense of self-
location (self-localizaion), the sense of agency, and the sense of body ownership.
For the sake of consistency, we will stick to their differentiation of self-location,
agency, and ownership for the remainder of this thesis. The findings from research
considering the physical world can be extended to the virtual context.

2.1.3 Video Ergo Sum - Virtual Embodiment

Embodiment and especially body ownership receive ongoing attention in VR re-
search. Following video-based approaches to manipulate bodily self-consciousness,
which Lenggenhager, Tadi, Metzinger, and Blanke [181] entitled “video ergo sum”
(abstracting René Descartes quote “cogito, ergo sum”–I think and therefore I am
- referenced from [2, X, p. 535]), research found that the concept of the RHI also
applies to virtual body parts [302] and even to entire virtual bodies [301, 189]
to achieve an illusion of virtual body ownership (VBO), which in this context is
also referred to as body transfer illusion [304]. According to Slater, Pérez Marcos,
Ehrsson, and Sanchez-Vives’s review, the induction time for perception of (virtual)
body ownership varies, depending on the method, between about 11 seconds up
to 30 minutes [301]. Maselli and Slater [199] investigated factors driving VBO and
also concluded that bottom-up factors like sensorimotor coherence and, in partic-
ular relevant to VEs, a first-person perspective, are driving factors. According to
the authors, appearance moderates the experience insofar as for example realistic
humanoid textures foster body ownership compared to abstract textures.

To investigate and alternate body perception, VR-based experimentation has also
made use of virtual mirrors [119], and fake “physical” semi-immersive mirrors,
that rely on fish tank VR projections [353] to evoke VBO, but keep a reference frame
to the physical world [173]. Figure 2.2 depicts two approaches for experimental
paradigms inducing and studying the VBO.

Summarizing previous research, the key aspects seem to be the degree and the
precision with which appearance, behavior, and stimulation are rendered by a user-
embodying interface, and which perspective (first vs. third person perspective)
is presented [199, 158, 189, 119]. It remains essential to shared embodied VR to
investigate preception and the technological impact of VBO as intrapersonal factors.
We further discuss related research to VBO in more depth in chapter 3.
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Figure 2.2: Examples of experimental platforms to study virtual embodiment and body ownership illu-
sions. Top: A fake mirror system using a screen in combination with body and facial tracking (adapted from
[173]). Bottom: Immersive HMD-based virtual mirror simulation based on passive optical marker tracking,
HMD-based gaze tracking, and lower facial expression tracking.

Considering the current developments of VR technologies such as motion con-
trollers and body tracking, it becomes salient that ownership and agency are crucial
factors to consider when developing user-embodied interfaces. Design choices, for
example character type, or the realism of replicated appearance and behavior may
strongly influence these perceptual phenomena. Further, designers and developers
could utilize distinct effects to create a non-realistic remapping of physical and
virtual world. In this regard, avatars are of special concern.

2.1.4 Avatars - Means for Virtual Embodiment

The term avatar describes a digital representation of a human (user). The word
as such derives from the Sanskrit word avatāra (“descent”) which describes the
incarnation of a deity in human or animal form in Hinduism [324]. In literacy
avatars were for example topiced by Stephenson [318] in his popular science fiction
novel “Snow Crash.” Throughout the history of computer graphics and video
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Figure 2.3: Three components of virtual embodiment according to the description of Kilteni, Groten,
and Slater [157]: self-location, virtual body ownership, and agency. Left: Taking the perspective of an avatar
(orange), a user (grey) can feel self-located in a VE. Center: On the basis of congruent stimulations, ownership
over the virtual body can be percieved. Right: Agency over the virtual body is possible when the user’s
movements are tracked and retargeted to the virtual character’s behavior.

games, the word avatar was used to describe a textual or graphical representation
of the user [26]. However, whereas one might set a photo or pictographic avatar
in a social network, forum or versioning system, Bailenson and Blascovich [13]
define an avatar to be “a perceptible digital representation, whose behaviors reflect
those executed, typically in real time by a specific human being.” [p. 65]. In similar
manner, Bell [26] describes: “An avatar is any digital representation (graphical or
textual), beyond a simple label or name, that has agency (an ability to perform
actions) and is controlled by a human agent in real time.” [p. 3]. Both descriptions
relate to VEs rather than a general description.

Two aspects of the above stated definitions can be further defined in the context
of the present thesis. First, there are numerous options on how an avatar can be
controlled, such as through gamepad or joysticks using certain control schemes, or,
as also presented in this thesis, through motion tracking and retargeting, meaning
the behavior data to avatar behavior, of physical movements [273]. Furthermore,
the aspect of timeliness is of importance, as the delay between physical motion and
virtual feedback is most likely to affect agency (see also Chapter 3 and Study 3.7).
While there are no catastrophic outcomes if deadlines of behavior reproductions
are not met (hard real time), outcomes of a behavior reproduction might be useless
(firm real time) or decrease the value (soft real time) degrade the value of the result
[294]. We can therefore describe avatars as graphical user representations in a VE, which
are animated by user behavior in firm or soft real time constraints. While approaches of
video-based reconstruction exist (see Section 2.3.1), in the present thesis we refer to
avatars as rigged virtual characters that reproduce human behaviors [275]. Figure
2.4 describes the basic components of such characters. As appearance, structure
and form of such virtual characters can be manifold, the question arises if users can
adapt to altered self-representations.

2.1.5 Homuncular Flexibility

How far the flexibility in the adaptation of and embodiment through virtual repre-
sentations (avatars) can reach was already examined in the 1980s and 1990s. In very
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Figure 2.4: The building blocks of a character/avatar used for animation. From left to right: 1) A hierarchi-
cal skeleton defines the DOF joints can be restricted in their angular behavior. 2) A polygon mesh defines the
surface hull of the avatar. 3) The surface material defines shading properties. 4) The texture defines the textural
appearance. 5) A control rig can be used for pose solving in keyframe or inverse kinematik driven behaviors,
based on a solver model.

early and visionary works, Jaron Lanier and colleagues investigated what was dis-
covered by coincidence in a collaborative project by Tom Fourness and Jaron Lanier,
namely the neural plasticity of humans in being able to adapt to non-human avatars
that do not match any top-down expectations with regard to their appearance or be-
havioral control [365, 366]. In particular, the review by Won, Bailenson, and Lanier
[365] describes published and unpublished explorations of adaptation to alternate
anatomies (such as animal anatomies) and the flexibility of the somatosensory and
motor cortex to adapt to such alterations in accepting and controlling the alternative
visual representation. Their examples include remapping limbs in such a way that a
participant’s arm movement would control the avatar’s foot, and vice versa, as well
as remapping hip movements to animal body parts [320] or the adaptation to differ-
ent gender appearances. This non-human remapping, which could be described as
a form of virtual human augmentation, may also include additional virtual limbs
(“ipsimodal remapping”), a remapping of sensory information to different channels
(such as visual information presented through audio feedback, called “sensory
substitution”), or a remapping of tracked input that is not consciously processed to
alternative feedback, such as an avatar changing its color based on the emotions,
which are tracked through neurophysiological sensors (“para-synthetic expression”)
[366]. In consequence to adapting altered body representations in VR, the users may
perceive those as their own body and perceive VBO. In consequence, this illusion
may change the perception of the own body scheme and as research shows, this can
impact the user’s attitude and behavior.

2.1.6 Impacts of Altered Virtual Bodies

The fact that, by utilizing VBO, humans can accept altered virtual bodies was
exploited by Yee, Bailenson, and colleagues. Coined as the Proteus Effect [368,
367, 367, 369], they found a change in behavior, self-perception and identity of
participants by taking the perspective of an avatar with altered appearance. In other
words, participants changed their behavior and attitude according to behavior they
attributed to their virtual representation.

For example, white skinned participants embodying a black skinned avatar
showed a reduced racial bias [232, 19] or being placed in the perspective of an
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old looking avatar reduced negative stereotyping of the elderly [368]. Further
confirmation of related effects of altered embodiment have been found with child-
avatars and the overestimation of size [18]. Similarly, You and Sundar [370] found
indirect impacts from avatar representation (with or without a backpack) on the
perception of environmental steepness. In VR simulations for individual and shared
experiences, it is therefore important to keep in mind that the adaptation of virtual
bodies is not a one-way street; rather, it is a symbiotic effect in which control over
a body goes along with top-down processing (see Section 2.1.1) and attributions
based on what users have experienced throughout their lives, which can have a
strong impact on perception and behavior.

2.1.7 Summary

Figure 2.5: Model of the relations of interaction, virtual embodiment and self-perception. The user
performs actions and is stimulated by (multimodal) feedback of the simulation. This loop interferes with the
sensorimotor contingencies (SMCs) of human cognition (i.e., motion to predicted natural response). Through
visual feedback of the simulation, avatars allow for virtual embodiment. It’s components, such as ownership
and agency are elicited by multisensory and/or sensorimotor stimulation [158], providing for the necessary
bottom-up processing. Top down factors such as the humanness of the body (-part) representation were
found to moderate the virtual body ownership [199]. Altered self-representations in the virtual world change
the self-perception, and the user behaviors and attitudes can change according to what they attribute to their
representation (Proteus effect).

In everyday life, healthy humans are self-aware, they perceive self-localization in
the world through their body, their body as source of all sensations (ownership),
and feel in control of actions and resulting events (agency) [43, 52, 186, 105, 335, 332,
75, 334, 332]. Previous research found that the human brain has the capability/the
plasticity to adapt an artificial body (part) when sufficient bottom-up and top-down
processing is triggered, such as with simultaneous visual and tactile stimulation [47,
333]. Through user-embodying interfaces that allow for the stimulation of similar
processes, persons can adapt virtual body parts and whole virtual bodies [181, 302,
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301, 304], even ones with abstract form or behavior representation [365, 366]. Figure
2.5 describes these processes. The adaptation of such virtual bodies can lead to
the adaptation of user behavior. The users adapt their body scheme, behavior and
attitude on the basis of their virtual representations [367, 367, 369, 368, 125, 232, 19].

While self-location (self-localization) was stated to be part of self-consciousness
[186, 181, 43, 42, 157], especially in the context of VEs may seem related to another
aspect of perception: presence or the sense of “being there” [135]. In contrast to
self-location, presence must not necessarily involve to visualize or render a virtual
body to the user [157].

2.2 Presence in Virtual Environments: Being there

Early on, Goffman [117] described presence as an aspect of everyday social and
communicative life, in which individuals enter the presence of others to acquire
and exchange information through communicative signals. In a different context,
Minsky [207] used the term telepresence to describe the potentials achieved by
versatile teleoperation systems that support sensory feedback in high quality, and
thus allow for a remote presence that “possesses the strength of a giant or the
delicacy of a surgeon” [p.1]. IJsselsteijn [141] interprets Minsky’s description of
telepresence as the “phenomenon that a human operator develops a sense of being
physically present at a remote location through interaction with the system’s human
interface, that is,through the user’s actions and the subsequent perceptual feedback
he/she receives via the appropriate teleoperation technology” [p.1].

The general concept of presence, also referred to as the perception of “being in an
environment” [321], or simply “being there” [135], was prominently investigated.
Previous work proposed to distinguish different aspects of presence, for example,
conceptually into physical, social, and self-related aspects [179] or on a psychome-
tric basis into the factors involvement, sensory fidelity, realism, interface quality,
adaptation, and immersion [363].

Previous research identified many aspects that affect the perception of presence
as well as strategies to measure presence, which have been broadly discussed and
argued upon in interesting debates [363, 364, 308, 321, 183, 179, 249]. In the context
of the present thesis and in addition to telepresence, three previously identified
aspects of presence are of special importance: Self-presence, social presence, and
copresence.

2.2.1 Self-presence

An especially important aspect for interfaces embodying the user is self-presence,
or “the extent to which the self is present (relevant) during media use” [249, p. 323],
see also [179]. It is related to the self-awareness and self-similarity of the virtual
representation in a virtual environment [252], or to “the extent to which a user
feels that her avatar, or virtual representation of self inside a virtual world, is an
extension of herself” [252, p.167]. Biocca describes self-presence as “the effect of
virtual environment on the perception of ones body (i.e., body schema or body
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image), physiological states, emotional states, perceived traits, and identity”, and
thus “refers the effect of the sensory environment on mental models of the self” [39,
p. 22f]. Putting these descriptions into context, self-presence seems to be naturally
related to above noted components of embodiment.

2.2.2 Copresence

As noted above, in his book The Presentation of Self in Everyday Life Goffman [117] de-
scribes early on that presence is strongly related to the perceptions and impressions
of others.

“When an individual enters the presence of others, they commonly seek to
acquire information about him or to bring into play information about him al-
ready possessed. They will be interested in his general socio-economic status, his
conception of self, his attitude toward them, his competence, his trustworthiness,
etc.” [117, p.136]

In a communicative context, the concept of presence is therefore strongly bound to
the concept of copresence, which can be described as the perception of “togetherness”
or being colocated in a shared virtual world with others [82, 179, 288]. Nowak and
Biocca [220] argue that this connection with others can be further distinguished with
regard to level of copresence initiated by oneself, as well as the level of copresence
initiated by the communication partner, which emphasizes an interaction.

2.2.3 Social Presence

In a similar sense, the perception of a social exchange or social presence, defined
early on as “the degree of salience of the other people in the interaction” [295, p.65],
or “a medium’s ability to connect people” [220] influences the communication in
mediated environments. Biocca [39] describes: “The minimum level of social pres-
ence occurs when users feel that a form, behavior, or sensory experience indicates
the presence of another intelligence. The amount of social presence is the degree to
which a user feels access to the intelligence, intentions, and sensory impressions of
another.” [p. 22]. Oh, Bailenson, and Welch [223] conducted a recent systematic re-
view on social presence and summarize that immersion and context have a positive
impact on social presence. They also find that a visual representation and a higher
behavioral realism increase social presence. They argue that despite several findings
of a positive impact of social presence on communication, depending on the situa-
tion, attempts to increase social presence may not always result in positive effects.
For example, it may have negative impact on people with social anxiety. It seems
clear that social presence stands in relation to copresence, but through the above
mentioned description by Biocca, we may distinguish social presence (interpreting
feelings, intentions) from copresence (perceiving connectedness, togetherness). As
one component of presence perceived in SVEs, social presence is affected by the
affordances a simulation presents to the user. To this regard, previous research
identified characteristics that foster presence (in general), to which regard Slater
[299] introduced helpful notions.
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2.2.4 Simulation Characteristics that Foster Presence

To identify factors that affect presence it is helpful to refer to alternative descriptions.
Slater argues presence to be a qualia (phenomenal awareness, consciousness) and
describes presence as place illusion (PI), “constrained by the SMCs afforded by the
virtual reality system” [299, p. 3549]. According to sensorimotor contingency theory,
“action is constitutive for perception” and “actions and associated sensory stimu-
lations are tied together by lawful relations”, namely SMCs; [154, p.47] following
[222, 217, 221]. For example, in the physical life these are implicit rules that guide
action and perception. Looking behind an object is something we do not need to
think about, we perform motion to change the visual perspective. In VR however,
these SMCs are constrained, for example by the tracking fidelity and reproduction
of perspective. While Slater [299] argues that there are no high fidelty VR systems
(first-order systems) available and that PI cannot be directly assessed, he argues
that PI, strongly bound to immersion, may also occur in lower level second-order
systems when physical actions are accurately mapped by the system, meaning the
system provides SMCs mapped between real and virtual world. Thus “People can
report a feeling of ‘being there’ to the extent that they engage in additional mental
recreation that transforms their actions for perception into the feeling of being in a
space which they are already not located according to the rules of real-world SCs”
[299, p. 3552]. In other words, if the system stimulates a contingent interaction
between physical behavior and virtual feedback, PI can occur. In consequence, PI is
limited to the boundaries of the immersion a system provides.

In his 2003 essay on presence terminology, Slater refers to immersion as follows:
“The more that a system delivers displays (in all sensory modalities) and tracking
that preserves fidelity in relation to their equivalent real-world sensory modalities,
the more that it is ‘immersive’ ” [297, p. 1]. Immersion therefore describes techno-
logical aspects that foster a simulation’s realism or “vividness” (i.e., the richness
in which the simulation is able to represent information to the senses; [321]) which
can be assessed in a technical sense. Thus, in contrast to presence or PI, immer-
sion is a system property that “can be objectively assessed, and relates to different
issues than how it is perceived by humans” [297, p. 1]. Immersion is therefore a
characteristic that can foster presence or PI, yet presence is not solely dependent on
immersion. Some driving factors for presence identified by previous work (see [308]
for a summary) are of importance because they strongly relate to the present thesis.
They were identified as external factors, that is, factors supplied by the simulation
technology as such.

Sensorial Richness Referring to works from Steuer [321] and others, Slater, Usoh,
and Steed [308] concluded that the richness or vividness (in other words the quality
and resolution) of information presented to the user, activating sensory organs,
impacts the perception of presence in VEs. Their interpretation points out a multi-
sensory richness in terms of the activation of different senses, whereas avoiding the
Cyborg’s dilemma [39], referring to a change of body schema based on the interface of
the physical body with technology. However, one could also argue that the vividness
of social and perceptual senses activated by simulations based on a reflection of the
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virtual self and of virtual others. As a result, in the context of this work, the present
interpretation stresses the importance of the richness of user behavior transmitted
and replicated in the VEs.

Self-Representation Among the factors fostering presence, Slater, Usoh, and Steed
[308, p. 1] identified that the virtual self-representation of the user “should be
similar in appearance to the participant’s own body, respond correctly, and be seen
to correlate with the movements of the participant.” In consequence, one could
argue that both, accuracy in appearance as well as in behavior replication is of
importance for the vividness of VEs.

Consistency Across Displays In their summary and research Slater, Usoh, and
Steed [308] and Slater, Steed, and Usoh [307] argued that a VE presented to a user
needs to be consistent across all displays. Interpreting “displays” more generally
as feedback, then it would be important to achieve similar levels of realism and
vividness of the simulation across modalities. Therefore, a similar and consistent
realism in the retargeting (i.e., mapping input to visual output) and replication of
motor movements as well in the appearance may foster presence.

In conclusion, we identified and considered the factors of sensory richness, self-
representation, and consistency may also describe key properties to potentially im-
prove the state of present user-embodying immersive simulations.

2.2.5 Plausibility Illusion

Slater differentiated another dimension that impacts perception and behavior in
VR, that is, the plausibility illusion (PSI), which is determined “by the extent to
which the system can produce events that directly relate to the participant” [299, p.
3549]. The PSI, in contrast to PI/presence, depicts stimulation from external events
beyond the control of the participant, such as reactions of other agents/avatars or
simulation events, and thus “correlations between external events not directly caused by
the participant and his/her own sensations (both exteroceptive and interoceptive)” [299, p.
3553]. While it is argued that PSI is not affected by physical realism, PSI may be af-
fected by social and behavioral reactions of interaction partners and the plausibility
of the overall context. Slater further argues that both PI and PSI have to occur in
order for users to behave realistically in VR.

While differentiated from presence and PI, PSI may therefore be affected by the
way a simulation is presented, in the context of the present thesis, specifically by
the way interaction partners and their behavior is presented. For example, hearing
a communication partner’s voice and seeing an avatar that does not respond with
respective mouth movements may hinder PSI. In turn, PSI and the credibility of
the simulation may therefore affect aspects of social presence or copresence as a
predecessor [223, 118].
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2.2.6 Not Being There

As with factors that foster presence and vividenss of the experience, a vast number
of factors have been identified that hinder presence and degrade the overall quality
of the experience. Among those, two factors are especially important with regard to
the present context: breaks in presence as well as the timeliness of the simulation,
which are both related to the ability of the simulation to render persistently in real
time. Both factors can be linked to the principles of human cognition so that we can
refer to the way humans process information, as discussed in 2.1.1, and how further
actions in the physical or virtual world are performed. The execution of actions on
the basis of information, the perception–action cycle can be described as “the circular
flow of information between an organism and its environment in the course of a
sensory guided sequence of actions towards a goal” [328, p. 601], see also [102,
101]. According to the overview by Fuster [102], the prefrontal cortex of the human
brain is mostly dedicated to memory, planning, and execution of actions. Reciprocal
connections between the posterior cortex and the frontal cortex interface the sensory
system with the motor system. These recurrent connections initiate a sensor-motor
cycle of interaction and link the organism with the environment [102]. Rationally,
when either expectations (top-down processes) or stimulation (bottom-up processes,
see Section 2.1.1) and in consequence sensorimotor contingency is disturbed, the
quality of the virtual experience suffers.

Breaks in Presence Breaks in presence can be broadly defined as discontinuities
in a user’s perception of presence between two environments, in other words,
when the user switches between two alternate environmental gestalts (“I am in
the environment the simulation depicts” vs. “I am in the laboratory doing an
experiment”) [305]. Thus, breaks in presence are situational variations based on
specific events [182] which can for example occur due to unreal collision with virtual
objects [374]. With respect to the topic of the present thesis, they may also occur due
to tracking jitter or incorrect body poses, such as false calculation of the kinematics of
the virtual character or an implausible collision of limbs of the virtual character. For
example, when a markers of a marker-based tracking system are falsely interpreted
(marker switch), rapid joint recalculations can for example lead to snapped off arm,
which in turn can hinder the illusion of virtual body ownership (IVBO) and agency
due to implausible physical conditions [158]. Rationally, such artifacts may also
affect the credibility of the simulation and thus the related PSI.

Timeliness and Latency Timeliness refers to the ability of a real-time interactive
system (RIS) to process, deliver, and display a simulation’s computed information
according to a user’s actions and with no perceivable delay which is a fundamental
challenge in the development of VR systems. All interactive VEs suffer from latency,
which can be defined as “the time lag between a user’s action and the system’s
response to this action” [96, p. 1], following Papadakis, Mania, and Koutroulis
[229, p. 1]. Latency interferes in the natural human perception–action cycle and
disrupts SMCs. Both, a higher constant motion-to-photon (MTP) latency as well as a
dynamic latency (latency jitter) lead to mapping inaccuracies between the user’s head
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orientation/position and the virtual camera’s perspective. In consequence, both
degrade the overall virtual experience and have negative effects such as reduced
user performance, higher simulator sickness1, and decreased perception of presence
[92, 156, 313, 229, 96]. Figure 2.6 shows an RIS system that considers the user to be
part of the loop.

Humans can detect motion at speeds as fast as 10 ms after stimulus [155], and
meaning that around 13–40 ms (results vary) [195, 242]. Despite the fact that there are
approaches to extremely low sensing and display latencies [95], the most problem-
atic factor is that the data transmission in any distributed system is restricted by the
laws of physics. Elbamby, Perfecto, Bennis, and Doppler [87] argue that while sensor
delays could be negliglible in the future (around 1 ms) and display delays are likely
to drop to about 5 ms, the remaining 14 ms for computation and communication
of the data is most likely the bottleneck for distributed systems. However, local
systems can achieve much lower latencies than currently examined, which roughly
vary between 20 ms and 200 ms, depending on the sensor and display technologies.
With regard to embodiment and behavior reconstruction, a full reconstruction of
body poses and body motion was achieved in 38 ms for a local system using current
technologies [349].

Figure 2.6: RIS loop considering the user as a part of the system (adapted from [273] following Englander
and Englander [88] and Dorf and Bishop [79]). An initial intention results in action that is processed by the
simulation. The simulation provides feedback to the user, who compares the outcome with the initial intention.

2.2.7 Summary

Among others, self-presence, copresence and social presence are aspects of presence
that were identified by previous research. By the description of self-presence there
seem to be parallels to virtual embodiment. Yet, self-presence may not necessarily
be dependent upon embodiment, agency, or ownership. For example, an avatar
controlled through keyboard and mouse, visualized from a third person perspective
may extend the self, but may not necessarily evoke high levels of ownership and
agency. Presence is strongly associated with the perception and impression of others
[117]. Therefore, in computer-mediated interactions, aspects of social presence and
copresence may be affected by the simulation’s characteristic. In previous works

1 It has been argued that a distinction should be made between simulator sickness and “cyber
sickness” [312]. Because current VR research mostly assesses simulator sickness rather than cyber
sickness (using the simulator sickness questionnaire [156]), we use the term universally to describe
sickness resulting from virtual simulations.
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Figure 2.7: Model of the relations of interaction and aspects of presence. Properties of the simulation
(sensorial richness, self-representation form, consistency of displays) affect presence. Simulation properties
(e.g., context, modalities) can also affect copresence and social presence. As a related concept, PSI relates to
the credibility and may affect social perception as well as self-perception.

Steuer [321], Slater, Usoh, and Steed [308], and Slater, Steed, and Usoh [307] argue
that sensorial richness, the self-representation, and the consistency across displays may
foster presence in VEs. PSI, as a related concept, can affect the perception of the
self and the perception of others. Figure 2.7 depicts the aspects of presence and the
relations identified by the literature. Social presence and copresence depend on
interactions in shared environments.

2.3 Social Interaction in Shared Virtual Environments

In 1990, Blanchard, Burgess, Harvill, Lanier, Lasko, Oberman, and Teitel [41] were
among the first to create a system for immersive networked VR rendered through
“eyephones” which today are named head-mounted display (HMD). The RB2 (“re-
ality built for 2”) supported gestural interaction via tracking gloves, and the lab
developed body sensing techniques. Further iterations of systems that allow for
multi-user interaction can be categorized into two major approaches: 1) Telepresence
systems that build upon Minsky’s idea of telepresence [207] in the context of com-
munication and collaboration [25], which typically involve RGB-based real-time 3D
capturing and reconstruction of human users, and 2) avatar-mediated systems that
drive computer generated virtual characters (virtual “surrogates”), based on human
behavior input.
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Figure 2.8: An example of a telepresence system from Beck, Kunert, Kulik, and Froehlich [25]. Users are
sensed by RGB-depth cameras to reconstruct their appearance and behavior in virtual interactions. Reprinted
with permission. Copyright ©2013, IEEE.

2.3.1 Telepresence Systems

In early works, Fuchs, Bishop, Arthur, McMillan, Bajcsy, Lee, Farid, and Kanade
[98] conceptualized realistic telepresence systems based on a multi-camera (a pas-
sive “sea-of-cameras”) approach, which later was essentially built, on the basis of
multiple Kinect cameras [196]. In a similar approach, the system proposed by Beck,
Kunert, Kulik, and Froehlich [25] enables projection-based multi-user interaction by
tracking the users behaviors and appearances through multiple RGB-depth cameras
and rendering their respective virtual images to the communication partners. They
found similarities in the mutual understanding of pointing and tracing gestures
in local and remote collaborating groups. Their application supports collaborative
interaction and exploration [165]. Billinghurst and Kato [37] demonstrated that
these principles can be adapted to MR and AR applications. Otsuka [227] created
MMSpace, a system supporting kinetic displays mirroring the remote user’s head
position in group-to-group conversations, which they find to be superior to a static
avatar. Exploiting recent sensing advances, Holoportation [226] allows the projec-
tion of users, tracked through multi-camera systems realistically and reliably onto
AR devices.

Recent research demonstrates that telepresence systems based on RBG/RGB-
depth sensing can create high-quality replications of appearance and behavior.
One limitation is that, unless an alternative sensing system is used, these systems
depend on a clean optical path between the camera sensor and the user for features
such as replicating gaze, which would be hindered by an HMD. Second, and most
important, they are limited to replicating the real or PR, contrary to avatar-based
systems that allow for a variety of alterations.

2.3.2 Avatar-Mediated Systems

Avatar-mediated systems are an alternative to telepresence systems. Avatars, virtual
characters driven by human movements [13], are a means of representing the user.
In contrast to telepresence systems, avatar-mediated systems use a virtual character
with a hierarchical anatomy to retarget human behavior to avatar behavior (see also
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Figure 2.9: Examples of avatar mediated-systems. Left: An immersive system that reproduces behavior to
avatars and renders to HMDs. Avatars transmitted can be of different form or gender. Right: A fish tank VR
system that reproduces behaviors to avatars and renders to a projection display.

Section 2.1.4). Among early works, Slater and Steed [306] and Tromp, Bullock, Steed,
Sadagic, Slater, and Frécon [330] demonstrated the feasibility and investigated the
impact of multi-user avatar-mediated communication using the DIVE software [58]
for distributed virtual environments [93] to gain first insights. Because behavior
replication was limited to keyboard input, participants reported a lack of feedback
due to missing body movement and body language [330]. In later iterations, Steptoe,
Oyekoya, Murgia, Wolff, Rae, Guimaraes, Roberts, and Steed [319] and Roberts,
Wolff, Rae, Steed, Aspin, McIntyre, Pena, Oyekoya, and Steptoe [260] developed
systems to investigate additional modalities for social interaction by including eye
gaze. Bente, Rüggenberg, Krämer, and Eschenburg [35] included gaze and hand
tracking in a desktop-based avatar-mediated communication platform. With the
improvements in body motion tracking and the improvement of pose recognition
and kinematic solving (e.g., [296]), full-body motion could be reliably replicated to
avatars by using RGB-depth sensing [322], or passive marker systems [271]. Figure
2.9 displays two avatar-mediated systems. An integration of body motion and facial
expression in platforms using a fish tank VR metaphor (Figure 2.9 right) as well
as more immersive approaches of embodied interactions will be discussed further
in Section 4.3. Regarding the flexibility of avatar-based systems, Piumsomboon,
Lee, Hart, Ens, Lindeman, Thomas, and Billinghurst [240] demonstrated the dy-
namic potential in the usage of avatars with respect to avatar size in symmetric
and asymmetric remote collaboration in MR with redirected gaze and gestures.
Steed, Steptoe, Oyekoya, Pece, Weyrich, Kautz, Friedman, Peer, Solazzi, Tecchia,
et al. [314] combined telepresence and avatar-mediated approaches for asymetric
communication.

Both telepresence systems and avatar-mediated systems are capable of being
displayed via various technologies. Due to the flexibility of the dynamics of avatars,
which are, by nature, exchange media for human behavior, we based the approaches
and prototypes presented in this thesis on avatar-mediated systems. While the
realism of appearance and behavior replication can currently be seen as less sophis-
ticated than telepresence systems such as Holoportation [226], the systems from
Beck and colleagues [25], or Maimone and colleagues [196], novel approaches to
the personalization of avatars by means of photogrammetric scanning may close
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the gap of reduced appearance realism [1, 348] — the latter is discussed as part of
Chapter 3.

2.3.3 The Elevation of Social VR and Embodied Interfaces

While consumer applications of SVEs date back to the first chat systems or multi-
user dungeons or dimensions (see e.g., [288, 287, 45] for reviews) the improvement
of game engines and network protocols contributed to further developments of
more immersive and embodied SVEs. Most prominently, Second Life2 was arguably
the most successful consumer SVE application to date, gathering millions of users to
explore a virtual world with real-time avatar animations. The release of affordable
HMDs allowed SVEs to become more immersive and embodied, today often termed
social virtual reality (SVR) applications.

The major difference between previous applications and SVR applications such
as Oculus Rooms3, AltspaceVR 4, High Fidelty5 and others6 is the ability to replicate
a first person perspective and more natural behavior, as well as to allow for a higher
level of immersion. All of the above are avatar-mediated systems, with different
degrees of behavioral and appearance realism.

Despite the fact that behaviors are not necessarily replicated to full fidelity and to-
day’s versions are limited in terms of realistic behaviors and appearance, these appli-
cations extend previous technological foundations (see Section 2.3.2). For example,
current applications include sophisticated frameworks for networking, transmis-
sion, environment creation, and animation, to achieve an overall increased realism
and, thus, generally to allow for the sensorial richness, realistic self-representation, and
consistency across displays.

2.3.4 Nonverbal Communication and its Relevance

A vast amount of psychological, philosophical, and cognitive research dedicated
specifically to nonverbal communication underscores the importance of nonverbal
behaviors for interpreting others and expressing oneself in social encounters. Thus
it is an important dimension to consider when designing and developing shared
virtual environments. The present work describes the most relevant phenomena to
consider (see also Chapters 4 and 5).

Communication is one of the characteristics that decisively define human nature
[329]. Social interaction through adaptive nonverbal behavior [55] is a crucial
element of our everyday life that develops in early childhood [56]. Despite being
the “hidden dimension” of communication [129], it is estimated that between 65%
and 95% of information is communicated nonverbally in social interactions [200,
54]. Even for abstract SVE with little degree of replicated nonverbal behaviors of

2 2003, Linden Lab, San Francisco, USA, https://secondlife.com/
3 2019, Facebook Technologies, LLC USA,
https://www.oculus.com/experiences/gear-vr/1101959559889232/

4 2019, Microsoft Corporation, USA, https://altvr.com/
5 2019, High Fidelity Inc., USA, https://highfidelity.com/
6 https://virtualrealitytimes.com/2017/04/16/social-vr/ (list of applications)
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the users it may hold true that “one cannot not communicate” [356, p. 51] and even
more important, one “cannot not respond to these communications” [355, p. 49]. For
example, in everyday life, we show facial expression and body postures that even
though not consciously executed allow for communicative interpretation. With
regard to virtual social interaction this further implies that any visual representation,
dynamic or static, implies a communicative interpretation from the partner.

The cause of this is the vast number of motor activation and expression possibili-
ties—and in turn nonverbal communication channels—humans have are equipped
with [72, 73]. Argyle [6] explained human social behavior and our nonverbal system,
naming the signals: “facial expression; gaze (and pupil dilation); gestures, and other
bodily movements; posture; bodily contact; spatial behaviour; clothes, and other
aspects of appearance; non-verbal vocalizations; and smell” [p. 1]. As a dimensonal
example, the entire human body consists of approximately 630 muscles, of which
an average of 2.6 (i.e., a muscle redundancy) control one of the 240 kinematic DOF
in the musculoskeletal system [372].

Bente and others [32, 33, 31, 342] distinguish the following functionalities of
nonverbal behavior with relation to communication: 1) modeling and coordination
functions that relate to the coordinated learning of motor behavior from others
and groups and adapting future behaviors accordingly; 2) discourse functions that
relate to speech understanding and production in interactions, such as the inter-
pretation and production of beat gestures, emblemic gestures, and illustrations; 3)
dialogue functions that include the interpretation and production of specific behav-
ioral phenomena and back-channeling, such as eye contact, turn-taking, and head
nods; and finally, 4) socio-emotional functions that relate to impression formation and
the communication of emotions and interpersonal attitudes (see [342] for a recent
description).

While specific aspects are discussed more detailed in Sections 4 and 5 of this thesis
in the context of empirical work, it is important to understand the basic paradigm
of intentional (or unintentional) nonverbal communication and, thus, the influence
of person A on person B, as depicted in [6]; see Figure 2.10.

Figure 2.10: Encoding and decoding of communcative information. A conscious or unconscious state by
person A results in the intentional or unintentional encoding of communicative information as a nonverbal signal,
which is then decoded by person B (adapted from [6]).

This rationale is not particularly striking, but what is interesting in this notion
from Argyle is what wording is used: the current “state” of A influencing the “state”
of B in indirect manner. If we continue the format, adding the dimension of time (see
Figure 2.11), we see that, logically, over the time, the state of A affects the state of B,
and vice versa (see [285] for an engagement approach). Continuing this paradigm
over time eventually leads to two major results: 1) the state of each individual
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affects the state of the other individual over time and 2) throughout the dimension
of time, message sending and responding concludes in an adaptive process, that
needs to be discussed in a little more detail.

Figure 2.11: State adaptation of two interactants over time. Through the exchange of communicative
messages over time, the state of A affects the state of B and vice versa. In turn, an adaptation over time occurs.

Interpersonal Synchronization, Adaptation, and Coupling

During social encounters, humans coordinate their feelings, intentions, and actions
with others [107]. They shake hands, establish eye contact, move closer to each
other, or even unconciously mimic interaction partners to create liking, rapport,
and affiliation [168]. To express and perceive nonverbal behaviors, humans are
equipped with multiple sensors and actuators, coupled with a neural processor
[233] — see Section 2.1.1.

Humans perceive and respond to social behaviors such as gestures “...in accor-
dance with an elaborate and secret code that is written nowhere, known by none,
and understood by all” [284, p. 556]. These coordination processes are and have
been previously investigated under the terminologies of interpersonal adaptation
[55], interpersonal synchrony [68], interpersonal alignment [238], and interpersonal
coordination [36], that all describe phenomena of intentional or unintentional spatial
and/or temporal movement coordination during joint social interaction. We summarize
these phenomena under the term interpersonal synchronization (IPS) for the re-
maining sections. There are a number of theories and empirical findings that follow
different angles on how to explain these phenomena, but the following are of most
importance to the context of this thesis.

The theory of mind [244] and theory theory [211] both constitute or relate to the
idea that humans are capable of ascribing mental states to other persons and are
using this information to explain and predict the actions of others, as in a mentalistic
ability, a mental representation, or a theory by which we explain behaviors and infer
other people’s mental states, intentions, emotions, and personal traits. [197, 359]

The simulation theory most prominently underlined by the discovery of the
mirror neuron system [163, 258] in apes, follows the understanding that certain
visuomotor neurons responding to visual input in the (specific) form of an object-
directed actions can induce motor activation [259]. Thus humans read out their
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own reactive embodiment, and the motor cortex can become active without any
physical movement by that specific human. In turn, the theory relates this system
to imitation and learning.

Finally, the embodiment or embodied cognition model of cognitive science
evolved through the elevation of non-linear dynamic systems and opposition to a
simplistic description of the mind based on discrete and syntactic rules [80], leading
to a stronger inclusion of the body [338] and, finally, the inclusion of the dimension
of intersubjective interaction [326, 106] in the model [104, 77] that influences the
interpretation and understanding of virtual social interactions in the context of this
thesis. To some degree, this model interfaces the importance of the body as the
source of sensations, the strict interconnectivity and interdependency of body and
mind in the form of sensorimotor coherence, and the processing of social interac-
tions in a contextual role, accounting for processes of IPS. In consequence, this
stresses the importance of time and the timeliness of the simulation, and whether or
not the simulation, for example a SVE that supports user embodiment, is capable
of transmitting nonverbal information to a degree that suffices to allow for the
emergence of IPS. With regard to digital communication media, especially media
that is asynchronous or text based, the question arises what strategies of human
users were identified to uphold these patterns of interaction when the media offers
less vividness in transmitting social behavior.

Social Information Processing in Mediated Communication

With regard to social information transmitted through computer-mediated commu-
nication and reduced levels of social cues that accompany communication absent
of nonverbal markers, it has been argued in the cues filtered-out theory [69] that
the reduced transmission of nonverbal cues in text-based or chat communications
degrades and impairs the communication because nonverbal cues facilitate social
functions such as identification, expression of emotion, and interpreting personali-
ties. Yet many recent findings contradict this theory.

For instance, the social information processing theory (SIPT) [351] posits that
users can creatively compensate for missing behavioral channels and social cues by
encoding social information into other available channels and alternative cues [351].
This functional approach to communication states that, in addition to distinct verbal
and nonverbal cues, any combination of social/nonverbal behaviors can convey
information and contribute to communicative functions (see the recent chapter
of Walther, Van Der Heide, Ramirez Jr, Burgoon, and Peña [352], for a review on
theoretical directions).

There is a lack of research on VR and immersive environments that supports user
embodiment, as most prior studies investigated text-based (chat) communication
or multi-user video games [352]. Despite findings of positive impacts for higher
modalities, it is yet unclear how and to what degree the activation and multimodal
replication of nonverbal behaviors affects social judgements and the perception of
social presence and copresence [223].
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2.3.5 Summary

Systems that support user representations can be grouped into two main categories:
i) telepresence systems, and ii) avatar-mediated systems. Commercial social VR
systems are often avatar-mediated systems. Systems for virtual social interaction
can transmit different levels of behavioral realism and reproduce different levels
of realism in the user appearance. With regard to communication, the degree of
user behavior reproduced by the simulation is of special importance, as nonverbal
behavior is related to adaptation and synchronization processes in social interac-
tions (nonverbal rapport). One could argue that a reduced realism and quality in
the transmitted behavior disturbs the emergence of adaptation processes. SIPT
[351, 352] argues that users can compensate to some degree for missing cues and
behaviors, adapting their strategies of encoding social messages. Yet SIPT does
not generally deny that differences in media may impact the communication [223].
Figure 2.12 describes the derived relations. Simulation characteristics may affect
social interactions with regard to copresence, social presence and (virtual) rapport.

Figure 2.12: Potential impacts of simulation properties on virtual social interactions. Embodied virtual
social interactions could be affected by the abstraction of the user representation, such as stylizations of avatars,
as well as the abstraction of behaviors. The degree of behavior modalities transmitted is a further factor, that
may reduce the ability to interpret and convey social signals and thus the possibilities to adapt nonverbally.
However, according to SIPT, users may employ compensatory mechanisms to (partially) compensate for
missing behavioral displays.

2.4 Augmenting Social Interactions

2.4.1 Computers as Social Actors

When describing the role and engagement of computers in mediated communica-
tions, it is important to consider the interaction and social rules between humans
and computers, or, more general, humans and media. In 1994, Nass, Steuer, and
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Tauber [216] defined computers as social actors (CASA). In a series of studies, they
investigated social responses to entities they defined as human or computer. They
investigated the impact of different terminologies and phrasing when users were
exposed to a computer-supported learning scenario. The five studies found that
1) “social norms are applied to computers,” 2) “notions of ‘self’ and ‘other’ are
applied to computers,” 3) “computer users respond socially to the computer itself,”
4) “social responses are automatic and unconcious,” and 5) “Human-computer inter-
action is socio-psychological” [p. 77]. Their findings suggest that human-computer
relationships can be social, and that users apply social rules to their interactions
with computers and other media. These and related findings were summarized by
the media equation [253]. Their paradigm was replicated in numerous studies and
Nass and Moon [215] concluded that mindless social responses [170] that are based
on contextual cues are triggered when humans interact with computers. In other
words, users socially respond to computers on the basis of learned social scripts for
human-human interactions. These responses, similar to natural interactions, seem
to be automatic, and thus without conscious effort. They further argued that anthro-
pomorphism is not the central trigger for these responses in their experiments. They
do discuss how perfect versions of technologies mimicking human characteristics
may result in stronger social responses responses; however, they note as well that a
lack of realism may, conversely, hinder those social responses [215, 253].

In the context of the present thesis one can consider two major entity types of so-
cial encounters in VEs: avatars and (embodied) agents. In contrast to human-driven
avatars, (embodied) agents are driven by algorithms [13] that can, for example,
support contextual and environmental awareness or the interpretation and expres-
sion of communicative signals [61, 60, 112]. To drive reactive agents, the social
communication signals of human users must be interpreted through social signal
processing [347, 340] and then mapped to agent reactions. In turn, agents can react
to user behavior for example to achieve virtual rapport [121]. Recently, Daher et al.
[70] found that priming observers to believe that an agent was intelligent increased
social presence. Blascovich [44] concluded that “social influence can occur within
digital virtual and immersive virtual environments, whether the ’others’ present are
computer agents or human avatars.” [p. 127], which can be seen to extend CASA
theorem to the context of SVEs and immersive interactions.

2.4.2 Response: Computers as Social Mediators

Technological factors identified by previous research point to the importance of
the medium, the simulation, or in our case, simply the computer and its capabili-
ties of sensing and replicating when considering computer-mediated communica-
tion (CMC). The mediating role of computers with regard to intrapersonal effects
(self-perception) was described in Section 2.1.6 (Proteus Effect). In Section 2.3 we
discussed that technological properties affect the perception of social interactions in
VEs. This implies that a computer’s social engagement is not limited to interaction
with an agent entity [216] but is also apparent in mediating scenarios and/or repli-
cating scenarios through user-embodied interfaces. Through virtual environments,
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they interfere with our social information processing, and thus can be described as
social mediators with respect to both, self-perception as well as social interaction.

Hollan and Stornetta [138] described their view of the guiding principle of com-
munication media development: “A belief in the efficacy of imitating face-to-face
communication is an unquestioned presupposition of most current work on support-
ing communications in electronic media” [p. 119], and they then go further, stating
that “looking at nonimitative approaches that focus on underlying requirements
and the distinctive characteristics of the electronic media rather than on imitation of
the mechanisms of face-to-face might lead to even better solutions” [p. 124].

Interpreting their statement, it can thus be concluded that computers could be
used to actively control this mediation process, with regard to both, intrapersonal
and interpersonal aspects. Therefore, this thesis argues for considering computers
as social mediators. Considering computers as social mediators re-conceptualizes
the role of computers in the context of user-embodying interfaces. With regard to
an active mediating role by augmenting social behaviors, we argue that computer
systems could be used to display artificial behavior derived from analyzing social
phenomena and thus merging avatar and agent entity, see Figure 2.13.

Figure 2.13: Human-Computer Continuum. Continuum between human and computer entities and their
embodied representations.

We argue that there are benefits in engaging actively in social mediation, by
designing simulations that amplify, substitute, and transform social behaviors to
alternative feedback, introducing hybrid forms of social interactions. Reviewing
the SIPT and its rationale [351, 352], one could turn the argumentation: when users
can creatively alternate their strategies to encode and decode social information to
other channels, vice versa, this could be utilized to design communicative systems.

Studies of virtual environments have just begun to investigate such hybrid models
of social interaction and some previous works exist that consider related rationals
and hybrid representations.

2.4.3 Continuous Presence

A previous hybrid avatar/agent model has been introduced by Gerhard and col-
leagues [113, 114, 112, 115]. They base their argument on the vision of continuous
presence [113], meaning the permanent user representation in an (educational) SVE.
In the absence of the user (meaning: when being offline), they propose a continous
embodied representation based on an intelligent agent. Such permanent embodi-
ment could for example foster a community feeling and support educational SVEs
[112]. Among other insights, Gerhard [112] concludes that when a user is offline,
“The agent should be able to follow the conventions of natural human dialogues
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using verbal and non-verbal channels” [p. 170]. Consequently, when computers ac-
tively mediate virtual social interactions between human users, they may transform
human behaviors to altered visual information by similar conventions.

2.4.4 Transformed Social Interaction

Bailenson and colleagues investigated the flexibility of communication in VEs and
presented the concept of transformed social interaction (TSI) [12, 11, 17], which
describes the decoupling of feedback information from actual physical behavior
in CMC. These researchers argued that nonverbal behavior can be transformed
strategically transformed to modify communication by, for example, directing the
attention of a speaker to each of multiple listeners by individually rendering her/his
gaze for each listener. In their studies, they found that this gaze augmentation
resulted in significantly more agreement than with reduced-gaze or non-augmented
gaze. However, participants in the augmented condition perceived less social
presence [11]. Bailenson and colleagues further explored mapping behaviors to
changes in the appearance and the form of a “emotibox” avatar, using facial feature
tracking to deform a simplified box avatar, for example, changing its size and color
[15]. The co-presence ratings and emotion transmission were lower in the avatar
condition compared to video or voice only. Conversely, the emotibox condition led
to more verbal and nonverbal disclosure [15].

In a similar manner, Boker and colleagues were the first exploring the modifi-
cation of head movements and facial expressions by means of modifying active
appearance models in real-time interactions [46]. In doing so, they found that these
manipulations in turn impacted the behavior of the communication partner. More
recently, Oh, Bailenson, Krämer, and Li [224] modified the facial expressions of
avatars in desktop-based dyadic interactions and found that increasing an avatar’s
smile behavior increased the positivity of the evaluation of the conversation. Hart,
Piumsomboon, Lawrence, Lee, Smith, and Billinghurst [133] recently presented
the dynamic appearance modification of avatars as method of shaping and aug-
menting emotions in collaborative interactions, by modifying the appearance of an
avatar based on emotional cues. In conclusion, multiple previous works explored
the plasticity of social interactions by modifying and augmenting communicative
aspects through active engagement of the medium. Yet, a general technological
concept, especially considering the importance of bidirectional adaptation processes,
is missing.

2.4.5 Hybrid Avatar–Agent Technologies

In order to address this gap, we introduce the technological concept of hybrid
avatar–agent technology (HAAT) to utilize nonverbal phenomena of social inter-
action to augment virtual encounters [269]. Where previous approaches applied
hybrid models to achieve continuous presence [112], to unidirectional modify social
interaction (see Section 2.4.4) or for linear modifications of appearance [15], we
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propose a bidirectional approach that takes into account the previously mentioned
processes of IPS and everyday social phenomena (see Section 2.3.4).

Figure 2.14: The initial hybrid avatar–agent technology concept: A functionality example. Users are
embodied through avatars. Behavior is sensed and replicated, but in addition analyzed by a social AI. In the
case of inadequate behavioral matching, rendered behavior is visually transformed by the social engine (sync
engine) [269] ©2015, Walter de Gruyter and Company.

HAAT takes into account both human and technological aspects in social inter-
actions to actively mediate virtual communication in the social dimension. In this
respect, HAAT differs from TSI (see Section 2.4.4) as it considers the dyad or group,
rather than the individual user, to be the layer of analysis and modification (see
Figure 2.14). In that regard, HAAT is combining the capabilities of avatars that
replicate human behavior with the potential of agents that display reactions to social
phenomena and contextual rules.

Along with capturing and synthesizing nonverbal behavior, HAAT therefore
targets the construction of an underlying social AI that interprets behaviors and
modifies the respective virtual display according to what is adequate and fosters
the interaction. To do so, the underlying model must identify phenomena of social
interactions, analyze the current status, and modify the respective user behavior
(and thus feedback) for the interlocutor. We propose this approach as an active en-
gagement in the mediation process. We argue that HAAT technologies are useful for
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example in the context of intercultural communication, the inclusion of individuals
with deficits in interpreting or expressing nonverbal behavior (e.g., social disorders),
in the case of lacking sensory input, or transmission disturbances. For example,
well known phenomena such as nonverbal mimicry [317] could be augmented to
achieve higher levels of liking and affinity. Hybrid gaze models could be introduced
to support people that have difficulties in expressing social gaze. Furthermore, the
HAAT principle can be used to substitute or augment social phenomena in the case
of missing sensory input, such as in large scale mobile applications that do not
allow for multi modal behavioral sensing. The principles of intervention are further
discussed in Chapter 5 along with exemplary prototypes and empirical studies.

In summary, we argue to consider computers as social mediators as they have
been identified to affect self-perception, the perception of social interaction, and
can further be used to actively augment social interactions. Previous works have
proposed hybrid avatar-agent models to achieve continuous presence [113, 114, 112,
115] as well as to strategically transform social interaction by decoupling visual
representation from physical behavior [12, 11, 17, 46, 224, 133]. While previous
approaches rather consider intra-individual processes, we propose HAAT, which
aims at considering the dyad or group as level of analyses.

2.5 Summary and Conclusion

Figure 2.15: Model summary of the most important identified concepts. SMCs and vividness of the
simulation fosters presence. Embodiment, ownership and agency are affected by bottom-up and top-down
factors. Embodying an altered visual representation can lead to an adaptation of behaviors and attitudes. The
simulation properties and replication of appearance and behavior can impact virtual social interactions. Social
augmentations can actively engage in virtual social interaction.

We summarized basic context and related findings that represent the underlying
principles of technological impacts on the self and on social interactions in VEs.
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Figure 2.15 summarizes the findings. Intrapersonal interactions which describe the
impact of the simulation technology on the self and self-perception are affected by
top-down processes, which relate to expectations and previous knowledge, as well
as bottom-up processes, which relate to sensorimotor stimulation. Previous litera-
ture describes two major concepts that are affected by simulation characteristics:
Presence and embodiment. Both concepts share common ground. Similar to virtual
embodiment, presence or PI describe the perception of being located in a virtual
environment. Further, presence and agency rely on SMCs. Previous research identi-
fied that presence is fostered if the virtual environment is immersive and supports
sensorial richness, a similar self-representation, and the consistency across displays.
Self-representation in turn is the fundament for virtual embodiment. However,
while previous works distinguished ownership and agency as concepts of (virtual)
embodiment, a systematic investigation and relation to presence is missing. Further,
throughout the literature, the assessment of virtual embodiment varies with regards
to the measures applied in empirical studies. Both problems are therefore targeted
in Chapter 3, specifically asking:

RQ1a: How do simulation properties affect virtual embodiment?

RQ1b: What latent variables are responsible for the adaptation of a virtual body?

Reviewing previous work and abstracting from the impacts on self-perception
one could argue that characteristics that affect presence and embodiment may also
affect interpersonal interactions. For example, facial expressions are known to be
drivers of the perception and expression of emotion [86]. If those are not presented
to communicators in VEs, one may assume that social impression formation and
the interpretation of feelings are inhibited or disturbed. Yet, SIPT takes a countering
position and argues that humans creatively adapt their communication on the basis
of available channels and signals [351, 352]. Results investigating the impacts of
technological factors vary [223] which is why we contribute to the further inves-
tigation of embodied social interaction in Chapter 4. We specifically asked two
questions:

RQ2a: How do virtual social interactions with user embodiment compare to physical
social interactions?

RQ2b: How do technological properties affect user-embodied virtual social interac-
tions?

Effects such as the Proteus effect [367] already underline the mediating role of
simulations with regard to the self-perception through embodied interfaces as well
as a subsequent impact on attitudes and behavior. With regard to interpersonal
effects, the majority of previous work has considered mediation in terms of a pas-
sive role that a medium plays in transmitting communicative information and how
this passive mediating role affects the perception and execution of interactions.
Motivated by theoretical proposals and earlier investigations [138, 216, 112, 12] we
proposed computers as social mediators (CASM) and presented the technological
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concept of HAAT that aims at propagating an active role to an underlying social
intelligence designed to intervene and augment social interactions. The investiga-
tion of prototypical interventions is the topic of Chapter 5, which addresses the
following research questions:

RQ3a: What possible modifications can be designed to augment user-embodied social
interactions?

RQ3b: What impacts on the perception of interactions arise from augmented social
interactions?

The presented research themes describe aspects that potentially affect user-
embodied interactions in VEs, summarized in Figure 2.15, which are: 1) the per-
ception of embodiment, ownership, and agency, 2) presence, including social and
copresence, 3) communicative behavior and how its execution and interpretation
are affected by CMCs, and 4) the augmentation of social interactions.
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Chapter 3

Intrapersonal Effects of User
Embodiment

The present chapter focuses on the perception of virtual embodiment, and more
specifically the VBO. The main purpose of the presented studies and derived
knowledge was the validation and exploration of simulation aspects that impact
virtual embodiment, with a specific focus on VBO and agency, along with the
development of an instrument to assess the latent variables and the resulting impacts
of virtual embodiment in the broader sense. Furthermore, we investigated relating
constructs, such as presence, affect, in addition to pre-existing ownership and
agency measures to gain insights about the relationships between the phenomena.
The chapter is guided by the first two research questions:

RQ1a: How do simulation properties affect virtual embodiment?

RQ1b: What latent variables are responsible for the adaptation of a virtual body?

Section 3 gives a more detailed overview of previous findings with regard to body
ownership in general and argues for the construction of a standardized measure-
ment. Section 3.3 introduces an empirical study that led to a first instrument, the
Alpha-IVBO scale, that reveals latent variables of virtual embodiment. Section
3.4 and 3.5 empirically explores novel aspects that may affect those latent vari-
ables, namely avatar personalization, immersion, and social interaction. Section
3.6 describes the generalization of the constructed measure which we termed the
Beta-IVBO, along with its validation and test of reliability that led to the final
Gold-IVBO.The results of four empirical studies on the impacts of simulation char-
acteristics are reported, before the findings are summarized. As we specifically
focused on body ownership and a respective measure, the following will present
closely related work that considered the investigation of media and scenario prop-
erties that affect such illusions.

3.1 Triggers and Preventers of Body Ownership Illusions

Virutal simulations allow for a flexibility in context, sensory stimulation and behav-
ior transmission. Previous findings that identified aspects that foster embodiment
and ownership illusions (triggers), and aspects that hinder or prevent these illusions
(preventers) [158].
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3.1. Triggers and Preventers of Body Ownership Illusions

Conditions that affect body ownership illusion (BOI)

Crossmodal Stimulation
Visuomotor

Congruent stimulation→ can elict BOI (e.g. [283])

Delayed stimulation→ can modulate or hinder BOI (e.g. [151])

Manipulated stimulation→ inhibits BOI (e.g. [283])

Anatomically incongruent stimulation→ can hinder BOI (e.g. [255])

Visuotactile
Congruent stimulation→ can elict BOI (e.g. [235])

Mismatched stimulation→ inhibits BOI (e.g. [302])

Delayed/temporally decoupled → can negatively affect/hinder BOI (e.g. [292])

Visuoproprioceptive

Modified distance→ may affect BOI - not conclusive (see [158])

Modified angle→ may not strictly affect BOI but not conclusive ([158])

Slightly shifted perspective→ may still allow for BOI [198]

Semantic Modulation (Shape/Structure)

Human
Texture realism→ greater realism can positively modulate BOI (e.g. [199])

Anatomical plausibility

Implausible spatial configuration (rotated hand)→ hinders BOI (e.g. [151])

Implausible perspective (3PP)→ hinders BOI (e.g. [304])

Implausible structure (different body scale)→ modulates BOI→ ([158])

Stimulation congruence→ no distinct findings

Non-human→ weakens BOI (e.g. [333, 140])

Figure 3.1: Taxonomy of previous findings for factors that affect (virtual) embodiment (see [158] for an
extended explanation and summary). Crossmodal congruent stimulations can elicit BOI, whereas (body) shape
or texture moderate the effect. Regarding an implausible perspective, one could account a plausible perspective
(i.e., 1PP) to a congruent visuomotor stimulation, rather than a semantic modulation.
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Kilteni, Maselli, Kording, and Slater [158] present a constructive review of meth-
ods to induce and modify body ownership (and more general: embodiment) along
with the related historical and theoretical grounding. They identify three cross-
modal stimuli criteria, visuotactile triggers, visuomotor triggers, and visuoproprioceptive
modulations and triggers (contributing to locating the body and body parts to a given
time in space) that were found to impact what is in general referred to as BOIs,
may they be evoked through the physical or the virtual world. All of which could
be present in a VE or immersive VR simulation. For example, texture realism and
spatial configuration are fundamental characteristics of a virtual simulation. A
congruent visuomotor stimulation is key to elicit place illusion [299]. It is important
to note that many previous findings, such as the RHI [47], base on the explicit cross-
modal coupling of the triggering stimuli and therefore a single cue or sensation may
not suffice to induce a BOI. Furthermore, they identify semantic constraints which
are of importance for the present work: shape, texture realism (i.e., biological plausibil-
ity), anatomical plausibility of spatial configuration, and stimulation congruence, each
of which may tolerate or not tolerate violations [158], see Figure 3.1. Reviewing the
taxonomy presented in the Figure, one can see that the identified processes, to most
degree, align with what was discussed in Section 2.1, namely bottom-up processes
(here: congruent crossmodal stimulation and integration) facilitate embodiment to
large degree, whereas top down processes (here: semantic modulation) moderate
the effects.

While the findings presented in Figure 3.1 partly result from physical world
experiments and we could argue about how they affect other dimensions of embod-
iment, such as self-location and agency, Maselli and Slater [199] reported empirical
findings of VR experiments that match the above taxonomy with similar findings
for the IVBO. Visuotactile stimulation did likely receive the most attention with
regard to the induction of a VBO, which may be historically due to the original RHI
experiment. Yet, aside from force feedback from hand controllers, it is the least
present in current consumer VR simulations. Visuomotor stimulation in contrast is
present in many VR applications, and, rationally, in many applications that support
visual user embodiment. Furthermore, realism and abstraction of virtual bodies is a
necessary choice for the design of every simulation supporting user embodiment,
which is why it is of specific interest and will be adressed particularly in this thesis.
Once designed, it is useful and of interest evaluate embodiment effects achieved
through the simulation. Yet, a standardized instrument to do so is missing.

3.2 The Demand for a Standardized Measure

While many previous studies have adapted measures from originating experiments
such as the RHI, for example displacement measures, the assessment of VBO is not
consistent across previous work. A standardized and validated scale does not exist.
Effects are often assessed with single items, which was argued to be problematic
when analyzed individually [57]. Despite various approaches to cross-validate
different measures, the validation often failed (see [272] for a discussion, and for a
summary of applied measures, see [157] for a summary of applied measures). More
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recently, Gonzalez-Franco and Peck [118] underlined the request for a standard-
ized assessment to measure VBO in avatar embodiment scenarios along with an
extensive review.

The following sections therefore aim at investigating the effects of typical stimula-
tion properties and semantic modulations of semi-immersive and immersive avatar
embodiment scenarios, along with the construction of a standardized measurement
instrument.

3.3 Study 1: Impacts of Avatar Appearance and Scale
Construction

The first study collected initial data to investigate the impact of appearance on the
perception of virtual embodiment [173]. We were specifically interested in i) how
anthropomorphic characters compare to humanoid characters, and, ii) how a certain
degree of personalization or individualization affects body ownership. Therefore,
we incorporated additional aspects of self-representation to investigate their effects
on body ownership and to assess latent variables. Two factors that have been widely
neglected in previous research have been specifically addressed: 1) the employment
of a higher level of behavioral realism through the replication of facial expressions
to avatars, and 2) a variation of personalization and stylization (see Sections 2.1.3
and 3, respectively). Further, we addressed the fact of a lack of available measures
by collecting previously used items to assess components of embodiment, more
specifically, those that are related to ownership illusions and agency, along with
further questions.

3.3.1 Method

Design

This experiment was conducted in a one-factor (avatar type) within-subject design.
The exposure consisted of four different conditions that were presented in random
order. In each condition, the participants were exposed to a fake mirror system
(see Figure 3.2) and embodied as one of the four avatar types depicted in Figure
3.3 and instructed to perform certain movements and expressions, followed by a
questionnaire assessment.

Apparatus

The FakeMi system (see Figure 3.2 and [191, 173] for further details) replicates hu-
man behavior and facial appearance to avatar behavior and appearance. Unity3D7

was used to implement the virtual environment and render the simulation to a 55”
(1920px × 1080px) LG passive stereoscopic screen (55UB850V) mounted in portrait
mode.

7 Unity Technologies, https://unity3d.com/
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Figure 3.2: The principle of the fake mirror system (adapted from [173], Copyright ©2016 ACM). The user’s
body movement and facial expression are tracked by sensing technology (Microsoft Kinect V2, PrimeSense
Carmine V 1.09a). The simulation retargets these behaviors to avatars. The perspective is rendered according
to a fish tank VR principle [353]. A stereoscopic screen displays passive steroscopic images of the simulation.

Figure 3.3: The avatars used in the study: A) The wooden mannequin, B) The robot, C) and D) a male and
female generic humans, and E) an example of a personalized avatar based on the participant’s facial scans
were used. To not bias the level of similarity, the avatars were rendered with black glasses during the study
to adapt to the passive stereoscopy glasses worn by the participant during the study. Adapted from [173],
Copyright ©2016 ACM.

To replicate the participants’ body movements, a Kinect V28 time-of-flight sen-
sor tracked their movements. We used Brekel Pro Body9 to acquire the skeletal
information used to drive the avatar’s body motion behavior in the simulation.

Facial deformations were tracked by a Carmine 1.09 short range RGB-depth cam-
era10 utilizing structured light coding to acquire a depth image and then processed
by Faceshift Studio11. The acquired facial expression data that was used to drive
the avatar’s facial animations by generating a precomputed user template and
respective deformation data in blendshape form [358, 357]. We could approximate
the overall motion-to-photon latency by frame counting [134] between 150 ms - 200
ms. Figure 3.4 depicts example expressions mapped onto humanoid avatars.

With respect to the tracking frustums of both sensors, the approximate robust
tracking volume estimated to 1.3 m × 1.3 m × 2 m for the body tracking and 0.6 m

8 Microsoft Corporation, https://developer.microsoft.com/de-de/windows/kinect
9 Brekel 3D, https://brekel.com/brekel-pro-body-v2/
10 PrimeSense, Israel, acquired by Apple Inc. in 2013, https://www.apple.com/
11 Faceshift AG, Switzerland, acquired by Apple Inc. in 2015, https://www.apple.com/
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Figure 3.4: Full body views of the avatars used in Study 1 and exemplary facial expressions. Left: full
body views of avatar examples (excluding glasses). All humanoid avatars had similar clothing (reprinted
from [272], Copyright ©2017 Roth et al./David Zilch). Right: Exemplary expressions that were requested
by participants during the procedure and, in turn, tracked by facial tracking to be replicated to the virtual
environment. Note that during the experiment, the avatars were displayed with rendered stereo glasses for the
sake of consistency, see Figure 3.3 top. Reprinted with permission of David Zilch.

× 0.6 m × 0.5 m for the facial tracking. The virtual characters were generated and
modified using Poser12 and Maya13. The wooden mannequin was derived from a
related study14 [270] and modified to be able to display a subset of facial expressions.
The robot was acquired through an online shop and modified to be able to display
of a subset of facial expression. Figure 3.3 depicts the avatar types used in the study.

In summary, the system allows for non-invasive behavioral tracking, avoiding a
potential Cyborg’s dilemma [39], meaning a third variable bias through a change of
body scheme caused by invasive and wearable VR technology. This allows for the
integration of different avatar types, including custom or respectively personalized
avatars that incorporate the user’s facial behavior and body animation. Furthermore,
the apparatus let the users keep a physical frame of reference.

Procedure

We welcomed participants and informed them about the experiment. After they
provided their written consent for participation, we prepared the personalized
avatar. We created a model of the participant’s head and took two full body pictures
in order to combine the personalized head with an appropriate body that matched
the participants measures.

A facial expression template was generated from the 21 facial expressions the
participants performed for the calibration procedure. We provided long-sleeve
shirts for the participants, to match the generic and personalized avatars’ clothing.
Participants were then equipped with polarization glasses, and calibrated for the
body motion tracking. During the calibration processes, the fake mirror was covered.
To calibrate appropriate scaling of the avatar, the mirror was uncovered, and the

12 Smith Micro Software, Inc.,
https://my.smithmicro.com/poser-3d-animation-software.html

13 Autodesk Inc., https://www.autodesk.com/products/maya/overview
14 The avatar was initially created at the University of Cologne, Department for Media Psychology

39

https://my.smithmicro.com/poser-3d-animation-software.html
https://www.autodesk.com/products/maya/overview


Chapter 3. Intrapersonal Effects of User Embodiment

avatar’s scale was adjusted together with the participant using a temporary avatar
template. The participant then stepped in front of the mirror and performed a pose
calibration before the first trial was executed.

During each trial, prerecorded oral instructions were played back using an audio
speaker asking the participant to 1) look at specific body parts (e.g., the right foot, left
upper arm, belly), 2) make certain facial expressions that correspond with the basic
emotions (anger, disgust, fear, joy, sadness, and surprise [85]), and 3) move distinct
body parts (e.g., turn the head up, raise the right arm). The participants were given
three seconds to execute each instruction, and a sound then reminded the participant
to focus back on the screen followed by a pause of three seconds before the next
instruction followed. This process ensured continuous interaction and execution
of behaviors, as well as the focus on the virtual counterpart. We randomized the
sequence of action instructions (i.e., type of behavior to be executed), as such, and
each complete trial lasted for one minute. After each trial, we asked the participant
to fill out a post-experimental questionnaire in digital form before continuing to the
next trial for the next condition/avatar representation type. Following the final trial,
the participants were exposed to the appearance of a virtual spider. The results of
the latter are not subject to the present reporting.

Measures

We performed a literature review to extract previously used measures and extend
these with additional missing items. After reviewing related work [47, 220, 243,
22, 184, 21, 23, 119, 136, 304, 151, 157, 199, 9, 189], 15 questions were derived and
designed for a consecutive factor identification to explore latent variables (see Table
3.1).

In the evaluation, the items were assessed using a 7-point Likert type response
format (strongly disagree - neither agree or disagree - strongly agree), in a random
order with the following instructions: “Please answer the following questions ac-
cording to your gut feeling, spontaneously and intuitively.” The questions were
collected to capture the influential variables previously found, such as the sensori-
motor coherence (i.e., agency), the realism of appearance and personalization, and
potential aftereffects or changes in the perception of the body scheme. In addition to
the VBO questionnaire, avatar preference was determined and qualitative questions
were assessed.

Participants

The final sample consisted of N = 43 participants (26 female, 17 male, Mage =
23.49, SDage = 7.64), of which 39 were students at the time. Sixteen had previous
experience with VR or tracking technologies. All reported speaking German for five
years or longer, which ensured accurate understanding of the audio instructions
and questions. The study was conducted at the University of Würzburg.
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Table 3.1: List of Questions Assessed and Considered for the IVBO Scale.

1. myBody
I felt as if the body I saw in the virtual mirror might be my body. Adapted from [304, 119]

2. myBodyParts
I felt as if the body parts I looked upon were my body parts. Adapted from [151]

3. humanness
The virtual body I saw was human-like. Adapted from [243]

4. myMovements
The movements I saw in the virtual mirror seemed to be my own movements.

5. controlEnjoyment
I enjoyed controlling the virtual body I saw in the virtual mirror.

6. controlMovements
I felt as if I was controlling the movement I saw in the virtual mirror. Adapted from [151]

7. causeMovements
I felt as if I was causing the movement I saw in the virtual mirror. Adapted from [151]

8. ownOtherbody
The illusion of owning a different body than my real one was very strong during the experience.

9. myBodyChange
At a time during the experiment I felt as if my real body changed in its shape, and/or texture.

10. myBodyCheck
During or after the task, I felt the need to check that my body still looked like what I had in mind.

11. echoHeavyLight
I felt an after-effect as if my body had become lighter/heavier.

12. echoTallSmall
I felt an after-effect as if my body had become taller/smaller.

13. echoLargeThin
I felt an after-effect as if my body had become larger/thinner.

14. otherPerson
The body I saw in the mirror was another person. Adapted from [119]

15. enjoyment
How did you like the overall experience in the virtual world?

3.3.2 Results

Prior to the main analyses, we excluded two items from the set of questions. The
enjoyment item was excluded as we observed that it captured the general interest
and enjoyment of the application rather than a construct related to the VBO.

Furthermore, we discarded the item otherPerson (“The body I saw in the mirror
was another person”) for the component analysis. The first reason for this was
instability of the item during preliminary analysis. Second, and more important:
the phrasing of the item was potentially misleading, as the construct of “another
person” is not necessarily in relation to “another body,” and could be denoted to
having another self, and therefore, the interpretation may have been confusing for
participants.

41



Chapter 3. Intrapersonal Effects of User Embodiment

Principle Component Analysis

In a similar fashion to the work from Longo, Schüür, Kammers, Tsakiris, and
Haggard [184], we used a principle component analysis (PCA) to identify latent
variables, following the procedure described by Field [90]. A Varimax orthogonal
rotation was applied, and an individual PCA was conducted for each score-set (i.e.,
each condition). The criterion from Kaiser [150] was applied due to the small sample
size, and components with eigenvalues < 1 were discarded. Kaiser-Mayer-Olkin
measurements of sample adequacy for the four calculations were > .641, and all
Bartlett’s tests for sphericity were significant (p < .05). The results of the exploratory
PCA are depicted in Table 3.2. The analysis resulted in three latent components that
could be consistently detected in three of the four conditions. In the fourth analysis
of the personalized avatar condition, an additional fourth component remained
but its items also loaded on the other components and the fourth component by
itself did not explain a large amount of variance and was therefore discarded. The
humanness item showed a cross loading in one condition (one PCA, respectively)
and the ownOtherBody item showed crossloadings in two conditions.

The first derived component related to questions that were stated with regards to
the acceptance of the body as the own, the feeling of ownership, and the human-
ness of the appearance, which is why we describe this component as acceptance,
and it strongly relates to questions that target ownership perception. The second
component gathered items that relate to agency, meaning the feeling of control over
movements and their causation, which is why we describe this component as control.
The third component we could identify from the analysis is related to changes in
the perception of the body from what was previously memorized, such as a change
in feeling taller or smaller, so we termed this component change.

We pursued analyses of the respective reliabilities for each component and each
trial, which are depicted in Table 3.3. Assuming these are the latent components of
the item collection, their reliabilities are good. The proposed final scale is provided
in Table 3.4

Experimental Results

After establishing the 3-component scale, we performed analyses of variance for
each resulting factor. We found a significant main effect for acceptance; F (3, 126) =
18.283, p < .001, η2p = .303. Pairwise comparisons showed that acceptance was rated
significantly higher for human-looking avatars (generic, personalized) than for
the rather cartonish/artifical avatars (p < .011), whereas there were no significant
differences between both human-looking avatars or between the cartonish/artificial
avatars. The analysis for the change component revealed a significant main effect of
smaller size F (3, 126) = 2.76, p = .045, η2p = .062. Individual comparisons showed
that despite a slight linear trend, only the difference between the individual avatar
(M = 2.35, SE = .17) and the wooden mannequin (M = 1.97, SE = .17) was
significant (p = .022). There were no significant effects for the control factor. This
seems rational, as all conditions had similar properties with regard to the control of
the avatars. Figure 3.5 depicts the results.
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Table 3.2: PCA Results for the Conditions.

Woodie Robot
Item CH CO AC CH CO AC

myBody .908 .869
ownOtherBody .497 .522 .477
myBodyParts .875 .790
myMovements .850 .864
controlEnjoyment .841 .776
controlMovements .918 .912
causeMovements .873 .866
myBodyChange .864 .829
myBodyCheck .565 .741
echoHeavyLight .928 .941
humanness .725 .707
echoTallSmall .837 .771
echoLargeThin .839 .843

Var. Init. (%) 35.6 26.5 11.7 36.4 23.8 11.5
Var. Rot.(%) 29.1 24.7 20.3 29.1 24.0 18.5
Eigenvalue Init. 4.67 3.45 1.52 4.73 3.09 1.49
Eigenvalue Rot. 3.79 3.21 2.64 3.79 3.12 2.40

Human Personalized
Item CH CO AC CH CO AC misc

myBody .848 .922
ownOtherBody .628 .486 .427 -.641
myBodyParts .895 .905
myMovements .737 .820
controlEnjoyment .819 .819
controlMovements .858 .879
causeMovements .851 .868
myBodyChange .699 .854
myBodyCheck .683 .422 .775
echoHeavyLight .796 .865
humanness .612 .428 .739
echoTallSmall .867 .870
echoLargeThin .923 .911

Var. Init. (%) 35.3 25.8 10.2 34.3 26.5 10.6 8.0
Var. Rot.(%) 28.8 24.8 17.7 26.8 24.7 19.3 8.7
Eigenvalue Init. 4.59 3.35 1.33 4.47 3.44 1.38 1.04
Eigenvalue Rot. 3.74 3.22 2.30 3.48 3.21 2.51 1.13

Notes. Loadings < .4 are not displayed. The bottom rows indicate the
amount of variance explained before and after rotation, the initial eigenvalue,
and the eigenvalue after the performed rotation.
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Table 3.3: Component Reliability.

Woodie Robot Human Personalized

Acceptance .857 .773 .787 .886
Control .905 .899 .839 .887
Change .859 .853 .872 .817

Note. Reliabilities of the components, as measured by Cronbach’s α,
tested against the scores of the individual trials in the experiment.

Table 3.4: The Initial Scale Proposal (Alpha-IVBO).

Component Question

Acceptance 1. myBody
I felt as if the body I saw in the virtual mirror might be my body.

2. myBodyParts
I felt as if the body parts I looked upon where my body parts.

3. humanness
The virtual body I saw was human-like.

Control 4. myMovements
The movements I saw in the virtual mirror seemed to be my
own movements.

5. controlEnjoyment
I enjoyed controlling the virtual body I saw in the virtual mirror.

6. controlMovements
I felt as if I was controlling the movement I saw in the virtual mirror.

7. causeMovements
I felt as if I was causing the movement I saw in the virtual mirror.

Change 8. ownOtherbody
The illusion of owning a different body than my real one was very
strong during the experience.

9. myBodyChange
At a time during the experiment I felt as if my real body changed in its
shape, and/or texture.

10. myBodyCheck
During or after the task, I felt the need to check that my body really
still looked like what I had in mind.

11. echoHeavyLight
I felt an after-effect as if my body had become lighter/heavier.

12. echoTallSmall
I felt an after-effect as if my body had become taller/smaller.

13. echoLargeThin
I felt an after-effect as if my body had become larger/thinner.
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Figure 3.5: Descriptive results for acceptance, control, and change. Note. *** p < .001; ** p < .01;
* p < .05; bars denote the mean value; error bars denote the standard error.

3.3.3 Discussion

In the first study, we explored the underlying components of VBO on the basis of
a fake mirror metaphor. Through PCA, we defined three components. Acceptance,
which was mostly related to top-down processes [199], the attribution of the avatar
as a representation of the self. The items ask for the level of acceptance of the virtual
body as one’s own representation and thus related to previous research describing
the sensation of body ownership [151, 158, 199, 198]. The second component
identified was the control component. Items ask, for example, for the level of
control and whether movements were caused by the participant. The component
is therefore strongly related to agency, preliminary researched to be in relation but
separable from ownership [335, 336, 151]. The third component identified was
the component we termed change. This third component is associated with the
feeling of transformation from what was previously known about the physical body,
and might imply indications that the self-attribution was transformed [304] and,
consequently, may indicate preceding effects related to the Proteus Effect [368].

Applying these measures to our study showed a higher acceptance of the human-
like character appearances compared to more artistic/artificial body forms of the
robot and the wooden mannequin. The personalized avatar showed higher ratings
for acceptance, but not to a significant difference compared to the generic avatar.
Interestingly, the change component showed highest values for the personalized
avatar. This could for example imply that through a higher acceptance of the virtual
body, the perceived body scheme is impacted. In other words, a higher sensation of
ownership may moderate the perception of a change in body scheme.

Limitations

Some limitations have to be considered for the experiment. First, the fake mirror
metaphor precludes generalization to more immersive scenarios, such as HMD-
driven simulations, and we did not include specific questioning with regards to
the perspective of the user. Second, the personalization was still partly generic,
as the personalized avatars were created on the basis of an appearance template
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for the body. Special attention was paid only to the user’s head (excluding the
hair, which was covered by a virtual toque) for creation of the avatar. This implies
further research, which will be described in the following section. Finally, the
acceptance component inherited an assessment item that asked for human-likeness
which may have had an impact on the acceptance measure as such. However, as
described in Section 3, human-like appearance and body structure foster ownership
[199, 158]. Two items resulted in cross-loadings and even evolved in an artificial
fourth component, which shows that further validation is of need. In addition, we
considered a (fake) virtual mirror paradigm, which implies the need for a further
generalization to less restricted scenarios and additional validation, which will be
described in Section 3.6.

Conclusion

In Study 1 we constructed a first measurement instrument to assess for components
of virtual embodiment, which were found to be acceptance (ownership), control
(agency) and change by a principle component analysis, based on the responses
to the constructed scale. The results of the study indicate higher acceptance for
characters with human appearance. Yet, we could not find a significant difference
for a generic vs. personalized human avatar. Partly this might be due to the
limitations of the study. Thus, another approach could provide more insights,
namely the accurate photogrammetric capturing of users to provide personalized
avatars. Further, more immersive setups could impact these results. These aspects
were tackled in Study 2.

3.4 Study 2: Photogrammetric Personalization and
Immersion

In order to investigate the impact of personalization and the level of immersion in
more detail, this section presents the second study that was conducted in collab-
oration with the University of Bielefeld [348]. The study used a photogrammetry
approach [1] to further improve the level of similarity, and thus personalization
or individualization, and assess its impacts on VBO. A semi-immersive system
was compared to an immersive system and multiple aspects that potentially affect
VBO, such as the participants clothing, were examined. We further assessed related
constructs (presence, similarity, emotional response) to gain insights about their
relations to components of virtual embodiment. The scale proposed in the previous
section (Section 3.3) was applied. The goal of the study was to further evaluate how
personalization with a high fidelity reconstruction system affects the VBO and to
further substantiate previously suggested effects of immersion (see [348] for further
details).
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3.4.1 Method

Design

The experiment followed a three-factor (medium, personalization, clothing) mixed
design. The factor of medium was measured within subjects and consisted of two
levels, a semi-immersive simulation that was displayed to the participant on an L-
shape projection, as well as more immersive simulation that was displayed through
an HMD (see Figure 3.6). The factor personalization was also measured within
subjects and distinguished three levels of personalization types: a generic avatar
created by a character generator, a generic avatar created by a photogrammetry
approach [1], and a personalized avatar created using the same photogrammetry
approach individually for each participant (see Figure 3.7). As a third between-
subjects factor, we assessed the clothing types, which were split into groups and
were used to compare whether personalization effects were stable for avatars that
were created from persons wearing motion-capture clothing or casual dress. The
factor was introduced in order to investigate the bias that can result from additional
technological constraints the users were facing.

Apparatus

Two apparatuses were constructed for the experiment at the University of Bielefeld,
the photogrammetric avatar generator and the virtual simulation system, depicted
in Figure 3.6.

The photogrammetry procedure utilized two camera rigs to create the participants’
personalized avatars. The body was photographed using 40 synchronously trig-
gered digital single lens reflex (DSLR) cameras. The user’s face was photographed
by eight synchronously triggerd DSLR cameras. Based on the camera images, two
dense textured point clouds were created through multi-view stereo reconstruc-
tion using Agisoft PhotoScan15. In order to create an accurate geometry and the
respective rigged avatar mesh, a human template model16 was fit to the two point
clouds using registration, inverse kinematics and a statistical body model. Using the
geometric mesh, a 4000px × 4000px texture and UV texture layout was computed
using the geometry and image data. Finally, the high-resolution facial mesh and
body mesh were merged using Poisson-based blending [234] (see [1, 348] for further
details). The simulation and respective avatar embodiment consisted of an optical
infrared passive-marker tracking system (OptiTrack Prime13W, 10 cameras, 120
Hz17), an L-shaped projection that covered a wall (3 m × 2.3 m) and the floor (3 m ×
2.3 m), were used. The projection was driven by two stereoscopic projectors (2100px
× 1200px, 60 Hz) using the INFITEC18 spectral separation and filtering technique.
In the immersive conditions, an HTC Vive19 HMD (1080px × 1200px, 90 Hz) was

15 Agisoft https://www.agisoft.com/
16 Autodesk Character Generator, Autodesk, https://charactergenerator.autodesk.com/
17 NaturalPoint, Inc. DBA OptiTrack, https://optitrack.com/products/prime-13w/
18 Infitec GmbH, http://infitec.net/?lang=de
19 HTC Corporation, https://www.vive.com/
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Figure 3.6: Scanning rig and apparatus for the simulation. Left. Separate photogrammetry scans from the
face and the body are combined for the creation of the avatar. Right. The user is tracked through body motion
tracking (OptiTrack Prime Sense 13W) technology. In the L-shape condition, a stereoscopic L-shaped screen
(front, floor) displays passive steroscopic images. In the HMD condition, the HMD displays the simulation to the
user. The two top figures are reprinted from [174] © 2017 Latoschik, Achenbach, Botsch et al.; the two bottom
figures are reprinted from [348] © 2018 IEEE.

used to display the simulation. To acquire skeletal transformations, the tracking sys-
tem was interfaced with the rendering machines via network. The simulation was
developed using C++ and OpenGL 4. Motion-to-photon latency was approximated
to 62ms (projection) and 67ms (HMD approximated with desktop measurement)
via frame counting. The simulation was rendered with high-performance machines
(see [348] for further details).

Measures

After each trial, the above (Section 3.3.1) scale was employed using a 7-point Likert-
style response format (0 – strongly disagree, 3 – neither agree nor disagree, 6 –
strongly agree). In the concept of the present work we were especially interested
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Figure 3.7: Avatar types used in the study. Top. Motion capture clothing. Bottom. Casual clothing. Left
to right. CG generic avatars, photogrammetry scanned generic avatars, demonstration example of scanned
personalized avatars of the participants. Reprinted from [348] © 2018 IEEE.

Table 3.5: Reliabilities Assessed by Cronbach’s α.
Condition Acceptance Control Change

HMD CG Generic .701 .679 .891
HMD P Generic .713 .877 .910
HMD P Personalized .839 .801 .802
L-Shape CG Gen. .775 .764 .909
L-Shape P Gen. .781 .821 .934
L-Shape P Pers. .767 .783 .837

Note. CG Character Generator; P Photogrammetry

in how the scale proposed in Section 3.3 would perform in alternative scenarios,
meaning more immersive setups. To determine this, we analyzed Cronbach’s Alpha
for each individual subscale and each trial separately. The reliabilities are depicted
in Table 3.5. Except from the control component assessment in the HMD character
creator avatar condition, all reliabilities performed above .7.

In addition to the Alpha-IVBO components, three oral “in-situation” questions
adapted from [151, 48] were used to identify the level of ownership during the
exposure: 1) Ownership: “To what extent do you have the feeling that the virtual
body is your body?” 2) Agency: “To what extent do you have the feeling that the
virtual body moves just like you want it to, as if it is obeying your will?” 3) Subjective
presence: “To what extent do you feel present in the virtual environment right now?”
(0 - not at all to 10 - totally). Before the experiment, participants were informed
about the concept of presence: “Presence is defined as the subjective impression of
really being there in the virtual environment.” In addition, we included two control
measures assessing the perceived similarity of the virtual character (“To what extent
did you have the feeling that the virtual body was similar to your own?”) as well
as the correct perception of the coherence of clothing (“To what extent did you
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have the feeling of wearing different clothing from the clothes you were actually
wearing?” (0 - not at all, 10 - totally) — these were adapted from [304]). Furthermore
we measured simulator sickness with the simulator sickness questionnaire [156],
valence, arousal, and dominance through a self-assessment measurement [51] as
well as the positive and negative affect. The results of the latter measures are not
part of the present discussion (see [348] for further details).

Procedure

We welcomed participants and informed them about the study. After they agreed
to participate and provided written consent, we randomly assigned them to one
of the clothing conditions and scanned them with either casual or motion capture
clothes. After the scan was completed, the avatar was created and participants
completed the pre-study questionnaire. Participants were then calibrated for the
first trial and instructed to perform body movements, similar to the procedure
described in Section 3.3.1 (e.g,“Lift your right arm and wave to your mirror image
in a relaxed way”, or “Now stretch out both arms to the front and perform circu-
lar movements”, etc.). In this form, six audio instructions were played back via
loudspeaker. After each instruction, the participants were instructed to “Look at
the movement in the mirror - at your own body - in the mirror - at your own body”
in order to assure a controlled exposure to the stimulus. When the participants
completed all instructions but were still immersed, the “in-situation” questions
were assessed. Participants were released from the display equipment and filled
out the post-experimental questionnaire in digital form. In the same manner, all
participants performed three trials (generic avatar created by a character generator,
a generic avatar created by photogrammetry, and a personalized avatar created
by photogrammetry) in each of the medium conditions, leading to six total trials.
Depending on the clothing condition, they saw avatars in either casual or motion-
capture clothing. After finishing all trials, we compensated the participants and
wished them farewell.

Participants

The final sample consisted of N = 29 participants (15 female, 14 male, Mage = 23.62,
SDage = 3.53), of which 27 were students at the time. None of the participants
reported severe sensory or motor disorders. Any visual impairment was corrected
for during the experiment. All reported having spoken the German language for 10
years or longer, which ensured their correct understanding of the audio instructions
and questions. Out of the final sample, 13 were assigned to the motion capture
clothing scan condition, and 16 participants were assigned to the casual clothing
scan condition. The study was conducted at the University of Bielefeld.

3.4.2 Results

A factorial mixed analysis of variance (ANOVA) was calculated for each dependent
variable. Greenhouse–Geisser corrected values are reported, when the sphericity
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Figure 3.8: Comparisons for the main measures. Top. Comparisons split by medium. Bottom. Comparison
split by personalization. Character generator avatar (CG) vs. generic photogrammetry avatar (P Generic), vs.
personalized photogrammetry avatar (P personalized). Note. *** p < .001; ** p < .01; * p < .05; bars denote
the mean value; error bars denote the standard error.

assumption was violated. When necessary, Huynh–Feldt corrections of DOF were
applied.

Medium

Significant main effects for the factor medium (HMD vs. L-shape) were found
for the in-situation body ownership (F1,27 = 17.66, p < .010, η2p = .40), the in-
situation agency measure (F1,27 = 7.71, p = .010, η2p = .22), the presence measure
(F1,27 = 32.04, p < .001, η2p = .54), the post-immersion acceptance measure (F1,27 =
14.57, p = .001, η2p = .35) and the post-immersion change measure (F1,27 = 18.78,
p < .001, η2p = .41). With regard to the post-immersion alpha-IVBO measure,
pairwise comparisons revealed that the acceptance of the virtual body and the
perception of change were higher in the HMD condition when compared to the
L-shape condition (p ≤ .001). Table 3.7 depicts marginal means. Figure 3.8 (Left)
illustrates the results.

Personalization

We found significant main effects for the in-situation body ownership (F2,54 = 27.43,
p < .001, η2p = .50), the in-situation presence (F2,54 = 32.04, p = .001, η2p = .21),
and for the post-immersion acceptance (F2,54 = 25.16, p < .001, η2p = .48) measures.
Pairwise comparisons revealed that acceptance was higher for the personalized
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avatar as compared to both generic avatars (p ≤ .001). The level of body acceptance
of the generic photogrammetry avatar was also higher compared to the generic
character generator avatar (p = .033). Table 3.8 depicts the results of all comparisons.

Clothing and Control Measures

The perception scale for clothing showed a significant main effect for the between-
factor clothing (F1,27 = 18.83, p < .001, η2p = .41) and for personalization (F1.64,44.25 =
4.45, p = .023, Huynh-Feldt-ε = .82, η2p = .14). The assessment of similarity showed
a significant main effect for personalization (F2,54 = 55.45, p < .001, η2p = .67) and
medium (F1,27 = 5.00, p = .034, η2p = .16).

Table 3.6: Univariate Main Effects.
Scale Personalization† Medium† Clothing†

(In-situ) Ownership *** (.50) *** (.40)
(In-situ) Agency .010 (.22)
(In-situ) Presence .002 (.21) *** (.54)
Acceptance *** (.48) .001 (.35)
Control
Change *** (.41)
Clothing Perception .023 (.14) *** (.41)
Similarity *** (.67) .034 (.16)

Note. † p (η2p); *** p < .001.

Table 3.7: Estimate Marginal Means for the Within-Factor Medium.
Scale HMD† L-shape† p

(In-situ) Ownership a 5.00 (± .31) 4.66 (± .41) ***
(In-situ) Agency a 8.13 (± .27) 7.75 (± .27) .010
(In-situ) Presence a 6.77 (± .30) 4.56 (± .45) ***
Acceptance c 3.61 (± .21) 2.92 (± .23) .001
Change c 1.76 (± .23) 1.23 (± .23) ***
Manipulation Check: Similarity a 4.80 (± .30) 4.26 (± .32) .034

Note. † Mean [± standard error of the mean (SEM)]; *** p < .001;
In situation measures (In-situ) and post-experimental measures.
Likert scale range from low to high: a0-10, c0-6;

Table 3.8: Estimate Marginal Means and Pairwise Comparisons for Personalization.
Scale (1) CG Gen. † (2) P Gen.† (3) P Pers. † (1 to 2)§ (1 to 3)§ (2 to 3)§

(In-situ) Ownersh.a 4.42 (± .42) 4.75 (± .38) 6.82 (± .35) *** ***
(In-situ) Presencea 5.28 (± .35) 5.58 (± .36) 6.14 (± .34) .002 .015
Acceptancec 2.66 (± .23) 3.11 (± .23) 4.02 (± .22) .033 *** ***
Clothinga 3.80 (± .49) 4.01 (± .43) 2.80 (± .41) .016
Similaritya 2.92 (± .45) 3.11 (± .46) 7.56 (± .30) *** ***

Note. † Mean (± SEM); § pairwise comparison of indicated levels; *** p < .001; CG Character Generator;
P Photogrammetry; Likert scale range from low to high: a0-10, b1-9, c0-6.
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Correlations

We calculated bivariate Pearson correlations between the main dependent variables.
Specifically, we were interested in how the ownership components relate to presence,
and whether the scale components pinpoint the intended aspects of ownership and
control. For all trials, we found significant correlations between in-situation owner-
ship and in-situation presence (r≥ .377, p≤ .044), between in-situation ownership
and similarity (r≥ .462, p≤ .012), between in-situation ownership and acceptance
(r≥ .438, p≤ .017), and between similarity and acceptance (r≥ .500, p≤ .006), thus
pointing to a interdependency between these measure combinations.

We furthermore found a significant correlation between in-situation presence and
acceptance that was stable across all trials (r≥ .371, p≤ .048).

With regard to the control component, there was a significant correlation between
in-situation agency and control (r≥ .452, p≤ .014), which one would have expected
on the basis of the questioning. No further significant correlations were observed.

3.4.3 Discussion

With regard to personalization, the study confirmed previous findings that suggest
an impact of appearance on ownership and presence [148, 199, 305, 323]. More
precisely, we found a statistically significantly higher acceptance for personalized
avatars in comparison to generic avatars. As one would expect from the construction
of the study that used identical tracking methods and quite similar rendering
latencies, there were no impacts on the perceived control. Our findings did not show
that personalization also change the perception of body scheme. Compared to Study
1 however, a change in body scheme would not necessarily have been expected, as
the photogrammetric personalization that was performed most likely neglected
differences in the body scheme. In contrast to the photogrammetry approach, Study
1 utilized avatar bodies that were constructed with 3D authoring software (and
thus approximates rather than photogrammetric captures) for the personalized
condition.

Our findings confirm a suggested impact with regard to immersion, more pre-
cisely an increase of the acceptance of the virtual body as the own, and the perception
of perceptual change of the body scheme. A logical explanation is the respective
reference frame, which differed in the L-shape condition (looking down I see the
physical body) compared to the HMD condition (looking down, I see the virtual
body). This relates to previous findings that link the ownership to the perspective
constraint [199], yet, in our study the main changes were the reference frame rather
than a variation of first vs. third-person perspective. Therefore, we could clearly
pinpoint that not the differences in avatar appearance but the actually higher im-
mersion evoked a difference in perceived body change. This effect is accompanied
by a greater perception of presence. With regard to the correlations, we could
substantiate our assumptions that acceptance relates to the dimension of ownership,
and that the control subscale assesses agency. Adding to the argument of the person-
alization results, similarity and acceptance correlated significantly. Furthermore,
we found that the in-situation presence assessment correlated with in-situation
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ownership and acceptance which points at a relation between presence and virtual
body ownership. However, based on our analyses, we cannot draw conclusions
regarding the causality of this relation.

Limitations

One limiting factor of the study was that the personalization condition did not
include a personalized character constructed through a character generator. Despite
the fact that we found significant differences between a scanned personalized/-
generic character and a generic character from a generator, there was no implication
that these results would also hold true for a personalized character created using
a character generator. This limitation is addressed in Section 3.6.2. Furthermore,
compared to the previous study, we did not employ any facial or gaze tracking,
which is why the behavioral realism might be slightly reduced compared to the
study described in Section 3.3.

Conclusion

In this study, we could identify that both, the type of medium (i.e., the immersion)
and personalization strongly affect the level of ownership (the acceptance component)
over a virtual body. We further found that the level of immersion affects the
perceived change of the body schema. The proposed scale performed reliable, yet
generalizing the measurement instrument to non-mirror setups requires further
research, which is described in Section 3.6. The presented results do rely on single
user simulations. One aspect that was widely neglected in previous work is the
potential impact of social situations and, consequently, the impact of the perception
of others on the self. Therefore, we conducted a third study, reported in the following
Section 3.5.

3.5 Study 3: Impacts of Social Situations

A third study aimed to investigate the effect of avatar realism on the VBO in the
context of social interactions. Following the model presented in Section 2.4.2, we
could assume that there are interactions between the perception of others and the
perception of the self in a VE that may affect the self-embodiment in immersive
social interactions. In this regard, one influential factor identified is consistency
[308], which was shown to also affect the perception of familiarity [193] as one
aspect of a suggested Uncanny Valley [210]. However, previous studies found
that a reduced consistency in a single avatar affected the perception towards that
avatar [193]. In this study, we followed another approach and investigated avatar
appearance consistencies across interactions, namely human-agent interactions, and
how these affect virtual embodiment.
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Figure 3.9: Avatars used in Study 3 (adapted from [174], Copyright © 2017 Latoschik et al.).

3.5.1 Method

Design

In a two-factor (self-representation type, agent representation type) within-subject
design, we evaluated how social interaction with an agent affects the self-perception
and the perception of others. Regarding the first factor (self-representation type),
participants were represented either by an abstract wooden mannequin or by a real-
istic avatar (see Figure 3.9)created through the photogrammetry approach presented
by Achenbach, Waltemate, Latoschik, and Botsch [1] (see also Section 3.4.1). In a
similar manner, the animated agent (agent representation type) was represented as
either a wooden mannequin, or a realistic human character, leading to consistent
and inconsistent conditions (see Figure 3.10). We induced body ownership through
controlled movement instructions. To explicitly induce a social interaction, the
participants were instructed to return an animated waving gesture of the agent.

Prestudy

In order to find avatar types that result in an inconsistent perception, we pretested
eight avatars. Five avatars were created via photogrammetry scans, one was cre-
ated with a character generator20, and two abstract avatars, namely the wooden
mannequin and the robot avatar also used in the previous study (Section 3.3), were
tested regarding the perception of uncanny valley factors [136] and emotion [51].
We chose the wooden mannequin over the robot avatar because in addition to a
limited humanness, the robot avatar evoked feelings of eeriness and differences
in arousal and dominance that could potentially be confounding factors for the
experiment. A male and female avatar were selected from the photogrammetry
set on the basis of having the most equally balanced ratings in comparison to the
wooden mannequin (see [174] for details). The avatars finally selected are depicted
in Figure 3.9.

20 Autodesk Character Generator, Autodesk, https://charactergenerator.autodesk.com/
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Figure 3.10: Setup to assess the impact of social situations. Top: Congruent and incongruent interaction
situations. The participant interacts with a visitor (agent) on the outside of the window. Middle: Procedure. In
each trial an embodiment induction phase was performed before a social interaction phase. Bottom: Induction
phase. Movements were performed in front of a virtual mirror. Parts of the figure are reprinted from [174].

Apparatus

A VE in the form of a living room was developed using Unity3D21. Users were
tracked with an optical infrared passive-marker tracking system (OptiTrack Flex3, 16
cameras, 120 Hz22). The tracking system was interfaced with the simulation, and the
retrieved skeletal motion was used to retarget the participants’ behavior to avatar
movement. The simulation was rendered to an Oculus Rift CV123 HMD (2160px
× 1200px, 90 Hz). We used the HMD internal inertial measurement unit (IMU)
data, which has a higher refresh rate, to control the virtual camera. The relative
orientation data of the IMU was fused with the absolute orientation data (up-axis)
of the tracking system in order to match coordinate systems via a calibration routine.
Audio instructions were displayed via the HMDs earphones. The overall end-
to-end motion-to-photon latency (tracking to display) was measured by manual

21 Unity Technologies, https://unity3d.com/
22 NaturalPoint, Inc. DBA OptiTrack, https://optitrack.com/products/flex-3/
23 Facebook Technologies, LLC. https://optitrack.com/products/flex-3/
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frame counting similar to the method by He, Liu, Pape, Dawe, and Sandin [134].
Measurements revealed an overall motion-to-photon system latency ofM = 80.8 ms,
SD = 14.62 ms.

Measures

We assessed the Alpha-IVBO questionnaire (see Table 3.4). Scale reliabilities were
acceptable to good, with α≥ .733 with the exception of the control factor scale in the
self–wooden mannequin/other–wooden mannequin condition. We further assessed
how the participants judged the interactant (i.e., the agent) after the interaction with
regard to the uncanny valley factors of humanness, eeriness, and attractiveness, by
assessing the scale from Ho and MacDorman [136] (α≥ .762).

We further assessed communicative aspects of the interaction, the perceived cop-
resence, telepresence, social presence [220], and virtual rapport [121]. Furthermore,
we assessed trust in the agent with three questions adapted from Chun and Camp-
bell [66] to fit the context: “I think the virtual character has good intentions.”, “I
would count on the virtual character”, “I would trust the virtual character”, (1 - does
not apply at all, 7 - applies totally, see [174] for further details). We also assessed
simulator sickness [156] and trait empathy [311] along with demographic variables,
which are not subject to the present discussion.

Procedure

We welcomed participants and informed them about the study. After providing
written consent to agree to participate, the participants dressed in the motion capture
clothing and filled out the pre-study questionnaire. From this point, the participants
performed all conditions in randomized order. In each trial, the participants were
calibrated for the motion tracking and equipped with the HMD. All instructions
were pre-recorded and played through the earphones. At the beginning of the
exposure, we induced body ownership using motion instructions that lasted for
approximately 120 s. Participants were asked to step on a marked spot in front of
the mirror and perform four specific arm movements (right/left arm up to the front,
right/left arm up in front of the breast) accompanied by instructions where to focus
(e.g., “Hold your right arm up straight in front of you, the inner hand faced to the
floor; focus on your right hand; focus on the same hand in the mirror; let your arm
rest again”). Participants were then asked to turn 90 degrees and step on another
marking that appeared in front of the window. Participants were instructed to look
out of the window and a fixation cross was displayed. They were instructed to
return the wave from the virtual character that would appear in order to induce a
social gesture (the waving was mirrored, meaning that for right handed participants,
the agent would wave with the left hand, and vice versa). After the agent appeared,
the virtual agent put up his hand and waved to the participant, animated by the
pre-recorded animation, for approximately 10 s. After the interaction, participants
were helped to remove the HMD and guided to the digital questionnaire assessing
the dependent measures. After finishing all trials, participants were compensated
and released from the study.
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Participants

The final sample consisted of 20 participants (M = 20.25, SD = 1.21, 11 female,
9 male, all students at the time). None of the participants reported severe motor,
auditory or visual disabilities/disorders. Two participants had slight visual impair-
ments that were not corrected for during the experiment. Sixteen participants had
previous experience with VR, and four of the participants were left-handed.

3.5.2 Results

Data were analyzed using two factor ANOVAs for repeated measures of all mea-
surements taken.

Humanness, Eeriness, and Attractiveness

We analyzed the participants judgment of the virtual agent. Results revealed a
significant main effect for agent representation type; F (1, 19) = 10.91, p = .004,
η2p = .365. As expected by the pretest results, the analyses showed higher levels
of humanness for the realistic avatars created using photogrammetry (M = 2.97,
SE = 0.16) than for the wooden mannequin (M = 2.23, SE = 0.20).

Virtual Body Ownership

Figure 3.11: Comparisons for acceptance, control, and change. Note. * p < .05; bars denote the mean
value; error bars denote the standard error.

Figure 3.11 depicts the results of the IVBO questionnaire. Analyses showed
a significant main effect for self representation type; F (1, 19) = 6.19, p = .022,
η2p = .246. Acceptance was rated higher for the realistic photogrammetry avatar
(M = 4.63, SE = 0.24) compared to the wooden mannequin (M = 3.72, SE = 0.31).
Pairwise comparisons revealed significant differences for both agent representation
types (p ≤ .034).

We observed a trend for agent representation type in the factor change, which
measures the change in self-perception of the own body; F (1, 19) = 4.21, p = .054,
η2p = .181. Pairwise comparisons showed a higher value for the perceived change

58



3.5. Study 3: Impacts of Social Situations

if the agent representation type was a realistic human (M = 3.15, SE = 0.23) than
if it was a wooden mannequin (M = 2.91, SE = 0.20). Yet the difference was not
backed by statistical significance and, thus, further research is needed.

No further interaction or main effects were observed.

Other Measures

We did not find any significant effects in the analyses for the different aspects of
presence, trust, or rapport.

3.5.3 Discussion

The study could confirm the impact of realism with regard to the acceptance com-
ponent of the Alpha-IVBO scale, that is, the realism of the representation seems
to have an effect on the VBO. It is safe to assume that the humanness item of the
scale impacted these results. While it is no surprise that the manipulation did not
strongly impact the perceived control, one could have assumed an effect of self
representation type on the perceived change. However, the data did not show this
effect. We believe this might be due to the fact that the wooden mannequin was still
humanoid to some degree, and the body measures applied to many participants.
More specifically, we also scaled all avatars according to the participant’s size, and
thus, height differences would not have had any impact. These results are in line
with Study 1, where only a personalized character was found to significantly impact
the perceived change in comparison to the wooden mannequin. One interpretation
of this finding is that a perceived change in body scheme is moderated by the level
of acceptance or ownership perceived of a virtual body. The latter interpretation
requires further research. While we observed a trend that may indicate that the per-
ceived ownership of a virtual body is affected by the interactant’s virtual character
type, or in other words by the consistency of the representations, this effect was not
backed by statistical significance and thus further research is of need.

Limitations

A main limitation with regard to the concept in our study was the use of a virtual
agent rather than a real human interactant. The reason for this choice was mainly
due to the fact that human-agent interactions can be controlled, and thus a controlled
exposure to the stimulus was possible. Yet, this prohibited the emerging of dynamics
that are typical for human-human interaction. Further research is needed in this
area. A second limitation was that the characters in the congruent conditions were
identical. This may have been misleading to the participants.

Conclusion

Study 3 substantiated the positive impact of a human-like appearance on the per-
ception of ownership, meaning the acceptance of the virtual body as the own in
the case of the more immersive HMD-driven condition is fostered by an avatar that
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shows human form and texture realism. The study finds that this effect also holds
true for social interactions with congruent and incongruent representations of the
communicators.

Reflecting on Studies 1-3 more generally, a limitation of the findings is that a
manipulation of agency was not yet performed, which is why such a manipulation
is addressed in Section 3.7. The presented scale did show good reliability, and the
results presented in Study 1-3 are in line with the previous research (see Section 3.1).
Yet, with the current phrasing, the scale does not generalize to all scenarios, such as
for example simulations without virtual mirrors, which is why an improvement is
the topic of the next section.

3.6 Scale Generalization and Validation

While the previously presented measurement for embodiment is usable for many
experiment types, three down sides can be identified: 1) the measure is strongly
constrained to “virtual mirror” scenarios due to the phrasing, and adapting the scale
to more general scenarios may not necessarily result in similar reliability, 2) some
of the questions could be improved in rephrasing, and 3) the components are not
balanced with regard to the number of items, especially the acceptance component
only consists of 3 questions. To further improve the balance of the scale, we added
questions to balance the component assessment based on the review of previous
work and on the assumption they load on the acceptance (14. belongsOtherPerson,
16. belongsToMe) and control factors (15. synchronousMovements), respectively.
The following scale, shown in Table 3.9, was constructed. A confirmatory factor
analysis (CFA) was calculated on the basis of data from three studies that assessed
impacts of particular manipulations on embodiment, which will be discussed in
more detail in the following Sections 3.6.1, 3.6.3, and 3.6.2.

Confirmatory Factor Analysis

We performed a CFA (N = 169) using R24 with the lavaan package. The reporting
of fit indices is based on the recommendation made by Kline [162].

As the assumption of multivariate normality was violated, we conducted a robust
maximum likelihood estimation and computed Satorra-Bentler (SB) corrected test
statistics (see [53]). A first attempt did not yield an acceptable model fit, and as
the modification indices indicated, there were covariations in the error terms of a
particular item loading on several factors (1 in factor change: 8. ownOtherBody).
Therefore, this item was dropped.

A second attempt did yield an acceptable model fit. However, inspection of the
modification indices revealed covariations in the error terms of two items loading on
several factors (1 in factor acceptance: 14. belongsOtherPerson, 1 in factor control: 5
controlEnjoyment). Problematic items were thus excluded. Furthermore, items with
a factor loading < .40 were excluded (which was the case for: 10. myBodyCheck).

24 The R Foundation, https://www.r-project.org/
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Table 3.9: Scale Generalization and Extension (Beta-IVBO) and Comparison to the Alpha-IVBO Questionnaire.

Acceptance 1. myBody
Alpha I felt as if the body I saw in the virtual mirror might be my body.
Beta It felt like the virtual body was my body.

2. myBodyParts
Alpha I felt as if the body parts I looked upon were my body parts.
Beta It felt like the virtual body parts were my body parts.

3. humanness
Alpha The virtual body I saw was human-like
Beta The virtual body felt like a human body.

New 14. belongsOtherPerson *
Beta I felt like the virtual body belonged to someone else. *

New 16. belongsToMe
Beta It felt like the virtual body belonged to me.

Control 4. myMovements
Alpha The movements I saw in the virtual mirror seemed to be my own movements.
Beta The movements of the virtual body felt like they were my movements.

5. controlEnjoyment
Alpha I enjoyed controlling the virtual body I saw in the virtual mirror.
Beta I enjoyed controlling the virtual body.

6. controlMovements
Alpha I felt as if I was controlling the movement I saw in the virtual mirror.
Beta I felt like I was controlling the movements of the virtual body.

7. causeMovements
Alpha I felt as if I was causing the movement I saw in the virtual mirror.
Beta I felt like I was causing the movements of the virtual body.

New 15. syncMovements
Beta The movements of the virtual body were in sync with my own movements.

Change 8. ownOtherBody
Alpha The illusion of owning a different body than my real one was very strong during the experience.
Beta I had the illusion of owning a different body to my own.

9. myBodyChange
Alpha At a time during the experiment I felt as if my real body changed in its shape, and/or texture.
Beta I felt like the form or appearance of my own body changed.

10. myBodyCheck
Alpha During or after the task, I felt the need to check that my body really still

looked like what I had in mind.
Beta I felt like I had to check that my own body still looked like I remembered.

11. echoHeavyLight
Alpha I felt an aftereffect as if my body had become lighter/heavier.
Beta I felt like the weight of my own body had changed.

12. echoTallSmall
Alpha I felt an aftereffect as if my body had become taller/smaller.
Beta I felt like the size (height) of my own body had changed.

13. echoLargeThin
Alpha I felt an aftereffect as if my body had become larger/thinner.
Beta I felt like the width of my own body had changed.

Note. * needs recoding.
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A third CFA with the remaining 16 items yielded a more parsimonious solution
with a good model fit, SB χ2 = 52.50, df = 51, p = .416, root mean square error of
approximation (“RMSEA”) = .013, 90% confidence interval of robust root mean
square error of approximation [.000; .052], standardized root mean square residual
(“SRMR”) = .047, and a robust comparative fit index (“CFI”) = .998. Thus, the
obtained solution was deemed acceptable to characterize the dimensionality of
virtual embodiment. The reliabilities for acceptance (α = .783), control (α = .764),
and change (α = .765) were acceptable. The final scale is depicted in Table 3.10.

Table 3.10: The finalized Gold-IVBO questionnaire.

Component Gold-IVBO Question

Acceptance AC1. myBody
It felt like the virtual body was my body.

AC2. myBodyParts
It felt like the virtual body parts were my body parts.

AC3. human-like
The virtual body felt like a human body.

AC4. belongsToMe
It felt like the virtual body belonged to me.

Control CO1. myMovement
The movements of the virtual body felt like they were my movements.

CO2. controlMovements
I felt like I was controlling the movements of the virtual body.

CO3. causeMovements
I felt like I was causing the movements of the virtual body.

CO4. synchronousMovements
The movements of the virtual body were in sync with my own movements.

Change CH1. myBodyChange
I felt like the form or appearance of my own body had changed.

CH2. echoHeavyLight
I felt like the weight of my own body had changed.

CH3. echo-Tall-Small
I felt like the size (height) of my own body had changed.

CH4. echo-LargeThin
I felt like the width of my own body had changed.

Note. Participant instructions: Please read each statement and answer on a 1 to 7 scale indicating
how much each statement applied to you during the experiment. There are no right or wrong answers.
Please answer spontaneously and intuitively.
Scale: horizontally oriented, 7 point (1–strongly disagree, 4–neither agree nor disagree, 7–strongly agree).
A professional service (tolingo) was consulted for the translation (DE-EN).
A backtranslation (Lengua) was performed to ensure a similar meaning. Scoring:
Acceptance = (AC1+AC2+AC3+AC4)/4
Control = (CO1+CO2+CO3+CO4)/4
Change = (CH1+CH2+CH3+CH4)/4

62



3.6. Scale Generalization and Validation

3.6.1 Study 4: Validating Impacts of Immersion

The first study aimed at confirming the functionality of the scale on the basis of
a manipulation of the simulation’s immersiveness and at investigating potential
correlates to related constructs, namely aspects of presence.

Method

Design In a one-factor between-subjects design modifying the level of media im-
mersiveness, participants were either exposed to a projection-based simulation that
followed a fish tank VR principle [353] or an immersive simulation presented using
an HMD. We induced VBO with similar methods as we used in the previous ex-
periments, by instructing the participants to perform certain movements and focus
procedures.

Figure 3.12: Study setup to assess the impcat of immersion. From left to right: User in the projection trial
(lower immersion, physical reference), user in the HMD trial, mirror vision of the participant in the HMD trial,
male and female avatars.

Apparatus The HMD based simulation was developed in a similar manner as
the apparatus in Section 3.5.1. Figure 3.12 depicts the setup. The simulation was
rendered using an Oculus Rift CV125 HMD (2160px × 1200px, 90 Hz). The pro-
jection based method was displayed using an Acer H6517ST26 low-latency, active
stereoscopic projector via back projection. The image was cropped and projected
in form of a “fake mirror” sized 1.31 (width) × 1.46 (height) meters. The resulting
resolution was 480px × 1080px for each eye (transmitted via side-by-side 3D stereo).
The projection matrix of the image rendered to the projector was calibrated by
measuring the projection’s center and edges, utilizing a rigid body and the passive
marker tracking system, and matching the according virtual projection preferences.
In this way, virtual and physical projection properties are matched. The off-axis
stereoscopic projection [49] behaves according to the physical distance of the user.
To account for the user’s distance from and position in relation to the screen, a head
model based on the head-markers of the tracking system was used as reference,

25 Facebook Technologies, LLC. https://optitrack.com/products/flex-3/
26 Acer Inc. https://www.acer.com/ac/en/US/content/professional-model/
MR.JLA11.009
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placing the center of interest at the approximate left and right eye positions for each
virtual camera.

The end-to-end latency of the simulation was approximated via a video-based
measurement with frame counting [134] to M = 77.17 ms for the projection setup,
assuming slightly less latency with the HMD.

Measures We assessed the above items from the Beta-IVBO (respectively Gold-
IVBO) scale (αs ≥.751). To confirm impacts of immersion on presence and to assess
relations between presence and embodiment components, we measured the igroup
presence questionnaire (IPQ) 27 [290] in a reduced form in order to fit the study
scenario. In addition, we assessed demographic variables.

The IPQ adaptation assessed general presence (“In the computer-generated world,
I had a sense of ‘being there”’), spatial presence (“ I did not feel present in the virtual
space”, “I had a sense of acting in the virtual space, rather than operating something
from outside”, “I felt present in the virtual space”; α = .786), involvement (“I was not
aware of my real environment”,“ I still paid attention to the real environment”,“I
was completely captivated by the virtual world”; α = .851), and realness (“How real
did the virtual world seem to you?”,“How much did your experience in the virtual
environment seem consistent with your real-world experience?”,“How real did the
virtual world seem to you?”; α = .672). The responses were given using a 7-point
Likert-type scale (see original source for the anchors).

We further assessed aspects of the MEC spatial presence questionnaire [346],
immersive tendency [364], simulator sickness [156], perception of humanness and
eeriness [136], positive and negative affect [325, 145], and qualitative feedback. The
results of these measures are not subject to the current discussion.

Procedure We welcomed participants and informed them about the study. Af-
ter the participants provided their written consent to take part in the study, they
dressed in the motion-capture clothing and filled out the pre-study questionnaire.
Participants were then calibrated for the motion tracking and equipped with an
HMD or active stereoscopy glasses. Following the exposure and a short acclimatiza-
tion, pre-recorded audio instructions were displayed via the earphones. Participants
were asked to step on a marked spot in front of the mirror and perform specific
movements (e.g., right/left arm up to the front, right/left arm up in front of the
breast) accompanied by instructions where to focus (e.g., “Hold your right arm
up, straight in front of you, with the inner hand faced to the floor; focus on your
right hand; focus on the same hand in the mirror; let your arm rest again”). The
instructions lasted for about 150 seconds. After the tasks were finished, participants
were helped to remove the HMD or stereoscopy glasses and were guided to the
digital questionnaire assessing the dependent measures. Afterward, participants
were compensated and released from the study.

Participants Participants were recruited through the recruitment system of the
Institute for Human-Computer-Media (University of Würzburg). We excluded
27http://www.igroup.org/pq/ipq/index.php
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participants who had problems during the procedure or when severe tracking
errors were noted by the experimenter or the participants. The final sample of
N = 50 participants included 32 females and 18 males, Mage = 22.18, SDage = 2.83),
and 49 were students at the time. There were 46 participants who had previous
experience with VR technologies. The sample was equally distributed between
conditions (25 per condition).

Results

Comparisons T-tests were conducted for each individual measure. In the case
of unequal variances, corrected values are reported. The descriptives results are
depicted in Figure 3.13.

Regarding the Gold-IVBO, the perception of change was significantly different
between the projection condition (M = 2.61, SD = 1.46) and the HMD condition
(M = 3.40, SD = 1.31; t(48) = −2.013, p = .0498, d = 0.61). As expected, the
immersive HMD condition resulted in a stronger perception of change. Neither
acceptance nor control showed a significant difference, the results are depicted in
figure 3.13.

With regard to the IPQ presence measures, we found a significant difference with
general presence between the projection condition (M = 3.88, SD = 1.45) and the
HMD condition (M = 5.32, SD = 0.99); t(42.30) = −4.098, p < .001, d = 1.16.

Figure 3.13: Comparisons of the main measures. Top: Gold-IVBO factors. Bottom: IPQ factors. Note. *
p < .05; *** p < .001; bars denote the mean value; error bars denote the standard error.
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Table 3.11: Significant Bivariate Pearson Correlations.

Control Change General Spatial Involvement Realness
Presence Presence

Acceptance .460** .360* .338* .417**
Change .301*
General Presence .752** .591** .528**
Spatial Presence .630** .397**

Note. * p < .05; ** p < .01.

This effect was substantiated by a significant difference in the spatial presence
measure between the projection condition (M = 3.88, SD = 1.32) and the HMD
condition (M = 5.03, SD = 1.19); t(48) = −3.218, p = .002, d = 1.19. as well as for
the involvement measure between the projection condition (M = 3.45, SD = 1.28)
and the HMD condition (M = 5.44, SD = 1.18); t(48) = −5.712, p < .001, d = 1.62.
There was no significant difference in the realness measure t(48) = −0.388, p = .70.

Correlations of Constructs In order to assess how the Gold-IVBO factors correlate
with the related constructs of the IPQ, we calculated bivariate Pearson correlations
between the Gold-IVBO scores and the IPQ scores. Table 3.11 depicts the results.
We found significant correlations between the acceptance and control, as well as
between the acceptance and the general presence, spatial presence, and realness.
Furthermore, the change factor significantly correlated with the general presence
assessment. Further, we found correlations within the presence measures.

Discussion

These results substantiate our previous comparison of media immersiveness (see
Section 3.4.2), that showed that a higher level of immersion impacts self-perception
in the form of a perceived body change. While Study 2 (discussed in Section 3.4)
reported that the medium also affected the participants’ acceptance of the virtual
body, this was not confirmed with the applied measure in the current study. This
finding indicates a more consistent pinpointing of the effect based on the updated
scale items, which was confirmed by the correlation findings. While there was a
correlation with medium effect between control and acceptance, the change factor was
not found to have strong relationships with either of the other Gold-IVBO factors.
Several presence dimensions were significantly affected by the manipulation and the
HMD condition resulted in higher presence. The acceptance correlated with general
presence, spatial presence, and realness, whereas the change factor correlated only
to the general presence assessment. The reason for this may lie in the fact that not
every participant perceived similar changes with regard to body measures when
adapting to the avatar. We scaled the avatars in a universal form according to the
height of participants. For some participants, the male or female virtual character
body forms and appearance might have been a relative match to their real-world
physical appearance. Others may have experienced stronger discrepancies between
physical and virtual appearance. The change factor’s questioning assesses these
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discrepancies and thus seems to cover the assessment of a perceived change in body
schema which. Presence may to some degree be a prerequisite of such a perception,
whereas it does not seem strictly related to spatial presence, involvement, or realness
in the VE. The non-existent individualizaion or personalization also represents a
limitation to our study, as we cannot generalize the findings to different character
types.

We conclude that immersion is a driving factor for the change component, and
therefore a driver for the perception of a change in body schema. Both, the accep-
tance (ownership) of a virtual body as well as a perceived change in body schema
are related to aspects of presence. In Study 1 and Study 2 we found indications that
personalization affects the acceptance of a virtual body. In the following Study, we
investigated whether this impact holds true for user-performed avatar personaliza-
tion.

3.6.2 Study 5: The Impacts of User-Performed Personalization

A second validation study was conducted with the aim of investigating what specific
impacts a user-performed personalization has on the perceived VBO. We therefore
designed a study that compared the effects of a generic avatar created by a character
generator versus a character created by the participant through the same character
generator.

Method

Design The study was conducted using a one-factor between-subjects design. We
modified the level of personalization by either exposing the participants to a virtual
embodiment scenario in which they were represented by a generic avatar from a
character generator (the same male or female character for all participants), or in
which they were represented by a personalized avatar they created themselves using
a character generator. These participants were permitted to modify the characters
appearance in form of body measures, facial appearance, and hair style; however,
the clothing was kept similar to the generic avatars throughout both genders.

Apparatus We used a similar setup as the one used in the HMD condition of the
immersion experiment (see Section 3.6.1), except that the participants for this study
were immersed using a FOVE 028 HMD (2560px × 1440px, 70 Hz) that allows for a
100 degree field of view (FOV).

Measures We assessed demographic variables and the above items from the Beta-
IVBO (respectively Gold-IVBO) scale (αs ≥ .744). Similar to the work in [348], we
assessed positive and negative affect using the PANAS scale in the short form [325,
145]. The positive affect component showed a reliability of α = .840 whereas the
negative component was of low reliability (α = .319) and was therefore dropped
from the analyses. To investigate a related construct, we measured self-presence

28 FOVE, Inc., San Mateo, USA, https://www.getfove.com/
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with the aspects defined by Ratan and Hasler [250] using the items they included
in their factor analyses and adapted them to fit the context of our study (however,
two items were removed; “To what extent does your avatar’s profile info represent
some aspect of your personal identity?”, and “To what extent does your avatar’s
name represent some aspect of your personal identity?”). The proto self-presence
measure (α = .781) was assessed with items such as “To what extent do you feel
like your arm is elongated into the virtual environment through your avatar?” or
“How much do you feel like your avatar is an extension of your body within the
virtual environment?” Core self-presence (α = .838) was assessed with items such
as “When arousing events would happen to your avatar, to what extent do you feel
aroused?” or “When surprising events happen to your avatar, to what extent do
you feel surprised?”. Extended self-presence (α = .661) was assessed with items
like “To what extent is your avatar’s gender related to some aspect of your personal
identity?” or “To what extent is your avatar’s clothing related to some aspect of
your personal identity?”. To identify a successful manipulation, we measured
the perceived similarity of the avatar against the question “Please rate how much
the virtual character is similar to you on the following scale, where 1 equals no
similarity and 11 equals a digital twin.” This measure was assessed both before the
exposure, based on an image of the character on a desktop monitor, as well as after
the exposure (reflecting the experience in the simulation).

We further assessed the eeriness and humanness of the character [136], similarity
and naturalness of movements, simulator sickness, and qualitative comments. The
latter measures are not part of the reporting of the present thesis.

Procedure We welcomed participants and informed them about the study. After
providing written consent for participation, the participants dressed in the motion-
capture clothing and filled out the pre-study questionnaire. Participants were then
introduced to the character creator tool (personalized character condition) and were
given about 10 minutes to adapt the hair, eyes, facial appearance, and body form
of the character. Afterward, the character was presented to them. In the generic
character condition, participants were presented with the generic character. After
the presentation of the characters, the experimenter imported the character, and the
participants were calibrated for the motion tracking system and equipped with an
HMD.

Following the exposure and a short acclimatization, audio instructions (pre-
recorded) were given via the earphones. Participants were asked to step on a
marking in front of the mirror and perform specific movements, accompanied by
instructions where to focus (see Section 3.6.1). In addition, the participants were
specifically instructed to pay attention to features of the character’s appearance (e.g.,
“Look at the eyes of mirrored self”, “Look at the mouth of mirrored-self”, “Turn 90
degrees and look at the mirrored self from the side”).

The instructions lasted for about 180 seconds. After the tasks were finished, partic-
ipants were helped to remove the HMD and were guided to the digital questionnaire
assessing the dependent measures. When they had completed the questionnaire,
participants were compensated and dismissed from the study.
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Participants Participants were recruited using the recruitment system of the In-
stitute for Human-Computer-Media of the University of Würzburg. We excluded
participants if there were problems during the procedure or if severe tracking errors
were noted by the experimenter or the participant. The final sample consisted of
N = 48 participants (27 female, 21 male, Mage = 21.64, SDage = 2.25), of which all 48
were students at the time. There were 45 participants who had previous experience
with VR technologies. The final sample was similarly distributed between condi-
tions (generic character: N = 25; personalized character: N = 23). All participants
reported they had been speaking German for five or more years.

Results

Comparisons T-tests for the dependent measures did not reveal significant dif-
ferences between the factors on the Gold-IVBO. We found a significant effect for
positive affect, with higher positive ratings for the personalized avatar condition
(M = 3.64, SD = 0.68) compared to the generic avatar condition (M = 3.14,
SD = 0.64; t(46) = 2.655, p = .011, d = 0.75).

Figure 3.14: Comparison of the embodiment and similarity measures. Left: Gold-IVBO factors. Right:
Similarity. Note. * p < .05; bars denote the mean value; error bars denote the standard error.

With regard to the self-presence measure, we found a significant effect with the
proto-self–presence, showing higher ratings for the personalized avatar condition
(M = 3.59, SD = 0.67) as compared to the generic avatar condition (M = 3.04,
SD = 0.81; t(46) = 2.528, p = .015, d = 0.734).

Despite a higher level of similarity being perceived in the pre-exposure similarity
measure, this difference was not significant. Descriptive results are depicted in
Figure 3.14 and 3.15.

Correlations of Constructs In order to assess how the Gold-IVBO factors corre-
lated with the perception of self-presence, positive affect, and avatar similarity,
we calculated bivariate Pearson correlations between the Gold-IVBO scores, the
self-presence factors, and the similarity perception. The results are given in Table
3.12. The acceptance factor correlated with both, the control and the change factors of
the Gold-IVBO in the present study. Both control and acceptance correlated with the
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Figure 3.15: Comparison of the affect and presence measures. Note. * p < .05; bars denote the mean
value; error bars denote the standard error.

Table 3.12: Significant Bivariate Pearson Correlations (r) of Related Constructs.

Control Change Proto Ext. Core Pos. Simi. Simi.
SP SP SP Aff. Pre Post

Accept. .506** .374** .696** .332*
Control .652** .348* .432** .311*
Change .297*
Proto-SP .365* .326* .427**
Ext.-SP .402** .356* .321*
Core-SP .311* .428**
Pos. Aff. .353* .310*
Simi.-Pre .441**

Note. * p < .05; ** p < .01.

post-exposure similarity measure, whereas the change factor did not. All Gold-IVBO
factors correlated with the proto-self–presence measure. Interestingly, the control
factor correlated with a perceived positive affect.

Discussion

Summarizing the results, we found that the personalization procedure did not
evoke a lasting perceived similarity with a personalized avatar generated through a
character generator, as assessed by the post-exposure similarity measure. Thus, we
cannot substantiate the results of the findings in section 3.4 in this regard.

One explanation for this could be the limits placed on the manipulation of the
character, which we did due to maintaining comparability. Furthermore, the time
the participants had spent with the character generator might not have been sufficent
to accurately configure the avatar’s form and appearance. One further explanation
might be the discrepancy between a desktop visualization and the immersive
counterpart [279]. Further, participants might have had a different impression
compared to what was presented in the simulation, which is also reflected when
comparing the pre-exposure and post-exposure similarity measures.
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However, we did find a positive association between the post-exposure similarity
measure and both the acceptance and control factors of the Gold-IVBO, which there-
fore seemed to stand in relation. The proto-self–presence assessment correlated
with the Gold-IVBO factors, to a large effect with acceptance and control. The control
factor was further correlated with the core self-presence measure, which points at a
relationship between agency and the perception of feelings and impressions that
may be evoked by simulation events when controlling an avatar. A limitation of
the study was that the possibilities to personalize the character were limited by
the character generator’s features and the predefined clothing, as was the time for
the procedure. In this regard, we found higher values in the perceived change in
the personalized condition, accompanied by higher values in the perceived accep-
tance (non-significant). This is interesting, yet difficult to interpret. One possible
interpretation is that with the attribution of the avatar to the self, as participants
spent time to configure and create their own avatar, they may have been more
cautious with regard to the discrepancies between virtual and physical appearance
and form. We conclude that the act of self-personalization did in fact have an impact
on self-presence and positive affect, but did not show significant effects with regard
to the embodiment components. In the following, we will investigate the impacts
of increased degrees of replicated behaviors, namely facial expression and gaze.

3.6.3 Study 6: Exploring the Impacts of Behavioral Realism

While previous studies utilized technology to replicate more behavioral realism [191,
173], a comparison of different degrees of behavioral realism and its impact on the
VBO had not been investigated. We therefore conducted a study investigating the
addition of gaze replication and facial expression replication in immersive scenarios.

Method

Design In a two-factor between-subjects design, we evaluated the impact of the
additional tracking and replication of facial expressions and gaze on the VBO and
related constructs. Participants were represented by generic avatars and were
exposed to the simulation while their body movement was replicated to the virtual
simulation, either with or without additional facial expression replication, and with
or without gaze replication, leading to four conditions: body movement only (BO),
body and facial feature replication (BF ), body and gaze feature replication (BG),
and body, gaze, and face feature replication (BFG).

Apparatus The apparatus described in Section 3.6.2 was extended to utilize the
FOVE 0 gaze tracking feature (120 Hz). The FOVE 0’s binocular eye-tracking system
(120 Hz) captures the reflected image on a hot mirror, showing infrared light emitted
toward a user’s cornea. Combining the two individual eye vectors, the FOVE
integration calculates the intersection point to estimate the convergence point in the
virtual scene, which is the approximate focus point the user is gazing at [362]. From
this position, we recalculated the eyeball rotation, or more precisely, the eye “muscle
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value” in Unity’s human pose model. Furthermore, we interfaced the BinaryVR
Dev Kit V1 29 to gather information about lower facial deformation. The 3D septh-
sensing device Pico Flexx30 (up to 45 Hz), using infrared illumintation, was affixed
to the HMDs. Its 2D and depth images were processed by the BinaryVR Dev Kit to
generate facial expression deformation parameters by tracking landmark locations
[147, 371]. Tracked expression parameters were sent in the form of blendshapes and
included, for example, jaw open, puff, and smile. After preprocessing, the sensor
data was fused in the simulation to drive the avatar model, based on Unity’s human
pose solving model.

Measures We assessed the Gold-IVBO (αs ≥ .732), a rating of the avatar assessing
humanness, eeriness, and attractiveness (αs ≥ .688) [136], the adapted presence
measures previously applied in Study 5 (αs≥ .645) [250] (see Section 3.6.2) as well as
positive and negative affect (αs ≥ .674) [325, 145]. We further asked the participants
how real, how natural, and how synchronous the movement (motion behavior) of
the avatar appeared to them: “The movements were realistic,” “The movements
were naturalistic,” “The movements were in synchrony to my own movements”
(1–strongly disagree, 4–neither agree nor disagree, 7–strongly agree).

Procedure The procedure followed the pattern of the previous studies. We wel-
comed participants and informed them about the study. After providing written
consent for participation, the participants dressed in the motion-capture clothing
and filled out the pre-study questionnaire.

The participants were randomly assigned to one of the conditions. In each
condition, participants were then equipped with an HMD and calibrated for the
motion tracking, gaze tracking, and facial expression tracking systems.

Following the exposure and a short acclimatization, pre-recorded audio instruc-
tions were given via the earphones. Participants were asked to step on a marking in
front of the mirror and perform specific movements, accompanied by instructions
where to focus (see Section 3.6.1). In addition, the participants were specifically in-
structed to move closer, to another marking in front of the mirror, and let their gaze
wander to specific focus points, trying to ensure an influence in perception of the
manipulation (e.g., “Fixate on the left eye of your mirrored-self”, “Fixate the right
ear of your mirrored-self” etc.). For the facial expressions, we asked participants
to perform certain expressions (e.g., “Open and close your mouth”, “try to express
happiness by smiling at your mirrored-self,” etc.).

The instructions lasted for about 219 seconds. After each trial, participants were
helped with removing the HMD, guided to the digital questionnaire assessing the
dependent measures, and when all conditions were finished, participants were
compensated and dismissed from the study.

Participants Participants were recruited using the recruitment system of the Insti-
tute for Human-Computer-Media of the University of Würzburg. We excluded par-
29 BinaryVR, Inc. https://www.binaryvr.com/
30 pmdtechnologies AG, https://pmdtec.com/picofamily/
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3.6. Scale Generalization and Validation

Figure 3.16: Comparison of the Gold-IVBO factors. Note. bars denote the mean value; error bars denote
the standard error.

ticipants in cases of problems during the procedure or severe tracking errors noted
by the experimenter or the participants. One participant had strong uncorrected
visual impairment and was excluded from the main analyses. The final sample
for the analysis consisted of N = 70 participants (46 female, 24 male, Mage = 21.3,
SDage = 1.82), of which all were students at the time. 17 participants were assigned
to the BO condition, 18 to the BF condition, 18 to the BG condition, and 17 to the
BFG condition. There were 65 participants who had previous experience with VR
technologies. All participants reported speaking German as their mother tongue.
The sample was similarly distributed among the conditions of BO (N = 17), BF
(N = 18), BG (N = 18), and BFG (N = 17).

Results

Comparisons We analyzed each dependent variable using a two-factor (gaze, facial
expression) ANOVA. In short, none of the Gold-IVBO factors revealed a significant
effect. Figure 3.16 shows the descriptive results. While the BFG condition was
rated highest in acceptance and highest in control, the differences from the other
conditions were not backed by statistical significance.

We found a significant main effect of gaze on the perceived humanness; F (1, 66) =
7.826, p = .007, η2p = .106, indicating the the perceived humanness was higher in
the conditions with enabled gaze tracking and replication (M = 3.07,SD = 0.78)
compared to the conditions with disabled gaze tracking and replication (M = 2.60,
SD = 0.60).

No further significant effects were observed in the analyses with regard to the
other dependent measures.

Discussion

The reason for missing effects on embodiment in the presented study could be
manifold. First, it could be that facial expression and gaze replication does not have
a strong influence in comparison to body movement, which was always present.
Body movement arguably resulted in stronger visual stimulation in the simulation.
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Future research should, therefore, investigate body movement as an additional
manipulation factor. Second, and more likely, the induction phase might have been
too short or too vague for the participants to grasp the manipulation, and as a result,
the time spent on the gaze interaction and facial expression interaction might not
been sufficient for an impact. This is backed by the fact that none of the realism
ratings (naturalness, realism, synchronicity) showed a significant effect. Despite
higher humanness ratings it is, therefore, most likely that the manipulation was not
obvious enough to have an effect. Future studies should take care in the induction
phase to make the modification visible to the participant. Nevertheless, we cannot
exclude nor confirm impacts of behavioral realism based on the present data. As
the presented Studies 1-6 mostly investigated effects of appearance, immersion and
personalization, we will investigate the impacts of another aspect that may hinder
SMCs to be established in VR simulations, namely latency, in the following.

3.7 Study 7: The Impacts of Latency and Latency Jitter

In order to confirm the impact of sensorimotor coherence found in previous studies
[350], we designed a forth study utilizing the Gold-IVBO questionnaire. Due to
the within-design structure of the present study, the data were not included in
the above CFA (Section 3.6)that led to the questionnaire structure, and thus may
provide additional insights. We were specifically interested in the impact of latency
jitter, and therefore used the approach by Stauffert, Niebling, and Latoschik [313] to
induce jPitter in the simulation. We further investigated associations with related
measures.

3.7.1 Method

Design

In a one-factor (latency) within-subjects design, we evaluated the impact of la-
tency and latency jitter, meaning the non-periodic spontaneous peaks of latency (see
Section 3.6), on the perception of VBO and the factors of the Gold-IVBO scale. Partic-
ipants were exposed to a simulation inducing body ownership with four conditions
of delayed and jitter-delayed simulation display (minimal latency, medium latency,
large latency, latency jitter), which altered the response of the visual feedback to
motor actions.

Apparatus

We used a similar apparatus as the one used in Section 3.6.2 with minor differences
in the implementation. By cuing (i.e., buffering) the tracking input data from
the motion tracking system, artificial delays were introduced into the simulation,
similar to the approach used by Waltemate, Senna, Hülsmann, Rohde, Kopp, Ernst,
and Botsch [350]. However, because we exposed the participants to an immersive
simulation by using an HMD, we tried to prevent biasing sickness effects and did
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not influence the delay of the virtual camera, which therefore transformed according
to the raw system delay without further modifications. Thus, the body motion
was delayed, whereas the visual field-of-view was not. We used an adaptation of
the procedure described by Stauffert, Niebling, and Latoschik [313] to introduce
latency jitter, which uses a stochastical model for latency spike distribution, thus
introducing high latency spikes into the simulation loop. To assess the MTP latency
of the resulting simulation, we utilized frame counting based on images from a
digital video camera (1000 Hz). The measures resulted inM = 90.12 ms (SD = 16.14
ms) for the simulation baseline LB, M = 206.93 ms (SD = 16.47 ms) for the small
delay LS , M = 353.07 ms (SD = 15.38 ms) for the larger delay LL, and M = 102.58
ms (SD = 49.71 ms) for LJ . LB , LS , and LL were measured with N = 60 samples. It
is to note that despite measuring with N = 165 repetitions in the jitter condition LJ ,
the resulting mean and SD may not accurately reflect the induced jitter, due to some
spikes that could not be captured using the motion-apex measurement applied.

During the simulation, users were embodied with the generic male and female
characters used in the previous study (see Section 3.6.2).

Measures

We assessed demographic variables and applied the Gold-IVBO measure (αs≥ .771).
To assess for relating constructs and previous measures, we used the questionnaire
from Kalckert and Ehrsson [151], which was partly adapted from Longo, Schüür,
Kammers, Tsakiris, and Haggard [184] and Botvinick and Cohen [47], that measures
the constructs ownership (αs ≥ .801), ownership control (αs ≥ .655), agency (αs
≥ .636), and agency control (αs between .239 and .563). We hypothesized these
constructs to stand in direct relation to the proposed Gold-IVBO scale. Questioning
was adapted to fit the virtual scenario, as these questionnaires were previously used
to assess an RHI scenario (e.g., “The rubber hand moved just like I wanted it to, as
if it was obeying my will” = “The virtual body moved just like I wanted it to, as if it
was obeying my will”). Questions were assessed with a 7-point Likert type scale
(1–strongly disagree, 4–neither agree nor disagree, 7–strongly agree). To control
for our manipulation, we asked the participants how real, how natural, and how
synchronous the movement (motion behavior) of the avatar appeared to them: “The
movements were realistic,” “The movements were naturalistic,” “The movements
were in synchrony to my own movements” (1–strongly disagree, 4–neither agree
nor disagree, 7–strongly agree). We further assessed simulator sickness [156] and
adapted two questions originating from Longo, Schüür, Kammers, Tsakiris, and
Haggard [184] which loaded on the agency component in their analysis. The results
of the latter two measures are not part of the present discussion.

Procedure

We welcomed participants and informed them about the study. After providing
written consent for participation, the participants dressed in the motion-capture
clothing and filled out the pre-study questionnaire.
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The conditions were presented to the participants in randomized order. In each
trial, the participants were calibrated for the motion tracking system and equipped
with an HMD.

Following the exposure and a short acclimatization, pre-recorded audio instruc-
tions were given via the earphones. Participants were asked to step on a marking in
front of the mirror and perform specific movements, accompanied by instructions
where to focus (see Section 3.6.1). In addition, the participants were specifically
instructed to perform more rapid and fluid movements (e.g., “Raise your left arm
in moderate speed in front of you, and lower it back down next to your hip. Repeat
this movement ten times, and focus on your arm while doing so”).

The instructions lasted for about 282 seconds. After each trial, participants were
helped with removing the HMD, guided to the digital questionnaire assessing the
dependent measures. After the four conditions were completed, participants were
released from the study.

Participants

Participants were recruited using the recruitment system of the Institute for Human-
Computer-Media. We excluded participants in the case of problems during the
procedure or severe tracking errors noted by the experimenter or the participants.
The final sample consisted of N = 22 participants (17 female, 5 male, Mage = 21.77,
SDage = 3.62), of which all 22 were students at the time. There were 21 participants
who had previous experience with VR technologies. All participants reported to
speaking German as their mother tongue.

3.7.2 Results

Comparisons

Figure 3.17: Comparison of the motion perception measures. Note. * p < .05;** p < .01 bars denote the
mean value; error bars denote the standard error.

We compared the conditions by calculating repeated measures ANOVAs for the
individual dependent variables. Where the assumption of sphericity was violated,
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Figure 3.18: Comparison of the embodiment measures. Note. * p < .05;** p < .01 bars denote the mean
value; error bars denote the standard error.

we report Greenhouse–Geisser corrected values. We found a significant main effect
for the acceptance score of the Gold-IVBO scale; F (3, 63) = 3.57, p = .024, η2p = .138.
Similarly, the control measure was affected by the manipulation; F (1.741, 63.553) =
7.50, p = .003, η2p = .263. No significant impacts were observed for the change factor.

We did not observe any significant effect in the agency and ownership measures
of the scale adapted from Kalckert and Ehrsson [151] (KE). The synchronicity
assessment showed a significant main effect F (1.905, 40.005) = 7.077, p = .003,
η2p = .252. Interestingly, neither the realism, nor the naturalness ratings showed a
significant main effect. The descriptives and pairwise comparisons are shown in
Figure 3.18 and 3.17.

As visible from the control and acceptance results, the strongest linear latency
injection yielded to the lowest scoring of avatar control. The jitter condition was
similarly affected, but resulted in significantly better ratings than the condition with
a strong latency injection. The results of the condition with the lower level of linear
latency injected had comparable results to the jitter-injected condition. In a similar
manner, the synchronicity ratings were affected, but the jitter-injected condition
was rated significantly lower than the condition with the lower linear latency. In
all of the conditions, baseline condition performed best with regard to acceptance,
control, and synchronicity.
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Correlations of Constructs

To investigate the relations of the constructs, we assessed correlations between
the dependent measures. The results are shown in Table 3.13. As expected, the
synchronicity assessment showed great correlation with the control factor of the
Gold-IVBO and the agency factor of the scale from Kalckert and Ehrsson [151]
(KE). Furthermore, synchronicity showed a medium to large correlation with the
acceptance factor, and the ownership (KE) factor.

Table 3.13: Significant Bivariate Pearson Correlations of Constructs for the Latency Manipulation

Mov. Mov. Acc. Cont. Cha. Agen. A. Cont. Owner. O. Cont.
Nat. Synch. (GI) (GI) (GI) (KE) (KE) (KE) (KE)

Mov. LB .788** .675** .576** .712**
Real. LS .690** .477* .498* .674**

LL .489*
LJ .648** .523* .533* .676** .678** .492*

Mov. LB .512* .449* .508* .551**
Nat. LS .494*

LL .446*
LJ .535* .656** .459* .432* .586** .596**

Mov. LB .574** .797**
Synch. LS .609** .664** .540** .438* .501*

LL .466* .801** .663** .616**
LJ .589** .774** .553** .606** .454*

Acc. LB .484* .519* .843** .712**
(GI) LS .527* .503* .884** .722**

LL .442* .901** .624**
LJ .562** .934** .665**

Cont. LB .744**
(GI) LS .706** .473*

LL .831** .581**
LJ .794** .530*

Cha. LB

(GI) LS .478*

Agen. LB -.462*
(KE) LS

A. Cont. LB .648** .669**
(KE) LS .681** .732**

LL .629**
LJ .692**

Owner. LB .745**
(KE) LS .793**

LL .674**
LJ .653**

Note. * p < .05; ** p < .01; GI Gold-IVBO; KE Kalckert & Ehrsson Measure.
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In turn, acceptance had medium to large correlations with control, and a large
correlation with ownership (KE) and ownership control (KE) across all measures.
The change factor did not show any significant correlations with the other measures.

It is interesting to note that we did not find stable correlations between the
perceived naturalness, synchronicity, and realism of the movement, which may give
room for further discussion on how to distinguish these constructs.

3.7.3 Discussion

In summary, our results present useful insights about the effects of simulation
delays, and more specifically, the effects of jitter delays. The descriptive statis-
tics and comparisons reveal that a jitter (in the applied spectrum) can result in
worse effects than an increased latency of approximately 100 ms with regard to the
perception of virtual body ownership, specifically acceptance and control. Yet, an
additional artificial delay of about 250 ms performed worse than the jitter condition,
which quantifies the impact of jitter to some extent. With respect to the correlating
constructs, we can confirm that the Gold-IVBO scale picks up modifications in
movement synchronicity. The results also confirm that, by nature of the questioning,
the perceived realism correlated with the control factor. While we found correla-
tions between the control factor and the agency and ownership factors (KE), variance
analysis revealed that the Gold-IVBO scale was more sensitive to the present sce-
nario. This may result from the fact that the (KE) questions were originally used
in RHI scenarios. Finally, while the results confirm correlations between acceptance
and control, we confirm that the change factor was not affected by modifications in
the control or agency dimensions. One limitation of the study is that the agency
control measure applied from the (KE) questionnaire had overall low reliabilities.
In conclusion, we found significant impacts of latency on the control component
of the proposed measurement instrument, and could quantify the impact of jitter
with regard to linear latency. In the following, we will summarize the results of this
chapter.

3.8 Summary

Summarizing the results from Study 1-7, the implemented manipulations revealed
that a) the level of immersion, b) the level of humanness/personalization, and c)
latency affected virtual embodiment in different dimensions, and thus the results
answer RQ1a: How do simulation properties affect virtual embodiment?

3.8.1 Impacts of Appearance Realism and Personalization

In Study 1, the modification of avatar’s appearance was shown to modify the level
of acceptance as measured with the initial Alpha-IVBO scale. This was supported
by Study 2, and Study 3, which confirms previous findings on texture and shape
realism (e.g., [199], see [158] for a review). Study 5 did not explicitly support or
contradict this finding.
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Figure 3.19: Summary of effects from representation of appearance and behavior on the Gold-IVBO
factors and presence. Self-performed personalization and photogrammetric personalization increased pres-
ence. Photogrammetric personalization as well as humanness were found to positively impact the acceptance
(ownership) of a virtual body. (Personalized) humanness did further affect the perceived change. None of the
representation manipulations significantly affected agency. Presence and virtual embodiment seem to share
some variance. The causality of these correlations cannot be explained by our study designs.

In contrast to Study 1 and 2, Study 3 used a method of constructing a computer-
generated personalized avatar rather than a photogrammetry scanned (Study 2), or
a facial-model–scan based avatar (Study 1) which may indicate a stronger impact
with these procedures, as they were most likely to evoke a greater similarity than
was achieved in Study 5 as assessed by the post-exposure manipulation check.
Yet the post-exposure similarity measure positively correlated with acceptance and
perceived control. While the construction of an avatar in the personalized condition
of Study 5 yielded to a more positive affect and greater self-presence, a significant
positive correlation was only observed between the proto-self–presence measure
and the acceptance factor, and not between the level of perceived acceptance and
positive affect.

The findings of Study 6 do not provide supporting evidence that the vividness of
behavior affects the VBO. We attributed this partly to the limited exposure of the
scenario which may have biased the study. Figure 3.19 summarizes the findings
and still open questions.
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3.8.2 Impacts of Immersion

Study 2 showed that the level of media immersiveness affected the perceived accep-
tance toward the virtual body, as well as the perceived self-perception (change) as
assessed by the Alpha-IVBO measure. Study 4 confirmed the finding of a perceived
change, but immersion did not have a significant impact on acceptance, which might
be a result of the better construct separation of the improved Gold-IVBO measure.

The found impact of media immersiveness is in line with previous findings
[142], which suggest the need for a spatial 3D representation, but extends the
previous work further. All conditions used stereoscopic rendering of the virtual
body, whereas the main difference was the visual frame of reference (physical vs.
virtual), and thus points at an impact of context and stimulation congruency. An
immersive simulation allows for natural SMCs. Both studies confirmed the impact
of the medium on presence (i.e., more immersion resulted in more presence). The
presence measures in Study 4 showed correlations to acceptance and change.

We therefore interpret the impact of immersion to specifically address the per-
ceived change of the body schema through virtual embodiment. That is, the display
of a virtual body seen from a first person perspective, as in comparison to the physical body
as reference, changes the perception of the own body schema. The effect is most likely
the result of shape discrepancies between the physical and virtual self. Yet, this
perceived change is not perceived in low immersive setups with PR references.

Figure 3.20: Model relating the findings for immersion and latency manipulations. Latency negatively
affected agency (control) and ownership (acceptance). Immersion positively affected ownership and the
perceived change in body schema. Immersion had a positive effect on presence.
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3.8.3 Impacts of Simulation Latency

Study 7 did confirm previous findings on visuomotor coherence [350], in that a
longer MTP delays affected the VBO. The results showed impacts on both the
acceptance and control components. In addition to previous works, the study could
partly quantify the impact of latency jitter. Jitter had a severe impact on the results,
but did not yield a decrease in VBO perception similar to the decrease of the
condition with the highest constant MTP latency (353 ms). This is in line with
previous findings that suggested 300 ms is an upper limit for visuo-tactile feedback
[293, 292].

Figure 3.20 summarizes the effects we found for immersion and latency modifica-
tions on virtual embodiment and presence, summarized under the umbrella term
“sensorimotor contingencies”.

3.8.4 Gold-IVBO Measure

Summarizing the scale-related analyses of Studies 4-7, the constructed improved
measure seemed to successfully detect modifications of the simulation that affects
its specific sub components. Its construction and validation answers RQ1b: What
latent variables are responsible for the adaptation of a virtual body? We identified three
latent variables of embodiment in the present work. As expected, acceptance and
control showed correlations, whereas the change component did partly correlate
with acceptance but was mostly seperable from control in the analyzed data. In our
results, we found correlations between presence components and embodiment, for
example with regard to the general presence assessment (Study 4) that correlated
with acceptance and change, or the proto self-presence measure (Study 5) that
correlated with all 3 Gold-IVBO dimensions. While we cannot clearly point out
causalities between these concepts with the design of our studies, we interpret that
aspects of presence are closely to virtual embodiment. Further, Study 5 showed a
correlation between control and positive affect.

The control component responded strongly to the visiomotor manipulation in
Study 7, and did show correlations to the corresponding agency and ownership
measures of the scale proposed by [151], similar to acceptance.

3.8.5 Implications

From the presented results, we can draw a number of implications.

I1.1: A Higher Visual Immersion Fosters Body Scheme Changes

With our results we could show that by immersing the user into a virtual simulation
that does suppress a reference frame to the physical world, components of virtual
embodiment, especially the change of the own body scheme are fostered. This is
especially important for applications that specifically address body scheme changes,
such as therapy applications that aim to assess or treat eating disorders [239, 208]
on the basis of body scheme assessments or manipulations. For such applications as
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well as applications that aim at utilizing the Proteus effect, an HMD-based rendering
may be beneficial compared to a projection-based approach.

I1.2: Humanness and Photogrammetric Personalization Foster Ownership

Throughout the presented results we found supporting evidence that the humanness
of the virtual character as well as a photogrammetric personalization foster VBO,
as assessed by the acceptance measure and further validation measures. This may
inform applications such as exposure therapy applications, immersive games, or
social media applications. While a certain individualization (such as currently
available in many games) yielded to increased aspects of self-presence, it may
be necessary to provide a convincing reproduction and rendering of the physical
self in the virtual world to achieve very high levels of ownership over a virtual
representation.

I1.3: Increased Latency and Latency Jitter Negatively Affects Virtual Embodiment

Adding to previous research [350], fact that both, a higher latency as well as a latency
jitter introduced to the simulation was found to especially impact the feeling of
control stresses the overall importance of timeliness for applications that allow for
virtual embodiment. The design and development of applications should consider
this fact, especially in the context of motor performances or motor rehabilitation
that support virtual embodiment.

3.8.6 Conclusion

In summary, we could show distinct effects of simulation properties on user embod-
iment, that could be assessed with the components acceptance (ownership), control
(agency), and change. We showed that the proposed measure correlates with related
constructs but results in a more sensitive measure and discrimination. Future work
should further assess the internal consistency of the measure with regard to alterna-
tive manipulations and scenarios. Furthermore, the scale could be extended with
an assessment of self-location or the perception of location discrepancies.
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Chapter 4

Social Interaction and Interpersonal
Effects of User Embodiment

Chapter 3 investigated the effects of virtual embodiment on the self, that is, how
perception (ownership, agency, perceived change of the body scheme) is affected
when embodied by an avatar. Consequently, regarding social interactions, one could
argue that such user embodiment may also affect the perception of social interac-
tions. The idea that immersive VR may become a medium for social communication
is now widely investigated under the umbrella term SVR, which broadly describes
the use of immersive media for social interactions. Differing from previous shared
virtual environments, these applications in general allow for a greater degree of
immersion, and in turn a more accurate coherence of the human senses between the
physical and virtual worlds [297]. Most importantly, they allow for user embodi-
ment. As described in Sections 1.3 and 2.2, immersion is “a quantifiable description
of a technology. It includes the extent to which the computer displays are extensive,
surrounding, inclusive, vivid and matching.” [300, p.3]. Extending this formulation
to the context of SVEs, Kanamgotov, Christopoulos, Conrad, and Prakoonwit [152,
p.1] state that on the basis of their experimental results “immersion mostly depends
on co-presence and communication of users.”

Throughout the application space of immersive environments, one can agree
that shared spaces and relationships to computer-supported collaborative work
are broad areas that may benefit from improvements of realism aspects in order
to achieve copresence. However, the transmission of communicative data takes
time, and the appearance of the individual user is typically not matched with
her/his virtual surrogate. Therefore, current applications are limited by three major
factors: 1) limited appearance-consistency and appearance realism replicating the visual
appearance of the physical user, 2) limited sensorimotor coherence because of the
replication delay caused by sensor and simulation latencies, and 3) the limited sensor
and simulation capabilities to reproduce the modalities of nonverbal behavior with high
levels of realism and to full extent (for example, facial expression and gaze). In this
regard, the latter point is of great importance because it affects the believability of
simulation, the believability of the interaction partner (plausibility illusion), and the
virtual embodiment of the self.

For example, in current SVR applications users typically navigate through the
virtual world via interaction metaphors like teleportation triggered by input devices
such as gamepads, motion controllers, or touchpads. Communicative nonverbal
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behaviors such as gestures, facial expressions, or gaze are either executed by addi-
tional commands such as button presses, replicated by forms of inverse kinematic
approximations [270], or not replicated at all. With regard to communicational
aspects, reduced behavioral realism specifically could affect presence [117], rapport
[327], efficiency [35], or social understanding [40]. In consequence, social interac-
tions performed through these avatar-based immersive environments might lack
essential capabilities to replicate social behaviors needed for perceiving a social
connection or for entraining and rhythmic bidirectional communication processes,
such as the building of nonverbal rapport [205].

This chapter will, therefore, tackle this question by first comparing general differ-
ences in the perception of physical and virtual interactions, and then by systemat-
ically modifying the level of behavioral realism. It is guided by two overarching
research questions:

RQ2a: How do virtual social interactions with user embodiment compare to physical
social interactions?

RQ2b: How do technological properties affect user-embodied virtual social interac-
tions?

Section 4.1 compares two typical social scenarios, a collaborative motor task
and a negotiation task in the PR and in an immersive simulation that allows for
user embodiment and the replication of body motion. Section 4.2 replicates the
negotiation part of the experiment using an alternative design and extending the
set of measures. Section 4.3 differentiates different levels of behavioral realism and
their resulting impact on the social interaction.

4.1 Study 8: Physical vs. Virtual Worlds: Similarities and
Differences

In Study 8 we aimed at investigating the boundaries of immersive user-embodied
collaboration and how it affects social interaction in terms of physical collaboration
and everyday activities. In repeated measures, participants were exposed to two
interaction tasks in PR as well as in VR. In the VR simulation, the behavior replica-
tion was reduced to body motion. At the time of the study, there was no apparatus
available to us to replicate the photogrammetric appearance of the participants. We
therefore specifically used a simplified character (see Figure 4.2), to not provoke
bias through artificial social information from appearance or static behavior (i.e.,
social information gleaned from visual appearance, such as clothes, static facial
features, and static gaze). This approach allowed us to assess the importance of the
nonverbal channels to be transmitted through subjective questioning. We designed
a collaborative motor task (ball game) and a verbal negotiation task that were exe-
cuted by participants in both the PR and as an immersive embodied VR simulation.
We investigated the impacts on performance and presence aspects, as well as the
subjective assessment of attentional focus.
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4.1.1 Method

Design

This study was conducted in a two-factor mixed design comprising the between-
factor order of scenario (PR first vs. VR first) and the within-factor scenario type (PR
vs. VR). The order of scenario was randomized across the sample and balanced
with regard to the gender of participants.

Apparatus
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Figure 4.1: System diagram of the VR simulation. The user’s body motion was tracked by the tracking
system and distributed as skeleton data via network to each client and the server. Each user carried a backpack
with a laptop that rendered individual simulations to an Oculus Rift DK2 HMD. The network server served for
the experimental control and the synchronization of interactive objects.

Similar to the studies described in the beginning of Section 3.5, we used an optical
infrared passive-marker tracking system31 (OptiTrack Flex3, 16 cameras, 120 Hz
max.) with a 37 marker set to perform motion tracking. Figure 4.1 depicts the system
principle. VR immersion was achieved with two Oculus Rift DK 232 (960px× 1080px
per eye, 100 deg FOV). To render the simulation, each participant was equipped with
a backpack carrying a 13” Alienware33 laptop (i75500U@2.40 Ghz, 8 GB memory,
GeForce GTX 960M) that was connected to a wireless access point to receive data
from the tracking server. The tracking data (acquired in 100 Hz) in the form of the
resulting skeleton joint transformations was streamed using NatNet SDK34 via local
area network and wireless network by a separate tracking server machine running
Optitrack Motive35 that served as tracking server. A simulation server running
31 NaturalPoint, Inc. DBA OptiTrack, https://optitrack.com/products/flex-3/
32 Facebook Technologies, LLC., https://www.oculus.com/
33 Dell GmbH, https://www.dell.com/de-de/gaming/alienware
34 NaturalPoint, Inc. DBA OptiTrack, https://optitrack.com/support/software/natnet-
sdk.html

35 NaturalPoint, Inc. DBA OptiTrack, https://optitrack.com/products/motive/
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Figure 4.2: Scenario and materials. Top left: Physical scenario. Participants immersed in the simulation
performing the ball game task. Top center: Simulation screenshot of the ball game task, third-person perspective
(reprinted from [271] ©2016 IEEE). Top right. Simulation screenshot of the negotiation task (reprinted from
[271] ©2016 IEEE). Bottom left: Avatar that was used in the study. Bottom center/right: Physical and virtual
table with interactive objects.

the Unity3D36 application was employed to synchronize interactive objects and
for experimental control. The simulation scene consisted of approximately 250000
triangles. A soccer ball, along with a table with interactive objects (see Figure 4.2)
that were present in the tasks were physical, meaning that they obeyed approximate
laws of physics when interacted/collided with. Speech was not mediated. We
used a neutral wooden mannequin as the avatar to embody each participant. Each
participant could see their own movements as well as their partner’s behavior. The
mannequin was scaled in a universal fashion to the height of the participant in
order to approximately fit her/his measurements.

We conducted a latency measurement of the overall end-to-end latency (user
movement to laptop display reproduction, 240 Hz camera), as it has been argued to
have an impact on cooperative performance [230]. Using a video frame-counting
method similar to the one described by He, Liu, Pape, Dawe, and Sandin [134] to
analyze the apices of repetitive user movements resulted in an average latency of
128.75 ms (67.83 ms motion capture system, 2.0 ms LAN, 16.67 ms to experimental
server display, 4 ms WLAN, and an additional 38.33 ms to client/laptop display).
The real room size was about 25 m2 (11.5 m2 active tracking area). For the VR simu-
lation, we introduced a “virtual safety area” to prevent participants from accidently
colliding with the room walls. The space for free movement was approximated to
9.3 m2.

Procedure

Participants were welcomed and informed about the study. After the participants
signed the consent form for participation, we guided them to dressing rooms where

36 Unity Technologies, https://unity3d.com/
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they could put on the motion capture suits. Participants then filled out the pre-
study questionnaire, and we then assigned the participants to one of the condition
orders. If participants were assigned to the VR first condition, they filled out the
pre-exposure sickness assessment and then were equipped with the backpacks and
HMD and calibrated for tracking. Participants started with the ball game. Their
task was to pass the virtual soccer ball 10 times in three repetitions, using their
non-intuitive foot (i.e., opposite their dominant hand, see Figure 4.2). During the
task, video recordings were made and the experimenter counted the number of
errors as well as measured the time to finish the second and third trials (the first
was a learning trial). Before each trial, participants were recalibrated using a T-pose.

After finishing the ball game task, participants were given a short break and were
provided with written instructions about the verbal negotiation task. One topic
considered the was the selling/buying of a used TV (buyer vs. seller), and the other
topic dealt with the pickup point of a shared ride in a big city (driver vs. fellow
passenger). The topics were randomly distributed to the conditions which were
balanced throughout the study. The roles were described in detail and some argu-
ments were provided to the participants (e.g., would buy/sell TV for a certain price,
would rather have a pickup point close to home). Participants had a maximum
of five minutes for negotiation). After the role-playing, participants answered the
questions on the digital post questionnaire (including the post-sickness assessment).
All dependent questions specifically addressed the role-play. Next, the participants
performed the same tasks in PR, without HMDs but wearing motion capture suits
and backpacks, and then answered the same post questionnaire without the sick-
ness assessment. Depending on either of the scenario orders, the procedure was
vice versa. Finally, we debriefed the participants, answered remaining questions,
compensated them, and released them from the study.

Measures

Performance We assessed objective measures for both tasks. In the collaborative
motor task, we measured the time to finish the task and the number of errors made
during the each ball game trial. Trial 1 was set as learning trial, and trials 2 and 3
were analyzed. With regard to the verbal negotiation task, we assessed whether a
consensus was reached and, if so, the time to reach it, in addition to counting how
often the participants interacted with the environment (i.e., table, objects).

Presence We assessed copresence using the network minds questionnaire [40,
131] after each scenario, with the subscales attentional allocation (e.g., “I remained
focused on [my partner] throughout our interaction”, αs ≥ .67), perceived message
understanding (e.g., “It was easy to understand (my partner),” αs ≥ .84), perceived
affective understanding (e.g., “I could tell how (my partner) felt,” αs ≥ 73 .),
perceived behavioral interdependence (e.g., “The behavior of the other was a direct
response to my behavior” αs ≥ .84). A Likert-type scale was used (1–does not apply
at all, 7–fully applies).

Further, we included the questionnaire from Nowak and Biocca [220] that was
initially constructed in an appearance and co-existence context and includes the
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factors self-reported copresence (e.g., “I was interested in talking to my interaction
partner,” αs ≥ .67), perceived other’s copresence (e.g., “My interaction partner
created a sense of distance between us” [reversed item], αs ≥ .86). A Likert-type
scale was used (1–do not agree, 5–agree).

Focus of Attention To assess how participants changed their focus, we asked
them “To which behaviors did you pay the most attention during the conversation
(role-play)?.” In the VR scenario, we further assessed: “Which behaviors of your
communication partner that have not been transmitted through VR did you miss
the most in order to assess your conversational partner (concerning the role-play)?.”
Participants had to answer by marking checkboxes (gesture, facial expression, body
movement, speech, gaze, others–yes/no).

Simulator Sickness To control for a potential bias, we assessed simulator sickness
[156] before and after the VR sequence (αs ≥ .69). The pre-study questionnaire
further assessed demographic variables and media use.

Participants

We excluded participants in the case of tracking or if a simulation malfunction
that significantly disturbed the study procedure occurred. The final sample for
the analysis consisted of N = 36 participants (20 female, 16 male, Mage = 25.25,
SDage = 4.64), of which 30 were students at the time. None of the participants
knew each other personally, although one pair of participants reported that they
knew their partner from sight. Three participants had previous experience with VR
technology, and one participant had used an HMD before. All participants reported
speaking German for five or more years. Participants also reported exercising or
playing sports regularly, averaging an equivalent of 2 to 2.5 hours per week.

4.1.2 Results

Due to the dyadic structure of the data, we assessed the need for a multi-level model
and calculated goodness of fit criteria (Akaike information criterion and Bayesian
information criterion, respectively). We tested for changes in the likelihood ratio
for the presence variables as proposed by [91, p. 878]. The results did not show
significant improvements in the fit of the model (p > .05), in which case, Field, Miles,
and Field [91] recommend following a regular analysis procedure. We assessed the
effects by calculating two-factor mixed ANOVAs with the scenario order (VR first vs.
PR first) for between-factor and the scenario type (VR vs. PR) for within factor.

Simulator Sickness The results of a mixed ANOVA revealed no indication of a
significant increase in instance of simulator sickness between the assessment before
(M = 33.45, SD = 38.57) and the assessment after (M = 38.54, SD = 31.59) the VR
exposure, F (1, 34) = 1.968, p = .17, η2p = .055. A few participants verbally reported
minor sickness during the collaborative motor task, but not to a severe level.
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Table 4.1: Estimate Marignal Means and Univariate Main Effects for Scenario Type.

PR† V R† F (1,34) p ηp2

Attentional allocation 5.85 (0.13) 4.94 (0.21) 17.08 *** .33
Message understanding 5.77 (0.13) 5.08 (0.19) 18.91 *** .36
Affective understanding 5.01 (0.15) 4.29 (0.18) 12.45 .001 .27
Behavioral interdependence 5.26 (0.17) 4.92 (0.19) 4.14 .0496 .11
Self-reported copresence 3.51 (0.12) 3.37 (0.11) 1.40 .246 .04
Perceived other’s copresence 3.82 (0.94) 3.62 (0.11) 4.06 .052 .11
Ball game errors 0.91 (0.21) 3.28 (0.35) 53.95 *** .64
Ball game time 24.63 (0.65) 85.88 (4.98) 157.45 *** .84
Negotiation time 161.46 (8.29) 162.88 (9.53) 0.05 .83 .00

Note. † Mean (± SEM); *** p < .001.

Performance With regard to the ball game task, a mixed ANOVA revealed a
significant interaction effect between the scenario order and the scenario type
F (1, 30) = 6.314, p = .018, η2p = .174. Overall, the participants made more errors
(passing with the wrong foot, touching the ball more than once) in the VR scenario
(see Table 4.1), but the difference was greater when the PR scenario was first in
order (MPR = 0.44, SDPR = 0.62; MV R = 3.63, SDV R = 1.54) compared to when
VR was first (MPR = 1.38, SDPR = 1.54; MV R = 2.94, SDV R = 2.26). Participants
also needed more time to finish in VR (M = 85.88 s, SD = 28.19 s) compared to PR
(M = 24.63 s, SD = 4.00 s).

Regarding the verbal negotiation task, two couples in PR as well as VR did not
find a consensus in time (five minutes), limited to the first scenario in sequence.
An interaction showed that when participants started in the PR condition, it took
them longer to negotiate in PR (M = 181.5 s, SD = 48.54 s) compared to VR
(M = 151.63 s, SD = 50.44 s) whereas vice versa in the alternative order comparing
PR (M = 141.23 s, SD = 41.22 s). Overall however, there was no significant
difference between the scenario types regarding the negotiation measures. Table 4.1
depicts the univariate main effects for scenario type. We did not find any significant
impacts of the order of scenario and did not observe any further significant effects.

Presence Mixed-ANOVAs revealed that all measures for social presence assessed
by the networked minds questionnaire were significantly affected by the difference
of the scenarios. Table 4.1 depicts the univariate main effects for scenario type.
The order of scenario showed a significant main effect for self-reported copresence
F (1, 34) = 7.632, p = .009, η2p = .183. Pairwise comparisons showed that when
participants experienced PR first, the difference between ratings of self-reported
copresence in PR (M = 3.16, SD = 0.68) was significantly lower than when they
started with the VR scenario first (M = 3.86, SD = 0.73; p = .005). We did not
observe any further significant effects.

Focus of Attention Table 4.2 summarizes the results of the assessment regarding
attentional focus. The results show that more focus in VR was set on speech and
body motion. However, the difference was much greater in the body motion
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Table 4.2: Results of the Cues in Focus Assessment.
What cues did What cues have you
you focus on? been missing most?

Cue PR VR VR

Gesture 17 16 9
Facial expression 24 (0) 31
Body movement 10 23 4
Speech 24 28 4
Gaze behavior 26 (0) 31
Others 0 1 1

Note. Comparisons as indicated by checkbox items.

(PR = 10, V R = 23) compared to the speech category (PR = 24, V R = 28),
indicating a potential shift of attention toward body motion in VR. To quantify
the differences, we calculated related-samples McNemar change tests [203] for the
measures. The test revealed a significant difference in the frequency that participants
reported special attention on body movement (exact p = 0.07; two-sided). Out of 36
participants, 10 reported to have paid special attention to body movement in the PR
scenario, whereas 23 participants reported having done so in the VR scenario. The
comparisons for speech and gesture were not significant.

4.1.3 Discussion

The results of the study suggest that the affected level of visiomotor coherence (that
is, less coherence in the VR condition due to the delay between motor action and
visual feedback–latency) significantly affected the motor task performance but did
not affect performance in the verbal negotiation task. One interpretation is that
these types of social interaction (i.e., “functional” negotiations) strongly depend on
speech.

The reduced level of behavior realism (as well as appearance realism) based on
the reduction of nonverbal channels replicated to the VE was most likely the cause
of reduced social presence in VR. The VR negotiation role-play was negatively
affected with regard to the judgment of attentional allocation, perceived message
understanding, affective understanding, and behavioral interdependence. These dif-
ferences were visible in the study results regardless of the same audio transmission
(local, physical conversation).

The assessment of the focus of the participants on certain behavior cues showed
a significant increase in the focus on body movement by the participants in the VR
scenario. Two interpretations arise from this result. First, it could be a mere effect
of the availability of the cues, as less cues were present in VR due to the reduced
avatar animation. However, the lack of difference with regard to the attention on
gestures speaks against this interpretation. Therefore, this result might also show a
certain compensatory mechanism for missing behaviors, as proposed by the social
information processing theory [351].

One limitation of the study may be the within-subjects design we applied. As
seen by the effect for self-perceived copresence, the order of scenario affected
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this measure. However, one initial argument was that social interaction is highly
individual, and therefore mixing different individuals to groups may have had an
even stronger bias. Nevertheless, the next Study that is presented in Section 4.2
considers a between-subjects design.

In conclusion, the study showed that motor performance was reduced in VR as
was the overall quality of communication with regard to social presence. However,
the functional negotiation outcome did not suffer from the restrictions of the virtual
environment. Further, we found indications for a shift in focus regarding the
attention toward nonverbal behaviors, namely, participants focused more on body
movements in the VR condition, where facial cues or gaze were not present.

4.2 Study 9: Perceived Efficiency and Impact on Affective
Perception

In the second study, we replicated a similar setup and approach to the one described
in 4.1, and replicated the study, introducing additional measures and stronger
controls to the procedure. As several aspects could have been biased by the previous
procedure, such as a cross speak from the collaborative motor task on the role-
play, we decided to perform a between-subjects measure and further assess more
specifically the potential deficits or benefits arising from such interactions.

4.2.1 Method

Design

The study was conducted in a one-factor (PR vs. VR) between-subjects design. In
contrast to the previous study, we exclusively assessed the verbal negotiation task.
We decided to assess a group comparison in order to clarify whether differences in
presence aspects are stable if no direct comparison is provided to the participants.

Apparatus

The apparatus (see Figure 4.3) used was similar to the one described in Section
4.1.1. We performed minor adjustments to the virtual environment and removed
the safety area because no motor collaboration task was used in the procedure.

Procedure

Participants were welcomed and informed about the study, and then they signed the
consent forms agreeing to participate. After the participants used separate dressing
rooms to change their clothes and put on the motion capture suits (both conditions),
they answered the pre-study questionnaire in digital form, and were handed written
instructions about the role-play. The role-play topic (buying/selling a used TV)
was identical for both conditions. After participants indicated they were ready to
start, the experimenter positioned them in the tracking environment and they were
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Figure 4.3: Apparatus and adaptations. Top left. PR scenario. Bottom left. Apparatus. Top/Bottom center.
Physical scenario in the VR condition and virtual simulation from a third-person perspective. Top/Bottom right.
First-person perspectives.

calibrated for the motion tracking (both conditions) and for the simulation (VR
condition). In the VR condition, the simulation was then started, and participants
were given a short acclimatization phase for VR. Following the acclimatization,
they began the role-play. If no consensus was found, the experimenter stopped
the roleplay after five minutes. Next, the participants were helped to remove the
equipment and asked to answer the post-experimental questionnaire in digital
form. Finally, we answered any remaining questions and then compensated the
participants and dismissed them from the study.

Measures

Presence We assessed social presence as a presence factor that was affected in
the previous study. Again we assessed the subfactors of the networked minds
questionnaire [40, 131]: attentional allocation (Cronbach’s α = .59), perceived
message understanding (α = .81), perceived affective understanding (α = .80),
and perceived behavioral interdependence” (α = .77). We investigated copresence
using the scale from Nowak and Biocca [220] that assesses self-reported copresence
(α = .70), and perceived other’s copresence (α = .85).

Affect We further introduced a measure for affect, by using the self-assessment
mannequin [51] that assesses arousal, valence, and dominance on the basis of a
visual scale. Instead of a self-rating, we asked participants to judge the other person,
meaning at what level would they ascribe these dimensions to their partner when
reflecting the role-play. Each self-assessment mannequin image represented one
scale point (1–low, 5–high).

We further asked participants to report what level they would ascribe basic
emotions (fear, happiness, anger, sadness, surprise, disgust, contempt; [84]) to their
communication partner when reflecting the role-play (-3 – does not apply at all, and
3 – totally applies; for the analyses, the data was recoded to 1-7 values to ease the
interpretation).
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Behavior Perception and Attentional Focus We asked the participants to assess
their attentional focus: “On which behaviors did you focus most during the interac-
tion?” using a 7-point scale (-3 – not at all focused on, 0 = neither/nor, +3 – very
strongly focused on. For the analyses, the data was recoded to 1-7 values to ease
the interpretation). Items to be rated were: gesture, facial expression (mimics),
body movement, speech, eye gaze, body posture, body contact, and proximity. The
measure was slightly adapted from the previous study to gain more insight into the
specific adaptations.

In the VR condition, we also asked which behaviors participants missed most: “Which
behaviors that did not get transmitted using the VR condition did you miss most in
order to assess your communication partner and his/her statements?.” The ratings
were presented using a 7-point scale (-3 – not missed at all, 0 neither/nor, +3 –
missed very much. For the analyses, the data was recoded to 1-7 values to ease the
interpretation). Behaviors listed were gestures, facial expression (mimics), and eye
gaze.

Furthermore, we added a subjective assessment of the communication partner’s
behavior during the role-play, with the questions to be answered on a 5-point scale
(1 – do not agree at all, 3 – neutral, 5 – fully agree): “My communication partner:
(a) had continuous eye contact with me, (b) fostered verbal conversation, (c) was
restless, (d) had very open body posture, (e) described much by words, (f) had a
stiff body posture, (g) moved a lot during the conversation, (h) gesticulated a lot.”

Negotiation Performance As objective measures, we assessed whether or not sub-
jects reached a consensus, the time it took them to do so, and the final price negoti-
ated.

Communication Effectiveness We adapted the questionnaire on communication
quality/effectiveness from Bente, Rüggenberg, Krämer, and Eschenburg [35] in
order to assess the participants’ evaluation of the communication. The 21 items
were aggregated to the four factors of communication effectiveness as stated in [35]:
Satisfaction with outcome (α = .81), clarity of partner’s contributions (α = .70),
competent impression (α = .78), and relevance of partner’s contributions (measure
was discarded due to low reliability, α = .31).

Simulator Sickness We assessed simulator sickness based on the simulator sick-
ness questionnaire (SSQ) [156] (αs between α = .39 and α = .88).

In addition, we measured demographics, body ownership, immersive tendency,
and a basic emotion rating. The latter three are not subject to the present discussion
and were assessed for secondary meta-comparison.

Participants

From the recruited sample, we discarded participants when severe tracking er-
rors occurred that disrupted the interaction or when the task was not properly
understood. The final sample for the analysis consisted of N = 58 participants (30
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Figure 4.4: Comparisons for the copresence measures and the networked minds measures of social
presence. Note. Bars denote the mean value; error bars denote the standard error.

female, 23 male, Mage = 24.16, SDage = 4.84), of which 53 were students at the time.
All participants had normal or corrected to normal vision. The participants were
blind to the experimental goal and did not know each other personally, although
four pairs reported that they knew each other from sight. The participants were
randomly assigned to either the PR condition (N = 28 of, which 14 were female and
14 male), or to the VR condition (N = 30 of, which 16 were female and 14 male). All
participants were fluent German speakers, although one participant indicated that
he/she had been speaking German only for three years. In the VR condition, 10
participants indicated they had previous VR experience.

4.2.2 Results

We assessed the need for a multi-level model and calculated goodness of fit criteria
(Akaike information criterion and Bayesian information criterion, respectively). We
tested for a change in the likelihood ratio for the social presence, copresence, affect,
and communication effectiveness variables following the procedure proposed by
Field, Miles, and Field [91, p. 878]. Two factors (perceived other’s copresence,
and clarity of partner’s contributions) showed that the model would significantly
benefit from a multi-level analysis (ps> .05), but 11 factors did not show significant
improvements in the fit. For the sake of consistency, we performed regular analyses.
We calculated t-tests where normality could be assumed and non-parametric tests
where normality was violated (assessed by Shapiro-Wilk tests). Figure 4.4 depicts
the descriptive results.

Presence We found no significant differences in the networked minds measures
for social presence or in the co-presence measures. Figure 4.4 depicts the descriptive
results. Perceived affective understanding was affected the strongest, comparing the
PR condition (M = 4.90, SD = 0.89), and the VR condition (M = 4.41, SD = 1.01),
t(56) = 1.97, p = .054.

Affect Analyzing the affect the participants attributed to their communication
partner, Mann-Whitney U tests showed significant differences for the valence and
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Figure 4.5: Comparisons for the affect attributed to the communication partner. Top: Valence, arousal,
and dominance perception of the communication partner. Bottom: Attribution of the basic emotions to the
communication partner. Note. * p < .05; ** p < .01; bars denote the mean value; error bars denote the
standard error.

arousal dimensions (distributions were similarly shaped). Median scores for valence
showed more valence in PR (Mdn = 4.0) compared to VR (Mdn = 3.0); U = 294, z =
−2.153, p = .031, thus they rated the partner more positive. This was confirmed by a
significant impact on the level of happiness they attributed to their communication
partner in PR (Mdn = 5.0) compared to VR (Mdn = 4.0); U = 248, z = −2.782,
p = .005. The level of arousal was higher in VR (Mdn = 4.0) compared to PR
(Mdn = 3.0); U = 564, z = 2.381, p = .017, indicating that participants had a higher
excitation perception of their partner in the VR condition. Figure 4.5 depicts the
descriptive results.

Behavior Perception and Attentional Focus The subjective perception of the other
person’s behavior did not significantly differ. Figure 4.6 depicts the descriptive
results. Based on the VR assessment, participants missed facial expression the most
(M = 6.15), followed by gaze (M = 5.62), gestural details (M = 3.88), and others
(M = 0.77).

Objective measures for task performance In each condition, 12 dyads reached con-
sensus. Neither time to reach consensus, nor final price significantly differed.
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Figure 4.6: Comparisons for the nonverbal behavior dimensions attributed to the communication part-
ner’s overall behavior and the reported focus of attention (Study 8). Top: Responses to the question
which behaviors the communication partner executed. Bottom: Responses to the question asking to what
degree the participant focused her/his attention to a specific cue. Note. *** p < .001; bars denote the mean
value; error bars denote the standard error.

Communication effectiveness Although task performance was equal for both con-
ditions, a Mann-Whitney U test for the factor “satisfaction with outcome” showed
a significant difference between PR (mRank = 37.12) and VR (mRank = 22.38);
U = 206.5, z = −3.329, p = .001; insofar, that PR was rated more satisfactory. Figure
4.7 depicts the descriptive results for the communication effectiveness responses.

Simulator sickness We calculated the total sickness score by the sum of the sub-
scores and weighted this sum with the factor proposed by Kennedy, Lane, Berbaum,
and Lilienthal [156]. A Wilcoxon signed rank test revealed that people felt sig-
nificantly sicker after the VR simulation (M = 40.64, SD = 6.55), than before
(M = 21.44, SD = 3.55) in the total sickness measure (z = 2.83, p = .005).This may
indicate a potential bias by the simulation. Yet, none of the participants reported
severe sickness or had to abort the experiment.

We did not observe any further significant effects.
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Figure 4.7: Comparisons for the perceived effectiveness. Note. ** p < .01; bars denote the mean value;
error bars denote the standard error.

4.2.3 Discussion

The present study replicated the negotiation task of Study 8 and we slightly adapted
the design of the experiment and apparatus. Despite higher ratings in PR, the results
indicated no significant differences in presence aspects. Two possible interpreta-
tions of the lack of differences in the social presence factors could be proposed: 1)
Participants did not have a direct comparison to the PR scenario, and 2) participants
interpreted social information by compensating for missing behaviors via other
channels, as proposed by the social information processing theory [351, 352]. As in
the previous study, the ratings of the focus behavior indicate so, but do not support
this assumption based on a level of statistical significance. While the results do not
contradict the findings of the previous study and the mean values show a similar
trend, a failure to observe significant differences on social presence and attentional
focus might have occurred because of the limited sample size. However, they might
also be explained by the fact that participants did not have a direct comparison to
their communication partner initially (as opposed to the within-subjects design of
Study 8). In the study procedure, they were only allowed to quickly introduce them-
selves (i.e., saying hello) but did not share any communicative behavior upfront.
The result is also in line with a recent study by Smith and Neff [309], which found
differences in social presence only for non-embodied VR compared to face-to-face
conversations, but not for the comparison of face-to-face versus embodied VR. Over-
all, the affect ratings show a negative impact of the VR simulation on the judgment
of the communication partner. We attribute this mainly to the difference appear-
ance with regard to the virtual character representing the partner. For example,
important facial features were missing to infer the emotional state from the partner
[265], and thus a general negativity bias [280] might explain these negative ratings.
However, the finding is important as it stresses the fact that the appearance of a
character matters in regard to how the controlling user is perceived. The fact that
the participants perceived communication as less efficient in VR because they were
less satisfied with the outcome might have been affected by the negative impression.
Although in terms of numbers, their performance did not differ, their impression
did.
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Besides a restricted sample size, a limitation of the study is that the results may
have been biased by the increase of perceived sickness. In comparison to Study 8
where a physical task (more dynamic motion) may have reduced these effects [143].

In conclusion, the study shows that the VR condition did, in fact, have a negative
impact with regard to affect and perceived, but not objective, efficiency. The results
regarding social presence impacts do not contradict the findings of Study 8. With
regard to perceived behaviors and social cues, further work should explore different
levels of transmitted behavior, which is the target of the next study.

4.3 Study 10: Impacts of Behavioral Realism

In a third study that investigated virtual social interaction, we constructed an al-
ternative apparatus to transmit facial cues and placed the users in separate rooms.
They were equipped with sensors that allowed our simulation to replicate body
motion, facial expression, and gaze. We decided to have an introductory conversa-
tion as rationale, and varied the behavioral DOF to see how additional modalities
affected presence and the perception of the character.

The study aimed at investigating more precisely how behavioral realism, specifi-
cally the number of modalities transmitted, affect virtual encounters.

4.3.1 Method

Design

In a one-factor between-subject study, we investigated three degrees of behavior
modalities. Each participant saw either only the body movement (B) of the interaction
partner, only the facial expressions (including gaze, F) of the interaction partner, or
a combination of both (BF). To accomplish this, we developed an avatar-mediated
communication platform described in the following.

Apparatus

The developed platform consisted of two remote optical infrared passive-marker
tracking systems37 (OptiTrack Flex3, eight cameras each, 120 Hz) with a 37 marker
set to perform body motion tracking. We further interfaced Carmine 1.09 short
range RGB-depth sensors38 with facial expression and gaze tracking performed
by faceshift39 run on laptops in each room (Alienware, i75500U@2.40 Ghz, 8GB
memory, GeForce GTX 960M). To increase the robustness of the facial and gaze
tracking, we attached an additional LED light stripe to the steady-shot camera
rig that carried the RGB-depth sensor (see Figure 4.9). The rig was worn by the
participants in front of their belly, similar to a backpack, to best allow for freedom

37 NaturalPoint, Inc. DBA OptiTrack, https://optitrack.com/products/flex-3/
38 PrimeSense, Israel, acquired by Apple Inc. in 2013, https://www.apple.com/
39 Faceshift AG, Switzerland, acquired by Apple Inc. in 2015, https://www.apple.com/
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Figure 4.8: System diagram. The Figure depicts the data flow for one projection. The two rooms were
identically equipped and were connected via LAN. A server application provided a control for the experimenter
to start the experiment and the visualization of the avatars, and to stop the experiment.

of movement within the motion capture tracking space (see Figure 4.10). Two short-
throw digital light processing (DLP) projectors (Acer H6517ST40) were connected to
two rendering clients. The virtual environment was implemented in Unity3D41 and
designed similar to the physical environment in the two remote rooms. In order
to minimize latency, the motion tracking and facial expression tracking data were
streamed directly to each client and a server for experimental control. Skeleton data
that were streamed by the motion tracking system were interfaced with Unity3D’s
Mecanim animation system (see Figure 4.10).

40 Acer Inc.,
https://www.acer.com/ac/en/US/content/professional-model/MR.JLA11.009

41 Unity Technologies, https://unity3d.com/
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4.3. Study 10: Impacts of Behavioral Realism

Figure 4.9: Apparatus and materials. From left to right. 1. The steady-shot rig with attached sensors that
was worn by the user in order to hold the facial expression tracking and audio level stable while allowing free
movement. 2. One of the experiment rooms. 3. Male and female avatars used in the study. 4. Rendered
stimulus presented on the projection.

Facial expressions in the form of blendshapes were retargeted to the avatars by
mapping tables to best suit the human-like characters (see Figure 4.9) that were
generated with Autodesk Character Generator42.

The experiment server was used to configure and control both render clients in
the study (i.e., trigger a synchronous start of the simulation and so on).

We used microphones (Sennheiser ME443) attached to the rig to capture audio,
which was reproduced by headphones. The TeamSpeak software enabled transmis-
sion of the audio data separately from the main simulation. The system is depicted
in Figure 4.8. We measured MTP latency for all components in our system using
a 240 Hz camera resulting in M = 210 ms (SD = 23 ms) for body motion and
M = 220 ms (SD = 34 ms) for facial expressions. Audio latency was assessed by
recording original and resulting impulse responses (M = 416 ms, SD = 27 ms).
Hence, the audio was delayed slightly longer compared to the visual feed.

Each short-throw projector was placed close to the projection screen in order to
minimize occlusion by the user. The projectors were rotated to display in portrait
mode to allow life-sized avatar projections, resulting in an image with a height of
2.25 meters when the projector was placed approximately 80 cm away from the
screen. The participant stood approximately 1.2 m from the screen, and occlusion
started to occur at about 40cm, depending on the participant’s distance to the
procjector, see Figure 4.10.

The VR projection followed the technique described by Ware, Arthur, and Booth
[353]. Using head coupled perspective projection to allow a view of life-sized
virtual interaction partners, the perspective projection changed with the position
of the user. The image viewport was calibrated based on a tracking measure of
the corners of the pyhsical image projection. We assumed the projection screen
(target) to be a rectangle. Hence, it sufficed to calibrate three of its corners using
tracking markers. The motion capture system defines a unique coordinate system
for all tracked markers, and thus, the screen can be registered in this system. The

42 Autodesk Character Generator, Autodesk,
https://charactergenerator.autodesk.com/

43 Sennheiser electronic GmbH & Co. KG,
https://de-de.sennheiser.com/mini-lavalier-mikrofon-clip-on-liveton-me-
4
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Projector
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Figure 4.10: Apparatus and a user during the interaction. Using the fish tank VR metaphor, the virtual
camera’s perspective changed according to the users head transformation. The avatars were rendered in
life-size, taking into account the distance the users had to the portal. The image was slightly brightened in the
dark areas for the sake of information detail.

projection feed was presented in 1080p 60 Hz. Technically, the systems supports
stereoscopic rendering, achieved by off-center projection [49, 278].

However, the facial tracking suffers when users wear active stereo glasses, which
is why we used non-stereoscopic rendering to achieve better behavior tracking
quality.

Procedure

At first, a short oral introduction was given to each participant in both rooms for the
purpose of clarifying the study. This was followed by health and safety information,
data acquisition consent, and a participation consent form. In order to minimize
the time between the pre-questionnaire and the start of the social interaction the
participants first changed into motion-capture suits with reflective markers and a
vest with mounts for the facial tracking camera rig. Afterward, the participants
were asked to complete the pre-experiment questionnaire, which included written
instructions about the free interaction. In the instructions, participants were asked to
get to know their partner without any formal conditions being imposed, for which
they had five minutes. Next, the steady-shot rig was mounted, and calibrations
were performed. Subjects were then positioned at a fixed starting point and the
task began. Following the interaction, the subjects answered the post-experimental
questionnaires. In all conditions, participants were equally equipped with technical
equipment.
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Measures

In contrast to Study 9, we changed the interaction rationale to a free interaction and
therefore adapted our measures for presence to better fit the context. Furthermore,
we did not assess affect because a rating would have been highly dependent on the
topic the participants chose to follow.

Presence We assessed social presence (α = .80; 7-point scale, see [220] for anchor
names), self-reported copresence (α = .63; 1–strongly disagree, 7–strongly agree),
perceived other’s copresence (α = .89; 1–strongly disagree, 7–strongly agree) and
telepresence (α = .86; 1–not at all, 7–totally) using the questionnaire from [220].

Rapport As we were interested in how the different degrees of behavior affect
the rapport [327] among the participants, we assessed rapport (α = .88; 1–strongly
disagree, 7–strongly agree) with the questionnaire used in [120] that extends cop-
resence questions from [220] to a total of 11 statements: (“I felt I had a connection
with my interaction partner,” “I think that we understood each other,” “My inter-
action partner was warm and caring,” “My interaction partner was respectful to
me,” “I felt I had no connection with my interaction partner” [reverse coded], “My
interaction partner created a sense of closeness or camaraderie between us,” “My
interaction partner created a sense of distance between us” [reverse coded], “My
interaction partner communicated coldness rather than warmth” [reverse coded],
“I wanted to maintain a sense of distance between us” [reverse coded], “I tried to
create a sense of closeness or camaraderie between us,” “ I tried to communicate
coldness rather than warmth” [reverse coded]). By their nature, both measures are
therefore correlated.

Avatar Perception In order to investigate the impacts on the perception of the
virtual representations, we assessed the uncanny valley factors humanness (α = .84)
and eerieness (α = .67) based on the questionnaire from Ho and MacDorman [136].

Participants

We recruited 98 participants for the study. Due to the recruitment process, we
could not set any prerequisites for participants. We therefore excluded participants
with strong uncorrected visual impairments (listwise), participants who marked
insufficient language skills (pairwise), or dyads where the tracking was unstable for
the analyses (pairwise). The final sample for the analyses consisted of 56 partici-
pants (40 female, mainly students, Mage = 25.30, SDage = 5.97). Participants were
randomly assigned to one condition, and the final sample we analyzed had the
following distributions: Body: 19 (9 females); Face: 16 (9 females); Body & Face: 21
(13 females). Eight participants had previous experience with VR systems.
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Figure 4.11: Comparisons of the presence and uncanny valley measures. Note. * p < .05; bars denote
the mean value; error bars denote the standard error.

4.3.2 Results

Fig 4.11 shows the descriptive results of the second study. We conducted ANOVA
for the dependent measures where normality could be assumed based on the results
of Shapiro–Wilk tests.

Presence

A Levene’s test for social presence showed that equality of variances cannot be
assumed. A one-way Welch ANOVA conducted to investigate the impact on social
presence showed no significant difference: Welch’s F (2, 30.87) = 3.297, p = .050,
η2p = .030. The BF (M = 3.66, SD = 1.17) and F (M = 3.67, SD = 1.39) resulted in
greater social presence than B (M = 2.98, SD = 0.70). Gender did not significantly
impact social presence. An ANOVA for self-reported copresence was not significant;
F (2, 53) = 1.184, p = .314. BF (M = 5.48, SD = 0.70) and B (M = 5.44, SD = 0.71)
were higher than F (M = 5.14, SD = 0.73). A Shapiro–Wilk test showed that the
normality assumption was violated for perceived other’s copresence. A Kruskal–
Wallis H-test showed no significant difference; χ2(2) = 1.142, p = .565. An ANOVA
for telepresence showed significant differences between the groups; F (2, 53) = 4.635,
p = .014, η2p = .149. BF was highest (M = 5.51, SD = 1.0), and F (M = 4.49,
SD = 1.27) was still higher than B (M = 3.47, SD = 1.33). Bonferroni adjusted
pairwise comparisons showed that the differences between B and F (p = .046), as
well as between B and BF (p = .025), were statistically significant.

Rapport

An ANOVA conducted for rapport was not significant (F (2, 53) = .814; p = .449;
η2p = .030). Rapport was highest in the BF condition (M = 5.87, SD = 0.72),
followed by the B condition (M = 5.76, SD = 0.78) lowest in the F condition
(M = 5.56, SD = 0.72). An ANCOVA including gender as a covariate showed that
gender significantly impacted rapport (F (1, 52) = 4.20; p = .045; η2p = .075). Over
all conditions, female participants reported higher rapport (M = 5.92, SD = 0.59)
compared to male participants (M = 5.52, SD = 0.86).
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Avatar Perception

A Shapiro–Wilk test showed that the normality assumption was violated for the ee-
rieness responses. A Kruskal–Wallis H-test showed a significant difference between
groups; χ2(2) = 8.663, p = .013. The data distribution was equal across groups.
Following Dunn’s procedure for post-hoc comparisons, Bonferroni adjusted pair-
wise comparisons showed that B and F (p = .036) and B and BF (p = .013) were
significantly different. BF resulted in the highest median (Mdn = 3.0) compared to F
(Mdn = 2.81) and B (Mdn = 2.63). An ANOVA for humanness was not significant;
F (2, 53) = 0.208, p = .813.

4.3.3 Discussion

The present study aimed at investigating the effects of different levels of behavior
modalities that are replicated to avatars that represent the users in a virtual social
interaction. We could not find significant differences in the social presence or
copresence factors. However, telepresence was significantly higher in the conditions
where facial expression and gaze were available. It seems that the behavioral realism
affected this presence factor. Considering the questions asked (e.g., how involving,
intense, and immersive the participant found the experience), this is in compliance
with the description of immersion as accurate mapping of behaviors and senses
[300, 297]. Adding more sophisticated modalities thus seemed to have improved
the simulation and, in turn, the perception of telepresence. However, we did find
that eerieness increased in the conditions where facial expressions and gaze were
included. This points to inaccurate mappings or artifacts with regard to facial
expressions and gaze behaviors, which could have also affected other dependent
variables. Tracking inaccuracies were partly noticeable and indeed, participants
commented on it subjectively: “the turned/not visible eyes were an obstacle for
getting to know and assess the other participant”, “I could not clearly identify the
mimics [German: ’Mimik’–Facial Expression] of the other participant. Whereas
I could [identify] her movements.” However, the sensor that was used in the
simulation can be described as the state-of-the-art for real-time tracking (in years
2015/2016) and, compared to other solutions, was considered best in pretesting by
lab members. However, future work should consider this fact with regard to system
improvements.

4.4 Summary

This chapter aimed at comparing physical and virtual interactions and investigating
the impact of the level of behavioral modalities presented.

4.4.1 Impacts of Embodied Virtual Interactions

Regarding a comparison between PR and VR interactions, Study 8 identified signifi-
cant impacts on social presence when comparing a PR scenario with a VR scenario.
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While Study 9 could not confirm statistical significance, the results show the same
trend toward lower social presence values in VR. Study 9 might have suffered
from the small sample size collected for the analyses, and the detected sickness
could have biased the results. Yet, recent research assessing a similar simulation
did show a significant difference of social presence with regard to non-embodied
VR in comparison to embodied VR or face-to-face conversations but did not find
a significant difference comparing embodied VR and face-to-face [309]. We may
therefore conclude that deficiencies can arise from embodied virtual interactions
compared to PR interactions, yet, further research is needed to systematically assess
the impact on social presence and copresence perception. Specifically, these defi-
ciencies can be attributed to perceptual effects such as presence, connectedness, or
efficiency, rather than functional aspects of the communication. While similar shifts
in attentional focuses occurred throughout Study 8 and 9, these did not result in
significant effects and thus did not find evidence of a conscious shift in decoding
social information. Yet, the data also does not contradict the SIPT [351]. In neither
of the studies did we find indications for deficits in negotiation performance. While
the collaborative performance in Study 8 obviously suffered from the constraints
of the simulation (i.e., latency, physical abstraction of the ball behavior, as well as
missing haptic feedback), we did not find these deficits in the negotiation outcomes.

The VR condition in Study 9 showed a significant lower valence attributed to the
communication partner along with significant higher arousal. This might be due to
a negative bias toward the mannequin, or a general more negative experience in the
virtual interaction. Furthermore, efficiency was perceived to be lower in VR despite
the fact that the objective performance was similar.

4.4.2 Impacts of Transmitted Behavior Modalities

In Study 8 and 9 participants indicated that they missed facial expression the most
when interpreting their communication partner. We operationalized a systematic
comparison in Study 10. While the presence of facial expressions did result in
higher social presence ratings, the difference was not significant and thus we cannot
conclude on the basis of our data that the social aspect was specifically addressed
by the presence of facial expression. Yet, the presence of facial expression resulted
in higher telepresence. Considering the questions stated, one could argue that they
address, to part, aspects of immersion and thus the addition of facial expression
resulted in the desired effect. Yet, adding facial expressions did also yield to a higher
eerieness in the perception of the virtual character driven by the interaction partner.
There may be two reasons for this. Either the reproduction of facial expression
was unrealistic and therefore uncanny, or the participants were simply very new to
the fact that avatars may provide replicate facial expressions in real time. Further
research should explore this aspect in more detail. In summary, the presented
studies provide an overview of potential impacts that arise from embodied social
interactions. Figure 4.12 summarizes the results of the findings presented in the
present chapter.
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Figure 4.12: A model summarizing the results results of the social interaction studies. Abstraction of
appearance (combination with a latency present in the virtual simulation) resulted in a reduced perception of
social presence as well as a reduced perceived (but not objective) effiency of the interaction. The simulation
latency and thus hindered sensorimotor contingencies negatively impacted collaborative motor performance.
Increased degrees of freedom in behavior reproduction (facial expressions) led to a higher telepresence but
negatively affected the perceived eerienes of the virtual avatar representing the communication partner (i.e.,
more eerieness was perceived).

4.4.3 Implications

I2.1: Reduced Affordances Can Reduce Social Presence

Especially in the comparison of physical and virtual interactions it became clear
that VR interactions suffer from a reduced realism in user embodiment. Despite
potential compensation mechanisms, social presence in applications is likely to be
fostered by the presence of social behaviors, as they allow to infer intention and
emotion as well as to assess a partner’s reactions.

I2.2: Behavioral Affordances Need to Be Present and Convincing

Study 10 showed negative effects of an increased behavioral realism. We thus argue
that when such cues are presented, they need to be presented a) visible, and b)
with feasible quality. Collaborative and SVR applications may consider this aspect
in their design. A mere presence of a cue may therefore not suffice, as a reduced
realism could have negative effects.
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I2.3: Simulation Latencies Decrease Collaborative Motor Performance

Similar to negative effects in social presence, we found that the abstracted appear-
ance in combination with the latency present in the simulation of Study 8 showed
a negative impact on motor performance. While one could argue that, to part, the
simulation’s physical approximations may have not been sufficent, to large degree
we attribute this impact on the latency that inferred with SMCs and thus reduced
the performance. Especially applications with collaborative motor interactions
should take both into account: to simulate realistic physical behavior and to reduce
simulation latency to minimum.

4.4.4 Conclusion

In summary, we could show that embodied social interaction in comparison to
physical interactions are inferior with regard to social presence and collaborative
motor performance. An increased realism showed indications of a positive impact
on aspects of presence. Yet, the realism of the presentation of behaviors may have
not been sufficient for a convincing naturalism. Further studies should explore alter-
native ways of display social behavior and a more engaging role of the simulation,
which is the topic of the next Chapter.
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Chapter 5

Hybrid Social Interaction

Chapter 3 described the embodiment of the user and related intrapersonal effects,
and Chapter 4 described technologies for virtual interactions and how they affect
social interactions. The present chapter describes how computers can be used
to actively mediate such interactions through technological interventions beyond
mere replication of user behaviors and thus an intentional augmentation of user-
embodied interactions, thereby tackling the computers as social mediators metaphor
outlined in Section 2.4.2 with the development of HAAT, outlined in Section 2.4.5.

The three studies that are presented in this chapter investigate three forms of
augmentations: i) real-time body modifications based on the higher-level phe-
nomenon of nonverbal mimicry in a dyadic setting (Section 5.1), ii) direct hybrid
augmentation of social gaze behavior in a dyadic setting (Section 5.2), and iii) visual
augmentation based on the substitution and transformation of common phenomena
in a multi-user setting (Section 5.3).

5.1 Study 11: Hybrid Mimicry

In this study, we investigated how the artificial incorporation of a phenomenon
of social interaction, namely nonverbal mimicry (the motor imitation of another’s
nonverbal behavior [65]) could be achieved and how it was perceived by the partici-
pants. For this reason, a hybrid prototype was developed that modified the upper
body motion of participants to periodically interject artificial nonverbal mimicry. In
a user study, the impacts on the perceptions of participants with regard to presence,
rapport, and liking were measured. In this exploratory investigation, we used a
naı̈ve approach to a social AI. A simple state machine was developed to mediate
the conversation. At distinct time intervals, the upper-body behavior of one in-
teractant was mapped to the visual representation of the other interactant with a
slight delay, blending real and prerecorded behavior. Simply speaking, without
knowing, subjects periodically experienced their own movements mapped to the
interaction partner’s avatar in the VR simulation with a small time-delay. An initial
study aimed at comparing dyads with transformed behavior to those without trans-
formed behavior, exploring whether the artificial insertion of mimicry impacted the
participants’ perceptions of the communication, and if so, whether the impact was
positive or negative.
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5.1.1 Nonverbal Mimicry

Nonverbal mimicry can be described as the the motor imitation of another’s physical
behaviors in a social interaction [65]. This “chameleon effect” [64], along with other
forms of interpersonal adaptation [55], can facilitate the establishment of affiliation
and rapport [167] and has distinct impacts on social interactions by serving as
“social glue” [168], binding and bonding people together [337]. Mimicking others
has been shown to lead to liking, rapport, and prosocial behavior [65, 315, 316, 317].

Previous research also found a positive impact of being mimicked, such as the
facilitation of liking and rapport [20], group harmony [166], and empathy [201]. And
reciprocally, perceiving rapport and liking leads to more mimicry [202, 315]. So far,
there seems to be no clear causality between the correlating constructs, indicating a
bidirectional effect.

5.1.2 Virtual Mimicry and Virtual Rapport

A number of previous approaches have investigated aspects of virtual mimicry
( “digital chameleons” [16]) and virtual rapport. However, most of these studies
investigated this phenomenon based on human-agent interactions [16, 121, 139,
128], and were often reduced to 2D environments without virtual embodiment of
the self, leading to a constant physical world reference. For example, Bailenson and
Yee [16] investigated the effect of induced nonverbal mimicry. Agents mimicking
head movement were perceived more positive than nonmimicking agents.

Gratch and colleagues presented multiple studies regarding their concept of
virtual rapport [121, 122, 123, 120]. Rapport is associated with positivity and mutual
attentiveness in an interaction, and is strongly related to nonverbal behavior such
as directed gaze, head nodding, smiling, mirroring and the like (for an overview see
[327]). They built a virtual agent that was trained to react to a speaker’s behavior
utilizing known rapport facilitating behaviors. In a user study, they found that
the rapport agent positively influenced speech quality, motivation and the overall
impression compared to an avatar with prerecorded behavior [121]. Furthermore
they observed the establishment of a bidirectional relationship that was not present
with prerecorded behavior.

In addition to human-agent interactions, these social behavior models could also
be used in real time CMC. Applications for avatar-mediated social interaction that
utilize such social behavior models could not only serve as passive transmitters of
communication, replicating the behavioral data of users, but may also become an
adaptive tool, actively modifying and adapting behaviors with HAAT [269]. To this
end, a naı̈ve prototype was implemented in the present study to generate initial
findings. To the best of our knowledge, our approach is the first truly interactive
paradigm [361] that focuses on a method for prompting the naturalness in the
social interaction. The following describes the approach to the simulation, the
modifications and blending process, as well as the subjective and objective results
of the study.
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Figure 5.1: Scenario and simulation principle. a. Apparatus. 1. Users in the tracking environment, immersed
in the simulation. 2. The simulation during the task from a third person viewpoint. 3. First person viewpoint
during a conversation. 4. Mimicked movement modification for the simulation of the right user. 5. Mimicked
movement modification for the left user. b. Environment during the acclimatization phase. c. Environment
during the negotiation phase. Figure reprinted from [274].

5.1.3 System Design and Implementation

Apparatus

Our apparatus were adapted from previous work (see Chapter 4 Study 8, and 9)
and used a 16-camera system (OptiTrack, Flex3, 100 Hz) to perform body track-
ing (see Figure 5.1). Motion data were synchronized with two client simulations,
implemented with Unity3D44, that were not network dependent, yielding two non-
persistent individual simulations. Each user was embodied as a wooden mannequin
avatar, and the simulation was rendered to each user’s Oculus Rift DK2 HMD45

(960px × 1080px per eye, 100 ◦ field of view [FOV]) (see Figures 5.1, 1 & 3). Us-
ing video-based measurements, the motion-to-photon latency was approximated
to 90ms. To calibrate the absolute rotation of the tracking system (world space)
with the HMD IMU rotation data, we recalibrated the y-axis rotation of the virtual
camera to the rotation in world space before and during the simulation.

Artificial Injection of Nonverbal Mimicry

The real-time injection of artificial mimicry was based on a simple reflex agent
[282]. The motion data (skeleton joint transformations) provided by the tracking
system were used to drive the avatars of each user, which were preliminarily scaled
according to each participant’s height. A state machine controlled the injection of
nonverbal behavior, which was timer-based and consisted of four active states and
two states to extend the principle into future work (see Figure 5.2). The idle state
replicated the original physical movements of each participant. After 20 seconds, the

44 Unity Technologies, https://unity3d.com/
45 Facebook Technologies, LLC., https://www.oculus.com/
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Figure 5.2: Mimicry injection principle. The grayed-out states were introduced for future developments, such
as to stop the mimicry injection based on speaker/listener status. Figure reprinted from [274].

start mimicry blending state was activated by the experimenter. This state blended
the original upper body motion (excluding the hips) of the partner’s skeleton model
to one’s own buffered (3 second delay) upper body motion using a smooth linear
interpolation (2 second window). After the blending, the inject mimicry state (8s)
and wait for injection end state (1s) are held to inject mimicry for a total of 9 seconds.
Similarly, the buffered own motion presented by the partner’s avatar was then
blended back to the partner’s original motion during a two second frame, after
which the system returned to the idle state again for 20 seconds, and so on, until the
experimenter stopped the injection. We termed our system “mimicry injector”.

5.1.4 Method

Design

We used a one-factor between-subjects design to compare the artificial mimicry
condition to a control group. In both conditions, participants saw their original
behavior replicated to their own avatar. In the artificial mimicry condition, the
mimicry injector was activated to blend the artificial behavior with the real behavior
of the interlocutor. In both conditions, participants were participating in role-play
that was constructed as a buyer/seller paradigm in which participants had to
bargain over the price of a used sports car in a garage environment.

Procedure

Participants were welcomed, briefly introduced to each other, and informed about
the study. After agreeing to participate by signing the consent form, participants
were asked to fill out a pre-study questionnaire assessing demographics. Partic-
ipants were then separately guided to dressing areas and asked to put on the
motion-tracking suit. After applying the passive optical markers, participants were
given written instructions about their role (buyer/seller) that included three argu-
ments to strengthen their position in the negotiation role-play (e.g., that the axle
was broken, which was later visible on the simulated car). After carefully reading
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the instructions, the participants were equipped with the HMD, guided to a prede-
fined starting position, and calibrated for the simulation. The simulation was then
started, and participants were given a short, silent acclimatization phase to prevent
sickness effects and to control for their impressions. In this phase, the participants
could take a look at the object of negotiation (the sportscar) as a simulated model,
including the modifications defined by the arguments (e.g., broken axle). After one
minute, a garage door blocked the view of the car, and participants were asked to
turn to each other and start the negotiation (see Figure 5.1 b, c). In the artificial
mimicry condition, the “mimicry injection” was activated after 20 seconds. During
the negotation, a yellow square marked the safe tracking area (see Figure 5.1). When
participants found a consensus or the 7 minute time window was up, the simula-
tion was stopped. Participants were then asked to complete a post-experimental
questionnaire that assessed dependent measures, and that was followed by the
debriefing and a compensation (student credits).

Measures

Dependent Measures We asked participants to judge whether the partner’s behav-
ior was realistic (1–do not agree at all, 7–fully agree). We further assessed factors
for social and copresence using the questionnaire from [220] (1–do not agree at all,
7–totally agree, Cronbach’s αs> .649) and also measured virtual rapport using the
questionnaire from [120] (1–do not agree at all, 7–totally agree, α = .807). Further-
more, we included a measure for liking and attraction adapted from [224] (1–do
not agree at all, 7–totally agree, α = .903). We assessed affect with the positive
and negative affect scales [354] (1–little or none, 5–extreme, αs> .813) and tested
how the manipulation impacts trust with three questions (e.g., “I would rely on
my communication partner”. 1–does not apply at all, 7–totally applies, α = .856).
We further assessed if participants had reached a consensus, and if so, how long
it took them to negotiate to reach this consensus (stopwatch) and then calculated
the difference in interpersonal distance over time. Furthermore, participants were
asked to comment on the behavior of the other person and any potential suspicions
they may have had.

Control Measures To control for a bias introduced through personality traits or a
previous relationship between the participants, we used the social-closeness index
[8] (1–not close at all, 7–very close) and a measure of the Big 5 personality traits
[247]. Simulator sickness [156] was measured in a pre–post measure.

Participants

From the 70 student participants who took part in the study, we excluded dyads with
participants who experienced technical problems, who did not have fluent language
skills, or who did not fulfill the task. Participants were blind to the goal of the
experiment. One dyad was excluded because a participant had a correct suspicion.
Our final sample consisted of 40 German participants (24 females, Mage = 21.87,
SDage = 2.54) equally distributed among the conditions.
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Table 5.1: Results of the Objective Measures (Adapted from [274]).

Control† Mimicry Injected†

Interaction time [s] 251 (48) 265 (97)
Negotiated price [e] 35000 (1793) 36217 (1068)

Time to consensus [s] 251 (48) 266 (97)
Distance change (start–end) [mm] -24 (188) 21 (436)

Note. † Mean (± standard deviation)

5.1.5 Results

System Evaluation

We excluded two dyads from the technical analysis due to corrupt data. Data
analysis showed that mimicry was injected 25.44 % of the overall conversation time
(SD = 1.98%). On average, 8.39 (SD = 3.13) mimicry injections took place during a
conversation in the mimicry condition. However, only two comments regarding the
behavior from participants in the mimicry condition mentioned that they felt their
partners were adopting their movements (e.g., “made similar movements as I did”).
Thus, we evaluate the technical functionality as rather successful.

Control Measures

T-tests assessing differences for the control measures revealed that differences were
non-significant. ANOVA results for pre- and post-simulation measurements of
simulator sickness showed that subjects felt sicker (p < .001) after the exposure but
there was no significant difference between the conditions.

Dependent Measures

T-tests for behavioral realism, social presence, and copresence, as well as the rap-
port measure, did not yield significant results. Neither the trust rating nor the
interpersonal attraction or positive/negative affect yielded to significant differences
between the conditions. Figure 5.3 depicts the descriptive results. Overall, six out
of ten dyads found a consensus in the control condition, and six out of ten in the
mimicry condition. A chi-square test showed that the difference was not significant.
Six out of ten male dyads and eight out of twelve female dyads reached a consensus.
The difference was not significant. The time participants interacted was slightly
longer in the mimicry injected condition (M = 327.5 s, SD = 108 s), compared
to the non-mimicry condition (M = 284.8 s, SD = 82.89 s). T-tests showed that
neither the total interaction time, the negotiated price, the time to consensus, or the
difference in interpersonal distance from the start of the interaction to the end of
the interaction differed significantly between the conditions (see Tab. 5.1).

114



5.1. Study 11: Hybrid Mimicry

Figure 5.3: Results of the subjective dependent measures. Note. Bars denote the mean value; error bars
denote the standard error.

a b c

Figure 5.4: Modification examples of the artificial mimicry injection. Blue transparent avatar: original user
motion. Wooden mannequin: modified motion presented to the partner. a) First-person view of participant X
showing a successful adaptation of the original pose of participant Y, and (b) vice versa. c) Mimicked dialog
gesture that might have a negative impact on rapport perception and disrupt nonverbal synchrony. Reprinted
from [274].

5.1.6 Discussion

While the results showed no direct impact on the perceptions of the communication,
we evaluate the prototype as rather successful. One subject identified the manipu-
lation and had a correct suspicion, and only two subjects consciously noticed the
modification. We aim to further investigate blending techniques.

Regarding the impact on the perception as such, our naı̈ve periodic injection of
mimicry led to the mimicking of body poses and also of specific dialogue gestures
accompanying speech. Thus, while these replications may have had a mirroring
appearance it these may have been unfitting a semantic level, see Figure 5.4. Fur-
thermore, the asynchronous simulations led to both partners having overlapping
mimicry injections in the simulation. These may have impacted the impressions
counterproductively, as entrainment processes of interpersonal synchrony are bi-
directional, time-dependent processes, similar to rhythm and instrumental interplay
in music. Thus, the injection at random points during the communication may
have disrupted processes of coordination and synchronization. Thus, future im-
provements should include distinct triggers for the injection, such as detecting the
speaker and listener of the conversation [268], which implies a networked simula-
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tion that includes additional modalities such as voice or gaze. Attentional focus
is of importance for a second reason, which is that the injection is not necessary
or cannot be detected when the communication partner looks in another direction
or focuses on other objects in the scene. In our study, this was prevented as the
partners had a narrow scenario and did not have many other objects to focus on.
However, in future applications for collaborative and social interaction, this might
not necessarily be the case.

There is no doubt that the verbal channel is of tremendous importance for com-
munication in most social interactions. Considering that our study was based on a
strong verbal exchange, we can therefore not rule out that the verbal channel had
an overruling impact on the outcome. However, we argue that everyday social
interaction is mostly accompanied by verbal exchange in addition to nonverbal
behavior. Another improvement to the social AI triggering modifications could
be a semantic judgment to detect complex gestures and prevent the injection of
movements that are not suitable for the context. Furthermore, a status analysis
judging the current rapport and the conversational situation in real time could
assess the necessity for modifications and prevent inadequate injections that could
happen with our naı̈ve system as it that acts periodically.

Limitations

Observing the simulation, we noticed slight “foot-skating” issues due to the kine-
matic retargeting that was applied, which could have caused a negative bias. Fur-
thermore, we did not test how using more realistic avatars would impact the results.
Finally, our results cannot be blindly generalized as the sample size in our study
was limited.

Conclusion

In this study we presented a system to artificially inject nonverbal mimicry to em-
bodied virtual social interactions. We tested the performance and how an artificial
mimicry injection compares to natural behaviors replicated to immersive embodied
social interactions. We did not find specific significant negative impacts of our sys-
tem in the study. Considering that we compared to natural behavior the prototype
already successfully altered the interaction. Future work may consider alternative
methods of further controlling the points of injection, as we did, for example, not
include a decision process on the basis of a speaker/listener status or a semantic
interpretation.

5.2 Study 12: Hybrid Gaze

As outlined in Chapter 2.3.4, in face-to-face encounters, nonverbal behavior such as
body movements, facial expressions, and eye gaze are of paramount importance for
person perception, impression formation, inference of emotions, and rapport [54,
327]. Unlike spoken language, our behavior is not mutable. In fact, it is analog and
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“always on.” During virtual social interactions, however, we interact with avatars
or with agents. Both can vary in the degree to which behavior is replicated and
expressed. Consequently, a lack of variation and contingency in displayed behavior,
or distortions in the dynamics, will be interpreted as a meaningful signal, whether
it is intentional or not.

In this regard, gaze behavior is especially important due to its use for initiating
conversations, understanding others, and expressing ourselves, disclosing human
comprehension, and turn taking [149, 94, 6, 160]. Following Harper, Wiens, and
Matarazzo [132], Kleinke [160] described face-gaze, eye-gaze, mutual gaze, eye
contact, looking/gazing, gaze avoidance, gaze omission, staring and glancing as
phenomena of gaze behavior that can be present in social interactions. Whereas
mutual gaze is associated with two people gazing at each other’s faces, eye contact
describes two people gazing at each other’s eyes. All of these behaviors are parts
of our social interactions that we experience in everyday physical life. Humans
without visual or social disorders can typically experience, disambiguate, and
interpret gaze behaviors and appropriately react to it.

This has major implications regarding the inclusion of gaze in future applica-
tions for virtual interactions [278]. First, imperfections in capture, transmission
or rendering can lead to subtle variations in observable behaviors and potentially
cause misattributions of intentions and emotions, or induce undesirable social im-
pressions. Second, the lack or disturbance of gaze transmission could be either
compensated for by artificial social intelligence or completely transformed [12],
for example via visual augmentations triggered by social signals and phenomena
(see Section 5.3). Third, the technology may be able to serve as a monitoring and
repair system that detects disturbances in nonverbal behaviors of humans, for ex-
ample, a lack of lack of eye contact due to distractions, and compensate for them
by synthesizing a more appropriate behavior [269]. Against this background, the
potential role of virtual gaze behavior, including opportunities [214] and risks, has
to be reassessed.

The present study therefore aimed at a systematic investigation of social gaze
in dyadic virtual interactions, and assessing effects on social perception. Based on
a social gaze model that took into account speaker–listener coherences that were
derived from previous studies, we compared 1) a pure natural gaze transmission
that was based on eye tracking data, 2) a hybrid gaze model based on a natural
gaze default transmission augmented with a social gaze model, 3) a synthesized gaze
model based on a random gaze default transmission augmented with the social gaze
model, and 4) a pure random gaze transmission that was merely based on statistical
distribution without taking into account any social affordances.

Conceiving of natural gaze behavior as the gold standard, we hypothesized
that non-contingent random gaze, which merely follows general rules regarding
frequency and duration, falls short of being perceived as natural and meaningful.
We further hypothesized that a dynamic augmentation of this behavior, meaning
making it contingent on the partner’s speech activity, using a synthesized gaze
model would be evaluated as more similar to a natural gaze. However, applying the
same algorithms to augment the natural behavior could result in negative effects
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as it could destroy the subtle dynamics of natural interactions. To the best of our
knowledge, this is the first study to provide a systematic comparison in this manner.

Gaze Behavior Models

Lee, Badler, and Badler [180] presented a gaze model based on empirical models
of saccades and statistical models of gaze data retrieved from video analysis. They
included an attention monitor module that accounted for statuses such as talking
versus listening, head rotation, mutual gaze, or averted gaze. They also found
indicators of higher levels of engagement and friendliness compared to random
gaze and more perceived liveliness and friendliness compared to static gaze.

With regard to conversational interactions, Garau et al. [109] compared random
gaze to inferred gaze based on audio input. In accordance with the literature on
gaze behavior [6], they based their inference model on the assumption that people
gaze more at their interaction partner while listening [109, 108] and included an
audio trigger “while speaking”/“while listening” to infer gaze. They found that
inferred gaze affected the evaluation of the interaction, including copresence, the
perception of similarity to a face-to-face interaction, and results in a more positive
evaluation of the partner.

Bente, Eschenburg, and Aelker [29] investigated different patterns of randomized
gaze behaviors in three conditions: short periods of directed gaze (two seconds
averted, two seconds directed) versus long periods of directed gaze (two seconds
averted, four seconds directed) versus real gaze. They found that longer periods of
gaze direction led to more copresence and a better evaluation compared to shorter
gaze periods.

Vinayagamoorthy et al. [339] expanded the model from [109] to include inferred
gaze, assuming that mean saccade magnitudes are shorter, that people tend to focus
on their interaction partner more, and that inter-saccadic intervals between the
focus positions are longer when listening [339]. They found that inferring gaze with
more realistic characters can lead to increased effectiveness, whereas applying the
gaze model on a cartoonish character did not result in any difference.

Ma and Deng [192] synthesized gaze by building a dynamic, coupled, component
analysis based statistical model trained with eye-head motion data, which seemed
to be superior to the model from Lee and colleagues [180], but the evaluation was
limited to the assessment of animation clips. Furthermore, their model did not
include speech, which was identified as a modifier of gaze behavior [6, 109, 108],
and a trigger of gaze patterns. Le et al. [176] further extended this work with a fully
automated framework to generate head motions, eye gaze, and eyelid motion based
on live or recorded speech input. Although extending the dimension of behavioral
realism, live avatar-based interactions were not investigated in their work, nor in
other related work that used a multimodel approach [245], or reactive gaze behavior
based on head position tracking [159].

Overall, previous research showed that artificial gaze models can result in positive
impacts on the perception of an animation or a communication scenario. However,
previous studies did not systematically compare gaze models to natural gaze or
hybrid forms, and thus, indications about the level of adequateness and perceived
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realism of these models are still open questions that will be tackled in the present
thesis.

Gaze Transformation and Hybrid Approaches

Previous research investigating social gaze focused on the replication of gaze be-
havior with avatars, (e.g., [109]), or artificial gaze models for agents solely driven
by algorithms (e.g., [281]). An alternative line of research investigated whether
transforming social interactions in virtual environments by decoupling the visual
representation from the physical behavior can affect the interaction. As already
mentioned in Section 2.4.4, Bailenson and colleagues investigated the idea of a non-
zero-sum gaze, meaning a user-dependent simulation of another person’s gaze [11,
24]. By augmenting gaze behavior, virtual environments can surrogate individual
points of attention to each participant of multi-user simulations, and therefore foster
a more positive perception of the interaction. For instance, one user can direct
his/her gaze on multiple interaction partners simultaneously as each simulation
can be rendered individually, which in turn can express increased attentiveness to
each interactant. In a study with two participants and one presenting experimenter,
Beall, Bailenson, Loomis, Blascovich, and Rex [24] found that participants directed
their gaze toward the experimenter more often when non-zero-sum gaze was active
(only directed gaze for each participant) compared to reduced gaze (only averted
gaze) or natural gaze (approximated via head movements).

Although studies of TSI give indications of the potential impacts of modified
behavior, such as increased agreement [11, 24], previous models rely on either linear
manipulations or algorithms that do not account for interpersonal adaptations
within the virtual interaction. Doing so, however, allows to merge both forms
of embodied representations, avatars and agents, into hybrid forms (see Section
2.4.5). Hybrid models have been investigated with regard to their potential to
evoke continuous presence [115], and in the context of establishing alternative
communication channels on the basis of behavioral phenomena, such as eye contact,
joint attention, and grouping (see the next Section 5.3).

The benefits of hybrid gaze approaches could be manifold. First, the introduc-
tion of augmented behaviors could compensate for the lack of sensor inputs and
transmission errors by compensating for missing or interrupted behaviors based
on a underlying social AI. Second, socio-communicative deficits could be studied,
further extending “offline” paradigms [111] and allow to study these behaviors in
interactions. Third, gaining insights into the effects of hybrid systems and their
further development could foster the inclusion and training of individuals with
social disorders. In the following, we present our approach end emprical validation.

Approach

Previous research focused on artificial gaze models for the animation of and in-
teraction with virtual characters [180, 192, 176, 245, 159, 281], as well as for the
compensation of missing sensory input in shared virtual environments [109, 108,
339, 30, 29]. Two major approaches to constructing artificial gaze can be derived:
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1) a randomized gaze model based on statistical distributions of fixations and
saccades, and 2) a randomized gaze behavior default transmission which can be
augmented using a model respecting for social affordances to a synthesized gaze be-
havior, which could also compensate for transmission interrupts. These approaches
assume a complete lack of gaze information, and could be considered agent ap-
proaches. For the compensation of non-adequate social gaze (e.g., in inter-cultural
contexts, or with regard to social disorders), and to foster affinity and liking, 3) a
third hybrid solution that uses natural gaze as default transmission but also reacts
upon social affordances based on an underlying AI, which can be constructed with
hybrid avatar-agent technologies (see Section 2.4.5). The present work systemat-
ically assesses to what degree adequate social gaze behavior in avatar-mediated
communication can be established through such models.

5.2.1 Methods

We adopted a dyadic design with four conditions: “natural gaze, non-augmented”
(natural/gold standard), “natural gaze, augmented” (hybrid), “random gaze, aug-
mented” (synthesized), and “random gaze, non-augmented” (random/baseline
control). In each dyad, two participants with the same biological sex were assigned
to the same condition, and represented by avatars according to their biological sex.

Apparatus

A client-server architecture was developed in Unity3D (v.5.6.0f3). We tracked
participants gaze using Tobii 4C eyetrackers46 (90 Hz), attached to a 28” screen
(1920px × 1200px). We used Sennheiser PC310 headsets47 for audio transmission. A
motion-to-photon latency measurement (240 Hz camera, 50 repeated measures) of
the eye movement resulted inM = 308 ms (SD = 33 ms) latency. Audio latency was
measured with source and client end-to-end audio recordings capturing impulse
responses (M = 281 ms, SD = 22 ms). After participants were placed in remote
rooms (see Figure 5.5), cartoon-like 3D avatars48 that matched the biological gender
of the participant were displayed against a black background (see Figure 5.5). We
chose this type of avatar because it provides a clear gaze indication.

The application was based on five modules: 1) A speech to animation frame-
work 49 was used to process audio input and approximate mouth movements. 2)
Voice communication was established via voice over IP framework 50. 3) Natu-
ral gaze/head movement tracking is performed using Tobii AB’s Unity SDK. 4) A
model-based reflex agent (social AI) to be able to transition between the default gaze
state and the social gaze model (Figure 5.6). 5) An experimenter control interface
for master control over the project components and the experimental procedure.

46 Tobii Technology, Danderyd Municipality, Sweden
https://gaming.tobii.com/product/tobii-eye-tracker-4c/

47 Sennheiser electronic GmbH & Co. KG, Wedemark, Germany
48 Faceshift AG, Switzerland, acquired by Apple Inc. in 2015, https://www.apple.com/
49 SALSA, Crazy Minnow Studio, LLC, Cheyenne, USA
50 Dissonance Voice Chat, Placeholder Software
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Figure 5.5: Avatars and apparatus for studying hybrid gaze (reprinted from [268] ©2018 IEEE). Top left:
Female and male avatars used in the study. Top right: The target head area of interest (head AOI) and eyes
AOI used to assess the avatar/agent/hybrid gaze behavior as well as the subjects’ real gaze behaviors during
the interactions. Bottom: Study setup with users at maximum distance from the screen. The chairs were fixed
to assure tracking quality.

Computed Gaze Models

The simulation transmitted speech directly to the interlocutors and rendered gaze
onto their digital representation according to one of the conditions. For the random
gaze model, fixations lasted between 1 second and 3.3 seconds. To indicate a fixation,
a random (normal distribution) screen coordinate was generated by projecting ray
from a fixed (user spawn) position to a random coordinate on the near camera
frustum. The gaze direction (i.e., the eyeball joint rotation) of the avatar was then
modified to be oriented in that direction. To approximate saccades, we used a linear
interpolation of 20 frames (i.e., 0.33 seconds at a 60 Hz render refresh rate).

We conceptualized our social gaze model similar to the one proposed by [180].
Drawing from previous findings that listeners make more eye contact than speakers,
we displayed behaviors depicting an attentive listener (see Figure 5.6). The idle
state were the constructed random gaze behavior or the tracked natural behavior,
respectively, depending on the condition. We detected listening and speaking
behavior through audio input, similar to [109]. Once the user’s voice reached an
audio threshold, an event triggered the augmentation state. In the augmentation
state, the gaze of the listener is directed to the screen center, in order to visualize
listening focus (i.e., directed gaze) of the interaction partner on speaker. Starting
with this directed gaze, the inter-saccadic interval was randomly selected from a
normal distribution (M = 3.97 s, SD = 0.78 s) in order to prevent a staring effect
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Figure 5.6: Functional principle of the hybrid gaze model (reprinted from [268] ©2018 IEEE). The model
transmitted natural gaze and intervened according to appropriate social context. Depicted by the orange
pathway, the social AI detected the status of a speaker via audio input. As an appropriate reaction, the gaze
behavior of the listener was augmented (directed gaze), altering the natural gaze behavior.

and to simulate a more natural behavior. Upon reaching the directed gaze duration
limit, a saccade was introduced, followed by a fixation on a random fixation point
on the interlocutor’s screen for a shorter interval (normal distribution, M = 0.22
s, SD = 0.12 s). All fixations were held stable for the time of the inter-saccadic
interval. We chose this approach based on findings suggesting a preferred mutual
gaze duration for dyadic settings is around three seconds [38].

This model results in virtual characters who face a speaking human to make eye
contact, with occasional glances away. In the two augmented conditions, it is thus
combined with either a natural or randomized gaze behavior default transmission

Procedure

The study was conducted at the University of Würzburg and took about 45 minutes.
Participants were welcomed and quickly introduced to each other. Each participant
was guided into a separate room and handed the study information and the consent
form. Once participants agreed to participate by completing the consent form,
they answered a pre-study questionnaire. Next, participants were instructed about
the apparatus, equipped with headphones, and calibrated for eye tracking. The
experimenter then started the simulation, which gave written instructions to the
participants about their task for approximately 30 seconds (“In the following, you
will see your communication partner visualized as a virtual character. Please have a
conversation for the next five minutes and get to know each other, as if it is a normal
conversation. When getting to know each other, you are free to choose any topics
you want to talk about.”), followed by the interaction, which lasted for five minutes.
Afterward, the audio stream was cut off, and a visual text box popped up asking
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participants to wait for the experimenter. The participants were then presented
with a questionnaire assessing dependent measures and, finally, debriefed in detail.
The study was approved by the Ethical Committee of the Human-Computer Media
Institute of the University of Würzburg. Student participants were compensated
with study credit points.

Measures

Manipulation Check We introduced a manipulation check, assessing the amount of
time (dwell time) the avatars established directed gaze (head AOI), eye gaze (eyes
AOI), and background focus (background AOI). To do so, we calculated gaze vector
ray cast hits of dynamic areas of interest (AOI, see Figure 5.5) in the simulation (60
Hz). Dwell times for the analyses were calculated exclusively (i.e., an eyes AOI hit
would not change the head AOI statistics). As this measure was introduced during
the course of data collection, the sample size was limited to N = 58.

Virtual Rapport We asked participants to judge their (virtual) rapport with their
interlocutors [120] (e.g., “I felt I had a connection with my interaction partner”) for
each of the 11 items (1–strongly disagree, 7–strongly agree. Cronbach’s α = .85).

Social Presence We measured social presence with six items slightly adapted from
[220] to fit the same response format (e.g., “To what extent did you feel able to assess
your partner’s reactions to what you said?” = “I was able to assess my interaction
partner’s reactions to my statements”) using a the same scale (1–strongly disagree,
7–strongly agree; α = .83).

Interpersonal Attraction We also assessed interpersonal attraction [76] using six
agreement statements (1–strongly disagree, 7–strongly agree), that included items
such as “I like my interaction partner” or “My interaction partner is friendly”
(α = .86).

Trust As trust has been shown to be affected by gaze in multiple studies [218], the
perceived trust was measured with three items: “I think, my interaction partner has
good intentions,” “I would rely on my interaction partner,” and “I would trust my
interaction partner” (1–does not apply at all, 7–totally applies; α = .745).

Behavioral Realism and Behavioral Naturalness To investigate the impact on the
movement realism and movement naturalness of the perceived gaze, we presented
participants two statements (1–doesn’t apply at all, 7–totally applies): “The eyes
of the virtual character moved realistically,” and “The eyes of the virtual character
moved naturally.” To check for any impact on the perception of the avatar, we
assessed the avatar with regard to the perceived humanness (α = .816), and eeriness
(α = .736) using a semantic differential [136].
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Resulting Participant Behavior Similar to the manipulation check, we assessed the
actual users’ true gaze behavior by dwell times for the head AOI, eyes AOI, and
background AOI (see Figure 5.5). In addition to these measures, we assessed affect
and the Big Five inventory. However, the results of the latter are not subject to the
current thesis.

Participants

148 participants were recruited at the University of Würzburg. We excluded dyads
when tracking failed for longer periods (N = 28) and when participants knew each
other before the study (N = 28). The final sample consisted of N = 90 participants
(Mage = 22.01, SDage = 3.20). Of these, 48 were female, 89 were German, and 88
were students. Dyads were randomly assigned to one condition, and a chi square
test showed that the distribution of gender was not significantly different.

Considerations for the Analysis

We assessed the need for a multi-level model [91] and tested for a change in the
likelihood ratio. None of the tests revealed significant decreases, thus rejecting
the need for multi-level modeling. To analyze the manipulation check and the
participants’ gaze behaviors, we calculated one-way ANOVAs with post-hoc com-
parisons (Tukey’s Honest Significant Difference [HSD]). The assumption of equal
distributions was assessed by visual inspection of a boxplot. To analyze the subjec-
tive outcomes, used the Kruskal–Wallis test. Subsequently, we conducted pairwise
comparisons using Dunn’s procedure [81] with a Bonferroni correction for multiple
comparisons. Furthermore, we conducted a Jonckheere–Terpstra test on ordered
alternatives to identify linear trends, ordered from the most natural to the most
synthetic condition: “natural-gaze, non augmented” (natural gaze, N = 24, 12 fe-
male) “natural gaze, augmented” (hybrid gaze, N = 22, 14 female), “random gaze,
augmented” (synthetic gaze, N = 24, 10 female), and “random gaze, non augmented”
(random gaze, N = 20, 12 female).

5.2.2 Results

Manipulation Check

One-way ANOVAs showed significant main effects for the the background AOI
F (3, 57) = 96.63, p < .001, η2p = .843, the head AOI F (3, 57) = 9.60, p < .001, η2p =
.348, and the eyes AOI F (3, 57) = 6.84, p = .001, η2p = .275. Pairwise comparisons
showed that the random gaze evoked significantly more background attention
than all other conditions and that with the hybrid gaze there was significantly less
attention given to the background compared with all other conditions (ps ≤ .010).
Natural gaze was significantly lower in head AOI dwell time than synthetic gaze
(p = .019). Random gaze, in turn, was significantly lower in head AOI dwell time
than hybrid gaze or synthetic gaze (ps ≤ .001). Natural gaze was significantly
higher in eye AOI dwell time than random gaze (p = .001), and random gaze
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was significantly lower in eye AOI dwell time than natural or hybrid gaze (ps ≤
0.03). No further significant effects were found. The social gaze model seems to
have successfully altered the gaze behavior behavior by directing the gaze when
appropriate (see Figure 5.7), and therefore, the manipulation check was deemed
successful.

Virtual Rapport

A Kruskal-Wallis test (equal distributions) showed that rapport scores were sta-
tistically significantly different between the conditions, (χ2(3) = 9.13, p = .028).
Pairwise comparisons revealed a statistically significant difference in rapport scores
between the random gaze condition (Mdn = 5.14) and the natural gaze condition
(Mdn = 5.73, p = .024, see Table 5.2). In addition, a Jonckheere–Terpstra test showed
that there was a statistically significant trend for rapport scores, TJT = 1109.00,
z = −2.941, p = .003.

Social Presence

A Kruskal–Wallis test (equal destributions) did not yield significant results; χ2(3) =
3.77, p = .287. A Jonckheere–Terpstra test did not show a significant trend (TJT =
1295.00, z = −1.593, p = .111).

Interpersonal Attraction

A Kruskal–Wallis test (equal distributions) revealed that median scores were signifi-
cantly different between the conditions (χ2(3) = 9.13, p = .028). Pairwise compar-
isons revealed statistically significant differences in interpersonal attraction scores
between the random gaze condition (Mdn = 5.14) and the natural gaze condition
(Mdn = 5.73, p = .024), but not between any other conditions. A Jonckheere–
Terpstra test showed that there was a statistically significant trend, TJT = 1029.50,
z = −3.524, p < .001.

Trust

A Kruskal–Wallis test (equal destributions) did not yield significant results (χ2(3) =
5.25, p = .137). A Jonckheere–Terpstra test did however show a significant trend
TJT = 1211.00, z = −2.230, p = .026.

Behavioral Realism and Behavioral Naturalness

A Kruskal–Wallis test showed that judgments of behavioral realism were signif-
icantly different between the conditions, (χ2(3) = 9.66), p = .022. Pairwise com-
parisons revealed statistically significant differences in scores between the ran-
dom gaze condition (Mdn = 4.50) and the natural gaze condition (Mdn = 6.0,
p = .026), but not between any other comparison. Similarly, judgments of be-
havior naturalism were significantly different between conditions (χ2(3) = 11.950,
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Table 5.2: Subjective Results (adapted from [268]).
Natural gaze Hybrid gaze Synthesized gaze Random gaze

Measure Mdn M (SD) Mdn M (SD) Mdn M (SD) Mdn M (SD)

Virtual Rapport 5.73 5.72 (0.58) 5.64 5.60 (0.58) 5.64 5.38 (0.64) 5.14 5.05 (0.81)
Social Presence 3.83 3.75 (1.10) 3.75 3.65 (1.11) 3.67 3.65 (1.29) 3.17 3.13 (0.99)

Interpersonal Attraction 5.75 5.67 (0.50) 5.50 5.56 (0.65) 5.25 5.24 (0.56) 5.08 4.95 (0.80)
Trust 5.33 5.35 (0.63) 5.33 5.24 (0.64) 5.17 5.13 (0.73) 5.00 4.83 (0.74)

Gaze Behavior Realism 6.00 5.25 (1.29) 5.00 4.55 (1.60) 5.00 5.04 (1.46) 4.50 4.00 (1.49)
Gaze Behavior Naturalism 6.00 5.33 (1.20) 5.00 4.55 (1.68) 5.00 4.88 (1.48) 5.00 4.15 (1.18)

Humanness 3.08 2.97 (0.69) 2.67 2.64 (0.77) 2.83 2.81 (0.79) 2.75 2.61 (0.70)
Eeriness 2.75 2.71 (0.33) 2.88 2.72 (0.62) 2.81 2.70 (0.45) 2.75 2.73 (0.33)

p = .008) and pairwise comparisons confirmed a significant difference between
the random gaze condition (Mdn = 5) and the natural gaze condition (Mdn = 6.0,
p = .005). Jonckheere–Terpstra tests confirmed a significant linear trend for both,
behavioral realism (TJT = 1212.50, z = −2.258, p < .024) and behavioral natural-
ness (TJT = 1138.00, z = −2.849, p < .004). Interestingly, the hybrid condition was
slightly inferior to the synthesized condition but not to a significant level.

Humanness and Eeriness

No significant effects were found for humanness or eeriness.

Resulting Participant Behavior

A one-way ANOVA revealed a significant main effect for condition F (3, 86) = 3.44,
p = .020. Pairwise comparisons showed a significant difference in dwell times
between the random gaze (longest dwell time) and the natural gaze (p = .047), as
well as between the random gaze and the random augmented gaze (p = .044) for
the head AOI dwell time (see Figure 5.7). No further significant effects were found.

5.2.3 Discussion

Our goal was to systematically investigate gaze models in avatar-mediated com-
munication. To do so, we implemented a model based on earlier approaches to
augment social gaze [180, 109] and compared four gaze conditions: a) natural gaze
b) hybrid gaze, c) synthesized gaze, and d) random gaze. We measured the impact
of these models on five minute long social interactions with regard to perceived
virtual rapport, social presence, interpersonal attraction, trust, behavioral realism,
and naturalness of same-sex dyads. Furthermore, we evaluated the resulting visual-
ized gaze behavior of each condition as well as the resulting gaze behavior of the
participants.

Our results are in line with previous findings. Supporting our hypotheses, natural
gaze was superior and random gaze was inferior to all other models with regard to
the subjective measures. The linear trends found for virtual rapport, interpersonal
attraction, and trust indicate that natural gaze suffered from artificial manipulation,
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Figure 5.7: Dwell times for each AOI for the avatar behavior and the human user behavior (adapted from
[268]). Top: Virtual character behavior. Mean dwell times evoked by the behavior (N = 58) displayed by the
virtual character (respectively, each gaze model) in each condition. Bottom: Human behavior. Dwell times of
the participants (N = 90) for each condition. Dwell times are displayed in seconds. Note. Bars denote the
mean value. Error bars denote standard deviations. Missing samples (human behavior) were discarded.

whereas the random gaze behavior that was constructed based on statistical dis-
tributions of saccades and fixations benefited from the additional social behavior
introduced by the model (synthesized gaze). Exploratory ANOVAs conducted for
these measures led to similar results. Therefore, we can conclude that both the
synthetic and the hybrid gaze models that establish social gaze contingencies based
on typical nonverbal patterns are superior to purely random models.

Some interpretations arise from these findings. First, it seems logical that the
statistical distribution of behaviors resulting from the default random gaze (i.e.,
synthesized or random non-augmented) is imperfect in comparison to the natural
gaze. However, the results do show that, to some extent, social gaze contingency can
be established through a simple rule-based system, which has now been quantified
by the results of the study. Thus, supporting evidence is provided that displaying
attention and interest (i.e., directing the gaze to the interlocutor while listening) is
an important social reaction.

Another interpretation of this finding is that the gaze model we used and the
resulting behavioral blending and animation were not sophisticated enough to
seamlessly blend with the gold standard of natural gaze behavior. Interestingly,
the results for the perceptual judgment of realism and naturalness interestingly
give a hint that the hybrid gaze model, meaning the natural gaze transmission
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that was augmented by the social gaze model, led to a lower rating in realism
and naturalness (non-significant) than either the pure natural gaze model or the
sophisticated agent (i.e., synthesized) model. This could be a similar effect to the
one mentioned in [339], which is a consistency break in realism. However, the
effect we found is limited to the behavioral level and might point at a problematic
break in behavioral characteristics of gaze, meaning that the model that we applied
to augment social gaze in the hybrid condition did not seamlessly blend into the
natural gaze behavior. Further development for not only for purely artificial gaze
models but also for hybrid models should, therefore, take consistency into account
as an important factor. Furthermore, future developments for VR simulations of
the model should also use the eye positions of the user as a specific target point for
induced eye gaze.

The results of the behavioral analyses indicate that participants in the random
gaze condition tried to establish social gaze contacts via directed gaze, as shown
by high dwell times in the head AOI. One interpretation of this is that participants
initially tried to initiate social gaze contact (i.e., directed gaze) by reflex, but when no
adequate reaction resulted, this pattern was followed. Another way of interpreting
this finding is that participants tried to make sense of the random movements
because there was a to lack of variation, which could then have acted as a distractor
and caused additional mental demand. However, we did not assess any measures
that could support this interpretation and the behavioral analyses do not provide a
clear image due to the slightly reduced focus on the eyes AOI.

Limitations

Some limitations exist in our study. First, the sample was relatively small and
populated with typical developed individuals, in our case mainly students, which
makes it difficult to generalize the findings. Second, we did not use virtual reality
hardware, an immersive setup, or a fish tank VR paradigm in our study. The find-
ings should therefore be interpreted with care in terms of more immersive systems
because the Mona Lisa effect (the impression of eye contact irrespective of the partic-
ipant’s perspective) could have had an impact [261]. Third, our augmentation only
altered the direction of the gaze, not the direction of the avatar’s head, and this was
only aimed augmenting a directed gaze and not for establishing eye contact. Fourth,
we did not assess interactions with more than two users, such as, for example, Ding,
Zhang, Xiao, and Deng [78], which provides room for further research. Fifth, we
used cartoon-like characters that could have biased impression formation [339], and
this factor may change with more realistic characters.

Conclusion

This study investigated augmented gaze and quantified the resulting impact in
comparison to natural, random, and synthesized gaze. The manipulation check
indicates that the gaze augmentation model successfully altered the behaviors
toward what was intended. Natural gaze (i.e, the gold standard) did not benefit from
the augmentation, whereas the social gaze model was an improvement compared
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to a random model. The presented approach provides a valuable research tool for
the future exploration of nonverbal behavior in avatar-mediated communication.
We conclude that social gaze models that are based on available modalities could be
beneficial for the development of social virtual environments, such as to cope with
the lack of sensory inputs to track and replicate gaze behavior in order to substitute
behavioral channels or to compensate for dropouts in data transmission. To this
regard, future research should explore alternative social messages that do not reflect
natural behaviors, which is the target of the following Study.

5.3 Study 13: Visually Augmented Social Interaction

Human communication is characterized by a multitude of social behaviors. Partici-
pants adapt and coordinate feelings, intentions, and actions with others [107]. They
shake hands, establish eye contact, move closer to each other, or mimic their interac-
tion partners to create liking, rapport, and affiliation [168] based on a continuous
processing of signals on a conscious, as well as subconscious, level. The perception
of and response to social signals happens “in accordance with an elaborate and
secret code that is written nowhere, known by none, and understood by all” [284].

Humans process sensory information, such as visual information, from social cues
and behaviors, based on higher level (top-down) processes such as expectations,
previously acquired knowledge, and the use of contextual information [124], as well
as based on bottom-up processes such as stimulation, sensation, and the respective
direct information processing [116] (see Section 2.1.1). However, CMC systems
often lack the ability to accurately track and reproduce the important details of
social cues. Technical systems will always be subject to potential inaccuracies such
as those caused by noise [291]. Despite recent progress, full behavioral realism is
currently not available in consumer VR products, and, as Slater stated “The goal of
VR to accurately simulate all aspects of reality is physically infeasible” [298].

It is as yet unknown how these shortcomings affect communication in social VR
and if potential countermeasures can be provided by the same technology. For
instance, humans can compensate for the lack of social cues available in CMC by
shifting their attention to, or decoding/encoding social information through other
channels, such as using smilies in text-based communication to display mood or
humor [351, 352]. This indicates that humans have the capabilities to encode/de-
code social information into or from alternative communication channels and cue
presentations, which prompted the general idea of the present paper. In this re-
gard, VR provides communication possibilities that substantially exceed the mere
replication of existing channels from the physical world. In VR, representations can
generally be decoupled from behavior [12], and cue representation can be manifold.
In conclusion, we argue that VR applications have unlimited potential to extend and
transform the reality of physical communication with regard to the information per-
ceived and displayed. The exploitation of this potential defines the overall research
goal of the present work.

This study contributes by exploring these possibilities using a novel approach to
augmenting social behavior. We designed three visual transformations for behav-
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ioral phenomena: 1) eye contact, 2) joint attention, and 3) grouping and evaluated their
impact on social interaction in a shared social space (a virtual museum). Our ap-
proach differs from previous work in that designed augmentations for interactional
behavior phenomena, and our results highlight the potential of VR to enhance CMC
scenarios beyond simple replication of social cues from the physical world.

Appropriate Representations of Appearance and Behavior

In avatar-mediated communication, avatars provide user embodiment and act as the
users’ virtual representation. User embodiment can be referred to as “the provision
of users with appropriate body images so as to represent them to others (and also
to themselves)” [28, p. 242]. The question is however, what is an appropriate body
image to represent users? For example, is an artifical character that does not render
user-specific social appearance cues and does not replicate physical user movement
appropriate? These questions become especially important in contexts, where the
physical appearance and behaviors cannot be replicated. To this regard, Nowak
and Biocca [220] found that, counterintuitively, a low anthropomorphic (simplified)
avatar evoked more social presence and copresence than did a high anthropomor-
phic avatar or no avatar. Bente, Rüggenberg, Krämer, and Eschenburg [35] did not
find significant differences between low- and high-fidelity avatars. While in no
behaviors were replicated in the study from Nowak and Biocca [220], the avatar
used in the study from Bente, Rüggenberg, Krämer, and Eschenburg [35] could
replicate the users gaze and gesture. These results point to behavior replication be-
ing the dominant factor in comparison to the form of visual representation. In Study
10 (see Section 4.3) we found that a larger degree of behavior replication led to a
greater perception of telepresence. Yet, we did not find significant impacts on social
presence. With regard to the guidelines to the behavior of humanoid agents, Bradler
et al. [10] provided an overview of creating, simulating, and animating humans
(i.e., human figure models) and also presented a set of desiderata that included
“A human model should move or respond like a human” and “A human model
should have a human-like appearance.” In order to generate nonverbal behavior
for expressive and conversational agents, Cassell, Pelachaud, Badler, Steedman,
Achorn, Becket, Douville, Prevost, and Stone [62] presented a system for the rule-
based generation of facial expressions, lip motions, eye gaze, head motions, and
arm gestures based on conversations created by a dialogue planner. Vogeley and
Bente [342] stated that artificial humans of the future should also take into account
“the emotional and relational aspects of communication with an emphasis both on
understanding and production of nonverbal behavior” [342] including phenomena
such as interpersonal synchrony. An approach used by Gratch and colleagues is
to create virtual rapport, by, for example, adapting behavioral reactions [121, 122].
These works, however, mainly considered agents. Considering avatar-mediated
interactions and simulations that do not allow to replicate the user’s appearance or
behavior based on appropriate sensing or tracking technology, we presented two
approaches to simulate artificial behavior in Studies 11 and 12 that could eventually
be used to cope with the lack of sensory channels, namely the construction of arti-
ficial social gaze and the injection of artificial mimicry. These were implemented
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on the basis of natural human behavior. In this study we asked whether we can
find alternative social affordances that stimulate virtual interactions through hybrid
technologies.

Substituted and Amplified Behavior through Hybrid Technologies

In Sections 2.4.4, 2.4.5, 5.1.2, and 5.2 we presented related works that describe the
presentation, augmentation or transformation of human behavior through hybrid
technologies VEs, for example to achieve a continuous presence, artificial attention
to multiple listeners [24], or the amplification of facial expressions with the case of
smile behavior [224]. Without doubt, these artificial modifications of the nonverbal
exchange can impact the perceptions of the social interaction. For example, the
amplification of smile behavior in the study by Oh, Bailenson, Krämer, and Li
[224] led to more social presence, more positive affect, and participants had an
overall more positive impression of the interaction. The work of Bailenson, Merget,
Yee, and Schroeder [15] are specifically interesting in the context of the present
study. They focused on the abstraction of communicative behaviors, namely facial
expressions, to a rectangular polygon avatar that was low in form realism. Using
facial expression tracking, they changed certain factors of form and color of the
avatar. For example, the more a user smiled, the more yellow was introduced to the
avatars overall color. Vice versa, the more a person frowned, meaning, making a
sad expression, the more blue was introduced to the avatars color. Furthermore, the
width end height of the avatar followed the width and height of the users mouth.
While these abstractions were inferior in the recognition of emotion compared to
voice only or a video conference, and the avatar condition was inferior with regard
to the perception of copresence, their results also showed that interaction partners
disclosed more information to the abstracted avatar, both verbally and non verbally.
Their approach points out an important aspect: Not only the appearance of avatars
can be abstracted, but also their behavior.

In this study we specifically address phenomena that are dependent on multiple
users. Thus, compared to our approach, the above studies did not respect the con-
tingencies of interactional behaviors but rather focused on general transformations.
Similar to Oh et al., our approach for the behavioral augmentations also infers an am-
plifying character, which is why we hypothesize that (H1) the augmentation of social
behaviors by amplifying or substituting transformations increases social presence. While
[62, 121, 122] investigated agent behavior, we aimed at transforming avatar behavior
on a phenomenological level. Our approach did not aim to include static expres-
sions or replicate behavior/appearance cues in a direct sense. Instead, our goal
was to utilize the flexibility of VR to enable message exchange and interpretation
by transforming and visually amplifying social phenomena that had not yet been
investigated. To that regard, the work of Boker, Cohn, Theobald, Matthews, Brick,
and Spies [46] and Oh, Bailenson, Krämer, and Li [224] showed that augmented
behaviors may also impact the resulting behaviors of the interactants. Considering
our approach a hybrid technology that interprets and modifies social interactions
we hypothesize that (H2) the augmentation of social behaviors impacts the respective
social behavior of users, that is, eye contact, joint attention, and grouping behavior.
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Input Data Behavioral Phenomena Transformed visual Feedback

Figure 5.8: The design space considered for the visual augmentations (reprinted from [266] ©2017 IEEE).
We explored data that we could access, what intermediate behavioral phenomena we could potentially augment,
and what visual effects we could implement.

To a certain degree, we reverse the rational stated by the SIPT [351] by actively
implementing compensation mechanisms.

5.3.1 Design and Implementation

We created a design space for potential augmentations that was restricted to trans-
lation (x,z of the transverse plane) and orientation (x,y,z) data input (see Figure
5.8). Our goal was to find constraints relating the input, the intermediate behav-
ioral phenomena, and visual abstractions for the transformation, amplification,
and substitution of behavioral patterns. We decided on three augmentations for
social phenomena: eye contact which was augmented with floating bubbles; joint
attention which was augmented with object highlights; and grouping which was
augmented with color changes (see Figure 5.9). The three augmentations were
chosen to cover multiple dimensions (bidirectional, environmental interactivity,
multi-person), and all were based on visual feedback and possessed characteristics
that could be described as substitutionary, amplifying, and transformational in their
characteristics. To prevent third variable bias, we chose a reduced avatar model.
In the following sections, we describe the decisions about avatar appearances and
review each transformation in detail.

Avatar Appearance

According to Watzlawick, one “cannot not communicate” [355], meaning that every
present behavior or social cue will have and unique specific interpretation for the
interlocutors and thus will be interpreted and affect the interaction. Our study
aimed to investigate the impact of behavioral augmentations in a controlled way. To
avoid any bias from artificial, non-reproducible social or behavioral cues such as ap-
pearance, postures, facial displays, or gaze displays, participants were represented
as featureless cuboid gray pillars by default. This avatar representation specifically
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avoids any additional artificial social information that may be derived from a more
humanoid or realistic representation and that could influence the participants’ per-
ceptions based on direct social information processing or contextual norms [116,
124, 271]. For example, Bailenson, Beall, Loomis, Blascovich, and Turk [11] ac-
knowledged that having avatars with eyes but no replication of eye movement is
problematic. We therefore did not render avatar eyes but rather use an approxima-
tion (the head direction) to derive visual transformations. Participants immersed
in the simulation could determine the forward direction of other participants by
their locomotive behavior and the location of noises as well as voice location during
verbal exchanges, which we perceived sufficient during pretesting. In addition,
pillar size was uniform for all participants (50 cm × 50 cm ×180 cm), because height
can be a strong cue for the perception of dominance [204]. Furthermore, the virtual
camera was adapted to fit the height of each participant.

Eye Contact

Eye contact is important for social interaction [7]. It acts as a form of contact
establishment and it signals that interlocutors pay attention to each other. Although
different in their anatomical nature and precision, a user’s head direction is typically
a good indicator of the attentional focus [185]. Similar to our study, Bailenson, Beall,
Loomis, Blascovich, and Turk [11] used head direction to describe and render gaze
in a virtual environment. As head and eye direction are highly correlated, it served
as an approximate.

Early prototype tests identified form, color, and frequency as the most important
aspects for a potential directed gaze augmentation, whereas, for example, a spike-
like particle system was perceived rather negative. We chose a shared-elements
visualization that was perceived as soft and related to the idea of exchanging
thoughts or gazes, according to pretesters (see Figure 5.9). The floating bubbles used
to augment eye contact were semi-transparent, and we adapted the frequency and
amount based on pretester feedback. We chose a light pink/magenta color (RGBA:
255,159,197,168) as this color is associated with harmony and can be perceptually
located as high in activity, low in weight and moderately warm [228]. To identify
approximated eye contact between two participants (i.e., two participants focusing
on each other), we built a ray-cast map that gathered all of the objects in focal area of
the participants (active exhibits as well as other avatars within a predefined distance
of 4m). In a second step, we checked all value pairs to determine whether or not
mutual gaze was present and evoked the augmentation effect if eye contact pairs
were found.

Joint Attention

Joint attention is a phenomenon that develops in infancy and refers to shared at-
tention or focus toward an object [209]. Initiating joint attention shows the desire
to share a pleasurable experience with others. It therefore inherits “processing of
information about the attention of self and others” [213, page 269] and signals a
common interest or a common point of reference [213]. As joint attention includes
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an interactive process with the environment, we designed the transformation to
be a particle system that highlighted an object and that appeared if two or more
participants were within the 4 m social distance and were focused (determined by
head direction) on the same object (see Figure 5.9). These appearing particles had a
small movement radius concentrated along the up axis until disappeared. Other
prototypes, such as having the object actively change color, were perceived as rather
irritating by pretesters and also would have changed the character of the exhibit.
Sixteen exhibits (active objects) in the virtual museum were capable of evoking
the transformation. We built a ray-cast map to collect object hits throughout the
simulation. When duplicates were found, we evaluated whether or not the watchers
were within the social distance and if so, the highlight would appear.

Grouping

Grouping is a spatial behavior derived from proxemics [6] that encodes group
affiliation, intimacy, or power [4], and is associated with interpersonal attraction.
Humans form more positive attitudes towards ingroup members [137], and with
regard to a distinct communicative aspect, spatial movements often indicate the
beginning and ending of interactions [6]. Hall [129] differentiated between intimate
(0.15 m–0.45 m), personal (0.38 m–1.22 m), social (1.22 m–3.66 m), and public (3.66
m–7.62 m+) distances, and it was shown that participants in VR execute proxemic
behaviors similar to those in the physical world [14]. In our approach, we considered
the social space (<4 m) to be the dimension for groups, as the pillar avatars are
slightly more extensive in dimensionality than the human users (which aimed at
avoiding bumping into each other).

Our grouping transformation was chosen with regard to group identification
(i.e., appearance) and therefore we used color changes to identify group formation
and group members, aiming at amplifying the grouping effect. Participants within
a radius of the social distance were grouped together. To further promote and
signal the initiation of a group to a participant, we implemented a fade in/fade
out color effect rendered to the viewport (the group’s color as a visual flare for
a duration of 2 seconds; see right side of Figure 5.9). Our grouping algorithm
was adapted from the k-means algorithm [144] and used the distances between all
participants. Each participant was assigned an internal predefined hue, saturation,
value (HSV) color. The neutral gray value was 0,0,0.8 in HSV coordinates, and
the respective color values are H,0.5,0.8. In order to avoid changes in brightness,
only the hue value changed. With each group formation, the group color was
determined by the constellation of group members. We did not take into account
any psychological effects from color perception in the grouping metaphor because
no systematic impact was expected due to the manifold possible constellations.
To avoid disturbing and rapid color changes, group constellations had to hold
stable for two seconds until the visual coloring was applied. Figure 5.11 shows
the augmentations as they would have been experienced by the participants in the
simulation.
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Figure 5.9: Isolated display of the social augmentation effects (reprinted from [267] ©2018 IEEE). Left:
The eye contact visual transformation in the form of floating “bubbles.” Middle: The joint attention augmentation
using a particle system highlight. Right: The grouping augmentation using group colors and visual effects when
joining a group.

Virtual Museum

Figure 5.10: The virtual museum environment and the start positioning (reprinted from [267] ©2018 IEEE).
Left: Side view of the final museum environment used for the study. Six main exhibits included audio information.
Right: Birdseye view on the experimental simulation in the start position. The active walking area is marked in
red.

Our main goal in the scenario design was to find a shared social space that inher-
ited affordances for interactions with the environment as well as possibilities for
social interactions and the freedom to explore and interact within a large space. We
decided to use a museum setting, as this represents a shared social space with larger
dimensions. Observing a medium-sized physical nature museum (Senckenberg
museum) in Frankfurt, Germany, for one day, we found that all interactions that
we included in our augmentation set (grouping, joint attention, directed gaze) were
performed by people visiting a museum, which is why we found a museum scenario
to be a valuable use case. We chose the topic of dinosaurs as we found that the
subject of primeval eras is taught in early education and paleontologic exibitions
are a topic all participants can relate to in a similar way.

Figure 5.10 depicts the virtual museum. Its virtual dimensions were identical
to the measurements of the tracking area (20x30 m). Among sixteen active objects,
six large dinosaur exhibits included prerecorded audio containing information
extracted from Wikipedia. The recording could be triggered by selection via gaze
(head direction) by looking at a speaker icon label for 2 seconds, while a loading
spinner element appeared. Each audio clip was about 1 minute long. Once the
audio information was activated by a participant, all users within a 4 m radius
could also hear the information via a one-ear headset, similar to an audio guide in a
physical museum.
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Figure 5.11: Illustration of the experiment conditions (reprinted from [267] ©2018 IEEE). Left: Condition
with transformations for eye contact (floating bubbles), joint attention (particle highlights on object), and grouping
(avatar colors). Right: Condition without transformations.

5.3.2 Methods

Design

The study was conducted in a between-subjects design comparing the conditions
“augmented” (active augmentations for grouping, direct gaze, or joint attention;
see Figure 5.11 left) and “non-augmented” (see Figure 5.11 right). User groups
experienced the museum either with or without active behavioral augmentations.
The participants were blind to the actual goal of the experiment.

Task

For each assessment, five participants were grouped together and were told to
explore the museum and to learn about the exhibits in a natural way, as they would
in a physical museum. The participants were advised that they could move freely
and were free to interact with each other, but that they should not to pass through
virtual walls or objects and or move further than the dimensions of the virtual
museum to ensure safety. Participants started from defined start positions, as
depicted at the bottom of Figure 5.10.

Procedure

Participants gave their informed consent and were assigned a random number from
one to five in order to ensure a correct relationship measures. We then asked the
participants to fill out the pre-study questionnaire (demography, personality, media
habits, interpersonal relationships, simulator sickness). Next, for the main part of the
experiment, we equipped each subject with an HMD, tracker, and audio earphone
and instructed them how to recalibrate their HMD (by pushing a button and taking
three to five steps in a straight line) in case they experienced perceivable drift. The
participants were given oral instructions, based on a script, about their upcoming
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task, and then we guided them to their start positions (see Figure 5.12, top) and gave
them about 30 seconds of acclimatization time in a slighly detached anteroom of
the museum (see Figure 5.10). We started data logging and the experiment with an
oral “go,” and then the participants had 15 minutes to explore the virtual museum
(see Figure 5.12). At 15 minutes, we stopped the trial. Participants could raise
their hand, if they experienced any problems during the exposition (e.g., drift),
and one of the experimenters assisted them. A recalibration took approximately 15
seconds. After the exposure, we asked participants to fill out the post-experimental
questionnaires (dependent measures). Finally, we debriefed the participants and
compensated them with either sweets or class credit points. The overall experiment
approximately took about 1 to 1.25 hours time. The experiment was conducted at
the Fraunhofer IIS in Nürnberg. The study was approved by the ethical commission
of the institute for Human-Computer Media of the University of Würzburg.

Apparatus

Figure 5.12: Tracking environment, HMD with RF transmitter and first person view on the avatar as
seen in the simulation (reprinted from [267] ©2018 IEEE). Top: Overview of the tracking space and apparatus.
Five participants were immersed simultaneously. Bottom left: User wearing the HMD. An RF transmitter was
attached to the HMD for position tracking (transverse plane). Bottom right: User embodiment (first-person look
at the own avatar).
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The simulation was implemented in Unity3D51 using a server-client network
architecture. The simulation for each participant was rendered by and displayed on
Samsung S7 and S8 smartphones52 that was attached to a GearVR53 HMDs. Audio
information was delivered by a Beyerdynamic DT 154 single-ear headphone. We
used a large-scale radio frequency-based real-time location system (RTLS) operating
in the gigahertz band to cover a tracked area of approximately 20x30 m (see Figure
5.12) [343]. To limit the load on the wireless transmission bandwidth and assure a
constant stream, the positioning system was used with a 20 Hz tracking refresh rate.
To smooth the visual simulation, we interpolated these data with a spring-damper
like function over three visual frames. The absolute position tracking had a circular
error probable in 95% of 22.4 cm. The RTLS position data was combined with
the Gear VR rotational tracking. To calibrate and align positional and rotational
tracking, we used a short calibration routine recording the user’s positions when
walking forward in a straight line, deriving a trajectory vector that was then used
to correct the orientation offset. As especially the S8 mobile phone orientation
data tended to drift over time, participants had to occasionally recalibrate their
simulation (between approximately zero and two times during an exposure).

Measures

Subjective Measures We measured social presence, self-reported copresence, perceived
other’s copresence, and telepresence [40] to test the impact of the augmentations. We
adapted the scales from [220] and reformulated them for a multi-user scenario (i.e.,
“my interaction partner” = “my interaction partners”), and the items were assessed
using a 7-point scale (1–strongly disagree, 7–strongly agree; respectively 1–not at
all, 7–very much). To determine impacts on general impressions, we measured
enjoyment, lasting impression, thought-provocation, suspense, and artistic Value using the
scale from [225] (1–strongly disagree, 7–strongly agree). In addition, participants
could add qualitative comments concerning the experience. We also assessed rapport
and group accord, which are not the focus of the present reporting.

Behavioral Measures To investigate H2, we developed objective behavioral mea-
sures. We assessed the amount of time that eye contact occurred, the amount of time
that participants were looking at other avatars, the amount of time that participants
were looking at any objects (dinosaurs, exhibits, other participants), the amount of
time that joint attention occured, the average interpersonal distance to all other group
members, and the length of time that the participants were grouped (as assessed
by our algorithm). To gain better insights into the behavior over time, we divided
the full exposure data (15 minutes) into six time slices of 2.5 minutes each for the

51 Unity Technologies, https://unity3d.com/
52 Samsung Electronics Co., Ltd., Suwon, South Korea,
https://www.samsung.com/de/smartphones/galaxy-s7/overview/

53 Samsung Electronics Co., Ltd., Suwon, South Korea,
https://www.samsung.com/de/wearables/gear-vr-r323/

54 beyerdynamic GmbH & Co. KG, Heilbronn, Germany,
https://www.beyerdynamic.de/dt-1-3808.html
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analyses. The data were logged using a data logger running on an experiment
server at 20 Hz.

Control Measures We introduced control measures to avoid bias from any third
variable. Using the subjective closeness index (r = .916) [103], we asked all partici-
pants to evaluate their relationship to all other group members by answering two
questions on a scale from 1–not close at all to 7–very close. The subjective closeness
indexes of each subject for the other four group members were then averaged. To
control for differences in personality, we measured the Big Five Inventory-short form
(all rs> .203) from Rammstedt and John [247]. We further assessed the simulator sick-
ness using the Simulator Sickness Questionnaire [156] before and immediately after
the task and asked participants to comment if they experienced visual problems.

To cover our actual interest and to test for cognitive distraction, knowledge
variables were assessed. Specifically, one can regard reduced levels of knowledge
acquisition as a hint that there was some kind of cognitive distraction. That is, an
augmentation condition runs the risk of demanding extra cognitive capacity that
therefore can no longer be allocated to the information provided in the virtual envi-
ronment. We measured subjective knowledge (α = .805) and objective knowledge using
the procedures from Raju, Lonial, and Mangold [246] and Schneider, Weinmann,
Roth, Knop, and Vorderer [286] respectively, after adapting them to fit our stimulus
(i.e., “I felt well-informed by the video” = “I felt well-informed by the museum”,
1–strongly disagree, 7–strongly agree). To assess objective knowledge, we extracted
facts from the audio recordings to create five multiple choice questions.

Participants

We tested a total of 37 groups. We removed nine groups from the analysis be-
cause of technical problems or a reduced number of participants, when one or
more participants did not show up. We exluded one group because a participant
experienced strong sickness, one group because a participant was aware of the
experimental goal, and one group because participants did not fulfill the task. The
final sample consisted of N = 125 participants (41 female, all others male) in 25
groups. Of these, 65 participants were assigned to the “augmented” condition,
and 60 participants were assigned to the “non-augmented” condition. Conditions
were randomly assigned. The mean age of the participants was 32.34 (SD = 10.64);
75 participants were employed, while 44 were students; and 79 participants had
previous experience with VR (17 had 10 or more previous experiences). The number
of previous VR experiences did not differ significantly between the conditions.

5.3.3 Results

Subjective Results

To investigate H1 and the impact on other presence factors, we conducted inde-
pendent samples t-tests. The results showed a significant difference in perceived
social presence between the augmented condition (M = 3.58, SD = 1.24) and the
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non-augmented condition (M = 3.14, SD = 1.06; t(123) = 2.165, p = .032, d = .38)
indicating that participants in the augmented condition perceived more social pres-
ence. Furthermore, we found that participants in the augmented condition found
the experience more thought-provoking (M = 4.36, SD = 2.92) than participants
in the non-augmented condition (M = 3.47, SD = 1.27; t(121) = 2.142, p = .034,
d = .39). Results of the subjective measures are presented in 5.3.

Behavioral Results

The six time slices of the behavioral measures are presented in Figure 5.13. We cal-
culated mixed ANOVAs with the condition serving as the between-subject variable
and time serving as the repeated-measurement variable. We found significantly
longer eye contact in the augmented condition (M = 17.06 s, SD = 14.48 s) com-
pared to the non-augmented condition (M = 11.22 s, SD = 15.89 s; F (1, 123) = 4.61,
p = .034, η2p = .036). Pairwise comparisons showed significant differences in slices
1 and 4 (ps < .01). Overall, participants in the augmented condition focused on
avatars longer (M = 81.08 s, SD = 57.13 s) compared to participants in the non-
augmented condition (M = 63.65 s, SD = 52.64 s). While the comparison over the
full time of the experiment was not significant (F (1, 123) = 3.13, p = .079, η2p = .025),
we found differences to be significant in slice 1 (p = .013) and slice 4 (p = .009)
assessed by pairwise comparisons. Participants in the augmented condition fo-
cused on active objects (other avatars, exhibits; M = 415.72 s, SD = 78.10 s) for a
significantly longer time than the than participants in the non-augmented condition
(M = 387.45 s, SD = 77.73 s; F (1, 123) = 4.106, p = .045, η2p = .032). ANCOVA
calculations using previous VR experiences as the covariate did not change the
subjective or behavioral results significantly.

Control Measure Results

Independent samples t-tests for the subjective closeness index and the Big Five fac-
tors did not reveal significant differences between the two conditions. We analyzed
the simulator sickness using the aggregation procedure described in [156] with a
mixed ANOVA. A significant main effect showed that the total sickness was sig-

Table 5.3: Comparisons of the Subjective Dependent Measures

Augmented Non augmented
N M (SD) N M (SD) t p d 90% CI

Social presence 65 3.58 (1.24) 60 3.14 (1.06) 2.17 .032 0.38 [0.038 0.859]
Self-reported CP. 65 4.03 (0.97) 59 3.97 (1.05) 0.31 .757 0.06 [-0.302 0.415]
Perc. other’s CP. 64 4.52 (0.84) 59 4.27 (0.94) 1.60 .113 0.28 [-0.062 0.577]
Telepresence 65 5.15 (1.05) 60 5.24 (1.12) -0.48 .634 - 0.08 [0.476 0.291]
Enjoyment 65 5.72 (1.21) 58 5.77 (1.11) -0.26 .795 -0.04 [-0.471 0.361]
Lasting impression 65 4.89 (1.42) 58 4.91 (1.36) -.086 .932 -0.01 [-0.518 0.475]
Thought-provocation 65 4.36 (2.92) 58 3.47 (1.27) 2.14 .034 0.39 [0.067 1.708]
Suspense 65 4.03 (1.47) 58 3.84 (1.30) 0.72 .474 0.14 [-0.318 0.679]
Artistic value 65 3.64 (1.56) 58 3.39 (1.26) 0.95 .342 0.18 [-0.264 0.754]
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Figure 5.13: Results from the behavioral measures. Mean values across the six different time slices and
overall values with 15 minutes exposure. Note. * p < .05; ** p < .01; + p < .1 (two-tailed); bars denote the
mean value; error bars denote the standard error.

nificantly lower in pre exposure measurement (M = 10.36, SD = 10.41) compared
to the post exposure measurement (M = 11.93, SD = 11.13; F (1, 122) = 14.47,
p < .001, η2p = .106). The analysis of the sickness measurement did not show a
significant difference between the two conditions. In addition, the subjective or
objective (number of correct answers) knowledge measure were not significant.

Qualitative Comments

The overall evaluation of the user comments was rather positive. e.g., “Super!”,
“Very beautiful and detailed”, “wonderful experience”, or “Very suspenseful, partly
asked myself if dinos could become alive”. One user commented that he was
“visually very immersed in the scenario. However one cannot blind out the mind”.
Some users commented that they missed the y positioning for the perception of
height, e.g., “unfortunately no height axis”. Some users experienced minor drift,
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e.g., minor displacement of the physical and the virtual world: “voices of other
participants did not fit exactly to their position”. Some participants experienced
minor blurring because of vapor from transpiration. Some participants stated
that a face or another indication of the head direction would have helped them
when interacting. In accordance with our observations, some participants explored
the augmentations more intensively, e.g., “nice effects when looking at a dino
together/bubbles when speaking with each other”, “Cool effects with lighting and
stars on the skin”, whereas others just noticed them. One participant called the
augmentation for directed gaze “love bubbles”.

5.3.4 Discussion

Supporting hypothesis (H1), The augmentation of social behaviors by amplifying or
substituting transformations increases social presence, we found a significantly higher
levels of perception of social presence in the augmented condition than with the non-
augmented condition. This implies that visual augmentations for social behaviors
can increase the perception of a “shared social virtuality”. The finding is underlined
by user comments such as the description of the eye contact transformation as “love
bubbles,” signifying that the user actually perceived the substitute as having a posi-
tive character. One indication that participants tried to interpret the augmentations
is that the “augmented” condition was found to be significantly more thought-
provoking, while there were no differences in subjective or objective learning. We
also did not find significant differences in the copresence or telepresence measures,
which could indicate that these factors were not affected by the augmentations.
It should be noted that the virtual environment and experimental scenario could
be considered a mixed-reality scenario due to the fact that interactants still heard
each other’s physical voices and were in the same physical space with each other.
This may have impacted the effects and compensatory mechanisms of the different
augmentations, because grouping was amplified whereas augmentations for eye
contact or joint attention might be considered substitutionary in their character.
Furthermore, participants in the non-augmented condition could also have relied
more on prosody as compensation. This does not, however, explain the findings for
social presence, which we think are robust to the stated interpretation.

We found several indications supporting (H2), the augmentation of social behaviors
impacts the respective social behavior of users. Participants 1) evoked more approxi-
mated eye contact, and 2) focused more on other avatars which suggests that the
participants’ behaviors changed because of the behavioral augmentations applied
to the simulation in the augmented condition. These patterns elucidate that aug-
menting social behaviors can impact human behavior, for instance in terms of the
awareness of others and the awareness of their behavior. Participants in the aug-
mented condition also focused more on active objects (avatars or exhibits), which
could indicate that the augmentations made participants more curious and changed
their interactivity with the simulation. However, our simulation environment was
relatively static, which could have made users pay more attention to any visual
affordances and could have biased the social presence and behavior results. Similar
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ratings for enjoyment and suspense counter this assumption to some extent. We did
not find significant differences in the average distance of participants or the amount
of time with joint attention, which is why H2 is only partially supported. Although
the grouping transformation was meant to be of an amplifying and positive charac-
ter, the grouping could also induce negative attitudes toward outgroup members
[34]. With our data, we cannot state any conclusion in this regard.

We did not find significant differences for enjoyment, suspense, lasting impres-
sion, or artistic value, which means that the augmentations did not affect these di-
mensions, and thus, the experience was not perceived more negatively or positively
in either condition. This could be partly explained by a ceiling effect (qualitative
comments indicate a generally very positive evaluation), as for many participants,
it might have been the first VR experience in a large-scale simulation.

With regard to our overall research goal, we can therefore state that augmenting
virtual social interactions can be beneficial for experiences with regard to social pres-
ence and an enhanced thought-provoking experience. Furthermore, we conclude
that the proposed augmentations can foster behavioral interactivity between par-
ticipants with regard to eye contact and interactivity between the participants and
the environment. We controlled for potential third variable biases such as personal-
ity or a previous relationship between participants. Furthermore, the knowledge
measures we applied to the experimental procedure do not imply any significant
differences in mental distraction. It can thus be concluded that an augmentation
does not detrimentally impact cognitive resources. We will next discuss multiple
limitations that this study faced and our argumentation on its impact.

Limitations

First, there are indications (user comments, sickness measurements) that partic-
ipants suffered from minor rotational drift. We did not find any indicators that
participants in the augmented condition suffered from more drift, and both condi-
tions used the same hardware. The translational latency of the RTLS was technically
evaluated to 206 ms. A motion-to-photon measure of a single client (laptop, frame
counting, 1000 Hz camera) resulted in M = 246.66 ms latency. We expected slightly
higher values in the simulation due to wireless transmission. However, the rota-
tional latency was barely measurable with frame analysis (240 Hz camera). Second,
the recalibrations could have distracted some participants. Similar to drift and
latency, there are no indicators that there were different amounts of recalibrations
between the groups. Third, the participants were aware of their interaction partners,
had seen their partners prior to the simulation and were aware that the pillars
represented other users; as a blind procedure was not possible due to the extensive
setup, and our control measures did not identify a potential bias. Fourth, the fact
that we used multiple transformations do not allow for the interpretation of any
finding with regard to a single transformation. For example, it seems that grouping
and joint attention were not as affective as eye contact, but we cannot make any
conclusions regarding this interpretation based on our data.

143



Chapter 5. Hybrid Social Interaction

5.4 Summary

In this Chapter, we presented three studies that conceptualized forms of social
augmentations in virtual interactions using HAAT and investigated their impacts.
With the presented related work from Chapter 1, the augmentation designs from
Studies 11, 12, and 13, and this summarizing discussion we can derive an answer for
the overarching research question RQ3a: What possible modifications can be designed to
augment user-embodied social interactions?.

5.4.1 Categorizing Social Augmentations

We presented three possible approaches to social augmentations, namely augmented
mimicry, augmented gaze, and artificial visual affordances of substituting character.
The possibilities for the modification of social behavior are, however, manifold. We
therefore propose to categorize forms of social augmentations by:

• The trigger and target modalities
The behavior modalities used to trigger or display an augmentation (for example gaze,
body motion, voice, proxemics)

• The phenomenological level
The phenomenological level the augmentation is executed on or triggered by (for
example, a dyadic phenomenon vs. a group phenomenon, conscious vs. non-conscious
behaviors)

• The ecosystem of origin
The origin or the world the augmentation is created by (for example, whether the aug-
mentation aims to present natural behavior such as body motion or facial expressions,
or artificial affordances such as visual substitutes or amplifications)

• The modification persistence
Whether or not the augmentation leads to persistent or non-persistent simulations
(for example, the gaze augmentation or mimicry augmentation led to non-persistent
simulations and thus individual simulation “truths” for each user were rendered,
whereas the visual transformations led to persistent simulations shared by all users)

With regard to RQ3b: What impacts on the perception of interactions arise from aug-
mented social interactions?, we summarize the insights from the three presented
studies.

5.4.2 Impacts of Social Augmentations

Study 11 presented an approach for injecting nonverbal mimicry into user-embodied
social interactions in VR. While the results of the preliminary study did not show
significant improvements in terms of the ratings of the interaction, they also did
not show any significant deterioration of the values. One could argue that the
gold standard of natural interaction is to some regard difficult to beat with any
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artificially constructed or modified behavior. With regard to the latter, the study
was a success in indicating a principle functionality of such approaches. Keeping in
mind the limited sample size, the study should be replicated, and future studies
should investigate different forms of mimicry, for example pose and gesture related
mimicry transformations, and facial mimicry.

Study 12 compared a hybrid gaze model and a more sophisticated synthetic
gaze model to a less sophisticated gaze model and natural gaze transmission in
an avatar-mediated desktop communication setting. While, again, the hybrid and
synthetic social gaze models could not attain the level of a natural interaction, the
significant trends showed that the social gaze model introduced to the animation
of the avatar did cover the social expectations of the behavior to a large degree,
especially as compared to a trivial random gaze model. Thus, a model reacting
to the conversation partner does show higher levels of perceived rapport, trust,
and attraction, as indicated by trend analyses. Therefore, we can conclude that a
reactive gaze model has benefits for social interactions and that a hybrid model
may be beneficial when sensor data transmission is disrupted. It is left to be inves-
tigated whether the approach would also help when inadequate social behavior
is performed, such as when people suffer from disorders or do not feel confident.
Future studies should also replicate the approach on an immersive level. Current
prototypes are works in progress.

Study 13 presented the design, implementation, and evaluation of a concept for
the augmentation of social behaviors in multi-user VR. We designed three visual
transformations for eye contact, joint attention, and grouping in order to test whether
or not these augmentations impacted an experience in VR. Our findings extend
the results of previous work [266, 277] and suggest that applied augmentations
can significantly impact social presence and user behavior. These findings can
inform the development of SVR applications or training and therapy of individuals
suffering from social disorders. We believe that our approach is an initial step
toward exploring the potentials of VR as a medium for actively mediating human
communication. Future work should include the isolated investigation of the pre-
sented augmentations. Furthermore, the inclusion of high-fidelity anthropomorphic
characters or virtual agents may impact the results and should be investigated along
with behavioral degree of freedom. Design considerations could further examine
the impact of appearance and form. Pattern-based phenomena such as gaze-cueing
and mimicry could extend the presented framework. Figure 5.14 summarizes the
results.

5.4.3 Implications

I3.1: Virtual Social Interactions can Benefit from Social Augmentations

Especially reflecting the findings of Study 13, we can conclude that social augmen-
tations can be beneficial for social encounters in SVEs. This can inform the design
and development of future applications for entertainment, communication, and
research. Study 13 already provides an example, namely the joint exploration of
educating simulations. Deriving from our approaches, social augmentations using
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Figure 5.14: Model summary of the findings from the augmentation studies. We did not find significant
negative or positive impacts resulting from the injection of artificial mimicry. The social gaze model, compared
to a random gaze visualization, improved interpersonal attraction, trust and rapport, whereas it was inferior to a
natural gaze of participants without known disorders. Compared to a complete lack of social signals, visual
augmentations of social phenomena had a positive impact on social presence, thought provocation, and the
social behavior of participants.

HAAT could be beneficial for applications in cases where 1) a lack of sensing and
convincing reproduction of natural behavior exists, 2) transmission errors may oc-
cur, for example due to a lack of quality of service, and 3) in cases where cultural or
distorted social communications occur, such as culture specific nonverbal behavior
(e.g., greetings and gestures) or distortions due to non-typical social behavior (e.g.,
individuals with mental disorders or generally norm-deviances). With regard to the
latter, social augmentations could provide assistance to support the interaction, yet
further research is of need.

I3.2: Natural, Undistorted Behavior is a Gold Standard

In Studies 11 and 12, we did not find a significant positive impact of the augmenta-
tions performed. In contrast to previous work [24, 224], these were not specifically
addressing the amplification of social cues or the distribution of social signals to
multiple users. For future developments in social augmentations it will therefore be
great challenge to compete with natural behavior. While a comparison on the basis
of agent behaviors (i.e., mimicking vs. non-mimicking agents) may provide some
insights, human-agent interactions are typically less complex than natural social
interactions between two people. The advantages of social augmentations in future
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research may therefore also be stressed when considering the above stated use cases
and compare, for example, to situations where the communication is disturbed.

I3.3: Ethical Considerations Need to be Discussed

Throughout the construction of and reflection about the presented studies, it became
salient that ethical issues have to be addressed regarding such augmentations. By
no means is it justified to blindly apply social augmentations to VR, MR, or AR
applications. Considering already identified risks of VR applications [194] social
augmentations bring additional challenges regarding ethical and societal aspects.
These are, to part, further addressed in Chapter 6.

5.4.4 Conclusion

In summary, we presented three forms of potential augmentations, namely artificial
mimicry, augmented gaze, and amplifying or substituting visual transformations
in user-embodied virtual interactions using HAAT. We conclude that these could
be beneficial in cases of disturbed interactions, or the lack of sensory input. Future
work should consider alternative modalities, such as haptics or audio, and improve
the triggering and decision making processes of such augmentations. The following
discussion will reflect about the present thesis in general, ethical considerations,
and future work.
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General Discussion

6.1 Summary and Contributions

Virtual embodiment and embodied social interactions strongly gain in relevance
with current technological developments. The present thesis explored intrapersonal
and interpersonal effects of user-embodied interactions in VR, and presented a
concept and empirical evaluations of the augmentation of social interactions in VEs,
respectively VR.

Chapter 1 described the motivation, the presented research themes, and the con-
text. With regard to intrapersonal interactions, Chapter 2 introduced the principles
of information processing and the perceptual modeling of user embodiment. Previ-
ous work identified the sense of self-localization, the sense of ownership, and the
sense of agency as components of (virtual) embodiment. With regard to interper-
sonal aspects, we reviewed related system developments and empirical findings on
computer-mediated social interactions. While the strive for realism may increase
social perception within such interactions, the SIPT [351] argues that humans can,
to some degree, compensate for missing social cues. On the basis of previous find-
ings and theoretical considerations, we proposed considering computers as social
mediators. While modifications of parameters for user embodiment have, as found
by pervious works, impact on the self-perception (virtual body ownership) and
consequences for the social self (Proteus effect), recent works showed that modifi-
cations of representation and behavior in social interactions can have impacts on
behavior, presence, and perceived affiliation. To design software applications that
utilize the latter effect, we contributed the concept of HAAT. HAAT builds upon
previous works and extends TSI concepts by allowing to moderate and augment
interactions based on bidirectional communication processes and social phenomena
(see Section 2.4.5). To explore different aspects of the three research themes, this
thesis contributed with multiple prototypes and 13 empirical studies to the knowl-
edge gain on user-embodied interfaces. The main findings and contributions are
summarized in the following in relation to the overarching research questions.

6.1.1 Characterization of Impacts of Simulation Properties

Chapter 3 systematically analyzed the impacts of simulation properties and the
resulting effects on body ownership, agency, and the perception of body schema
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change. Multiple empirical results fabricate an answer for RQ1a: How do simulation
properties affect virtual embodiment?.

Immersion, and thus the support of SMCs provided by the virtual environment
was identified to foster the perception of ownership (acceptance) of a virtual body,
and a strong facilitator for the perception of a perceived change of the body scheme,
confirmed by Study 2 and Study 4. We interpret that the main reason for this is the
increased coherence or congruency of the environment, meaning that in contrast to
a projection approach where points of reference to physical body and environment
are provided to the visual system, HMD-driven simulations do not provide such
visual references to PR. In other words, in projection-based approaches two bodies
are presented to the user, the physical and the virtual, whereas the HMD-based
and more immersive simulation only presents a single body to the visual system.
While immersion is a rational factor to influence the perception of a change in the
body scheme, the impact on change points to a relation between ownership and
body scheme change, meaning that when the acceptance over a virtual body is
greater (due to simulation properties fostering top-down and bottom-up factors),
the resulting change in body scheme perception is greater, too.

Simulation latency, and thus the hindering of SMCs by a reduced visuomotor
synchrony while being exposed to the simulation had a negative effect on virtual
embodiment, primarily due to changes in the perceived agency and thus the control
over a virtual body. Adding to previous research [350], we found that not only
latency but also latency jitter (i.e., reduced visuomotor synchrony) hinder the
perception of control over a virtual body and also had a negative impact on the
perceived ownership. With our data, we could quantify the impact of jitter on the
basis of the distribution we used comparable to an impact of a linear delay between
207 ms and 353 ms.

The humanness, and especially a personalization of the avatar positively affected
the perception of ownership over a virtual body, as well as the perception of a
perceived change in the body scheme. More specifically, we found these effects only
for procedures where avatars where personalized on the basis of photogrammetry
and not when the user performed the personalization based on a character generator.
While an increased ownership is rational, the perceived change may require a more
complex interpretation and data modeling that is subject to further research. One
possible interpretation may be that ownership moderates the perception of change,
and thus discrepancies between physical and virtual body become more salient.

To answer RQ1a: In addition to previous findings we found that:

• A higher level of immersion and thus the facilitation of SMCs fosters the
ownership of a virtual body as well as the perceived change.

• Simulation latency and latency jitter hinder agency, and thus the perception
of control over a virtual body

• Humanness and photogrammetric personalization foster the perceived own-
ership as well as a perceptual change of the body scheme.
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6.1.2 Identification of Latent Variables of Embodiment

By reviewing related work, constructing a measurement instrument through prin-
ciple component analyses, as well as generalizing and validating this instrument,
this thesis can derive an answer to RQ1b: What latent variables are responsible for the
adaptation of a virtual body?. We identified three latent variables associated with the
adaptation of a virtual body:

Acceptance, as the first component derived from the analyses measures the own-
ership over a virtual body. Ratings of this measure will be high if the user accepts
the virtual body as the own, that it is his/her body, that the body parts are his/her
body parts, that the body is human-like, and that the body belongs to him/her.

Control, the second component we derived from the analyses measures the agency
over a virtual body. High ratings in this component result from an accurate move-
ment reproduction and thus if the user feels that the movements he saw are his/her
movements, that he/she is controlling and causing the movements of the avatar,
and if he/she perceives the movements as synchronous to the physical movements
performed.

Change, the third component extends previous approaches to measure the level
of embodiment as it explicitly assesses perceived changes of the body scheme that
result from being embodied by an avatar. The component will show high ratings
when the user perceives that the form or appearance of his/her body changed, and
when perceiving his/her body as lighter or heavier, taller or smaller, as well as
larger or thinner. As noted above, arguably, this perception is fostered by immersion
and may be moderated by the level of acceptance for a virtual body.

To answer RQ1b: With the present approach we could identify and confirm
three latent variables:

• Acceptance – Assessing the level of ownership

• Control – Assessing the level of agency

• Change – Assessing the level of a perceived change in body schema

Previous research further identified the sense of self-location as one component
of the sense of embodiment [157]. We did not specifically include this compo-
nent in the scale construction and therefore cannot argue about its contribution to
embodiment as a construct. Multiple findings presented in this thesis show that
embodiment is related to aspects of presence. Yet, “Self-location and presence are
psychological states that refer to different issues” [157, p. 375], as “self-location
refers to one’s spatial experience of being inside a body and it does not refer to
the spatial experience of being inside a world (with or without a body)” [157, p.
375]. For example, out-of-body experiences [83] may affect the sense of self-location.
However, these aspects were not in the focus of the present thesis and to include
them into the presented scale is subject to future work.
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6.1.3 Comparison of Embodied Social Interactions

Studies 8 and 9 compared virtual social interactions that provided user embodiment
to physical social interactions and addressed RQ2a: How do virtual social interactions
with user embodiment compare to physical social interactions? In this regard, Study 8
showed reduced social presence when comparing PR interactions to user-embodied
interactions in VR and implications for a compensation of missing social cues. De-
spite higher social presence in PR in Study 9, the study did not directly support
(but also not contradict) this results to a significant level. In both, Study 8 and
Study 9 the users showed similar performance in functional communication (i.e.,
the negotiation). Yet, Study 9 found that they perceive less efficiency in embodied
VR, and further a more negative affect attributed to the communication partner.
These findings may relate to a reduced presentation of communicative behaviors.
However, the assessments of behavioral focus in Study 8 also showed that users
shifted their attention towards other cues, and thus are supporting the SIPT [351].
Further research is of need to replicate the findings and support the assumptions
derived from the presented empirical work.

To answer RQ2a: We could show that

• Embodied virtual social interactions can result in decreased social presence

• Embodied virtual social interactions can result in a more negative perception
of the communication partner

• Embodied virtual social interactions can result in less perceived efficiency

6.1.4 Effects of Technological Properties

Chapter 4 could further provide insights into RQ2b: How do technological properties
affect user-embodied virtual social interactions?. Study 8 showed a decrease in collab-
orative motor performance, which is attributed to the introduced latency and the
rendering of physics. Study 10 addressed RQ2b more specifically, we investigated
the degree of transmitted behaviors. We found a significant increase in telepresence
with higher degree of behavioral realism. Yet, this also led to more eerie avatar
representations. We interpret this mainly due to a lack in precision (i.e., tracking
errors) of the behavior replication.

To answer RQ2b: Our results indicate that

• Latency decreases collaborative motor performance

• Higher degrees of behavior realism increase telepresence

• Higher degrees of behavioral realism can evoke eerieness in the perception
avatars
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6.1.5 Modifications for Augmented Social Interactions

Chapter 5 designed three possible modes of augmenting social behaviors and in
a reflection and relation to previous work answered RQ3a: What possible modifica-
tions can be designed to augment user-embodied social interactions?. We designed two
possible modifications that modify behaviors of natural origin, namely augmented
mimicry and augmented social gaze, triggered by either a naı̈ve periodic timing
or a specific social contingency, namely the listener status. Further, we designed
artificial visual augmentations for behavioral phenomena, namely visual substitutes
for the displaying of grouping, joint attention, and eye contact. Whereas augmented
mimicry and augmented gaze led to non-persistent simulations, the visualization
of artificial cues led to persistent simulations for all users.

To answer RQ3a: We propose that possible modifications can be designed on
the basis of the following categories

• The trigger and target modalities

• The phenomenological level

• The ecosystem of origin

• The modification persistence

6.1.6 Impacts of Augmented Social Interactions

Study 11, 12, and 13 further provide answers for RQ3b: What impacts on the perception
of interactions arise from augmented social interactions?. Modifying body motion on
the basis of nonverbal mimicry (Study 11) did not, neither positively nor negatively
affect the social perception. On the one side, this shows that a mere “injection”
of a phenomenon related to affiliation and a better connection between the com-
munication partner does not per se improve communication. On the other side
however, this showed that even a naı̈ve approach such as the one presented in
Study 11 did not have a significant negative impact in our study. Study 12 showed
that through respecting basic patterns of gaze behavior, an artificial model could
improve the perception of the communication. A hybrid approach did not improve
the natural (gold standard) communication, but showed better values compared
to a pure synthetic construction. Such a model could therefore be beneficial for
controlling the modality, for example in the case of transmission errors or social
disturbances. Study 13 presented visual substitutions of nonverbal phenomena of
everyday interaction, namely social grouping, joint attention, and eye contact. This
resulted in an increase of social engagement by the participants and an increased
perception of social presence. Further, we could identify that the additional visual
affordances impacted the users’ (social) behaviors, by higher values of eye contact
and more focus on other objects and avatars. In summary, we argue that social
augmentations can be beneficial with regard to social presence and social engage-
ment (Study 13), they may enable to provide a fallback in the case of transmission
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problems (Study 11 and Study 12) and they can, to some degree, reconstruct typical
social phenomena (Study 12).

To answer RQ3b: Our results indicate that social augmentations can impact:

• The perceived rapport, trust, attraction positively (hybrid and synthetic gaze
compared to a randomized gaze model)

• The perceived social presence and thought provocation (non-augmented in-
teractions compared to visually augmented interactions)

• The resulting social behavior (non-augmented interactions compared to visu-
ally augmented interactions)

In Sections 3.8.5, 4.4.3, and 5.4.3 we pointed out some implications for these
findings with regard to the design and the development of applications for human-
computer interaction and CMC. In the following, we derive some implications and
ethical reflections about user-embodied interfaces and augmented social interactions
for our society.

6.2 Societal Considerations

The findings of the present studies imply a technological and ethical discussion
on how technology shapes our perceptions of the self and the perception of user-
embodied interactions. Social VR platforms, such as Facebook VR or Rec Room, are
already capable of collocating interaction partners as avatars in navigable multi-
user SVEs and transmitting nonverbal cues, for example by using game controllers
and HMD tracking. These simulations are inherently different from the capture
and replication of static or dynamic images because sensors capture data of hu-
man behaviors such as body movement, gestures, facial expressions, and eye gaze,
which are then replicated to avatars by the simulation and thus embody each user
in real time through virtual representations [271, 278, 266]. In strict consequence,
this means that in virtual social interactions, behavioral and neurophysiological
data of each user is sensed, transferred, processed, and represented through virtual
embodiment by computing machinery. These developments reach beyond perceiv-
ing computers as social actors [216] in a pure agent context and instead, allowing
them to transform the social behaviors of humans, and thus decouple the virtual
from the PR [12]. HAATs aim at utilizing the phenomena of social interaction to
support and foster rapport in intercultural and disturbed social interactions. These
approaches open up new challenges and possibilities for society. Both ethical and
privacy related questions have to be addressed; the transfer to hybrid entities may
decrease our autonomy and provide machines with input data machines that is
barely perceptible, if at all, by humans, and thus, we have to rethink the rules of en-
gagement in future virtual social interactions. While ethical implications have been
discussed for VR in a research context [194], discussions have to start today on how
to address the ongoing implementation of human augmentation through embodied
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virtuality for societal life, which is why we overview current technological trends
as well as arising challenges and potentials in the following.

6.2.1 Virtual Augmentation in Everyday Media

Our everyday communication behavior changes at a rapid pace. Most impactfully,
mobile phones and social media shaped the way CMC changed over the last two
decades. Aside from the fact that we have become permanently online and perma-
nently connected [345] through these technologies, three specific dimensions have
changed with these developments: interactivity, realism, and autonomy. In terms of
how social media systems for virtual interaction work, the interactivity of applica-
tions gained flexibility with regard to the possibilities of communicative exchange of
users. Provided with much easier and quicker access to communication platforms,
users often freely to decide to join a one-to-one conversation, that may merge into
group communications or even mass communication (e.g., second screen media,
live streams) and the level of privacy is eventually reduced. Regarding the user
autonomy, recent trends in computer graphics imply that data security, as well as
ethics, have to be considered with regard to video material and self-representation.
The impressive usage of generative adversarial networks has already revealed the
capabilities to modify and manipulate video and image content based on two source
inputs. With regard to images, using these machine learning approaches can create
modified outcomes that match features of two sources [153]. Furthermore, what is
referred to as “deepfake,” a human appearance template can be matched to dynamic
video content to change the identity of the protagonist by training deep neural net-
works with source and target image data [63]. While these developments mainly
consider known algorithmic approaches from computer graphics and, in turn, can
be detected using knowledge about the underlying network structures [3, 126], the
possibility of modifying behavioral data and identity is impressively demonstrated
with these techniques. Yet, video material differs from actual behavioral data, which
needs to be sensed and transmitted for immersive, embodied communication.

6.2.2 User-Embodied Interfaces – A Novel Situation

A crucial difference between the current use of non-embodied representations in
CMC and avatar-mediated interfaces is the replication and reproduction of be-
haviors that are tracked through behavior sensing techniques. While the control
of avatars is already performed in multi-user online gaming as well as recent so-
cial VR applications, the control scheme is often an abstraction of behavior (e.g.,
waving “hello” by pressing button A rather than physically waving the hand).
However, future applications will have higher fidelity, and through sense matching
and user control, they will have access to the principles of manipulating bodily
self-consciousness, such as by adapting external body parts through synchronous
stimulation and visual feedback. Assessing the requirements for embodied inter-
faces, current developments in ambient sensing and ubiquitous computing let us
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foresee that, without doubt, it will be reliably possible to sense verbal and nonverbal
behavior and display feedback without any restriction of location.

Risks of User-Embodied Interfaces and Hybrid Technologies

As Jaron Lanier puts it, humans are not a gadget [171]. Without a doubt, the
modification of behaviors by an artificially driven intelligence decreases human
autonomy and information control. The greatest challenges are, therefore, to assess
and foresee potential misusage, specifically in the case of a network transmission of
behavioral data that tremendously extends the information that can be gathered
about human users compared to textual, video, or image materials. In that regard,
the most important points of focus are data security, privacy, transparency, and
control over personalization instruments.

Because most future SVR systems will most likely use both, reliable and unreliable
protocols for data transmission, a first requirement is the encryption of all data on a
transport protocol level. Furthermore, local data as well as the trained version of
individualized social AIs have to be protected from intrusion. For overall security
of individual data, a digital identity, such as a blockchain protected identity, could
be used for better protection. It is a matter of importance that the data security
councils address the issue of privacy now, including whether and how behavioral
data may be used by providers of SVR applications. As noted, SVR applications
enable the transmission and gathering of behavioral data. Also, the issue of privacy
is not limited to hybrid systems but, rather, applies to all SVR applications. It is the
responsibility of lawmakers to foresee and take action to prevent privacy related
issues around the control over users’ digital identities. For example, the following
counter-measures could mitigate the risks evolving from embodied communication:

• Introduction of a digital identity to store and protect social AI data

• Transmission protocol security

• Privacy laws to prevent misuse of photogrammetric, neurophysiological, and
behavioral data

Autonomy over Identity and Behavior

As a consequence of the secular challenge that society is facing from data collection
in future immersive communications, the difficulties for researches and developers
go beyond ethical best-practices [194] for a variety of applications [303], and the
protection of vulnerable groups such as children [310]. In fact, we face guiding
principles for protecting human autonomy and ownership over the being as such.
As to the latter, the question is how we retain autonomy over behavior despite the
influence of future social AI systems. It can be argued that brains are “essentially
prediction machines” [67], yet, it is the intuition and the divergent that result
in individuality, and it is experiences of everyday life that form behavior and
responses even though processed as continuous error correction. Conclusively,
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these descriptions have to be protected from dissolving in a generalization of
computation.

While it may be appropriate for experimental research projects and lab studies to
retain control over collected data and any modifications thereto, the rules have to be
rethought in terms of how much control is given to AIs to retrieve individual data
and construct artificial models of behavior. In principle, there is no justification for
models to learn how to influence individual behaviors based on societal generaliza-
tions. It is therefore critical to discuss how artificial social models will be fed data
and to what level a generalized approach can overrule individual choices. While
we generally strive for virtual agents that understand the complexity of the rule set
for nonverbal behavior, and its operation [61, 164, 342] through the interpretation
of social signals, and respective reactions [237], it may not be the goal of hybrid
technologies to generalize interpretations of responses. As a result, ownership of
the self and reactions that respect for the individual being need to be taken into
account in learning and training. Individuality cannot be a “plugin” to a generalized
data set of responses and control, and transparency has to be provided to the user
with regard to ownership and identity. Through the “sense of agency”, humans
experience themselves as the agent of their own actions [75]. While to a certain
degree we have conscious control over executed behaviors, today’s sensor and
processing technology is able to detect subtle spontaneous micro expressions and
reactions that are difficult for us to control [236]. One could further argue that future
human–machine interfaces for virtual simulations will take a shortcut and avoid
the detection of actual physical behavior and, rather, foresee behaviors based on
neurological signals [177, 298]. At that point, especially when including uncontrol-
lable neurophysiological signals in the loop, the machines will know more about us
than we do. It must therefore be considered and made transparent to what degree
and on which features social AIs are trained with regard to the neurophysiological
correlates of behaviors.

The following countermeasures for mitigating the risks of decreased autonomy
could be enforced:

• Constantly present the status of inference of social intelligences to all users

• Constantly allow users to stop any process of interference besides behavior
replication

• Constantly inform users about what data is tracked, stored, and utilized by
underyling AIs
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Conclusion

Figure 7.1: Conclusion of the findings. Computers as social mediators impact the self-perception as well as
the interaction with others through simulation properties or active engagement. Both of which can be used as
design choice and criteria for VEs.

This theses conceptualizes computers as social mediators with respect to user-
embodied interactions in VEs. Concluding from the summary of findings and
contributions, we can support this conceptualization by showing that properties of
the simulation had impact on both, the self-perception (i.e., the social self) as well
as the perception of social interactions and resulting behavior in such interactions,
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and that these can be actively controlled by defining properties and augmentations
within the simulation.

Based on related work we presented this model, and the findings of the present
research substantiates that computers can have an active part in our perception of
the self and the other, as well as the social interaction per se. Through displaying a
virtual world not necessarily congruent with our physical world, virtual environ-
ments can stimulate our senses and affect long-term and short-term memory, and
thus infer with the action-perception cycle. In turn, this results in perceptual impacts
that reflect into the physical world, for example by an adaptation of behavior and
attitude. Figure 7.1 summarizes the findings based on conceptualizing computers
as social mediators.

7.1 Future Work

This thesis contributed with conceptual, methodological, and empirical findings.
While we gained further insights into many aspects related to user-embodied
interfaces, user behavior and perceptual effects, future work should further explore
and progressively build upon the presented findings.

With the construction of the scale to assess components of embodiment, we
identified change as a latent factor. This is most interesting and as mentioned might
be a predecessor that moderates the Proteus effect. Through our results, we cannot
gain any insights to that regard. However, further studies should test the hypothesis
that a higher acceptance (ownership) fosters the perception of change, which in
turn strengthens the Proteus effect for modified characters. However, we found that
a higher acceptance is related to personalization, which counter-acts the Proteus
concept as it especially aims at using altered forms of representation and not a
replica of the self. Future work should consider this aspects and derive further
findings from systematic investigation, for example by study designs that allow for
a path modeling.

With regard to the technological effects on social interactions, meaning the degree
and quality of behaviors transmitted, the present thesis barely scratched the surface.
While we could provide relevant insights, tracking technologies will hopefully im-
prove to reduce biasing effects of unwanted artifacts in the reconstruction. The level
of immersion (see recently [279]) as well as the form of embodiment seem to have
an effect on aspects of social perception. To that regard, we used a very controlled
and less affective role-play scenario in two studies, and an interactive scenario in
a third study. Further research should therefore find a method to investigate less
controlled interactions, or interactions that foster an affective theme. Study 10 may
have suffered from the display of less convincing replication of behavior. Ongoing
work therefore implements an immersive simulation that supports the replication
of facial expressions and gaze with a higher visual resolution (see Figure 7.2.

With regard to the developed model, one could argue that it is not clearly differ-
entiated whether users perceive the interaction as such or the other communication
partner(s) differently when performing active augmentations. The architecture and
concept should be further refined, especially with regard to solutions that foster
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Figure 7.2: Future work: Improving the realism, the triggering and execution of augmentations. Body
motion, facial expressions and gaze behaviors are rendered in more realistic simulations to HMDs. Through ma-
chine learning and pattern recognition, a more complex model can evolve to trigger and render augmentations.

the persistence of augmented simulations (in multi user approaches) and include
further forms of modifications. The present prototype, which we named injectX,
additionally merges the previous approaches, namely the augmentation of social
gaze and nonverbal mimicry. These are refined on the basis of trigger signals that
are detected through more sophisticated machine learning approaches. For exam-
ple, we differentiate the complexity of gestures, detect speaker and listener states,
and analyze the current status of agreement on the basis of head-nod frequencies.
This allows a more sophisticated social engine to decide upon and render social
augmentations. These may be in form of natural behavior or artificial substitutes. A
long term perspective in this regard is to port those algorithms to AR applications.

Finally, neuronal signatures of communicative phenomena could further extent
the concept of augmenting social interaction through HAAT (Figure 7.3 shows a
current prototype). For example, affective states can be utilized to render additional
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social information for the user. Further refining and developing underlying social
functions could extent the presented approaches. A portation from mere visual to
haptic, auditive, and neurophysiological feedback can extent the design space to
more ubiquitous methods.

Figure 7.3: Future work: Augmentations based on neuronal signatures. Affective states are derived from
eeg signals based on trained neural networks.

7.2 Concluding Remarks

Although user-embodied interactions become more and more salient in everyday
life, the investigation of resulting impacts, especially with regard to the augmen-
tation of social behaviors, is still in its early stages. Through continuous research
we begin to understand more about the plasticity of the brain to adapt to alterna-
tive body representations and social information. The technological approaches
described in this thesis can be seen as future and emergent technologies, that enable
their application to communication, HCI, diagnosis therapy, research, and entertain-
ment. And to this point, it is very touching to see that not only presented related
technological work but also some of our own prototypes described in this thesis
are applied in and support other research fields, such as neuroscience and therapy.
The field of user embodiment, or virtual embodiment is far from being elaborated.
Yet, it is indispensable for future user-interfaces to consider this perspective, as we
become hybrid.
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[217] Alva Noë. 2009. Out of Our Heads: Why You Are Not Your Brain, and Other
Lessons from the Biology of Consciousness. Macmillan.

[218] Aline Normoyle, Jeremy B. Badler, Teresa Fan, Norman I. Badler, Vinicius J.
Cassol, and Soraia R. Musse. 2013. Evaluating perceived trust from procedu-
rally animated gaze. In Proceedings of Motion on Games. ACM, 141–148. DOI:
10.1145/2522628.2522630.

[219] Tor Nørretranders. 1991. The User Illusion: Cutting Consciousness down to Size.
Viking.

[220] Kristine L. Nowak and Frank Biocca. 2003. The effect of the agency and
anthropomorphism on users’ sense of telepresence, copresence, and social
presence in virtual environments. Presence, 12, 5, 481–494. DOI: 10.1162/
105474603322761289.

[221] J. Kevin O’Regan. 2011. Why Red Doesn’t Sound like a Bell: Understanding the
Feel of Consciousness. Oxford University Press.
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