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Constraining graph layouts – that is, restricting the
placement of vertices and the routing of edges to obey
certain constraints – is common practice in graph
drawing.
In this book, we discuss algorithmic results on two dif-
ferent restriction types: placing vertices on the outer
face and on the integer grid.
For the first type, we look into the outer k-planar and
outer k-quasi-planar graphs, as well as giving a linear-
time algorithm to recognize full and closed outer
k-planar graphs Monadic Second-order Logic.
For the second type, we consider the problem of trans-
ferring a given planar drawing onto the integer grid
while perserving the original drawings topology; we
also generalize a variant of Cauchy‘s rigidity theorem
for orthogonal polyhedra of genus 0 to those of ar-
bitrary genus.
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Preface
¿is book studies algorithmic problems from the graph drawing sub�eld of computer
science. At a high level the �eld concerns being given an abstract graph and realizing it
graphically by placing the vertices at explicit coordinates and providing curves realizing
the edges. ¿e coordinate space is primarily 2-dimensional (as to display the graph on a
screen), and secondarily 3-dimensional. To make such realizations meaningful, restric-
tions are used, e.g., on the topology of edge crossings or on coordinate precision.

¿e contributions herein involve several mathematical perspectives: graph-theoretic,
algorithmic, heuristic, and geometric. ¿e problems studied here are split into two parts
(Chapter 1 and Chapter 2 introduce and set-up the context).

¿e �rst part contains two chapters (3 and 4) on drawings of graphs in the plane
where the vertices are required to occur on the boundary of a simple polygon and the
edges are drawn inside the polygon. Chapter 3 provides graph-theoretic results on nat-
ural drawing styles and these structural results are leveraged to provide algorithms (via
a logic-based algorithmic meta-theorem: Courcelle’s ¿eorem). Chapter 4 highlights a
new perspective (drawing edges with few bends) on the well-studied problem of partial
planar drawing extension and provides natural �rst steps via e�cient algorithms.

¿e second part concerns two problems (one spanning Chapter 5 and Chapter 6, and
the other in Chapter 7). ¿e common themes are that the given graph is embedded (a
cyclic ordering of the edges around each vertex is given and the output drawing must re-
spect this), vertices occur at integer coordinates, and edges are realized as line segments.
Chapter 5 and Chapter 6 concern a natural aspect of graph drawing: snapping/rounding
an arbitrary precision drawing to integer coordinates. Computational hardness, an ex-
act approach (via integer linear programming), and a new practical heuristic approach
to natural instances of the problem are given. Chapter 7 is, in my opinion, the strongest
result of the thesis. It concerns an analogous result on orthogonal polyhedra to Cauchy’s
Rigidity¿eorem for convex polyhedra. ¿e proof of the rigidity result is constructive (via
a simple, but novel, combinatorial 3-coloring algorithm) and involves rather detailed ge-
ometric analysis and imagination—it is the fruit of two years of discussions.

Having worked directly with Andre on several results herein (and supervised him
throughout), it has been an enjoyable ride. His creativity and humor kept our meetings
fun and productive—though the puns were painful at times. For a retelling of some of
that ride, I invite you to read this thesis and I hope that you enjoy the results, and look
to the conclusions for some interesting questions for further study.

Steven Chaplick,
Dept. of Data Science and Knowledge Engineering,

Maastricht University, the Netherlands.
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Chapter 1

Introduction
“Within a graphic standard, a graph has in�nitely many di�erent drawings.
However, in almost all data presentation applications, the usefulness of a
drawing of a graph depends on its readability, i.e., the capability of convey-
ing the meaning of the diagram quickly and clearly.”

– taken from Guiseppe Di Battista, Peter Eades,
Roberto Tamassia & Ioannis Tollis, 1994 [DBETT94]

¿e task of producing high-quality visualizations of information involves a spectrum of
challenges due to it being a cra as well as being an art form. Historically, visualizing
data was manual work done by scholars and experts, and the material used was very
expensive. ¿us, signi�cant e�ort was put into creating pieces of art – a typical example
can be found in Figure 1.1 (a): ¿is geographic map of the region aroundWürzburg was
enriched with depictions of prominent people and places of interest to illustrate the data
at hand. ¿e main body of water is shown as an oversimpli�ed oval shape, with islands
on the inside and all ports placed around it, preserving their cyclic order while ignoring
real-world distances and geographic accuracy. Today, technical schemata such as UML
diagrams are regularly used in so ware engineering and project management to convey
complex information quickly and without ambiguity: ¿e nodes contain information
about the entities they represent, whereas the links between the nodes are annotated
with the type of connection. In some cases, designers intentionally blur the lines between
cra and art, creating beautiful schematic representations such as the metro map shown
in Figure 1.1 (b).

Nowadays, there is a plethora of information to visualize. It ranges from the abstract
data of social networks to blueprints and �owcharts to geographic data. Each domain
is asking for its own meaningful and pleasant visualization to assist the viewer in cap-
turing all relevant information. Sometimes, tremendous e�ort is spent drawing large
networks by hand: See for example the Human Metabolism Map shown in Figure 1.2 –
the layout was cra ed by �ve people over the course of more than a year. ¿is drawing
has proven to be an e�ective instrument to a team of researchers around¿iele [TSF+13].
Unfortunately, not every drawing of such size can be hand-made by experts.

In particular, the need for good automated drawing algorithms is clear and is a pri-
mary focus of the, now roughly thirty year old, �eld of graph drawing. Graph drawing fo-
cuses on discovering the structural properties of di�erent classes of networks, exploiting
them to a develop graphic standard tailored to each class respectively. In graph drawing,

1



1 Introduction

(a) (b)

Figure 1.1: (a) Historic map “Nova Franconiae descriptio” of the region around Würzburg, cre-
ated 1626, produced by etching (Licensed under CC BY-NC-ND 4.0 by the Würzburg University Li-
brary; found at http://vb.uni-wuerzburg.de/ub/permalink/36gfm912139_105787462, Signa-
ture 36/G.f.m.9,12,139). (b) A map of the Chicago public transport network, created by Maxwell Roberts
in 2015; the design is inspired by Frank Lloyd Wright (found at http://www.tubemapcentral.com).

the node–link metaphor is commonly used: each individual datum is represented by a
node and the connection between di�erent data elements is modelled by connecting the
nodes via arcs. In most of today’s literature, nodes are called vertices and links are called
edges, reusing the names established in discrete maths. Most commonly, heavy dots are
used to represent vertices and edges are either straight-line segments or simple curves.
Modifying and augmenting these objects already allows for a lot of di�erent drawing
styles: Is the vertex labeled? How is it shaped? Are di�erent colors used to represent dif-
ferent data types? Are the edges curvy or straight? Do they have arrow-tips indicating
directions? Is additional data – such as distance or connection strength – represented?
An extensive overview on di�erent drawing styles is given in Semiology of graphics by
Jacques Bertin [Ber83]. Of course, graphic standards are not limited to changing the
visual representations of vertices and edges.

¿is work focuses on graphic standards that restrict where vertices are allowed to be
placed. In classic graph drawing literature, the goal is o en to draw a given graph onto
a two-dimensional plane – like a sheet of paper, blackboard, or computer monitor. ¿e
placement of each vertex is described by assigning two coordinates (usually using real
numbers to represent x- and y-coordinate). We now list several important results on
di�erent graphic standards.

De Fraysseix, Pach, and Pollack [dFPP90], as well as Schnyder [Sch90], considered
drawings of bounded size with straight-line edges and vertices placed at integer coor-

2
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1 Introduction

dinates. ¿ey managed to show that every graph that can be drawn planar – without
crossing edges – has a layout using the integer grid whose size is quadratic in the num-
ber of nodes.

Networks representing hierarchical structures, such as trees, can be drawn using the
layered layout by Sugiyama, Tagawa, and Toda [STT81], where vertices of the same level
obtain the same y-coordinate. Amore general case of these layered layouts are radial lay-
outs: Layers are represented by concentric circles and vertices on the same level have the
same distance to the center. Outerplanar graphs can be imagined as a case: All vertices
have to be placed on the same circle, all edges are routed inside the circle and no pair of
edges is allowed to intersect.

Outerplanar graphs are also known as planar permutation graphs, introduced by
Chartrand and Harary [CH67]. Fruchterman and Reingold [FR91] take a di�erent ap-
proach, by aiming to restrict how closely together vertices are allowed to be drawn and
aiming for an equal edge length. ¿ey model the edge lengths using repulsive forces of
springs between vertices, trying to �nd an equilibrium by expanding dense vertex clus-
ters at the expense of less dense parts.

Another layout restriction concerning polyline edges focuses on limiting the num-
ber of di�erent edge slopes used in the drawing. Rectilinear and octilinear drawings
– used in graph layouts such as Manhattan-geodesic drawings (for example, see Katz,
Krug, Rutter, and Wol� [KKRW10]) and classic metro-map drawings (see Nöllenburg
and Wol� [NW11]) – are well-studied graphic standards with a large set of applications.
For a broad overview and diverse selection of results on bounded slope numbers, we
refer to the work of Dujmović, Suderman, and Wood [DSW07].

Unfortunately, as usual in algorithmic �elds, there are many graph drawing and lay-
out problems that cannot be solved e�ciently unless we haveP =NP . Some interesting
examples are listed below.

Eades and Wormald [EW90] showed that for a given graph G with prescribed edge
lengths it is NP-hard to determine whether there is a crossing-free drawing of G in
which the edges are straight-line segments of the prescribed lengths.

As shown by Argyriou, Bekos, and Symvonis [ABS12], it is also NP-hard to decide
for a given non-planar graph, whether the vertices can be placed such that (a) all edges
are straight-line segments and (b) if two edges cross, they do so at right angles. Mini-
mizing the total area needed to draw a planar graph using straight-line edges at integer
coordinates isNP-hard, shown by Krug andWagner [KW07]. Cabello [Cab06] showed
that even deciding for a given set of points and a planar graph, if there is a mapping of
the vertices to the coordinates such that the resulting drawing is planar isNP-hard.

As discussed above, we consider a drawing to be good if it is visually pleasing and
transports information without ambiguity. Some graphic standards are better suited for
placing labels next to vertices, some allow for a better perception of graph distance and
connectivity inside the network. While we have hinted at applications in transit map
drawing and organizational charts, this work puts the focus on theoretical results, broad-
ening the understanding of what makes a layout problem hard or easy.
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1 Introduction

Outline of this Book

In this work, we answer selected questions on two di�erent types of graph layout strate-
gies, each of which restrict vertex placement. ¿is naturally partitions the chapters of
this book into two parts as follows:

Part One (Chapters 3 and 4) examines graph drawings that have all vertices mapped
to the boundary of a common (outer) face. An example for drawings in this layout style
can be found in Figure 1.3 (b). Part Two (Chapters 5, 6, and 7) looks into graph drawings
with vertices at integer coordinates. Refer to Figure 1.3 (c) for an example.

Additionally, Chapter 2 reviews the required basics in graph theory, algorithms, and
computational complexity. And �nally, Chapter 8 summarizes the contents of this book,
giving an outlook by pointing to several open research questions.

Part One: Vertices on a CommonOuter Face
Beyond Outerplanarity. In the �rst chapter of Part One, we look into the structural
properties of graphs that admit non-planar convex drawings; that is, all vertices are placed
in convex position – de�ning the boundary of the outer face – and all edges are straight
lines going between the vertices.

In Chapter 3, we consider two families of graph classes with nice convex drawings.
¿ese families are de�ned by the crossing patterns that edges of members of these classes
are allowed tomake. ¿ese classes are outer k-planar graphs –where each edge is crossed
by at most k other edges – and outer k-quasi-planar graphs – where no k edges can
mutually cross.

For the family of outer k-planar graphs, we show (⌊
√
4k + 1⌋ + 1)-degeneracy. As an

immediate consequence we get that every outer k-planar graph can be (⌊
√
4k + 1⌋ + 2)-

colored, and this bound is tight. We further show that every outer k-planar graph has a
balanced separator of size at most 2k+3. ¿is implies that the treewidth of such graphs is
O(k). For each �xed k, these small balanced separators allow us to test outer k-planarity
in quasi-polynomial time, hence recognizing membership in any class of this family is
notNP-hard unless the Exponential Time Hypothesis fails.1

¿e other family of graph classes considered in this chapter is that of outer k-quasi-
planar graphs. We discuss the edge-maximal graphs of this family, which have been
considered previously under di�erent names (such as chords of a convex polygon by
Capoyeleas and Pach [CP92]). We also construct planar 3-trees that are not outer 3-quasi-
planar, showing that planar graphs and outer 3-quasi-planar graphs are incomparable.

In the last section of this chapter, we further restrict outer k-planar and outer k-quasi-
planar drawings to closed drawings and subsequently to full drawings. A drawing of a
graph from either family is closed when the sequence in which the vertices appear on
the outer face’s boundary is a cycle in the graph; a drawing of a graph from either family
is full, when no crossing occurs on the boundary of the outer face. Naturally, any closed
1 Details on the Exponential Time Hypothesis can be found in the work of Impagliazzo and Paturi [IP01].
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(a) (b) (c)

Figure 1.3: Illustration of considered layout styes. Three drawings of the complete bipartite graphK2,3 :
(a) A drawing with opposing subsets, (b) an outer 1-planar drawing that is also outer 3-quasi-planar,
(c) and a crossing-free triangular-shaped grid drawing.

drawing is also full. For each k, we express closed outer k-planarity and closed outer
k-quasi-planarity in extended Monadic Second-Order Logic. ¿us, by Courcelle’s ¿eo-
rem [Cou90], for each �xed k, closed outer k-planarity is linear-time testable since outer
k-planar graphs have bounded treewidth. Using the test for closed outer k-planarity as
a subroutine, we can also test full outer k-planarity in linear time.

¿is chapter is based on jointworkwith StevenChaplick,MyroslavKryven, Giuseppe
Liotta, and Alexander Wol� [CKL+17].

PolygonalBoundaries. Many drawing algorithms for planar graphswork recursively.
Given a planar drawing of a subgraph, each step of the recursion extends it. ¿e exten-
sions work in a way that maintains the structural properties of the previous drawing that
made the extension possible. ¿is is o entimes done by joining subgraphs at distinct
vertices – e.g. combining two trees by merging the root vertex of one tree with a leaf
vertex of the other – or by drawing subgraphs inside the faces of the previous drawing,
connecting the new vertices to those de�ning the face. For the latter, the shape of the face
to be drawn in can be prescribed, requiring the extended drawing to respect this shape
without inducing edge crossings. ¿is raises the question if a given planar graph can be
drawn inside a prescribed outer face such that the resulting drawing is also crossing free.

In Chapter 4, we consider this question in a special setting: All vertices of the sub-
graph are already placed on the prescribed face’s boundary. ¿us drawing the subgraph
only requires adding the missing edges inside the face. If the shape of the face is con-
vex, this problem is equivalent to testing whether the subgraph with given embedding
is outerplanar. If it is not convex, insisting on drawing edges as line-segments can eas-
ily make them cross the face’s boundary. ¿erefore we consider the following problem:
Given a drawing of the outer face as a simple polygon with p corners, an outerplanar
graph with n vertices and a mapping of the vertices to the face’s boundary, can the edges
be drawn inside the face with at most one bend per edge? We prove that this can be

6
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decided in O(pn) time. We do so by giving an algorithm that, in the positive case, also
outputs such a drawing.

¿is chapter is based on jointworkwith PatrizioAngelini, PhilippKindermann, Lena
Schlipf, and Antonios Symvonis [AKL+20].

Part Two: Vertices at Integer Coordinates

Moving to the Grid Optimally. Until this point we were concerned with where the
vertices are placed, but not at what precision this placement is stored. Taken as a given
that real computers work within hard limitations, and can only store numbers at �nite
precision, approximating and rounding numbers in the process is inevitable. Greene and
Yao [GY86] noted that repeatedly performing geometric operations – such as checking
point-in-area containment and line intersection – on coordinates of �nite precision can
result in rapidly growing rounding errors.2

Actually working with limited resources creates the need for an algorithm that trans-
forms a given drawing into a drawing of lower coordinate precision without damaging
the embedding or completely losing geometric similarity. Preserving topology and geo-
metric similarity are most important when working with data like real-world road net-
works. ¿e transformation also removes unnecessary detail and reduces space consump-
tion as well as the computation time of algorithms working with the coordinates. In the
�rst chapter of Part Two – Chapter 5 – we investigate the Topologically-Safe Grid
Representation problem for given straight-line drawings of planar graphs.3 We show
that the problem isNP-hard for several di�erent objective functions and provide an in-
teger linear programming formulation to compute optimal solutions. We also provide
an experimental evaluation on the performance and limitations of our program.

¿is chapter is based on a Master’s ¿esis as well as joint work with ¿omas C. van
Dijk and Alexander Wol� [Löf16, LvDW16].

Rounding to the Grid Heuristically. We originally started looking into the Topol-
ogically-Safe Grid Representation problem with a geographic application in mind,
engaging it from a graph-drawing perspective. Chapter 5 presents an NP-hardness re-
sult and an exact ILP formulation that is infeasible for practical applications, so we ask
for an e�cient algorithm that transforms a given drawing into a topologically equivalent
grid drawing.

In Chapter 6, we tackle this problem from a di�erent angle by providing a random-
ized heuristic algorithm. Our algorithm consists of two stages of simulated annealing,
each with a di�erent objective function. Stage One focuses on �nding a feasible solution
2 Motivated by actually putting the drawings onto the screen, work on this topic usually considers points
to be centered inside pixels. Transforming pixel-centers to (crossing) points on the integer grid only
requires uniformly shi ing all object by half of a unit in both dimensions.

3 Most of the results in Chapter 5 have already been published as part of a Master’s ¿esis [Löf16]. We
choose to include themhere again for two reasons: To provide amore profound experimental evaluation;
and as a foundation for the work presented in Chapter 6.

7
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– a non-optimal drawing with all vertices placed on grid points – by reducing the over-
all “density” of the drawing, moving vertices away from each other. Stage Two takes the
feasible drawing, but switches the objective to reducing the total movement of vertices
induced by the �rst stage. We discuss various feasibility procedures and evaluate their
applicability on geographic networks. We demonstrate that a straightforward annealing
approach without the �rst stage has di�culty �nding any feasible solution at all. We
also discuss parameter selection for the second simulated annealing step, which tries to
reduce rounding cost of the drawing.

¿is chapter is based on joint work with¿omas C. van Dijk [vDL19].

RecognizingNetsofOrthogonalPolyhedra. In computational geometry, the graph
de�ned by the corners and creases of a polyhedral surface is a commonly studied object
– o en called the skeleton. ¿e Rigidity¿eorem given by Cauchy in 1813 can be restated
within today’s notation as follows: When a graph is the skeleton of the surface of a convex
polyhedron and the angles within each face of that graph are given, the dihedral angles
of the faces on the surface are uniquely determined.

¿is naturally raises questions about other polyhedral surfaces to which graphs can
be embedded uniquely. Biedl and Genç [BG09] studied orthogonal polyhedral surfaces
of genus 0 with connected graphs – that is, the angles between edges as well as those
between faces are multiples of 90○ that are topologically equivalent to the surface of the
sphere S2 in R3. Restricting faces to be orthogonal polygons and requiring edge lengths
to be integer, we get that all corners and creases of the polyhedral surface end up be-
ing placed on the three-dimensional integer grid. Biedl and Genç give the linear-time
BundleOrientation algorithm to translate Cauchy’s theorem to orthogonal polyhedral
surfaces of genus 0: ¿is algorithm can determine the unique set of dihedral angles for
a given connected graph with orthogonal faces or report that no such set of angles ex-
ists. Biedl and Genç also showed that testing realizability isNP-hard when the graph is
disconnected.

In Chapter 7, we consider an essential question that was le open by Biedl andGenç –
whether or not a similar translation exists for orthogonal polyhedral surfaces of genus 1
or higher. ¿ey give an example instance of genus 1 on which their algorithm can fail. To
answer their open question in the a�rmative, we introduce the IteratedBundleCol-
oring algorithm. It uses the original BundleOrientation algorithm repeatedly and
exhaustively. We show that it is capable of �nding a set of dihedral angles for orthogo-
nal polyhedral surfaces of arbitrary genus. We do so by arguing how it re-discovers the
dihedral angles matching those of a polyhedron realizing the input graph.

¿is chapter is joint work with Steven Chaplick and¿omas C. van Dijk.

8



Chapter 2

Basic De�nitions
¿is book considers questions about graph drawings under di�erent layout constraints.
To answer them, we provide algorithms as well as results from complexity theory. For a
general overview on these topics, we refer to two standard textbooks – Introduction to
Algorithms by Cormen, Leiserson, Rivest, and Stein [CLRS13] for algorithms and Com-
puters and Intractability: A Guide to the ¿eory of NP-Completeness by Garey and John-
son [GJ79] for complexity theory.

In this chapter, we de�ne the essential concepts used throughout this book. First,
we discuss the basics of graphs, including notation and terminology commonly used in
graph theory and graph drawing. ¿en, we give the basics of algorithms, covering asymp-
totic runtime notation and standard considerations from computational complexity.

2.1 Graphs

2.1.1 Combinatorics

Graph Terminology. A graph G = (V , E) is a tuple of sets V and E; the elements of
V are the vertices – or nodes1 – of G, the elements of E are the edges. We use n = ∣V ∣
and m = ∣E∣ to refer to the sizes of these subsets respectively. In an undirected graph,
each edge e ∈ E is an unordered pair {u, v} ∈ V ×V of vertices, whereas directed graphs
use ordered tuples (u, v) ∈ V × V , indicating that the edge goes from start vertex u to
end vertex v. We use V(G) and E(G) to address the sets of vertices and edges in G
respectively whenever the graph in question is not immediately clear from context.

¿e vertices of an edge are also called its endpoints. In this thesis, we do not treat di-
rected edges di�erently; hence, we use the tuple-notation for both variants, considering
all edges to be undirected. Whenever the direction of an edge is relevant, we explicitly
state the direction the edge is going. We say that a graph G is connected when for every
non-empty proper subset of vertices A ⊂ V(G), we �nd at least one edge (u, v) ∈ E(G)
with u ∈ A and v ∈ V ∖ A.

For an edge e = (u, v), we say that u and v are incident to e and vice versa. In addition,
two vertices are adjacent, if they are connected by an edge. Two edges are incident, if they
share a common endpoint. ¿e degree deg v of a vertex v is the number of edges incident
to v.
1 We rarely use the term “node”. We usually use “node” to refer to vertices in auxiliary graphs, making
sure they are not mistaken for elements of the primary graph.

9



2 Basic De�nitions

A subgraph G′ = (V ′, E′) of a graph G has the following properties: ¿e vertex set
V ′ ⊆ V(G) is a subset of the original vertex set and the edge set E′ ⊆ E(G) is a subset
of all edges (u, v) ∈ E(G) with u, v ∈ V ′. If a graph is not connected, the maximal
connected subgraphs ofG are called its connected components. Naturally, each connected
component itself is a graph – possibly containing only as little as a single isolated vertex.

¿e subdivision of an edge e = (u, v) is created by deleting e from G, adding another
vertex v′ and adding the edges (u, v′) and (v′, v). A graph G′ is a subdivision of graph
G if G′ can be created subdividing some of the edges of G, or if G′ is a subdivision of a
subdivision of G.

Special Graphs and Graph Properties. Next, we look into graph classes de�ned by
structural properties of abstract graphs. In the following, let G = (V , E) be a graph.

Let u,w ∈ V be vertices ofG. We say thatG contains a path P of length k connecting
u and w if there is a k-element subset of edges {e1 , e2 , . . . , ek} ⊂ E(G) creating the
sequence e1 = (u, v1), e2 = (v1 , v2), e3 = (v2 , v3), . . . ek = (vk−1 ,w). We call u and w
the end vertices of the path. Each end vertex appears only once in the edge sequence,
all other vertices appear exactly twice. Naturally, we have ∣V(P)∣ = ∣E(P)∣ + 1. A cycle
of length k ≥ 3 is a closed path2 – a sequence of edges starting and ending on the same
vertex, that is, ek = (vk−1 , u) and e1 = (u, v1). A chord is an edge e connecting two
vertices on the same cycle (of length at least 4) that e itself is not part of3. A cycle is an
induced cycle if no pair of vertices on that cycle is connected by a chord.

A tree is a connected graph, that does not have a subgraph that is a cycle. ¿e degree-
1 vertices of a tree are called its leaves. A tree containing all vertices of a given graph
G is a spanning tree of G. A Hamiltonian path is a path of G that visits every vertex of
G exactly once. A Hamiltonian cycle is a Hamiltonian path that is also closed. When G
has a Hamiltonian cycle, we call G aHamiltonian graph. ¿e edges highlighted in red in
Figure 2.1 (a) are a Hamiltonian cycle of that graph.

¿e edge set E of the complete graph Kn = (V , E) on n vertices contains all possible
two-element subsets ofV , that is, E = (V2) (andm = n ⋅(n−1)). A graph contains a clique
of size k when it has Kk as a subgraph. ¿e complete graph K5 is shown in Figure 2.1 (a).

A (vertex) coloring of G is a function c∶V → C mapping the vertices of G to a �xed
set of colors4 C such that we have c(u) ≠ c(v) for every edge (u, v) ∈ E. ¿e chromatic
number χ(G) is the size of the smallest set Cmin for which a valid coloring of G exists;
for simplicity we say that a graph G with χ(G) = x is x-colorable. Naturally, the chro-
matic number of the complete graph is χ(Kn) = n, and a famous result by Appel and
Haken [AH76] states that all planar graphs are 4-colorable; trees, paths, cycles of even
length are 2-colorable, non-trivial cycles of odd length require a third color. A valid
5-coloring of K5 is shown in Figure 2.1 (a).
2 Cycles of length 1 are edgeswith both end points being the same vertex, usually called (self-) loops. Cycles
of length 2 can only appear in directed graphs ormultigraphs; they are usually called lenses. Both special
cases will not be considered in this thesis.

3 ¿ink of a chord as a shortcut through the cycle. Naturally, triangles cannot have shortcuts.
4 Despite the name, we generally use natural numbers or letters as colors, not “red, blue, green, . . . ”.
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2.1 Graphs

v

c

u

(a) (b) (c)

Figure 2.1: Illustrations of basic de�nitions: (a) The complete graph K5 : One of many Hamiltonian
cycles in red; the vertex-colors show a valid 5-coloring. (b) The complete bipartite graph K3,3 : The
central (blue) face is bounded only by partial edges and thus has no vertices incident to it; the bottom-
right (orange) is not adjacent to the central face. (c) The edge (u, v) can be drawn in two di�erent
ways – going around vertex c to the left (orange drawing) or to the right (blue drawing). Each drawing
crosses a di�erent edge incident to c, creating two di�erent subdivisions that both follow the same
rotation system.

¿e 2-colorable graphs are also called the bipartite graphs, since any valid 2-coloring
partitions their vertex set into two groups Vℓ and Vr . ¿e special family of complete
bipartite graphs contains the graphs Ka ,b with a = ∣Vℓ ∣ and b = ∣Vr ∣. ¿ey contain every
possible edge between these groups – we have E = Vℓ × Vr .

Recognition. When considering a given structural property, onewould generallywant
to test whether a given graph admits it. ¿e recognition problem can generally be stated
as follows: “Does graphG belong to the class of graphs with property X?” Some recogni-
tion problems are easy – such as testing planarity –, while testing other properties can be
very challenging – like searching for a Hamiltonian path. O entimes, in graph drawing
– as well as in this book – the property to test for is whether or not a given graph can be
drawn according to a speci�c graphic standard.

2.1.2 Drawings

In the previous section, we have de�ned the elements of abstract graphs aswell as some of
their structural properties that are of general relevance to this book. To visually represent
– or draw – an abstract graph, we use the node-link metaphor. We have already worked
with the intuitive nature of this metaphor in the introduction when giving an overview
on di�erent graph layout approaches. We now formally de�ne the basic concepts and
notation used for drawing graphs using this metaphor.

11



2 Basic De�nitions

Vertices andEdges. Adrawing Γ of graphG is a visual representation placed in some
k-dimensional Euclidean space. ¿e drawingmaps each vertex v ofG to a k-dimensional
coordinate vector Γ(v) with entries from R. Since we want to visualize drawings – to ac-
tually be able to look at them –, we restrict ourselves to either k = 2 or k = 3. For
k = 2, we get the well-known Cartesian plane R2, most commonly associated with a
blackboard or sheet of paper to draw on; for k = 3, we get the 3-dimensional space
R3. Producing a 3-dimensional drawing o entimes involves drawing onto the surface
of some 3-dimensional object, physically building objects representing the vertices and
edges of G or using 3D computer graphic tools.5 We identify the vector Γ(v) with its as-
sociated vertex and refer to the entries of Γ(v) as the x-, y- (and z-) coordinates. Vertices
are commonly represented by “heavy” dots, as in Figure 2.1.

Edges are drawn using Jordan curves. A Jordan curve is a continuous injective map
d of the interval [0, 1] to R2 (or R3 respectively). ¿at is, for i , j ∈ [0, 1] we have the
following two conditions: When j converges towards i, we get lim j→i d( j) = d(i) – there
are no abrupt changes in value – and for i ≠ j we have for d(i) ≠ d( j) – a Jordan curve
never occupies the same point in space twice. A drawing Γ(e) of an edge e = (u, v) is a
Jordan curve where one endpoint is Γ(u) and the other endpoint is Γ(v). If the map is
also linear, we call the resulting curve a straight-line segment. For simplicity, we identify
an edge e and its drawing Γ(e).

Planarity and Beyond. In a drawing, the curves of two edges e and f can cross at
some interior point– that is, we get Γ(e) ∩ Γ( f ) ≠ ∅ 6; if they share interior points, we
call each such point a crossing. If two edges cross, we insist that they do so at interior
points, that is, we do not allow for an endpoint of one edge to b an interior point of
another edge. A drawing in the plane without crossing edges is a planar drawing and
a graph that has some planar drawing is called a planar graph; if a graph has no planar
drawing, it is nonplanar. A famous result by Fáry [Fár48] states that every planar graph
also has a planar straight-line drawing. Planarity can also be characterized combinatori-
ally. Tutte [Tut63] statesKuratowski’s¿eorem as follows: A graph is planar if and only if
none of its subgraphs is a subdivision of the complete graph K5 or the complete bipartite
graph K3,3. ¿ese graphs are also known as the Kuratowski graphs; they are shown in
Figure 2.1 (a) and (b) respectively.

¿e notion of planarity can be relaxed as follows: For any constant k, a graph is k-
planar, if it has a drawing in the plane in which no edge participates in more than k
crossings; if a graph is k-planar, it is also (k + 1)-planar. Notice that Fáry’s theorem does
not generalize to 1-planarity. A more detailed overview on beyond-planar graph classes
can be found in Chapter 3.

5 During our research for Chapter 7, we used all of these techniques. We built polyhedral surfaces from
paper cut-outs and plastic tiles, then drawing vertices and edges onto them. Several of the �gures found
in Chapter 7 are screenshots of digital 3D models created using our own implementation in JavaScript.

6 ¿is does not include incident edges “crossing” at their shared endpoint.
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2.2 Algorithms

Rotation Systems and Embeddings. ¿e rotation system of a drawing of a graph
is de�ned as the set of cyclic orders of incident edges around each vertex, usually con-
sidered consistently counterclockwise. ¿e edges of a drawing in the plane7 subdivide
that plane into disjoint regions called faces. In the plane, there is exactly one unbounded
outer face and (possibly) some inner faces. ¿e boundary of each inner face is a closed
curve composed of a cyclic sequence of edges connecting incident vertices and partial
edges connecting vertices and/or crossings. Notice that an edge can appear twice in this
sequence. We say that an edge or vertex is incident to a face if it belongs to the closed
curve bounding it. Similar to above, two faces are adjacent if their boundaries share an
edge. An embedding of a graph is a rotation system together with a prescribed outer face.
¿e subdivision created by a drawing of graph G also induces one embedding of G but
for a given embedding, there is an in�nite number of drawings realizing it.

We can also use a rotation system to describe an embedding. For planar graphs, these
de�nitions are equivalent; for nonplanar graphs, there can be multiple di�erent subdivi-
sions – creating faces bounded by combinatorially di�erent curves – following the same
rotation system (see Figure 2.1 (c)). We will sometimes prescribe the combinatorial em-
bedding of a graph to then try �nding a drawing matching the given embedding.

2.2 Algorithms

In this section, we de�ne the algorithmic concepts relevant to this book. An algorithm
is a �nite sequence of well-de�ned instructions, designed to be executed by some ma-
chine (such as Turing machines, computers, or humans). An algorithm is deterministic,
if when given an input, it will always perform the same sequence of steps to arrive at
the same output. A non-deterministic algorithm has some “freedom of choice” when
performing the next instruction – some choices might lead to di�erent outputs than oth-
ers. A randomized algorithm employs some randomnumber generator – such as �ipping
coins or creating a random order of the elements of a set. ¿e computational model used
throughout this book is the real RAMmodel – a hypothetical machine capable of in�nite-
precision arithmetic operations on real numbers in constant time. Details on this model
can be found in the book Computational Geometry by Preparata and Shamos [PS85].

2.2.1 Asymptotic Runtime

When looking at families of graphs or the running time of algorithms, one can o en rec-
ognize some asymptotic behaviour. We describe such behaviours using Landau symbols
– also known as Big Oh Notation. Let f ∶N→ N be a function that maps a natural number
to a natural number – e.g. input size and running time for an algorithm or number of
vertices (usually called n) and edges (m) for some graph. We de�ne the following classes
of functions with respect to function f :

7 Or on some other two-dimensional surface.
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2 Basic De�nitions

O( f ) = {д∶N→ N ∣ ∃c > 0, ∃n0 > 0, ∀n > n0∶ 0 < f (n) ≤ c ⋅ д(n) }
Ω( f ) = {д∶N→ N ∣ ∃c > 0, ∃n0 > 0, ∀n > n0∶ c ⋅ д(n) ≤ f (n) }
Θ( f ) = {д∶N→ N ∣ ∃c1 , c2 > 0, ∃n0 > 0, ∀n > n0∶ c1 ⋅ д(n) ≤ f (n) ≤ c2 ⋅ д(n) }

¿e growth of a function д that lies in the order of f – or for short д ∈ O( f ) – is
upper-bounded by that of f . Symmetrically, we have that for д ∈ Ω( f ), the growth of
д is lower-bounded by that of f . Intuitively, we have that д ∈ Θ( f ) implies that f and
д grow alike – that is, д ∈ O( f ) and д ∈ Ω( f ), thus f upper- and lower-bounds д for
di�erent constants.

If we have f ∈ O(nk) for some constant k, we say that f is a polynomial function; an
algorithm with runtime O(nk) is an e�cient or polynomial-time algorithm. Opposed to
e�cient algorithms are the exponential-time algorithms. An exponential algorithm has
a runtime that is lower-bounded by some exponential function (a function f (n) = cn
in which the parameter appears in the exponent at least once and with some base c > 1).
Between polynomial and exponential functions are the quasi-polynomial functions. A
function f is quasi-polynomial, if we have f ∈ O(2(log n)c) for some constant c > 0.8
A quasi-polynomial-time algorithm has a runtime that can be bounded using a quasi-
polynomial function.

2.2.2 Complexity and Hardness

Complexity Classes. ¿ere are two di�erent kinds of problems that we discuss in this
book. For decision problems, we try to �nd a yes/no-answer; whereas for optimization
problems, we look for the best answer – optimizing some objective function.

¿e complexity class P is the class of all decision problems that are solvable by some
e�cient deterministic algorithm. Similarly, the classQP is the class of all decision prob-
lems solvable by quasi-polynomial-time algorithms. On the other hand, the class NP
is the class of problems solvable by non-deterministic polynomial-time algorithms. We
clearly have that P ⊂ NP , but the question whether the two classes are the same or not
– P = NP or P ⊊ NP – remains open. From an algorithm standpoint, most results are
stated under the standard assumption that P ≠ NP .9

A problem T is NP-hard, when there is a polynomial-time reduction from every
problem R ∈ NP to T . A reduction from R to T is a transformation that translates an
instance IR for problem R into an instance IT for problem T such that there is a valid
solution to IR if and only if there is one to IT . A problem isNP-complete if it isNP-hard
and inNP .

8 For c = 1 we get the linear functions, whereas for c < 0 we get sub-polynomial functions.
9 ¿is question has been open for about 60 years. In 2012, William Gasarch [Gas12] conducted a survey
among computer scientists. Out of 152 participants, 83% expected the two classes to not be equal.
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2.2 Algorithms

Boolean Satis�ability. Finally, we de�ne one of the classic problems shown to be
NP-complete by Richard Karp [Kar72] in 1972 – namely Satis�ability with at most 3
literals per clause, also known as 3SAT. Cook [Coo71] and Levin [Lev73] independently
considered the Boolean Satis�ability Problem (or SAT), showing that it is the �rst NP-
complete problem; this result is therefore known as theCook-Levin theorem. An instance
of SAT – a Boolean formula – consists of Boolean variables and the three operators And,
Or, and Not (denoted by the symbols ∧, ∨, and ¬ respectively). A formula is called
satis�able if it is true for some assignment of Boolean values to the variables. SAT is the
problem of deciding whether a given formula is satis�able.

¿e variables appear as negated or unnegated literals – such as ¬x or x. Each clause
is a disjunction of literals – for instance (x ∨ ¬y ∨ z) – and a formula is in conjunctive
normal form, if it is a conjunction of clauses. Any SAT formula can be translated to an
equivalent formula in conjunctive normal form. ¿e issue with this is that the translated
formula’s size can be exponentially larger than that of the original one.

¿e 3SAT problem is a special version of SAT; a 3SAT formula is in conjunctive nor-
mal form and in addition, every clause contains nomore than three literals. While 3SAT
is NP-complete, the variant 2SAT – restricting the clauses to contain up to two literals
each – can be solved e�ciently.

Exponential Time Hypothesis. ¿e Exponential Time Hypothesis (or ETH for short)
(as stated by Impagliazzo and Paturi [IP01]) is a complexity theoretic assumption de�ned
as follows: Let sk = inf{δ∶ there is an O(2δn)-time algorithm to solve kSAT}. ¿e Expo-
nential Time Hypothesis states that for k ≥ 3 we have that sk > 0; in other words, there is
no sub-exponential-time algorithm – and subsequently also no quasi-polynomial-time
algorithm – that solves 3SAT. Finding a problem that can be solved in quasi-polynomial
time and that is alsoNP-hard would contradict the ETH. In recent years, the Exponen-
tial Time Hypothesis has become a standard assumption from which many conditional
lower bounds have been proven; Cygan et al. [CFK+15] provide a good summary on this
topic.

Note that, in addition to violating the ETH, the existence of an NP-hard problem
which can be solved in quasi-polynomial time would also directly imply that determin-
istic and nondeterministic exponential time – EXP and NEXP – coincide. ¿is can be
proven by a padding argument similar to Proposition 2 by Buhrman andHomer [BH92].
¿us, having a quasi-polynomial algorithm for a problem implies that it is extremely un-
likely for that problem to beNP-hard. ¿us, it is widely believed thatNP /⊂ QP .

Approximability. Similar toNP-hard decision problems, there are alsoNP-hard op-
timization problems. To any optimization problem, there is also a division variant – in-
stead of asking for the best solution, one can also ask if there exists a solution above or
below a certain threshold. ¿e complexity class NPO contains all NP-hard optimiza-
tion problems.
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2 Basic De�nitions

One way to tackle a problem in NPO is to try �nding an approximation algorithm
– an algorithm with a provable guarantee on the solution quality. Let OPT(I) be the
optimal solution for an instance I of some optimization problem P and let ALG(I) be
the output of some approximation algorithm solving it. ¿at algorithm is a constant-
factor approximation, if there exists some constant c such that c ⋅ ALG(I) = OPT(I)
holds for all instances I of problem P.

¿e classAPX is the class of problems inNPO that have a polynomial-time constant-
factor approximation algorithm.
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Chapter 3

Outer k-Planar and
Outer k-Quasi-Planar Graphs

In the last decade, the focus in graph drawing has shi ed from exploiting structural
properties of planar graphs to addressing the question of how to produce well-structured
and understandable drawings of general graphs.

¿is becomes even more important in the presence of edge crossings, giving rise to
the topic of beyond-planar graph classes. ¿e primary approach here has been to de�ne
and study graph classes which allow some edge crossings, but restrict these crossings in
various ways. Two commonly studied such graph classes are:

1. k-planar graphs, the graphs which can be drawn so that each edge (Jordan curve)
is crossed by at most k other edges.

2. k-quasi-planar graphs, the graphs which can be drawn so that no k pairwise non-
incident edges mutually cross.

Following these de�nitions, the 0-planar graphs and 2-quasi-planar graphs are precisely
the planar graphs. Additionally, the 3-quasi-planar graphs are simply called quasi-planar.
Two highly relevant recent surveys on these classes are by Kobourov, Liotta, and Mon-
tecchiani [KLM17] and Didimo, Liotta, and Montecchiani [DLM19].

In this chapter we study these two families of classes of graphs under the restriction
that the vertices are placed in convex position and edges mapped to line segments; i.e.,
we apply the above two generalizations of planar graphs to outerplanar graphs and study
outer k-planarity and outer k-quasi-planarity.

Concepts. In the following, we consider balanced separators, treewidth, degeneracy,
coloring, edge density, and recognition to study these two classes. We start by de�n-
ing the key concepts used in this chapter, then state our contribution to these beyond-
outerplanar graph classes, to �nally give an overview on the related work. We brie�y
de�ne the most important graph theoretic concepts that we study in this chapter.

A graph is d-degenerate when every subgraph of it has a vertex of degree at most
d. ¿is concept was introduced by Lick and White [LW70] as a way to provide easy

A preliminary version of the contents of this chapter has appeared in the proceedings of Graph Draw-
ing 2017 [CKL+17]. ¿is is joint work with Steven Chaplick, Myroslav Kryven, Giuseppe Liotta, and
Alexander Wol�.
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3 Outer k-Planar and Outer k-Quasi-Planar Graphs

bounds on the chromatic number. Namely, a d-degenerate graph can be (d + 1)-colored
by repeatedly removing a vertex of degree at most d. A graph class is d-degenerate if
every graph in the class is d-degenerate. Note that the class of d-degenerate graphs is
hereditary, that is, it is closed under taking subgraphs. Also note that outerplanar graphs
are 2-degenerate, and planar graphs are 5-degenerate.

Given a graph G = (V , E) with n vertices, a pair A, B of subsets of V is a separation
ofG if A∪B = V , and no edge ofG has one endpoint in A∖B and the other in B∖A. ¿e
intersection A∩ B is called a separator and the size of the separation (A, B) is ∣A∩ B∣. A
separation (A, B) ofG is balanced if ∣A∖B∣ ≤ 2n

3 and ∣B∖A∣ ≤ 2n
3 . ¿e separation number

ofG is the smallest number s such that every subgraph ofG has a balanced separation of
size at most s. ¿ere is a polynomial relation between separation number and treewidth
found by Robertson and Seymour [RS84]; namely, any graphwith treewidth t has separa-
tion number at most t + 1 and, as Dvořák and Norin [DN19] recently showed, any graph
with separation number s has treewidth at most 15s. Graphs with bounded treewidth are
of interest, among others, due toCourcelle’s¿eorem (see¿eorem3.12 [Cou90]), which
implies that for graphs with bounded treewidth many problems can be solved e�ciently.

3.1 RelatedWork and Contribution

Ringel [Rin65] was the �rst to consider k-planar graphs by showing that 1-planar graphs
are 7-colorable. ¿is was later improved to 6-colorable by Borodin [Bor84]. ¿is is
tight since K6 is 1-planar. Many additional results on 1-planarity can be found in a re-
cent survey paper by Kobourov, Liotta, and Montecchiani [KLM17]. Generally, each n-
vertex k-planar graph has atmostO(n

√
k) edges (shown by Pach [PT97]) and treewidth

O(
√
kn) (shown by Dujmović, Eppstein, and Wood [DEW17]).

Outer k-planar graphs have been considered mostly for k ∈ {0, 1, 2}. Of course, the
outer 0-planar graphs are the classic outerplanar graphs which are well-known to be
2-degenerate and have treewidth at most 2. It was shown by Babu, Khoury, and New-
man [BKN16] that essentially every graph property is testable on outerplanar graphs.
Outer 1-planar graphs are a simple subclass of planar graphs and can be recognized in
linear time [ABB+16, HEK+14]. Full outer 2-planar graphs – a subclass of outer 2-planar
graphs – can been recognized in linear time [HN16]. General outer k-planar graphs were
considered by Binucci et al. [BGHL18]. Among other results, they showed that, for ev-
ery k, there is a 2-tree which is not outer k-planar. Wood and Telle [WT07] considered a
slight generalization of outer k-planar graphs in their work and showed that these graphs
have treewidth O(k).

¿e k-quasi-planar graphs have been studied extensively from the perspective of edge
density. ¿e goal here is to settle a conjecture of Pach, Shahrokhi, and Szegedy [PSS96]
stating that every n-vertex k-quasi-planar graph has at most ckn edges, where ck is a
constant depending only on k. ¿is conjecture has been settled in the a�rmative by Ack-
erman and Tardos for k = 3 [AT07] and by Ackerman for k = 4 [Ack09]. ¿e best known
general upper bound is (n log n)2α(n)ck , discovered by Fox, Pach, and Suk [FPS13], where
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3.1 Related Work and Contribution

α is the inverse of the Ackermann function. Capoyleas and Pach [CP92] showed that any
k-quasi-planar graph has at most 2(k − 1)n − (2k−12 ) edges, and that there are k-quasi-
planar graphs meeting this bound. More recently, it was shown by Geneson, Khovanova,
and Tidor [GKT14] that the semi-bar k-visibility graphs are outer (k + 2)-quasi-planar.
However, the outer k-quasi-planar graph classes do not seem to have received much fur-
ther attention.

¿e relationship between k-planar graphs and k-quasi-planar graphs was consid-
ered recently. While any k-planar graph is clearly (k + 2)-quasi-planar, Angelini et
al. [ABB+20] showed that any k-planar graph is (k + 1)-quasi-planar. More specially,
it has also been shown that 2-planar graphs are also quasiplanar.

¿e convex (or 1-page book) crossing number of a graph is the minimum number of
crossings which occur in any convex drawing. ¿is concept has been introduced several
times (see Schaefer [Sch13] for more details). Masuda et al. [MKNF87] showed that de-
termining the convex crossing number is NP-complete. However, recently Bannister
and Eppstein [BE18] used treewidth-based techniques (via extended Monadic Second-
Order Logic – MSO2) to show that the convex crossing number can be computed in
linear FPT time, i.e., in O( f (c) ⋅ ∣I∣) time where c is the convex crossing number and
f is a computable function. ¿us, for any k, the outer k-crossing graphs with n vertices
and m edges can be recognized in time linear in n +m. Chaplick et al. [CvDK+20] used
MSO2 to recognize graphs that have a circular layout with k bundled crossings1.

Contribution. ¿e rest of this chapter is structured as follows.
In Section 3.2, we consider outer k-planar graphs. We show that this graph class is

(⌊
√
4k + 1⌋ + 1)-degenerate, and observe that the largest outer k-planar clique has size

(⌊
√
4k + 1⌋+ 2). ¿is implies each outer k-planar graph can be (⌊

√
4k + 1⌋+ 2)-colored,

and this is tight. We further show that every outer k-planar graph has separation number
at most 2k + 3. For each �xed k, we use these balanced separators to obtain a quasi-
polynomial time algorithm to test outer k-planarity, i.e., these recognition problems are
notNP-hard unless ETH fails.

In Section 3.3, we consider outer k-quasi-planar graphs. Speci�cally, we discuss the
edge-maximal graphs which have been considered previously under di�erent names, for
example by Capoyleas and Pach [CP92], Dress, Koolen, and Moulton [DKM02], and
Nakamigawa [Nak00]. We provide a novel approach to show that all edge-maximal outer
k-quasi-planar graphs have the maximum number of edges, namely 2(k − 1)n − (2k−12 ).
We also relate outer k-quasi-planar graphs to planar graphs.

In Section 3.4, we restrict outer k-planar and outer k-quasi-planar drawings to full
drawings (where no crossing appears on the boundary – see Figure 3.1 (a)), and to closed
drawings (where the vertex sequence on the boundary is a cycle in the graph – see Fig-
ure 3.1 (c)). ¿e case of full outer 2-planar graphs has been considered by Hong and
Nagamochi [HN16]. ¿ey showed that full outer 2-planarity testing can be performed
1 A bundle is a set of edges that travel in parallel. A bundled crossing occurs when two bundles cross – that
is, every edge of one bundle crosses every edge of the other.
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(a) (b) (c)

Figure 3.1: (a) An outer 1-planar embedding that is not full; (b) a full embedding that is not closed; (c) a
closed outer 1-planar embedding.

in linear time. We �rst observe that a graph is full outer k-planar if and only if its maxi-
mal biconnected components are closed outer k-planar2, and that this equivalence also
holds for full outer k-quasi-planar graphs. ¿en, for each k, we express both closed
outer k-planarity and closed outer k-quasi-planarity in extended Monadic Second-Order
Logic. ¿us since outer k-planar graphs have bounded treewidth, full outer k-planarity is
testable in O( f (k) ⋅ n) time, for a computable function f . ¿is result greatly generalizes
the work of Hong and Nagamochi.

3.2 Outer k-Planar Graphs

In this section we show that every outer k-planar graph is O(
√
k)-degenerate and has

separation number O(k). ¿is provides tight bounds on the chromatic number, and
allows for testing outer k-planarity in quasi-polynomial time.

3.2.1 Degeneracy and Coloring

We show that every outer k-planar graph has a vertex of degree at most
√
4k + 1+ 1. First

we note the size of the largest outer k-planar clique and then we prove that each outer k-
planar graph has a vertex matching the clique’s degree. ¿is also tightly bounds the chro-
matic number in terms of k, i.e., ¿eorem 3.3 follows from Lemma 3.1 and Lemma 3.2.

Lemma 3.1. Every outer k-planar clique has at most ⌊
√
4k + 1⌋ + 2 vertices.

Proof. Let a and b be two vertices of the largest clique. In any outer embedding the
edge (a, b) partitions the other vertices into two sets Sℓ and Sr – the vertices on the
le and the right side of (a, b). Because all vertices are a clique, edge (a, b) is crossed
∣Sℓ ∣ ⋅ ∣Sr ∣ times. ¿erefore, the edge that is crossed the most has an almost equal number
2 ¿is was observed for full outer 2-planar graphs by Hong and Nagamochi [HN16].
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of vertices on both sides; the total number of crossings then is ( n−22 )2 ≤ k if n is even
and (n−3)(n−1)4 ≤ k if n is odd. ¿erefore, for �xed k, the size of the clique is at most
⌊
√
4k + 1⌋ + 2.

Lemma 3.2. ¿e largest possible minimum degree of a vertex in an outer k-planar graph
G is

√
4k + 1 + 1 and this bound is tight.

Proof. In the following let δ be the largest minimum degree over all outer k-planar
graphs and let G be some outer k-planar graph realizing δ. By Lemma 3.1 we know
that G can contain a clique of size ⌊

√
4k + 1⌋ + 2, so we have δ ≥ ⌊

√
4k + 1⌋ + 1.

Hence, it remains to show that δ ≤
√
4k + 1 + 1. We use a contradiction argument

to show that G cannot have minimum degree δ ≥
√
4k + 1 + 2 – it would then be too

small to accommodate such a minimum degree vertex. We say an edge (a, b) cuts h ∈ N
vertices, if there are h vertices to either the le or the right side of (a, b) with respect to
the embedding of G.

Assume that edge (a, b) cuts h vertices of graphG and let cr(a ,b) denote the number
of edges crossing (a, b). Since we have minimum degree delta, we get the following:

cr(a ,b) ≤ δh − h(h + 1) ≤ k. (3.1)

Inequality (3.1) accounts for all edges incident to vertices cut by (a, b), subtracting
all edges that can possibly go between those vertices or from any such vertex to a or b,
as those edges cannot cross (a, b). Assume for contradiction that δ is larger, namely
δ ≥

√
4k + 1+ 2; ¿ere is some number h∗ of vertices that edge (a, b) would have to cut

to violate k-planarity.

cr(a ,b) ≥ δh∗ − h∗(h∗ + 1) ≥ k + 1. (3.2)

From Inequality (3.2) we get h∗ ≥ 1
2(δ − 1 −

√
(δ − 1)2 − 4(k + 1)). Consider the

smallest such h∗. Further assume that no edge (a, b) cuts between h∗ and h vertices
inclusive. ¿us, for edge (a, b) we get the following relationship:

cr(a ,b) ≤ δh − h(h + 1) + 2(
h−h∗

∑
j=1

j). (3.3)

¿e last term on the right side of Inequality (3.3) accounts for the absent edges that
cut more than h − h∗ vertices. Now, assuming that (a, b) cuts h + 1 vertices and we have
δ > 2h∗, we get the following from Inequality (3.2):

cr(a ,b) ≥ δh − h(h + 1) + 2(∑h−h∗
j=1 j) + δ − 2(h + 1) + 2(h − h∗ + 1)

> k + δ − 2(h + 1) + 2(h − h∗ + 1) > k.
(3.4)

Inequality (3.4) is trivially satis�ed for δ >
√
4k + 1 + 2. ¿erefore, with minimum

degree δ ≥
√
4k + 1 + 2, there cannot be an edge that cuts more then h∗ < 1

2

√
4k + 1
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Figure 3.2: Illustrations for �nding a balanced separator as in the proof of Theorem 3.4: (a) the pair of
parallel edges (bℓ , b′ℓ) and (ar , a′r); (b) case 1 in the proof; (c) case 2.

vertices in any outer k-planar graph. On the other hand, such a graph can have at most
2h∗ <

√
4k + 1 vertices, which is not enough “other endpoints” to accommodate the

minimum degree vertex required; a contradiction.

Having established that outer k-planar graphs are (
√
4k + 1+1)-degenerate, we easily

obtain the following result.

¿eorem 3.3. Each outer k-planar graph is
√
4k + 1 + 2 colorable and this is tight.

3.2.2 Quasi-polynomial timerecognitionviaBalancedSeparators
We show that outer k-planar graphs have separation number atmost 2k+3 (¿eorem3.4)
by constructing balanced separators. Via a result of Dvořák and Norin [DN19], this
implies that these graphs have treewidth linear in k. However, Proposition 8.5 of Wood
and Telle [WT07] implies that every outer k-planar graph has treewidth at most 3k + 11,
i.e., a better bound on the treewidth than applying the result of Dvořák and Norin to
our separators. ¿e treewidth 3k + 11 bound also implies a separation number of 3k + 12,
but our bound is lower. Our separators also allow outer k-planarity testing in quasi-
polynomial time – see ¿eorem 3.5.

¿eorem 3.4. Each outer k-planar graph has separation number at most 2k + 3.

Proof. Consider an outer k-planar drawing. If the graph has an edge that cuts between
n
3 and

2n
3 vertices to one side, we can use this edge to obtain a balanced separator of size

at most k + 2, i.e., by choosing the endpoints of this edge and a vertex cover of the edges
crossing it. So, suppose no such edge exists. Consider a pair of vertices a and b such that
the line ab divides the drawing into a le side Sℓ and a right side Sr having an almost
equal number of vertices (∣∣Sℓ ∣− ∣Sr ∣∣ ≤ 1). If the edges which cross ab also mutually cross
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each other, there can be at most k of them. ¿us, we again have a balanced separator of
size at most k + 2. So, it remains to consider the case when we have some pair of edges
that both cross ab, but do not cross each other. We call such a pair of edges parallel. We
now pick a speci�c pair of parallel edges:

Starting from b, let bℓ be the �rst vertex along the boundary in clockwise direction
such that there is an edge (bℓ , b′ℓ) that crosses the line ab. Symmetrically, starting from a,
let ar be the �rst vertex along the boundary in clockwise direction such that there is an
edge (ar , a′r) that crosses the line ab; see Figure 3.2 (a). Note that the edges (ar , a′r)
and (bℓ , b′ℓ) are either identical or parallel. In the former case, we see that all other
edges crossing line ab must also cross the edge (ar , a′r) = (bℓ , b′ℓ), and as such there
are again at most k edges crossing ab. In the latter case, there are two subcases to be
considered. For two vertices u and v, let [u, v] be the set of vertices that starts with u
and, going clockwise, ends with v (with respect to the embedding). Let ]u, v[ be the set
of vertices between u and v, thus ]u, v[= [u, v] ∖ {u, v}.

• Case 1:¿e edge (bℓ , b′ℓ) cuts n
3 vertices to the top; see Figure 3.2 (b). In this case,

either [b′ℓ , b] or [b, bℓ] has to have between n
3 and

n
2 vertices. We claim that neither

the line bbℓ nor the line bb′ℓ can be crossed more than k times. Namely, each edge
that crosses bb l also crosses edge (bℓ , b′ℓ). Similarly, each edge that crosses bb′ℓ
also crosses (bℓ , b′ℓ). ¿us, we have a separator of size at most k + 2, regardless of
whether we choose bbℓ or bb′ℓ to separate the graph. As we observed above, one
of them is balanced. ¿e case where edge (ar , a′r) cuts at most n

3 vertices to the
bottom is symmetric.

• Case 2: ¿e pair of edges (bℓ , b′ℓ) and (ar , a′r) each cut at most n
3 vertices to the

bottom and top, respectively, and don’t cross each other. We show that in this
case, we can always �nd a close pair of parallel edges, that is, a pair of edges, both
cutting n

3 vertices to the top and bottom, respectively, and with no edges between
them parallel to either. If there is an edge e between (bℓ , b′ℓ) and (ar , a′r), we form
a new pair by using e to replace either (ar , a′r) or (bℓ , b′ℓ), depending on whether
e cuts at most n3 vertices to the bottom or to the top, respectively. By repeating this
procedure, we always �nd a close pair. Hence, we can assume that (ub , vb) and
(ua , va) actually form a close pair. Let α = ∣]va , ua[∣, β = ∣]vb , ub[∣, γ = ∣]ua , vb[∣,
and δ = ∣]ub , va[∣ be the numbers of vertices in the four quadrants de�ned by the
endpoints; see Figure 3.2 (c).

Suppose that the edge pair shares an endpoint – w.l.o.g. assume va = ub . We can
now use both edges (va , vb) and (ua , va) (together with any edges crossing them)
to obtain a separator of size atmost 2k+3. ¿e separator is balanced since α+β ≤ 2n

3
and γ + δ ≤ 2n

3 .

So, instead assume that the endpoints ua , va , ub , vb are all distinct vertices. Note
that we have γ, δ ≤ n

2 since each side of ab has at most
n
2 vertices. We separate the
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Figure 3.3: Shapes of separators, special separator S in blue, regions in di�erent colors (red, orange,
and pink), components connected to blue vertices in green: (a) closest-parallels case; (b) single-edge
case; (c) special case for single-edge separators.

graph along the line ubua as follows: All the edges that cross this line must also
cross (ub , vb) or (va , ua). ¿erefore, we obtain a separator of size at most 2k + 2.
To see that the separator is balanced, we consider two cases. If δ ≥ n

3 (or γ ≥ n
3 ),

then α + β + γ ≤ 2n
3 (or α + β + δ ≤ 2n

3 ). Otherwise we have δ <
n
3 and γ <

n
3 . In

this case δ + α ≤ 2n
3 and γ + β ≤ 2n

3 . In both cases the separator is balanced.

Using the existence of balanced separators in outer k-planar graphs, we get the fol-
lowing result.

¿eorem3.5. ¿eouter k-planarity of a graphwith n vertices can be tested in O(2polylog n)
time when k is �xed.

Proof. Our approach is to leverage the structure of the balanced separators as described
in the proof of ¿eorem 3.4. Namely, we enumerate the sets which could correspond to
such a separator, pick an appropriate outer k-planar drawing of these vertices and their
edges, partition the components arising from this separator into regions, and recursively
test the outer k-planarity of the regions.

To obtain quasi-polynomial runtime, we need to limit the number of components on
which we branch. We do this by grouping them into regions de�ned by special edges of
the separators.

By the proof of¿eorem 3.4, if our input graph has an outer k-planar drawing, there
must be a separator which has one of the two shapes depicted in Figure 3.3 (a) and (b).
Here we are not only interested in the up to 2k+ 3 vertices of the balanced separator, but
actually the set S of up to 4k + 3 vertices one obtains by taking both endpoints of the
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3.2 Outer k-Planar Graphs

edges used to �nd the separator. Note that this larger set S is also a balanced separator.
We use a brute force approach to �nd the right set: Enumerating all sets of vertices of
size up to 4k+3, we then check whether it can be drawn similar to one of the two shapes
from Figure 3.3. By �xing S, we pick a subgraph GS induced by S with O(k) vertices.
Graph GS can have at most a function of k di�erent outer k-planar drawings. ¿us, we
branch on all such drawings of GS .

We now consider the two di�erent shapes separately. In the �rst case, S contains
three special vertices v ,w1 and w2; in the second case S contains two special vertices v
and w. In both cases, the special vertices will be called boundary vertices and all other
vertices in S will be called regional vertices. By �xing the drawing of GS in the current
branch, the regional vertices are partitioned into regions by the boundary vertices. Using
the structure of the separator guaranteed by the proof of ¿eorem 3.4, we get that no
component of G ∖ S can be adjacent to regional vertices which live in di�erent regions
with respect to the boundary vertices.

We �rst discuss the case of usingGS as depicted in Figure 3.3 (a). We start by picking
the three special vertices v ,w1 and w2 from S to behave as shown in Figure 3.3 (a). ¿e
following arguments regarding this shape of separator are symmetric with respect to the
pair of opposing regions.

If there is a component connected to regional vertices of di�erent regions, we reject
this con�guration. From the proof of ¿eorem 3.4, no component can be adjacent to all
three boundary vertices: this would either contradict the closeness of the parallel edges
or imply an edge connecting distinct regions. Each component is of one of four di�erent
types, depending on how it is connected to regional and/or boundary vertices; for the
regions neighboring w1 they are shown as c1 , c2 , c3, and c4 in Figure 3.3 (a).

• Components of type c1 are connected to (possibly many) regional vertices of the
same region andmay be connected to boundary vertices as well. In any valid draw-
ing, they have to be placed in the same region as their regional vertices.

• Components of type c2 are not connected to any regional vertices and only con-
nected to one of the three boundary vertices. Hence, they cannot interfere with
other parts of the drawing – we can arbitrarily assign them to a region adjacent to
their boundary vertex.

• For components that are connected to two boundary vertices – say v and w1 – it
seems to be possible for them to be placed le or right of the edge connecting v
andw1, e.g., as c3 or c4. ¿e latter option c4 is not valid: ¿e separator was created
by two close parallel edges as argued in the proof of ¿eorem 3.4, a contradiction.

From the above discussion, we see that from a �xed con�guration – a set S, a draw-
ing of GS , and triple of boundary vertices – if the drawing of GS has the shape depicted
in Figure 3.3 (a), we can either reject the current con�guration for having bad compo-
nents, or we obtain a well-de�ned placement into the regions de�ned by the boundary
vertices: For components of type c2, it su�ces to recursively produce a drawing of that
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component together with its boundary vertex to be placed next to that boundary vertex.
¿e other components can be partitioned into the regions and we recurse on the regions
individually. ¿is covers all cases for this separator shape.

¿e shape of the separator for the second case is shown in Figure 3.3 (b). We have two
boundary vertices v andw and thus only two regions. ¿is allows for the two component
types c1 and c2 from the �rst case. ¿ey are also handled as described above. In addition,
we have components connected to both v and w but no regional vertices. ¿is allows
for two di�erent placement options c3 or c4 – le or right of the line vw. If there is an
edge (v i ,w i) that is part of the separator but di�erent from vw, there cannot be more
than a total of k such components; see Figure 3.3 (b). In any drawing, there will be
edges connecting each component to v andw, and at least one of these edges has to cross
(v i ,w i). Since this edge can be crossed at most k times, this gives an upper bound on the
number c3 and c4-type components. ¿us, we now enumerate all di�erent placements
of these components as either type c3 or type c4 and recurse accordingly.

In the case that there is no edge (v i ,w i), the separator is exactly the pair v ,w. ¿is
eliminates the possibility of type c1 components and the components of type c2 are han-
dled as before. We argue that in this case, any a valid drawing can have at most a func-
tion of k di�erent components of type c3 or c4. Consider the components of type c3,
the components of type c4 can be counted similarly. Given a valid drawing of a type c3
component, consider the highest – clockwise last – vertex of this drawing connected to
v and the lowest – clockwise �rst – vertex connected to w. ¿ese two vertices de�ne a
subinterval of the le region. Considering two such intervals, they can relate in one of
three ways: ¿ey overlap, they are disjoint, or one is contained in the other. We group
components with either overlapping or disjoint intervals into layers. ¿is is shown in
Figure 3.3 (c): For simplicity, we only draw the highest and lowest connected vertices
for every component and we contract every component into a single edge representing
connectivity.

Let (a1 , b1) be the bottom-most component of type c3 – vertex a1 is the lowest of all
lower vertices. We de�ne the �rst layer to be all components overlapping or disjoint of
(a1 , b1). Now consider the (green) edge (b1 ,w) (see Figure 3.3 (c)): ¿e total number
of components disjoint from (a1 , b1) in the �rst layer is bounded by k since for every
component, at least one of its edges connecting it to v must cross (b1 ,w). Intervals that
overlap (a1 , b1)must have an edge connecting the vertex inside (a1 , b1) to either v or w.
¿is edge then must cross either (a1 , v) or (b1 ,w). ¿is implies that there can only be
O(k) components in the �rst layer.

New layers are de�ned by considering components whose intervals are fully con-
tained in the �rst interval of the previous layer, starting with the second layer completely
being contained inside (a1 , b1). Notice that intervals fully contained in other intervals
disjoint from (a1 , b1) are also in the �rst layer and accounted for accordingly. All deeper
layers are nested inside (a1 , b1). To limit the total depth, let aℓ be the lowest vertex of the
�rst component of the deepest layer. Consider the (purple) edge (v , aℓ) – it is crossed by
some edge of every layer above it. As any edge can only have k crossings, there can only
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beO(k) di�erent levels in total. ¿is leaves us with a total of at mostO(k2) components
per region and again we can enumerate their placements and recurse accordingly.

¿e above algorithm provides the following recurrence regarding its runtime. De-
note by T(n) the runtime of our algorithm which is generously upper bounded by the
following expression. Let f (s) be the number of di�erent outer k-planar drawings of a
graph with s vertices.

T(n) ≤
⎧⎪⎪⎨⎪⎪⎩

nO(k) ⋅ f (4k + 3) ⋅ n3 ⋅ n ⋅ T( 2n3 ) for n > 5k
f (n) otherwise.

¿us, the algorithm runs in quasi-polynomial time, i.e., 2poly(log n).

3.3 Outer k-Quasi-Planar Graphs
In this section we consider outer k-quasi-planar graphs. We �rst describe some classes
of graphs which are (not) outer 3-quasi-planar. We then discuss edge-maximal outer
k-quasi-planar drawings.

3.3.1 Comparability to Planar Graphs

A sub-Hamiltonian graph is a planar graph to which edges can be added such that the
resulting augmented graph is still planar and contains a Hamiltonian cycle. Note that
all sub-Hamiltonian planar graphs are outer 3-quasi-planar: ¿e (completed) Hamilto-
nian cycle divides the edges into two sets of mutually non-crossing edges – one outside
and one inside the cycle. Flipping the outside edges to the inside, we get sets of pairwise
crossing edges of size at most 2. In this embedding, the edges completing the Hamilto-
nian cycle can be added without crossings (they bound the outer face). One can also see
which complete and bipartite complete graphs are outer 3-quasi-planar.

Proposition 3.1. ¿e following graphs are outer 3-quasi-planar:

(a) K4,4 and K5,

(b) planar 3-tree with three complete levels, and

(c) square-grids of any size.

Proof. It is easy to verify (a) by constructing a valid drawing, such as those in Figure 3.4.
(b) was experimentally veri�ed by using MiniSat [SE05] to check a Boolean expres-

sion for satis�ability. ¿e details on the SAT formulation can be found in Section 3.6.1.
(c) follows from an old result by Chung, Leighton, and Rosenberg [CLR87]: Square-

grids are sub-Hamiltonian.

29



3 Outer k-Planar and Outer k-Quasi-Planar Graphs

(a) (b)

Figure 3.4: Illustrations for Proposition 3.1: An outer 3-quasi-planar embedding of (a) K5 and (b) K4,4 .

v

v

(a) (b)

Figure 3.5: A vertex-minimal 23-vertex planar 3-tree which is not outer quasi-planar: (a) planar draw-
ing; (b) deleting the blue vertex makes the drawing outer quasi-planar.

In addition, we state in the proposition below that certain complete and complete
bipartite graphs which are not outer 3-quasi-planar. ¿e family of planar 3-trees is the
set of graphs obtainable by the following construction: Take a planar drawing of the
complete graph K4 and repeat the stacking operation as o en as desired: Pick some inner
face f of the drawing, add a vertex v at f ’s center, and connect v to all vertices incident
to f (subdividing f into three new inner faces). By convention K4 is the planar 3-tree
with one complete level; performing the stacking operation on all original inner faces of
a planar 3-tree with i complete levels, a planar 3-tree with i + 1 complete levels is created.
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Proposition 3.2. ¿e following graphs are not outer 3-quasi-planar:

(a) complete bipartite graphs Kp ,q with p ≥ 3, q ≥ 5,

(b) complete graphs Kn with n ≥ 6, and

(c) planar 3-tree with four complete levels.

Furthermore, not all planar graphs have an outer quasi-planar drawing. Consider
the vertex-minimal planar 3-tree on 23 vertices shown in Figure 3.5 (a); using MiniSat
to check for satis�ability of the corresponding Boolean expression we veri�ed that it is
not outer quasi-planar. An almost outer-quasi planar drawing of this graph can be seen
in Figure 3.5 (b). It was constructed by removing the blue vertex, drawing the remaining
graph in an outer quasi-planar way, and then reinserting the missing vertex. A descrip-
tion of the formula used to verify this result is found in Section 3.6.1.

Together, Propositions 3.1 and 3.2 immediately yield the following.

¿eorem 3.6. Planar graphs and outer 3-quasi-planar graphs are incomparable under
containment.

3.3.2 Maximal Outer k-Quasi-Planar Graphs
If adding any edge to a drawing of an outer k-quasi-planar graph destroys the outer k-
quasi-planarity of that drawing, it is called maximal. We call an outer k-quasi-planar
graph maximal if it has a maximal outer k-quasi-planar drawing. Recall that Capoyleas
and Pach [CP92] showed the following upper bound on the edge density of outer k-quasi-
planar graphs on n vertices:

∣E∣ ≤ 2(k − 1)n − (2k − 1
2

).

We prove that each maximal outer k-quasi-planar graph meets this bound. We in-
clude our independently discovered proof even though two other proofs of this result
can be found in the literature – by Dress, Koolen, and Moulton [DKM02] and also
by Nakamigawa [Nak00], we thank David Wood for pointing us to them – the main
result of both papers prove a slightly stronger theorem: For a drawing G = (V , E),
an edge �ip produces a new drawing G∗ by replacing an edge e ∈ E with a new edge
e∗ ∈ (n2) ∖ E. Both works show that, for every two edge-maximal outer k-quasi-planar
drawingsG = (V , E) andG′ = (V , E′), there is a sequence of edge �ips producing draw-
ings G = G1 ,G2 , . . . ,Gt = G′ such that each G i is a maximal k-quasi-planar drawing.
Together with the tight example of Capoyleas and Pach, this implies the next theorem.
¿e proof we present here directly employs an inductive argument, building on the ideas
of Capoyleas and Pach. ¿e argument itself and the structural insights leading up to it
are of independent interest.

31



3 Outer k-Planar and Outer k-Quasi-Planar Graphs

a
v1

v2

⋮
vд−1

vд

b

w1

w2

⋮

wh−1
wh

a

vk

v i

b

wℓ

w j
y
x

a
vx i−2

vx i−1

vx

b

wx i−2

wx i−1

wyi

i − 1

i −
2

(a) (b) (c)

Figure 3.6: Long edges in outer k-quasi-planar graphs: (a) Labeling scheme for left and right side
vertices according to the long edge (a, b). (b) Illustration of property (P1): (v ,kwℓ) is crossing (v i ,w j)
from above. (c) Property (P2): Blue edge in level i and the �rst two edges of a possible certi�cate.

¿eorem 3.7. Each maximal outer k-quasi-planar drawing G = (V , E) has:

∣E∣ =
⎧⎪⎪⎨⎪⎪⎩

(∣V ∣2 ) if ∣V ∣ ≤ 2k − 1,
2(k − 1)∣V ∣ − (2k−12 ) if ∣V ∣ ≥ 2k − 1.

For an outer k-quasi-planar drawing of graph G we call an edge (a, b) a long edge, if
a and b are separated along the outer face of G by at least k − 1 vertices on both sides.
In the following depictions, long edges will always be drawn vertically with a on top,
dividing the graph into the two regions le and right of (a, b). All edges that intersect
the long edge are called crossing edges. All vertices incident to crossing edges will be
called crossing vertices and for illustration we will label them as follows: In the le region,
vertices will be labeled v1 , . . . , vд counterclockwise from a on – from top to bottom –,
and in the right region, vertices will be labeled w1 , . . . ,wh , and by de�nition, we have
д, h ≥ k − 1; see Figure 3.6 (a).

To provemaximality of the considered graph, we count the number of crossing edges
in an inductive argument. We construct (k − 2) hierarchical levels – subsets of the cross-
ing edges of G that form maximal crossing-free connected subgraphs of G. We then
de�ne a replacement-operation that uses these levels to split the original graph into two
subgraphs, each with fewer vertices.

We use Algorithm 3.1 to greedily build the hierarchical levels. ¿e correctness of
Algorithm 3.1 is shown in the following lemma.

Lemma 3.8. For a given edge-maximal outer k-quasi-planar graph G, Algorithm 3.1 gen-
erates k − 2 hierarchical levels.

Proof. We need to argue two things: ¿e algorithm creates k − 2 levels that cover all
crossing edges with respect to (a, b), and that every level is connected. We order the
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3.3 Outer k-Quasi-Planar Graphs

Algorithm3.1:BuildLevels(Outer k-quasi-planar GraphG, long edge (a, b))
Vertices {v1 , . . . , vд} ← vertices le of (a, b)
Set of Sets S = {S1 , . . . , Sk−2} ← empty level sets
for i ← 1 to k − 2 do

for j ← 1 to д do
S′ ← edges of v j not crossing edges in S i
S i ← S i ∪ S′

return S

levels by order of construction: level y is a er level x or x ≺ y, if y is constructed a er x.
To do so, we �rst state two important properties:

(P1) If an edge (v i ,w j) of level y is crossed by an edge (vk ,wℓ) of level x with x ≺ y,
then (vk ,wℓ)must cross (v i ,w j) from above: i > k and j < ℓ; see Figure 3.6 (b).

(P2) For any edge e of level i, there is a set of edges E = {e1 , . . . , e i−1} – one from each
previous level – such that E∪e is a set of i pairwise crossing edges; see Figure 3.6 (c).

Property (P1) follows from the construction of level x: If there where no edge of level
x crossing edge (v i ,w j), then (v i ,w j) would also belong to level x.

Property (P2) holds by induction: For the �rst level there is no previous level. Edges
of level two are crossed by edges of the �rst level due to (P1). Any edge (vx ,wy) of level
i must be crossed by some edge (vx i−1 ,wy i−1) of level i − 1. Inductively we know that e i−1
is crossed by an edge of every previous level. Together, they form a chain of pairwise
crossings from above, and we get the following patterns on the indices of these edges:

x > x i−1 > x i−2 > ⋅ ⋅ ⋅ > x1 and y < y i−1 < y i−2 < ⋅ ⋅ ⋅ < y < y1 .

¿ese patterns indicate that in fact all the considered edges are pairwise crossing.
For a given edge e of level i, we call any set following the description in property (P2) a
certi�cate for e to be in i and any edge of level i − 1 crossing e can be extended to some
certi�cate for e.

Let t be the last level and consider the last edge e† taken from that level. Suppose the
algorithm created too many levels, so t > k − 2. By property (P2), the certi�cate of e†
belonging to t together with e† and (a, b) forms a set of t+ 1 ≥ k pairwise crossing edges.
¿is contradicts that the graph from which e† is taken is outer k-quasi-planar. Hence,
we never create more than k − 2 levels.

As Algorithm 3.1 greedily takes any legal edge into the current set, each level is max-
imal by construction.

To argue about the connectivity of the levels we carefully consider theway theywill be
generated in a maximal graph. We ensure that greedily picking edges never disconnects
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Figure 3.7: Connectivity of hierarchical level i: (a) The green level i is disconnected, as dashed edge e′
is missing. (b) A full set of edges blocking e′ using only locally left edges; (c) black edges start between
vu and vw , but do not belong to the same level as e and f , (d) red edges cross e′ from above and end
below wx , (e) orange edges cross e′ from below, and (f ) blue edges start and end on the same side.
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the edge set of any level. Assume we already generated levels 1 to i − 1 and in level i we
pick the edges e and f but not e′, as shown in Figure 3.7 (a).

Assume that edge e′ exists but is not put into level i, ending up with that level being
disconnected. Consider the relative positions of the endpoints of e′ in the le and right
regions with respect to the other edges of level i. As e′ is going upward it cannot cross
other edges of level i from above due to Property (P1). ¿us, if e′ is present in our graph,
it would belong to level i and i would be connected, a contradiction.

¿e other option to have level i be disconnected is that edge e′ is missing from the
graph. As the graph is supposed to be maximal, there must be a prevention set – a set
of k − 1 pairwise crossing edges that prevent its existence. Due to the edge (a, b), the
prevention set can contain at most k − 2 crossing edges. By existence of the edges e and
f we know that the prevention set also cannot consist of edges only locally on one side:
Any prevention set locally le would also prevent the existence of f by covering vw ; a
symmetric argument can be made against a locally right set together with edge e and
vertex wx .

In this context, (a, b) is considered to be both locally le and locally right. Hence,
any prevention set would have to include crossing edges as well, implying two possible
options: crossing edges together with locally le or right edges – see Figure 3.7 (b). For
illustration we use colors to describe the di�erent types of edges of the prevention set
depicted in Figure 3.7 (b) di�erently: black edges (Figure 3.7 (c)) start between vu and
vw , appearing between e and f but not belonging to the same level as e; red edges (Fig-
ure 3.7 (d)) cross e′ from above ending strictly below wx ; orange edges Figure 3.7 (e)
cross e′ from below; blue edges (Figure 3.7 (f)) are locally on one side crossing all edges
of other colors. By verifying the following claim, we �nish the proof.

Claim: A prevention set P for e′ can be transformed into a prevention set for f (or
symmetrically e) – contradicting the existence of that set.

To transform a prevention set P for e′ into a prevention set P ′ for f , we proceed as
follows: We keep all the orange and blue edges of P , as they already pairwise cross and
also cross f . If we replace any of the remaining edges, we need to make sure that the new
edges also cross the blue and orange ones in P ′.

Any other edges in P belong to previous levels because of the following:

• By (P1), all red edges cross e′ from above.

• For the black edges, we have two di�erent cases: Each edge either crosses f or lives
completely between e and f . Again by (P1), edges crossing f do so from above.
Edges that live between e and f cannot be crossed by edges of level i, so they must
belong to a level before level i.

We now consider the edges of P in the order of the level they belong to starting at
i − 1. For any such level, there is an edge crossing f whose le vertex is between the two
endpoints of every blue edge of P . To see that this is true, assume that there is some
edge ek of level k < i crossing e′ but not f . Since f is not in level k, there must be an
edge e× crossing it and its right vertex must be below the right vertex of ek . ¿is leaves
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v i
v i−1 v i+2

v i−2 v i+2

v i−3 v i+3

v i−4 v i+4

b

a

b

a

v

b

(a) (b) (c)

Figure 3.8: Using hierarchical levels to perform the split operation: (a) The frame of a maximal outer
k-quasi-planar graph; black edges are present for any k, green edges for k ≥ 3, purple edges for k ≥ 4).
(b) An outer 4-quasi-planar graph with 2 hierarchical levels shown in green and purple respective; (c)
the resulting subgraphG1 , the presumably missing edge of v (drawn dashed) is actually a frame edge.

to options for the le vertex of e×: it can either also be the le vertex of ek or some other
vertex below it but still above vw ; in both cases, this le vertex will be covered by all blue
edges and we can replace ek by e×. In the worst case, performing this replacement stops
all remaining edges of the certi�cate for e′ from crossing e× because it is below them. As
e× is in level k, there must be a prevention set for that. Notice that every edge of this
certi�cate must be below its corresponding counterpart of the certi�cate for e′ and thus
still all starting vertices are covered by blue edges. Hence then we also replace all edges
of layers before k by edges of the certi�cate for e×.

¿is conclude that a prevention set for e′ using locally le edges can be transformed
into a prevention set for f . A similar argument can be made using locally right edges by
again taking a prevention set for e′, transforming the certi�cate for e′ into one for e and
observing that the endpoints of of the edges of the certi�cate are again still covered by
the locally right edges.

We have established that edge e′ must exist and has to be placed into the same layer
as e and f , connecting the two components.

Considering the construction of Pach and Capoyleas [CP92], the proof of Claim 4
yields the following:

Remark. LetG be an outer k-quasi-planar graph with n vertices and let the vertices be
labeled v1 , v2 , . . . , vn , vn+1 = v1 according to their cyclic order along the outer face. Every
vertex v i can be adjacent to vℓ with ℓ ∈ [i −(k− 1), i +(k− 1)]. Hence, these frame edges
are present in any maximal outer k-planar graph; see Figure 3.8 (a).

Using the hierarchical levels described above, we give a split operation, which is used
to split the graph into two smaller parts. LetG be a maximal outer k-quasi-planar graph
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3.3 Outer k-Quasi-Planar Graphs

with a long edge (a, b) and hierarchical levels created by Algorithm 3.1. Let L i and R i be
the vertices of G incident to the crossing edges of level i in the regions le and right of
(a, b), respectively. Splitting G into two subgraphs G1 and G2 is done as follows: To ob-
tainG1, for every level i from 1 to (k−2), replace the vertices of L i by a single level-vertex
v i and connect that vertex to all vertices in R i , see Figure 3.8 (b) and (c). Finally, add
to G1 all missing frame edges to make it maximal. To obtain G2, proceed symmetrically,
exchanging the roles of le and right.

Lemma 3.9. A er applying a split operation to a maximal outer k-quasi-planar graph G,
the following relations among G and its two subgraphs G1 and G2 hold:

(i) ∣V(G)∣ = ∣V(G1)∣ + ∣V(G2)∣ − 2k + 2 and

(ii) ∣E(G)∣ = ∣E(G1)∣ + ∣E(G2)∣ − (∣E′1∣ + ∣E′2∣) + ∣E′∣ − 1,

where E′ is the set of edges of G crossing (a, b) and E′1 , E′2 are the sets of crossing edges
added to G1 ,G2 by the split operation.

Proof. We establish the two equations (i) and (ii) individually.
(i): Graphs G1 and G2 are obtained by only modifying vertices on the right or le 

side of G respectively, leaving the other side unmodi�ed and (a, b) present in both. ¿e
modi�cation adds k − 2 level-vertices to each graphs, so subtracting these vertices and
one copy of the vertices a and b, yields:

∣V(G)∣ = ∣V(G1)∣ − (k − 2) + ∣V(G2)∣ − (k − 2) − 2
= ∣V(G1)∣ + ∣V(G2)∣ − 2k + 2.

(ii): We count the edges added to both G1 and G2 and compare them to the number
of edges removed by splitting G. To do so, we consider the structure of our hierarchical
levels and the respective le and right vertices L i and R i . Every level is a caterpillar – a
set of connected and non-crossing edges –, so there are exactly ∣L i ∣ + ∣R i ∣ − 1 edges in
level i. Hence, the total number of crossing edges over all levels is

∣E′∣ =
k−2
∑
i=1

(∣L i ∣ + ∣R i ∣ − 1).

¿e sets of edges added toG1 andG2 each consist of two di�erent types of edges: ¿e
�rst type are the edges incident to the level-vertices, the other type are the missing frame
edges added to ensure thatG1 andG2 are maximal. ¿e total number of edges of the �rst
type can be expressed by summing up the sizes of all sets L i and R i with 1 ≤ i ≤ k − 2 as
follows:

k−2
∑
i=1

∣R i ∣ + ∣L i ∣.
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3 Outer k-Planar and Outer k-Quasi-Planar Graphs

¿e subgraphs induced by vertices and edges of the unmodi�ed sides of G1 and G2
remain maximal by maximality of G. But considering the last vertex of some level, in
some cases it seems possible to add an additional edge incident to that vertex to the
drawing – for instance, see vertex v fromFigure 3.8 (c). To count the presumablymissing
edges, recall how we generated the hierarchical levels. In level i we take all remaining
edges of right-side vertex wh−(i−1). For the �rst level, we take all edges of the last right-
side vertex, for the second level all edges of the second-to-last vertex, and so on. ¿e
total number of edges missing this way in both subgraphs together is

2 ⋅
k−2
∑
i=1

(i − 1).

¿e distance of each level vertex to the lowest vertex on the other side in the cyclic
order – counted clockwise or counterclockwise, depending on in which region the level
vertex was placed – is by construction bounded by k − 1. Hence, any edge missing this
way is actually a frame edge that can safely be added to the subgraph to make it maximal.

We added k − 2 level vertices and the maximum number of frame edges incident to
them. AsG is a k-quasi-planar graph, the vertices connecting these frame edges together
with a and b form a clique on k − 2+ 2 vertices. ¿e number of edges in this clique, and
hence the exact total amount of edges we add to G1 and G2 this way (without counting
(a, b)) is

2((k
2
) − 1) .

Putting everything together, the total number of new edges added to G1 and G2 is

∣E′1∣ + ∣E′2∣ = 2((
k
2
) − 1) +

k−2
∑
i=1

R i + L i + 2(i − 1).

Notice that we did not account for (a, b) in any of the subgraphs yet, so we subtract
one copy of it. ¿e remaining parts of G1 and G2 are the unmodi�ed sides of G and one
copy of (a, b). Simplifying the above equation completes the proof.

To complete our inductive argument, we need to do two things: We need to prove
the existence of a long edge in any maximal outer k-quasi-planar graph and we need to
consider the base cases – those maximal outer k-quasi-planar graphs with theminimum
number of vertices.

Lemma 3.10. Any maximal outer k-quasi-planar graph G = (V , E) either

(i) is a clique of size ∣V ∣ ≤ 2k − 1, or

(ii) has a long edge.
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Proof. Weconsider each case individually, depending on number of vertices in the graph.
For case (i), when ∣V ∣ ≤ 2k − 1, the graph G has to have all possible frame edges by

maximality. For any vertex v these edges connect it to the closest k − 1 other vertices le 
and right of it. As any v together with its frame edge neighbors covers all vertices of G,
the graph itself is the complete graph K2k−1.

In case (ii) we have ∣V ∣ > 2k − 1: Doing a simple counting argument on the number
of neighbors induced by frame edges, we get that for every vertex v i (i ∈ 1, . . . , n), there
is at least one other vertex w i that it is not connected to via a frame edge. Consider the
pair v i ,w i for some i. If it were connected by an edge, this would be the long edge we
are looking for. So suppose the edge (v i ,w i) is missing. As we choose G to be maximal,
there must be some set S of edges preventing the existence. As edges of S cannot be
part of the frame, they must span more than k − 1 vertices on both sides. Hence, S must
contain at least on long edge.

Finally, we combine the results of the lemmata presented above to complete the proof
of ¿eorem 3.7.

Proof of ¿eorem 3.7. By Lemma 3.10, the graphG we consider in each step either (i) is a
clique or (ii) we always �nd a long edge to split by. By picking a long edge in G, dividing
it into two regions, building the hierarchical levels with respect to these regions and
performing the split operation as described above, we get two subgraphs G1 and G2 of
smaller size. By Lemma 3.9 we get the relationships on vertex- and edge-count between
G and both subgraphs. We recursively repeat the splitting on these subgraphs until we
encounter cliques. We then know that the number of edges matches the bound on total
edge number.

Given amaximal outer k-quasi-planar graphG, we can recursively split it into pieces
that individually retain maximality and outer k-quasi-planarity. Considering the rela-
tionship among the edge sets of Lemma 3.9 (ii) and the maximality of the subgraphs, we
get the following equation:

∣E(G)∣ = ∣E(G1)∣ + ∣E(G2)∣ − (∣E′1∣ + ∣E′2∣) + ∣E′∣ − 1
= ∣E(G1)∣ + ∣E(G2)∣ − 2k2 + 5k − 3
= 2(k − 1)(n1 + n2) − 2(2k−12 ) − 2k2 + 5k − 3.

From the maximality of G and using Lemma 3.9 (i), we now have:

2(k − 1)(−2k + 2) = −(2k−12 ) − 2k2 + 5k − 3
−4k2 + 8k − 4 = −4k2 + 8k − 4.

¿e equation balances, completing the proof.
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3.4 Testing for Full Convex Drawings via MSO2

Hong and Nagamochi [HN16] were the �rst to introduce the class of full outer k-planar
graphs. Graphs in this class have a convex drawing which is outer k-planar and addi-
tionally there is no crossing on the outer boundary of the drawing – every corner of
the (not necessarily simple) polygon prescribing the outer face is a vertex of the graph.
Hong and Nagamochi gave a linear-time recognition algorithm for full outer 2-planar
graphs. ¿ey state that a graph G is (full) outer-2-planar, if and only if its biconnected
components are (full) outer-2-planar and that the outer boundary of a full outer-2-planar
embedding of a biconnected graph G is a Hamiltonian cycle of G. In ¿eorem 3.11, we
observe that this property also carries over to general outer k-planar and outer k-quasi-
planar graphs. ¿erefore, we de�ne the classes of closed outer k-planar and closed outer
k-quasi-planar graphs, where closed means that there is an appropriate convex drawing
where the circular order forms a Hamiltonian cycle.

In the following, we �rst give a basic introduction to Monadic Second-Order Logic
(MSO2) and Courcelles’ ¿eorem [Cou90, CE12], then use MSO2 to express crossing
patterns of closed k-planar and k-quasi-planar graphs. ¿is will result in a linear-time
algorithm to test closed outer k-planarity for each �xed k. ¿e following ¿eorem 3.11
will then conclude this section, translating the algorithm from closed to full outer k-
planar graphs.

¿eorem 3.11. To test a given graph for full outer k-planarity or outer k-quasi-planarity
it su�ces to test its biconnected components for closed outer k-planarity or outer k-quasi-
planarity respectively.

Proof. Let G be a graph. Clearly, if a subgraph is not closed outer k-planar, then neither
is the whole graph. It remains to show that when all biconnected components are all
closed outer k-planar, then the whole graph is full outer k-planar. It is well-known that
the set of cut vertices of G can be obtained in linear time. Splitting G at the cut vertices,
we obtain biconnected closed components if and only if G was full itself: When one
component only has drawings showing some crossing on the outside, this carries over to
a drawing of the full graph – since the biconnected components of a graph form a tree,
attaching the other components cannot close a cycle that covers a side of a component.

Every biconnected component is considered individually and checked in linear time.
Each non-cut vertex belongs to exactly one component and thus is handled only once.
¿e total e�ort spent on considering cut vertices is bounded by the number of bicon-
nected components. Hence, a simple charging argument on the vertices concludes run-
time analysis.

¿e MSO2 formulas stated below in Section 3.4.2 guarantee that the Hamiltonian
cycle – if present – is placed on the outer boundary of the drawing of each component.
Putting together the individual drawings of the components can be done crossing free
be reidentifying the cut vertices.
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3.4.1 Introduction toMonadic Second-Order Logic
Monadic Second-Order Logic (MSO2) – a subset of second-order logic – can be used to
express certain graph properties. Formulas in MSO2 can be built using these primitives:

• Variables for vertices, edges, sets of vertices, and sets of edges;

• Binary relations for equality (=), membership in a set (∈), subset of a set (⊆), and
edge–vertex incidence (I);

• Standard propositional logic operators: ¬, ∧, ∨,→, and↔;

• Standard quanti�ers (∀, ∃) which can be applied to all types of variables.
For a graph G and an MSO2 formula ϕ, we use G ⊧ ϕ to indicate that ϕ can be

satis�ed by G in the obvious way. Properties expressed in this logic allow us to use the
powerful algorithmic result of Courcelle stated in the next section.

Any formula presented here assumes that a graph G is given and uses edges, vertices
and incidences of G. To simplify notation in the following, we will always use e and f
as variables for edges, F as a set of edges, u, v as vertices and U as a set of vertices (also
including sub- and superscripted variants). In addition to the quanti�ers above we also
use a logical shorthand for the existence of exactly x elements (∃=x) satisfying a property,
that are all pairwise unequal and that no x+1 such elements exist. ¿e following formula
allows us to describe connectedness of the subgraph induced by an edge set F.

Connected-Edges(F) ≡ (∀F′ ⊂ F)[∃e , f ∶ e ∈ F′ ∧ f ∈ F ∖ F′]∧

((∃ f , e , e∗ ∈ F∶ e ∈ F′ ∧ f /∈ F′)(∃u, v)[I(u, f ) ∧ I(v , e) ∧ I(v , e∗) ∧ I(u, e∗)])

It states that for every proper subset F′ of edge set F, we can �nd three edges e , f , e∗
– one in F′, one not in F′ and e∗ connecting the ends of two edges – one in F′ and the
other outside of F′.

¿e following formulas are used to describe Hamiltonicity ofG. Formula Cycle-Set
implies that the edges of F form cycles, Cycle implies maximality of the cycle and Span
forces the cycle to have an edge incident to every vertex of G.

Cycle-Set(F) ≡ (∀e)[e ∈ F ⇒ (∃=2 f )[ f ∈ F ∧ e ≠ f ∧ (∃v)[I(e , v) ∧ I( f , v)]]]

Cycle(F) ≡ Cycle-Set(F) ∧Connected-Edges(F)
Span(F) ≡ (∀v)(∃e)[e ∈ F ∧ I(e , v)]

Hamiltonian(F) ≡ [Cycle(F) ∧ Span(F)]
Vertex-Partition implies the existence of a partition of the vertices ofG into k disjoint
subsets.

Vertex-Partition(U1 , . . . ,Uk) ≡ (∀v)
⎡⎢⎢⎢⎢⎣
(

k
⋁
i=1
v ∈ Uk) ∧

⎛
⎝⋀i≠ j

¬(v ∈ U i ∧ v ∈ U j)
⎞
⎠

⎤⎥⎥⎥⎥⎦
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3.4.2 Courcelle’s Theorem and Closed Outer k-(Quasi-)Planarity
Wenow state Courcelle’s¿eorem and give the formulas required to express closed outer
k-(quasi-)planarity.

¿eorem 3.12 ([Cou90, CE12]). For any integer t ≥ 0 and any MSO2 formula ϕ of length
ℓ, an algorithm can be constructed which takes a graph G with treewidth at most t and
decides in O( f (t, ℓ) ⋅ (n + m)) time whether G ⊧ ϕ where the function f from this time
bound is a computable function of t and ℓ.

By¿eorem3.4 – aswell as Proposition 8.5 ofWood andTelle [WT07] –we know that
outer k-planar graphs have treewidth O(k). ¿erefore, expressing outer k-planarity by
anMSO2 formula whose size is a function of k would mean that outer k-planarity could
be tested in linear time. However, this task might be out of the scope of MSO2. ¿e
challenge in expressing outer k-planarity in MSO2 is that MSO2 does not allow quanti�-
cation over sets of pairs of vertices v1 , v2 when v1 and v2 are not connected by an edge.
Namely, it is unclear how to express a set of pairs that forms the circular order of vertices
on the boundary of our convex drawing. However, if this circular order forms aHamilto-
nian cycle in our graph, i.e., the given graph is closed, then we can indeed express this in
MSO2. With the edge set of a Hamiltonian cycle of our graph in hand, we can then ask
that this cycle was chosen in such a way that the other edges satisfy either k-planarity or
k-quasi-planarity.

¿eorem 3.13. Closed outer k-planarity can be expressed in MSO2. ¿us, closed and also
full outer k-planarity can be tested in linear time.

¿eorem 3.14. Closed outer k-quasi-planarity can be expressed in MSO2.

For a closed outer k-planar or closed outer k-quasi-planar graph G, we want to ex-
press that two edges e and e i cross. To this end, we assume that there is a Hamiltonian
cycle E∗ of G that de�nes the outer face. We partition the vertices of G into three sub-
sets C, A, and B, as follows: let set C contain the endpoints of e, whereas A and B are the
two subgraphs on the remaining vertices connected using only edges of E∗. ¿is parti-
tion divides the vertices of G into two special sets, one le and the other one right of e.
For such a partition, e i must cross e whenever e i has one endpoint in A and one in B.

Crossing(E∗, e , e i) ≡ (∀A, B,C)[(Vertex-Partition(A, B,C)
∧ (I(e , x) ↔ x ∈ C) ∧Connected(A, E∗) ∧Connected(B, E∗))
→ (∃a ∈ A)(∃b ∈ B)[I(e i , a) ∧ I(e i , b)]]

Now the crossing patterns for closed outer k-planarity and closed outer k-quasi-
planarity can be described using the formulas presented above as follows:
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3.5 Conclusion

Closed Outer k-PlanarG ≡ (∃E∗)[Hamiltonian(E∗)∧

(∀e)[(∀e1 , . . . , ek+1)[(
k+1
⋀
i=1
e i ≠ e ∧⋀

i≠ j
e i ≠ e j) →

k+1
⋁
i=1
¬Crossing(E∗, e , e i)]]]

Here we insist that G is Hamiltonian and that, for every edge e and any set of k + 1
distinct other edges, at least one among them does not cross e. ¿e following formula
directly implies ¿eorem 3.14.

Closed Outer k-Quasi-PlanarG ≡ (∃E∗)[Hamiltonian(E∗)∧

(∀e1 , . . . , ek)[(⋀
i≠ j
e i ≠ e j) → ⋁

i≠ j
¬Crossing(E∗, e i , e j)]]

Again, we insist thatG is Hamiltonian and further that, for any set of k distinct edges,
there is at least one pair among them that does not cross.

¿is gives us linear-time recognition of closed outer k-planar graphs.

3.5 Conclusion

In this chapter, we explored two extended outerplanar settings –namely outer k-planarity
and outer k-quasi-planarity.

For the outer k-planar graphs, we have shown that they are (⌊
√
4k + 1⌋+1)-degenerate

and thus also have chromatic number (⌊
√
4k + 1⌋ + 2). We further showed that they

have separators of bounded size – 2k + 3, improving the old bound obtained from the
bounded treewidth. ¿is allowed us to give an algorithm for testing outer k-planarity in
quasi-polynomial time.

For the outer k-quasi-planar graphs, we looked into comparability to planar graphs,
showing that outer 3-quasi-planar graphs and planar graphs are incomparable under con-
tainment by providing graphs in either class but not in the other. We have also reconsid-
ered the edge-maximal outer k-quasi-planar graphs, showing that those graphs are also
edge-maximum. We obtained this result by giving a recursive argument, enumerating
crossing patterns involving carefully picked edges.

In the last section, we provided an overview to Monadic Second-Order Logic. We
used MSO2 to express closed and full outer k-planar and outer k-quasi-planar graphs
– insisting on the boundaries of the biconnected components to be Hamiltonian cycles
for that component. Together with the bounded treewidth and Courcelle’s ¿eorem, we
showed that full and closed outer k-planarity can be tested in polynomial time.

Possible future research directions involve looking for polynomial-time algorithms
to recognize outer k-planar graphs for k ≥ 2 (since testing full outer k-planarity can be
done in linear time) and outer k-quasi-planar graphs for k ≥ 3 (as outer 2-quasi-planar
graphs are exactly quasiplanar graphs).
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3 Outer k-Planar and Outer k-Quasi-Planar Graphs

As some of our claims were veri�ed using a computer SAT solvers, we provide the
formulations of our models in the next section. While we only used them to overcome
exhaustive checking by hand, they are generally extendable and might be of interest for
future research.

3.6 Additional Resources

3.6.1 Outer quasi-planarity checker
In this section, we describe a Boolean formula for testing whether a given graph is outer
quasi-planar. Wepresent the formula in �rst-order logic. A er transformation toBoolean
logic, we solve the formula using the MiniSat [SE05] solver.

A quasi outer-planar embedding corresponds to a circular order of the vertices. Cut-
ting a circular order at some vertex v turns the circular into a linear order starting and
ending at v. However, the edge crossing pattern remains the same. ¿erefore, we look
for a linear order.

We need the following two sets of variables. For any pair of vertices u ≠ v ∈ V , we
introduce a Boolean variable xu ,v that expresses that vertex u is before v in the linear
order. In addition, for any pair of edges e ≠ e′ ∈ E we introduce a Boolean variable ye ,e′
that expresses that edge e crosses edge e′. Now we list the sets of clauses present in our
SAT formula.

xu ,v ∧ xv ,w ⇒ xu ,w for each u ≠ v ≠ w ∈ V ; (3.5)
xu ,v ⇔¬xv ,u for each u ≠ v ∈ V ; (3.6)
xu ,u′ ∧ xu′ ,v ∧ xv ,v′ ⇒ ye ,e′ for each e = (u, v) ≠ e′ = (u′, v′) ∈ E; (3.7)
¬(ye1 ,e2 ∧ ye1 ,e3 ∧ ye2 ,e3) for each e1 , e2 , e3 ∈ E with di�erent endpoints. (3.8)

¿e �rst two sets of clauses describe the necessary properties of a linear order. ¿e
clause (3.5) realizes transitivity, and clause (3.6) anti-symmetry. Clause (3.7) ensures
that variable ye ,e′ is set to true whenever the linear ordering on the endpoints of e and
e′ implies a crossing. Finally, clause (3.8) ensures that no three edges pairwise cross.
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Chapter 4

One-Bend Drawings of
Outerplanar Graphs with Fixed Shape

One of the fundamental problems in graph drawing is to draw a planar graph crossing-
free under certain geometric or topological constraints. Many classical algorithms draw
planar graphs under the constraint that all edges have to be straight-line segments, such
as those by Schnyder [Sch90], de Fraysseix, Pach, and Pollack [dFPP90], or Tutte [Tut63].
But for practical applications we do not always have the freedom of drawing the whole
graph from scratch, as some important parts of the graph may already be drawn. For ex-
ample, in visualizations of large networks, certain patterns may be required to be drawn
in a standard way, or a social network may be updated as new people enter a social circle
or as new links emerge between already existing persons. In that case, we might want to
extend a given drawing to a drawing of the whole graph.

For planar graphs, this problem is known as the Partial Drawing Extensibility
problem. Formally, given a planar graph G = (V , E), a subgraph H = (V ′, E′) with
V ′ ⊆ V and E′ ⊊ E called the host graph, and a planar drawing ΓH of hostH, the problem
asks for a planar drawing ΓG of G such that the drawing of H in ΓG coincides with ΓH .
¿is problem was �rst proposed by Brandenburg et al. [BEG+04] in 2003. Since then it
has received a lot of attention in the subsequent years.

In this chapter, we consider a special drawing extension setting: We are given a bi-
connected outerplanar graph G = (VI ∪ VO , EI ∪ EO). ¿e edge set is divided into two
subsets EO and EI : ¿e edges in EO de�ne a Hamiltonian cycle in G that prescribes the
outer face; the other set of edges EI are the inner edges. Having the edge set partitioned
into two subsets, we can partition the vertices in a similar way: Subset VI contains all
vertices incident to edges of EI , whereas VO contains all other vertices. As the host graph,
we are given the subgraph H = (VI ∪VO , EO). ¿e drawing ΓH of H forms a simple poly-
gon P in which all edges are to be drawn as straight-line segments. One can imagine the
vertices of VI being mapped to the boundary of P. We want to draw the missing edges of
EI inside the region de�ned by P such that ΓG is crossing free while allowing one bend
per edge of EI .

A preliminary version of the contents of this chapter has appeared in the proceedings of EuroCG
2020 [AKL+20]. ¿is is joint work with Patrizio Angelini, Philipp Kindermann, Lena Schlipf, and An-
tonios Symvonis.
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4 One-Bend Drawings of Outerplanar Graphs with Fixed Shape

4.1 RelatedWork and Contribution

For the case of extending a given straight-line drawing using straight-line segments as
edges, Patrignani [Pat06] showed the problem to be NP-hard, but he could not prove
membership inNP , as a solutionmay require coordinates not representable with a poly-
nomial number of bits. Recently Lubiw, Miltzow, and Mondal [LMM18] proved that a
generalization of the problem where overlaps (but not proper crossings) between edges
of E ∖E′ and E′ are allowed is hard for the existential theory of the reals (∃R-complete).

¿ese results motivate allowing bends in the drawing. Angelini et al. [ADF+15] pre-
sented an algorithm to test in linear time whether there exists any topological planar
drawing ofG with pre-drawn subgraph, and Jelínek, Kratochvíl, and Rutter [JKR13] gave
a characterization via forbidden substructures. Chan et al. [CFG+15] showed that a lin-
ear number of bends (72∣V ′∣) per edge su�ces. ¿is number is also asymptotically worst-
case optimal as shown by Pach andWenger [PW01] for the special case of the host graph
not containing edges (E′ = ∅).

Special attention has been given to the case that the host graph H is exactly the outer
face of G. Already Tutte’s seminal paper [Tut63] showed how to obtain a straight-line
convex drawing of a triconnected planar graph with its outer face drawn as a prescribed
convex polygon. ¿is result has been extended by Hong and Nagamochi [HN08] to the
case that the outer face is drawn as a star-shaped polygonwithout chords (that is, interior
edges between vertices on the outer face). Mchedlidze, Nöllenburg, and Rutter [MNR13]
give a linear-time algorithm to test for the existence of a straight-line drawing of G in
the case that H is an arbitrary cycle of G and ΓH is a convex polygon. Mchedlidze and
Urhausen [MU18] study the number of bends required based on the shape of the drawing
of H and show that one bend su�ces if H is drawn as a star-shaped polygon.

Contribution. For any constant number k of bends, there exists some instance such
that G has a k-bend drawing but no (k − 1)-bend drawing; see, e.g., Figure 4.1 (b) for
k = 2. Hence, it is of interest to test for a given k whether a k-bend drawing of G exists.
¿is task is trivial for k = 0.

In this chapter, we introduce theOneBendInPolygon algorithm (seeAlgorithm4.1),
which solves this problem for k = 1 in time O(∣VI ∣ ⋅ p), where p is the number of corners
of P. In Section 4.2 we establish notation and the lemmata necessary to describe the
algorithm. We then state OneBendInPolygon in Section 4.3; �nally in Section 4.4 we
prove correctness and runtime.

4.2 Notation and Preliminaries

In the following, we consider the setting described above, but with the notation simpli-
�ed as follows: We summarize all elements of host graph H under the polygon P such
that the Hamiltonian cycle coincides with the boundary ∂P. Hence, the problem at hand
is equivalent to �nding an outerplanar one-bend drawing of the subgraph GI = (VI , EI)
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4.2 Notation and Preliminaries

u
v

P (v, u)

P (u, v) uv

(a) (b)

Figure 4.1: (a) A biconnected outerplanar graph, subgraph GI in green and the dual tree in orange.
(b) For an edge e = (u, v), the straight line uv intersects both P(u, v) and P(v , u), the dashed red
1-bend drawing of e only avoids crossing P(u, v), possible 2-bend drawing in green.

inside P where the verticesVI are alreadymapped to ∂P. We say thatG can be drawn in P
if there is a crossing-free drawing ofG with its vertices on ∂P as de�ned by the mapping,
its outer face drawn as ∂P, and its interior edges drawn with at most one bend per edge.

For a pair of vertices u and vmapped to ∂P, we denote by uv the straight-line segment
between them. ¿e given mapping also orders the vertices of VI along the boundary.
Starting at u and following ∂P in counterclockwise order until reaching v, we obtain the
open interval P(u, v) – the piece of ∂P between u and v. As a complement, we also
have the open interval P(v , u) – the piece between v and u. By concatenation of the two
vertices and the two pieces we get ∂P = u ○ P(u, v) ○ v ○ P(v , u).

Considering the full graph G, the faces of G induce a unique dual tree T (e.g. see
Proskurowski and Syslo [PS86]) where each edge of T corresponds to an interior edge of
EI ; see Figure 4.1 (a). Any interior edge e = (u, v) divides the polygon into two parts and
for an edge corresponding to a leaf of the dual tree, one of these parts does not contain
other vertices of VI . ¿e faces corresponding to these empty parts are exactly the leaves
of T . In the following, we consider T to be rooted at some leaf node fn . For each face f i ,
we denote by p( f i) the parent of f i in T , and by e i the edge between f i and its parent.
We say that f i and f j are siblings if p( f i) = p( f j).

OneBendInPolygonwill traverse the dual tree twice – �rst bottom-up and then top-
down. We can consider the faces of G in sequence of the bottom-up traversal f1 , . . . , fn .
In each step, we incrementally process an interior edge of GI , and prune T and re�ne P
accordingly. We will now de�ne the pruning and re�nement operations to then give a
description of the algorithm.

¿e sequence in which the edges are processed also implies a sequence of subtrees of
T . For step i (with 1 ≤ i ≤ n), let Ti be the subtree of T induced by the nodes f i , . . . , fn .
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4 One-Bend Drawings of Outerplanar Graphs with Fixed Shape

Hence for the �rst step we have T1 = T and for the �nal step we have Tn = ({ fn},∅). By
pruning the tree, eventually every node of T will become a leaf node of some subtree.

Similar to the sequence of pruned subtrees, we also have a corresponding sequence
of re�ned polygons P1 , . . . , Pn . In the �rst step we have P1 = P and a er the last step of
the bottom-up traversal Pn is the bounding cycle of fn . In step i, we process the edge
e i ∈ EI and by choice of sequence, one of the parts induced by e i in Pi will be a leaf
corresponding to f i in Ti . Putting a one-bend drawing of e i into Pi using bend point b,
we classify the type of corner that b will induce in Pi+1. We say that the interior edge e i
is either

• a re�ex edge if bend point b has to be placed in a way that enforces a re�ex corner
to occur at b in Pi+1 – see Figure 4.2 (a) – or

• a convex edge if a placement of b resulting in a convex corner at b in Pi+1 or as a
straight line is possible.

Let G i be the subgraph of GI induced by the vertices incident to the faces f i , . . . fn ,
hence G = G1. In step i, our algorithm picks a leaf f i of Ti and processes the interior
edge e i between f i and its parent such that the following invariant holds:

“Graph G i+1 can be drawn in Pi+1 if and only if G i can be drawn in Pi .”
To maintain this invariant during the bottom-up traversal of T , we want to re�ne P

in the least restrictive way – cutting away as little of P as possible. We will formally prove
that the invariant holds in Lemma 4.6.

4.3 Procedure

¿e objective for this section is to establish the pieces needed to OneBendInPolygon
(Algorithm 4.1). Before we can do that, we describe how it will proceed in more detail,
establishing the necessary lemmata on the way.

Among all leaves of Ti , the algorithm chooses the next node f i to process as follows:
If Ti has a leaf corresponding to a re�ex edge, we process the corresponding interior edge
next. Otherwise, all leaves in Ti correspond to convex edges, and we choose one of the
nodes of the dual tree among them that has the largest distance to the root fn in T . We
do this to make sure that a convex edge is only chosen if all siblings corresponding to
re�ex edges have already been processed.

Let e i = (u, v) be the interior edge corresponding to the leaf f i . Let Vu and Vv be
the regions inside of Pi visible from u and v, respectively, and let Ve i = Vu ∩ Vv be their
intersection – the region visible by both end points. Clearly, any valid bend point for
e i needs to be inside Ve i . For any point b ∈ Ve i , let Qb

e i be the obstructed region, the
subpolygon of Pi bounded by Pi(u, v) ○ vb ○ bu – the part of Pi that is “cut o�” by
drawing e i with its bend at b. We call a bend point b ∈ Ve i minimal for e i if there is no
other point b′ ∈ Ve i with Qb′

e i ⊊ Q
b
e i .

For re�ex edges, we have the following lemma regarding minimal bend points.

48



4.3 Procedure

b

u v

b′ u v

Vu Vv

Ve

(a) (b)

u v

Ve
b

Qb
e

u v

u′

pu pv

Qe

v′

Ve

Be

(c) (d)

Figure 4.2: Illustrations of minimal bend points and obstructed regions for an edge e connecting u
and v: (a) Edge e is re�ex: We show two possible drawings using either b or b′: Both cut away at least
the red region and b is the minimal bend point to do so. In both cases, the modi�ed polygon has a
re�ex angle at the bend. (b) Edge e is convex: Visibility regionVu of vertex u in orange, visibility region
Vv of vertex v in blue, and intersection Ve = Vu ∩ Vv in green; (c) the region Qb

e cut o� by drawing e
with its bend at point b in red; (d) Construction of pu , pv and of the obstructed region Qe , set of bend
point options Be in purple.

Lemma 4.1. Let e i = (u, v) be a re�ex edge to be drawn in polygon Pi . If there is a valid
drawing of e i in Pi , then there is also a unique minimal bend point b for e i .

Proof. We construct b by considering the shape of P(u, v) and the visibility region Ve i .
As e i is a re�ex edge, some parts of P(u, v)must extend over uv – either by intersecting
uv or by uv being completely outside of Pi .

By assumption there is some valid drawing of e i ; let b′ be the bend point of that
drawing; see Figure 4.2 (a). Consider the line ub′ and rotate it clockwise around u until
it intersects P(u, v). Rotating ub′ towards v also moves the intersection point b† of both
lines closer to v. ¿at way, we obtain the obstructed region Qb†

e i = P(u, v) ○ ub† ○ b†v
and Qb†

e i ⊂ Q
b′
e i . Doing the same with line b†v, rotating counterclockwise towards u, we

get the intersection point b of both rotated lines.
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4 One-Bend Drawings of Outerplanar Graphs with Fixed Shape

Moving intersection point b by a small constant distance ε to avoid intersecting
P(u, v) with either line segment, it becomes a valid bend point for e i and in total we
have Qb

e i ⊂ Qb†
e i ⊂ Qb′

e i . As ε decreases towards 0, the point b becomes a minimal bend
point for edge e i by construction.

Considering convex edges, we can no longer rely on having a single minimal bend
point. Hence, we need to re�ne our notation.

Given edge e i , let Be i be the set of all validminimal bend points. We de�ne the region
Qe i = ⋂b∈Bei Q

b
e i to be the region of Pi obstructed by all valid drawings e i – wherever we

place the bend point of e i , all the points of Qe i will be cut o�. Conversely, for every
point p ∈ Pi ∖ Qe i , there is a placement of the bend point of e i such that p is not cut o�.
An example for the obstructed region and the set of possible minimal bend points for a
convex edge can be seen in Figure 4.2 (d).

Lemma 4.2. Let e i be a convex edge to be drawn in polygon Pi . If there is a valid drawing
of e i in Pi , then Be ⊂ ∂Ve and we can safely re�ne Pi by removing Qe .

Proof. For any re�ex edge, the unique minimal bend point is the point on the boundary
of that edge’s visibility regionde�ning the smallest obstructed region (Lemma4.1). When
considering a convex edge e i , the boundary ∂Ve i and P(u, v) can coincide in some points
or even segments. Our goal is to preserve as much of Ve i as possible for future usage
while still re�ning the polygon. ¿erefore, we �rst de�ne the set Be i of all bend points
with obstructed regions that are incomparable with respect to containment. ¿en we
compute the region Qe i obstructed by all these bend points.

Let (u, u′) and (v′, v) be the segments of Pi(u, v) incident to u and v, respectively.
Consider the ray starting at u and going towards u′, coinciding with uu′. Rotate this ray
in counterclockwise direction until it hits Ve i for the �rst time; call this point pu . Do
the same with the ray from v to v′, rotating it clockwise; let the point where it hits Ve i
be pv . To identify all points belonging to Be i , consider the outline piece of the visibility
region between pu and pv – namely Ve i(pu , pv). ¿e piece Ve i(pu , pv) is composed of
two things: Rays with origin u or v that are tangent to ∂Pi , and parts of ∂Pi itself. ¿e
set Be i is composed of all points on ∂Pi ∩ Ve i(pu , pv) that are not also on some tangent
ray, and of those points on tangent rays that have the largest distance to the origin of that
ray.

We now describe how to construct Qe i using pu and pv as intersecting the individ-
ual obstructed regions for all possible bend points is infeasible. Using the points and
segments constructed above we get that Qe i is the region inside Pi bounded by the fol-
lowing segments:

Qe i = vpv ○ Ve i(pu , pv) ○ puu ○ Pi(u, v).

Notice that this region is not necessarily simple, as tangent rays andparts ofVe i(pu , pv)
can coincide with parts of ∂Pi .
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4.4 Correctness

If there is an edge e j later in the sequence (i < j) of GI that needs to have its bend
point inside Qe i then any two drawings of e i and e j have to intersect and GI cannot be
drawn in P. ¿us, cutting away Qe i is a safe re�nement of Pi .

¿e set of bend points Be constructed for edge e in Figure 4.2 (d) contains a single
point (to the le ), as it is the end point of tangent rays with origins u and v; there is
also a segment of Pi ⊂ Be – including the segments’ end points, as they are endpoints of
tangent rays.

¿e complete pseudocode for OneBendInPolygon is listed in Algorithm 4.1:

4.4 Correctness

We now proceed to show correctness of OneBendInPolygon (Algorithm 4.1). As de-
scribed above, it consists of two while-loops: the �rst one represents the bottom-up
traversal whereas the second one represents the top-down traversal. Processing the edges
and safely re�ning the polygon accordingly is treated in Lemma 4.1 and Lemma 4.2, re-
spectively: In step i of the �rst loop, our algorithm computes the visibility region Ve i . If
we have a step with an empty visibility region, it is impossible to draw G i in Pi , so by the
invariant it is also impossible to draw GI in P and the algorithm stops. Otherwise, the
algorithm computes Qe i and creates Pi+1 = Pi ∖ Qe i . If an edge e j ( j > i) had to place
its bend point inside Qe i , then e i and e j would cross independent of the choice of the
bend point of e i ; in this case, our algorithm concludes that it is impossible to draw G
in P when processing e j .

In the following, we focus on the top-down traversal: We show thatG i+1 can be drawn
in Pi+1 if and only if G i can be drawn in Pi .

We �rst analyze the possible sequences in which sibling-sets consisting of convex
edges can be processed. Without being able to �x the “best” drawing of a convex edge,
we need to argue that there is no bad sequence for picking the nodes of convex edges. To
do so, for each convex edge e i , we de�ne the region Re i = (⋃b∈Bei Q

b
e i) ∖ Qe i to be the

region of Pi restricted by e i – see the red region in Figure 4.3 (a). For each point r ∈ Re i ,
there are two minimal bend points b and b′ for e i such that bending e i at b cuts o� r,
whereas bending e i at b′ does not.

Lemma 4.3. Let S( f ) be the set of all nodes in T with parent f that correspond to convex
edges. For any pair of edges e1 , e2 ∈ S( f ) and polygon Pi to draw inside, the restricted
regions Re1 and Re2 are interior-disjoint.

Proof. Let e1 = (u1 , v1) and e2 = (u2 , v2) be two convex edges with parent node f and
let f correspond to edge e = (u′, v′). Consider the three pieces P(u′, v′), P(u1 , v1) and
P(u2 , v2) de�ned by the parent and its two children. Since e1 and e2 are siblings below f ,
they are “next to” each other along P(u′, v′) – that is, w.l.o.g. we get P(u1 , v1) ⊂ P(u′, v′)
and P(u2 , v2) ⊂ P(u′, v′) but P(u1 , v1) ∩ P(u2 , v2) = ∅. s Since both edges are convex,
their visibility regions – and thus also their restricted regions – live between P(u′, v′)
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4 One-Bend Drawings of Outerplanar Graphs with Fixed Shape

Algorithm 4.1: OneBendInPolygon(Outerplanar Graph GI , Polygon P)
Tree T ← dual of GI with outer face P
Stack C ← ∅ /* to store convex edges */
Set L ← Set of leaves in T
Set B ← ∅ /* to store edge-bend point pairs */
node fn ← node from L /* as root for T */
node f i ← Nil, region Qe ← Nil /* iteration variables */
while (L ∖ fn) ≠ ∅ do /* bottom-up traversal */

if L contains leaf nodes corresponding to re�ex edges then
pick f i ∈ L for some re�ex edge e
if Ve = ∅ then return Impossible
compute optimal bend point b ∈ Ve and region Qe /* Lemma 4.1 */
B.Add({e , b})

else /* L only contains convex edges */
pick f i ∈ L for a convex edge e = (u, v) /* safe by Lemma 4.3 */
if Ve = ∅ then return Impossible
compute minimal bend points Be and regions Qe /* Lemma 4.2 */
C.Push({e , P(u, v)}) /* for top-down traversal */

Pi ← Pi ∖ Qe /* refine P */
T ← T ∖ f i /* prune T */
Remove f i from L, check if parent p( f i) is now a leaf

while C ≠ ∅ do /* top-down traversal */
{e = (u, v), Pold(u, v)} ← C.Pop()
P ← u ○ P(v , u) ○ v ○ Pold(u, v) /* re-expand P, Lemma 4.4 */
recompute minimal bend points Be
if Be ∩ P = ∅ then return Impossible /* later refinement */
point b ← bend point from Be ∩ P
B.Add({e , b})
P ← P ∖ Qb

e /* refine P */

return B
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u1 v1u2v2

b′

R(u1,v1)

u1

v1

u2

v2

b1

b2

u2v2

(a) (b)

Figure 4.3: (a) The dashed part of piece P(u2 , v2) forces the bend point b′ to be placed inside R(u1 ,v1).
To do so, b′ creates a re�ex angle, making (u2 , v2) a re�ex edge that would have been processed before
(u1 , v1). (b) Edge e1 = (u1 , v1) is the parent of edge e2 = (u2 , v2). The two possible bend points b1 , b2
of edge e2 are each placed in the restricted region of one of the children of e2 . Fixing the one-bend
drawing of e1 to intersect u2v2 makes e2 become a re�ex edge, eliminating any choice.

and u1v1 or u2v2, respectively; see Figure 4.3 (a). W.l.o.g. assume that u2v2 is between
u1v1 and P(u′, v′) as seen along the boundary. Hence, the structures of P(u′, v′) that
u2 and v2 are mapped to in�uence the shape of the visibility region Ve1 – in the worst
case u2v2 is part of boundary ∂Ve1 . ¿e only reason for e2 to be drawn in a way that
its bend point would be inside Re1 is that some part of P(u2 , v2) intersects u2v2 – see
the dashed piece P(u2 , v2) in Figure 4.3 (a). ¿is would imply that e2 is a re�ex edge, a
contradiction.

While bend points for re�ex edges can be �xed immediately, convex bends have to
remain undecided until the root of the dual tree is reached. Given a convex edge e i
encountered in step i of the bottom-up traversal and some later edge e j (with i < j), two
events can have an impact on how e i will be drawn:

• If e j is a re�ex edge – hence encountered later in the bottom-up traversal – it might
require its unique optimal bend point to be placed inside Re i , or

• if e j is a convex edge, it will be �xed before e i in the top-down traversal. ¿e bend
point of e j might need to be placed inside Re i – see edge (u2 , v2) in Figure 4.3 (b).

All restricted regions can possibly be subject to further re�nement until encountered
again during the top-down traversal. To reconstruct the situation of step i while incor-
porating all re�nements, for any convex edge e i = (u, v), we store the piece Pi(u, v) on
stack C. When fn is eventually encountered, all safe re�nements of nodes below it have
been removed from P, creating the �nal polygon Pn ; it incorporates all re�nements nec-
essary to draw any re�ex edges and also the obstructed region of the last convex edge
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P
j−1 (v, u)

Figure 4.4: Constructing polygon Pj for edge (u, v) from Pj−1 by adding the stored piece Pold(u, v).

encountered. ¿is obstructed region might in turn contain the visibility regions of other
yet to be �xed convex edges. Assuming that we encountered and stored c convex edges,
we create c additional expanded polygons Pn+1 , . . . , Pn+c ; for each stored convex edge
(u, v), we create the expanded polygon Pj from Pj−1 by replacing Pj−1(u, v) with the
stored piece Pold(u, v). During the bottom-up traversal, we kept the part of Pi bound to
containing root fn ; in the top-down traversal, this is also reversed – when given a choice,
we keep the part of the polygon containing the next convex edge e j – in Algorithm 4.1
this edge is stored as C.Top. We get the following lemma:

Lemma 4.4. Let (e j = (u, v), Pold(u, v)) be the next convex edge-piece pair to process in
the top-down traversal and Pj−1 be the current re�ned polygon. We can obtain the simple
polygon Pj to draw e j into by replacing Pj−1(u, v) with Pold(u, v).

Proof. We �rst prove that the current polygon’s boundary ∂Pj−1 contains both vertices u
and v. ¿en we show that Pj−1 can safely be expanded to Pj .

If there is any sub polygon containing only one of the two vertices, there must have
been some edge separating them – with u on one side and v on the other. ¿en this edge
and (u, v) must cross in any outer drawing, hence contradicting outerplanarity of the
input graph. Hence, if they are both cut o� of Pj−1, both must have been cut o� by edge
e′ at the same time. ¿is edge then separates the polygon into two pieces, both having a
boundary partially composed of the drawing for e′ and with one of them containing u
and v; choose the boundary of this subpolygon as ∂Pj−1.

¿e vertices u and v subdivide boundary of Pj−1 into two pieces – see Equation (4.1).

Pj−1 = u ○ Pj−1(u, v) ○ v ○ Pj−1(v , u) (4.1)
Pj = u ○ Pold(u, v) ○ v ○ Pj−1(v , u) (4.2)

= Pj−1 ∪ u ○ Pold(u, v) ○ v ○ Pj−1(u, v)
´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
reversed

(4.3)

To obtain Pj from Pj−1, we replace piece Pj−1(u, v)with the stored piece Pold(u, v) as
in Equation (4.2). By processing the nodes of dual tree T in the order described above
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we know that all re�nements that happened between the step when edge e was stored
and the current step j are either part of piece Pj−1(v , u) or cut o� by that piece. Any
re�nementmade inside piece Pold(u, v) –not cutting it o� completely –would contradict
that the node corresponding to edge (u, v) being a leaf at the time. To see that Pj is free
of self-intersections, notice that we expanded Pj−1 by e�ectively joining it with the region
described in Equation (4.3); any segment of Pj−1(v , u) intersecting Pold(u, v)must also
have intersected Pj−1(u, v). ¿is joining operation is illustrated in Figure 4.4.

With Pj being a simple polygon and edge e = (u, v) being a leaf in the corresponding
dual tree, we can now recompute the visibility region Ve .

During step j of the top-down traversal OneBendInPolygon will check and (possi-
bly) draw edge e j without looking back or ahead. In Lemma 4.4 we established that not
looking back is safe. For not looking ahead we have the following lemma.

Lemma 4.5. Let e j = (u, v) be the convex edge to be drawn in Pj, let Ve j be the visibility
region of e j, and let S(e j) be the set of all (not yet �xed) convex children of e j in T. If there
is a valid drawing for all edges in S(e j) inside their corresponding polygon before re�ning
it by drawing e j, then there still are valid drawings for all edges a er drawing e j.

Proof. ¿e edges in S(e j) are siblings in T ; hence, by Lemma 4.3, their respective re-
stricted regions are area-disjoint. Pick a valid bend point b for e j and assume that it is
in the restricted region of edge e′ ∈ S(e j). As e j has only one bend point to place and
as the restricted regions are disjoint, e′ is the only edge a�ected by the choice of b – see
edge (u2 , v2) with two di�erent possible bend points b1 and b2 in Figure 4.3 (b). Notice
that b cannot be in the obstructed region Qe′ as this region was subject to re�nement, is
not part of the current polygon Pj and hence cannot be part of Ve j . Next consider the
possible drawing of e′ using bend point b′; assume that placing b cuts o� b′ from Pj
and thus also from the polygon corresponding to e′. By the de�nition of the restricted
region Re′ for e′ we know that b′ ∈ Re′ and therefore we can �nd an alternative bend
point b∗ ∈ Re′ to bend edge e′ at later.

Combining the results above yields the following lemma.

Lemma 4.6. If the visibility region for the current edge is non-empty, then G i+1 can be
drawn in Pi+1 if and only if G i can be drawn in Pi .

Proof. During the bottom-up traversal, we re�ne the current polygon, only making it
smaller in every step. Hence, whenever we have Ve i = ∅ for any edge e i inside Pi , we
stop as re�ning further cannot increase the size of any visibility regions. Otherwise, we
either compute the unique minimal bend point b (Lemma 4.1), or the obstructed region
Qe i as described in Lemma 4.2, safely re�ning Pi to Pi+1 accordingly. Since minimal
bend points cannot lie in restricted regions of siblings (Lemma 4.3), only the bend point
of the edge corresponding to p(e i) can possibly be placed in the restricted region Re i
of e i ; therefore, any edge drawn in the bottom-up traversal is correct and safe.
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During the top-down traversal, we can encounter overlapping restricted regions, but
only when the nodes are in a parent-child relationship (Lemma 4.3). ¿en by Lemma 4.5,
when there is a bend point placement for the current edge e j that is valid for the current
re�ned polygon, this choice cannot impact the decisions later in the traversal; that is
because any other bend point that lies inside R(e j) must lie on the opposite side of the
drawing of p(e j) (Lemma 4.4), so it cannot in�uence the choice of the bend point for e j .

We are now ready to state the main result of this chapter.

¿eorem 4.7. Given an outerplanar graph GI = (VI , EI), a polygon P with p corners,
and a mapping of the vertices of GI to the boundary ∂P, we can decide in O(∣VI ∣ ⋅ p) time
whether GI can be drawn in P with at most one bend per edge.

Proof. We use OneBendInPolygon as described in Algorithm 4.1. ¿e correctness fol-
lows immediately from Lemma 4.6.

¿e most expensive part of the algorithm in terms of runtime is to compute the vis-
ibility region Ve for all the edges e = (u, v). Since Ve is a simple polygon with at most
2p edges, it can be computed in O(p) time, as demonstrated by Gilbers [Gil14, page 15].
Doing two traversals, the visibility region of each edge needs to be computed at most
twice; as outerplanar graphs can have at most an amount of edges linear in the number
of vertices, all these regions can be computed in O(∣VI ∣ ⋅ p) total time. ¿e remaining
parts of the algorithm (computing the dual graph ofG, choosing the order of the faces f i
in which we traverse the graph, computing Qe , “cutting o�” parts of P, and propagating
the graph at the end to �x the presentation) can clearly be done within this time.

¿us, the total running time is O(∣VI ∣ ⋅ p).

4.5 Conclusion

In this chapter, we have developed an algorithm that (when possible) is able to draw an
outerplanar graph into a prede�ned simple polygon when it is allowed to add one bend
per edge. When no such drawing exists, our algorithm reports the edges that enforce the
crossing. ¿is can then be used to identify the malformed segments of the boundary –
forcing the bend points to be outside of the polygon, enforcing the crossing – using the
dual tree of the drawing. We phrased the problem as a partial representation extension
problem, where the outer face is a Hamiltonian cycle that is pre-drawn. ¿e task then
was to add the missing chords, bending each missing edge at most once and only inside
the drawing.

¿is technique was designed with the application in mind that a �xed drawing of
some planar subgraph is already given that then needs to be completed, respecting the
shapes of the prescribed faces. Considering that themapping of the vertices to the bound-
ary is part of its input, our algorithm can be used to accomplish this goal – or report that
no such drawing extension exists.
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4.5 Conclusion

Open problems on this chapter could be to consider drawing related graph classes:
What about planar graphs with only a subset of the vertices mapped to the boundary, or
outer 1-planar graphs? Another direction would be to consider other pre-drawn struc-
tures, such as a path or (more generally) a tree? If the pre-drawn path is colinear, the
problem becomes testing for a 2-page book embedding with a �xed layout.

Acknowledgments. ¿is work was initiated at theWorkshop on Graph and Network
Visualization 2019. We thank all the participants for helpful discussions and Anna Lubiw
for bringing the problem to our attention.
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Chapter 5

Moving Graph Drawings
to the Grid Optimally

From a graph drawing perspective, restricting the vertex coordinates to be of integer pre-
cision can be desirable for various reasons, such as aesthetics, computational complexity,
or technical limitations. While the NP-hardness proof (Section 5.2) and the integer
linear programming formulation (Section 5.3) were already submitted and presented as
part of aMaster’s¿esis [Löf16], we include these results in this work for the sake of com-
pleteness: In the following two chapters, we consider the problemTopologically-Safe
Grid Representation. ¿is chapter covers the theoretical results on that problem and
presents an exact algorithm that �nds optimal solutions to an NP-hard problem. ¿is
motivates the results we will present in Chapter 6. With a geographic application in
mind – representing road networks and administrative borders at �nite precision –, we
use this chapter as a foundation to design and evaluate a randomized heuristic approach
to solving Topologically-Safe Grid Representation.

Concepts. In the computational geometry community, a process called snap round-
ing has been proposed for line arrangements and has since become well-established. Let
the euclidean plane be tiled into unit squares called pixels with center on integer coordi-
nates. Let S be a �nite collection of line segments s ∈ S in the plane and let A(S) be
the arrangement of vertices, edges and faces in the plane induced by the segments and
intersections of S . Guibas and Marimont [GM98] de�ne the snap rounding paradigm:

De�nition 5.1. Snap rounding is the process of converting the arbitrary precision ar-
rangementA(S) into a �xed-precision representationA∗(S∗) with these properties:

(1) Fixed-precision: All vertices ofA∗ are at integer precision coordinates.

(2) Geometric similarity: For each segment s ∈ S , the transformed segment s∗ lies
within the Minkowski sum of s and a pixel at the origin.

(3) Topological similarity:A andA∗ are “topologically equivalent up to the collapsing
of features” – that is, there is a continuous deformation of the segments inS to their
snap-rounded counterparts such that no segment ever passes completely over a
vertex in the arrangement.

A preliminary version of the contents of this chapter has appeared in the proceedings of Graph Drawing
2016 [LvDW16]. ¿is is joint work with¿omas C. van Dijk and Alexander Wol� [Löf16].
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(5.33, 2.66)
(4.66, 2.66)

(5.83, 3.33)

(a) (b)

(c) (d)

Figure 5.1: Rounding the intersection point of two line segments: (a) An example instance on four
vertices and three edges, intersection point depicted as a white vertex, (b) rounding the intersection
to the nearest integer grid point creates two extraneous intersections. The results obtained by using
the algorithms of (c) Greene and Yao and (d) Hobby (tolerance square in red).

Designed to overcomeproblems induced byworkingwith in�nite-precision real arith-
metic machines (RAMs) – a paradigm used by Preparata and Shamos [PS85], de Berg,
Halperin, and Overmars [dBHO07], and others – , this technique can also be used for
limited display resolutions, such as bitmap graphics. ¿ere are several algorithms for
computing such a representation that are fast and work well in practice; we present a
brief survey on challenges and solutions in Section 5.1.

¿e concepts common to all approaches stem from the line intersection problem as
stated byGreene andYao [GY86]: Given an arrangement of line segments, each pixel that
contains vertices or intersections is called hot. ¿en every segment becomes a polygonal
chain whose edges (fragments) connect center points of hot pixels, namely those that the
original segment (ursegment) intersects. Guibas and Marimont [GM98] showed that
during snap rounding, vertices of the arrangement never cross a polygonal chain, so
a er snapping no two fragments cross. Moreover, the circular order of the fragments
around an output vertex is the same as the order in which the corresponding ursegments
intersect the boundary of its pixel. ¿e resulting arrangement approximates the original
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one in the sense that any fragment lies within the Minkowski sum of the corresponding
ursegments and a unit square centered at the origin. But by de�nition, the output of those
algorithms is not topologically safe: vertices, edges or even faces can visually disappear
from the output drawing while rounding.

5.1 RelatedWork and Contribution

5.1.1 Rounding to the Grid

Greene and Yao [GY86] considered the precision required to store the points created
when intersecting line segments as it has numerous applications in computational geom-
etry. Reducing the precision used to store these intersection points can lead to arti�cial
extraneous intersections, that are not part of the original arrangement – see Figure 5.1.
Initially, these intersections have been handled by repeatedly running an intersection
detection algorithm – for example the Bentley–Ottmann sweep [BO79] –, until no new
intersections are reported. ¿e algorithm given by Greene and Yao does not prevent
extraneous intersections from occurring, but �nds and rounds all intersections in one
single iteration. An example output of their algorithm can be found in Figure 5.1 (c).

¿e approach by Hobby [Hob99] considers tolerance squares – unit-length pixels
centered on integer grids in which segment endpoints and intersections occur. Edges
passing through tolerance squares get subdivided, then every vertex in the square gets
snapped to the center. While this may introduce new incidences, it avoids extraneous
intersections – see Figure 5.1 (d).

Guibas and Marimont [GM98] give a boiled down de�nition of snap rounding and
state a dynamic algorithm based on vertical cell decompositions; Having n unrounded
segments, a set H = {h1 , . . . , h∣H∣} of tolerance squares, complexity of the cell decompo-
sition C and complexity of the arrangement A, their algorithm has an output-sensitive
asymptotic runtime of O(n log n + A+∑h∈H ∣h∣2 + C).

Goodrich et al. [GGHT97] give two simpli�ed algorithms: ¿e �rst algorithm is de-
terministic and based on the Bentley-Ottmann sweep, the other algorithm is random-
ized using trapezoidal decomposition. Both have a matching runtime of (expected)
O(n log n +∑h∈H ∣h∣ log n), independent of arrangement complexity A.

¿e precision required to store vertex coordinates and to measure vertex-to-vertex
distances can be bounded by grid resolution, but measuring distances between noninci-
dent vertex-edge pairs may still require arbitrary precision. Rounding the endpoints of
segments induces dri on the segment itself. Dri can cause a rounded segment to pass
through a tolerance square it did not pass in its unrounded state; this is demonstrated
by edge e1 in Figure 5.2 (a) and (b). To overcome this, Halperin and Packer [HP02] aug-
ment the classic snap rounding procedure by iterating the process. ¿is iterated snap
rounding procedure gives an output that is equivalent to that of repeatedly applying the
tolerance square-based rounding process until for all pairs of vertices and nonincident
edges, the distance is at least half the width of a pixel. Applying this to the above example
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e1 e1

(a) (b) (c)

Figure 5.2: Iterated snap rounding: (a) Input segments at arbitrary precision, edge e1 does not inter-
sect the red tolerance square. (b) Edge e1 intersects the tolerance square after snap rounding, requiring
another iteration. (c) Resulting arrangement after iterated snap rounding, edge e1 subdivided.

(Figure 5.2 (c)) edge e1 gets subdivided during the second iteration and both parts sub-
sequently become incident to the snapped vertex. Subdividing segments and rounding
the pieces can imply additional dri induced by consecutively intersecting other toler-
ance squares, heavily deforming the output arrangement. E�ort to bound the dri was
made by Packer [Pac06], adding a user-speci�ed parameter. An implementation of iter-
ated snap rounding for 2D arrangements can also be found in the CGAL computational
geometry framework [Pac19].

De Berg, Halperin, and Overmars [dBHO07] extend the original list of desired prop-
erties adding non-redundancy. A degree 2 vertex of the output is redundant if it does
not stem from a segment endpoint; consider the white vertex in Fig 5.3 (b). ¿ey give
an algorithm that outputs a snap-rounded arrangement in which all redundant vertices
are removed by using a second vertical sweep. ¿is algorithm has a total runtime of
O((n + I) log n) with I being the number of intersections in the arrangement.

Hershberger [Her13] introduced stable snap rounding. Algorithms based on tolerance
squares can be made sable in the following sense: the rounded arrangement does not
change when re-applying the procedure. ¿is is obtained by providing individual rules
for two di�erent types of tolerance squares, requiring O(∣H∣ log n) additional runtime.

Most recently, rounding of arrangements in 3Dhas recently been studied byDevillers,
Lazard, and Lenhart [DLL18]. Rounding speci�c classes of graphs, such as Voronoi di-
agrams (studied by Devillers and Gandoin [DG02]) have also been considered from a
computational geometry perspective and with similar objective in mind.
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(a) (b)

Figure 5.3: Redundant degree 2 vertices in rounded arrangements: (a) input segments (redundant
intersection marked as white vertex), (b) output with (white) degree 2 vertex that is not a segment
endpoint.

5.1.2 Drawing on the Grid

From a graph-drawing perspective, restricting vertex coordinates to integer precision is
a common practice. Fáry [Fár48] (among others) shows that every planar graph has a
planar straight line embedding with vertices as points on the plane; this is also known as
a Fáry embedding. Tutte [Tut63] introduces the barycenter method for drawing planar
graphs. It yields drawings that need precision linear in the size of the graph.

Dolev, Leighton, and Trickey [DLT83] introduce the family of planar nested trian-
gles graphs – see Figure 5.4. Nested triangles with n vertices can be used to prove that
(2n/3 − 1) × (2n/3 − 1) is a lower bound on the required area when restricting straight
line drawings on the integer grid.

Motivated by these results, Schnyder [Sch90] and, independently, de Fraysseix, Pach,
and Pollack [dFPP90] have shown that any planar graphwith n vertices admits a straight-
line drawing on a grid of size O(n)×O(n) and that this is asymptotically optimal in the
worst case. Chrobak and Nakano [CN98] have investigated drawing planar graphs on
grids of smaller width, at the expense of a larger height.

Krug and Wagner [KW07] give a reduction from 3-Partition, showing that area
minimization of straight line grid drawings isNP-hard. ¿ey also give an iterative algo-
rithm that computes a more compact drawing of a given plane graph.

Nöllenburg and Wol� [NW11] give a mixed integer program for octilinear metro-
map drawings with station labels. ¿ey establish sets of hard and so constraints to
create a visually pleasant map drawing for answering navigational questions while not
preserving real-world distances or travel times. While solving a very special problem,
their model be adapted for other geometric tasks – we will do this in Section 5.3.

In relation to that, Biedl et al. [BBN+13] propose a generic ILPmodel for various grid-
based layout problems, such as determining pathwidth, �nding optimum s-t-orientations
or bar k-visibility representations.
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Figure 5.4: Nested triangles graph on n = 12 vertices.

Contribution. We investigate the problem of moving the given drawing of a planar
graph to a given grid, prioritizing the ability to recognize the original graph over geo-
metric similarity: While we do not tolerate new point-point or point-line incidences in
the rounded drawing, we accept the possibility that a vertex does not go to the nearest
grid point. Presented this set of requirements, our objective is to minimize the change
induced on the vertex positions. ¿is change can by measured, for example, by the sum
of the distances or the maximum distance in the Euclidean (L2-) or Manhattan (L1-)
metric. We de�ne our variant of this problem – Topologically-Safe Grid Repre-
sentation – in Section 5.2 and show that it is NP-hard; To do so, we give a reduction
that asks for compressing each coordinate by just a single bit. ¿e proof is somewhat
similar in concept to the proof of the NP-hardness of Metro-Map Layout by Nöllen-
burg [Nöl05], but requires additional constructions since the rounding problem does
not easily allow the construction of “rigid” gadgets. In Section 5.3, we propose an inte-
ger linear program (ILP) to solve instances of Topologically-Safe Grid Represen-
tation to optimality; Our ILP formulation generalizes the ILP for Metro-Map Layout
by Nöllenburg and Wol� [NW11] in the following way: Where the ILP by Nöllenburg
and Wol� assumes a constant number of possible edge directions (namely 8) to obtain
an octilinear drawing, our desired output asks for a number of edge directions that is
quadratic in the size of the grid; on a grid of size k × k, there are Θ(k2) edge directions.
¿e numbers of variables and constraints of our ILP are polynomial in grid size and
graph size, but are quite large in practice. ¿us, for an n-vertex planar graph, we must
generate O(k2n2) constraints, among others, to preserve planarity and the cyclic order
of edges around the vertices. To ameliorate this, we apply delayed constraint generation,
a technique used to add certain constraints only when needed. However, the runtime
of our ILP is prohibitive for graphs with more than about 15 vertices – we give a set of

66



5.2 NP-Hardness

example-instances in 2D in Section 5.4 to show the power and limitations of our exact
approach. Our techniques can also be adapted to draw (small) graphs withminimal area.
¿is is interesting even for small graphs since minimum-area drawings can be useful for
validating (counter)examples in graph drawing theory.

5.2 NP-Hardness

In the following we will consider a rounding task that relaxes on geometric similarity of
the output while enforcing topological equivalence; see properties (2) and (3) of De�-
nition 5.1. We �rst give a formal de�nition of this new problem that we call Topologi-
cally-Safe Grid Representation and then proceed to showNP-hardness.

De�nition5.2 (Topologically-SafeGridRepresentation). As inputwe take a plane
graph G = (V , E) with vertex positions of arbitrary precision and a bounding rectangle
B = [0, Xmax] × [0,Ymax].

¿e Topologically-SafeGrid Representation problem is trying to �nd an draw-
ing Γ of G the with the following properties:

(1) All vertices of G are moved to integer coordinates that are contained inside B, and

(2) Γ is topologically equivalent to the given plane straight-line drawing of G.

(3) ¿e total displacement of Γ is minimal over all such drawings: the displacement
of a single vertex is the Manhattan-distance between its original position and the
rounded coordinate, and the displacement of a drawing is the the sum of over all
vertex displacements.

We proveNP-hardness of Topologically-Safe Grid Representation by consid-
ering the decision variant. Instead of searching for the smallest total displacement, we
ask for a drawing with some constant displacement c. Having an algorithm to answer
this question, we can use it to search for the smallest such constant cmin. Since the search-
ing can be done using a polynomial amount of queries, proving hardness for the decision
variant also implies hardness of the original problem.

We reduce from Planar Monotone 3SAT. A formula F for this variant of 3SAT
(recall from Section 2.2.2) has the following additional properties:

• ¿e graph H(F) induced by the formula – using variables and clauses as vertices
and having an edge for every occurrence – is planar.

• Clauses aremonotone: ¿e variables of a clause are all negated or all unnegated.

¿e Planar Monotone 3SAT problem is known to beNP-hard, as shown by de Berg
and Khosravi [dBK12]. We can assume that the graph H(F) can be laid out as shown in
Figure 5.5 (a): all vertices corresponding to variables lie on the x-axis with the vertices of
the all-negated clauses above them and the vertices of all-unnegated clauses below them.
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X Y Z

(a) (b) (c) (d)

Figure 5.5: (a) Graph H(F) for formula F = (X ∨ Y ∨ Z) ∧ (X ∨ Y) ∧ (X ∨ Z); (b–e) All gadgets
used in the reduction. Inner area of each gadget highlighted gray, possible roundings indicated by
arrows. (b) Vertical line gadget (bottom) connected to corner gadget (top), (c) variable gadget (with
two negated and one unnegated occurrences), and (d) all-negated clause gadget with three negated
variables.

¿eorem 5.1. Topologically-Safe Grid Representation isNP-hard.

Proof. For a formula F of Planar Monotone 3SAT, we construct a cost bound cmin
and a plane graph G with vertices at half-integer coordinates1. ¿e sum of all vertex
movements induced by rounding G to integer coordinates will be exactly cmin if and
only if F is satis�able. To achieve this, we introduce gadgets to resemble the elements of
the formulas incidence graphH(F) – variables, clauses, edges and bends – and construct
G and cmin in polynomial time.

For exposition, we draw the vertices of G using two di�erent styles. Black vertices
start on integer grid points and do not need to be rounded. Moving a black vertex to
another integer grid point is allowed, but we will show that this is not optimal if F is
satis�able. White vertices start at grid cell centers – using half-integer coordinates – and
thus will always move at least 1 unit – rounding each coordinate by at least ∣ ± 0.5∣ inde-
pendently. LetW ⊆ V(G) be the set of white vertices. Now we give the construction of
the various gadgets.

To get started, we introduce the line and bend gadgets. ¿ey are used to consistently
transport the variable assignments to the clause gadgets. Every segment of the line gadget
consists of four black vertices and two edges forming a tunnel, and a single white vertex
inside; see Figure 5.5 (b), lower half. Each white vertex can be rounded most cheaply –
at cost 1 – to exactly two possible integer grid points inside the tunnel, depicted by the
red and blue arrows. Consider the white vertices of two neighboring grid cells inside a
tunnel. ¿ey share exactly one grid point that is not occupied by black vertices of the
tunnel’s wall. Rounding one of the white vertices to that grip point prevents the other
vertex from also going there; with only one safe option of cost 1 le , the other white
1 Storing half-integers requires an additional bit compared to regular integers.
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vertex has to mimic the movement of the �rst vertex. So, if the white vertex at one end
of a tunnel is rounded inward (blue arrow) the white vertex at the other end of that line
must be rounded outward – we say it is pushed. ¿e samemachinery works for the bend
gadgets, as can be seen in Figure 5.5 (b), upper half.

Next, consider the variable gadget depicted in Figure 5.5 (c). It can be extended hori-
zontally to have tunnels for vertical line gadgets for every negated and unnegated occur-
rence at the top and bottom respectively. Inside the le -most of the center cells of this
gadget, there is a white assignment vertex. ¿e assignment vertex is connected to the
gadget’s walls by four edges forming two triangles and can be rounded up or down repre-
senting the two possible states of the variable. Rounding the assignment vertex to either
corner of its cell forces a pair of those triangle edges to coincide with a line of the grid,
blocking grid points on the top or bottom tunnels, respectively. ¿e tunnels connected
on that side of the gadget are then all forced to push inwards and into the connected
clause gadgets. Following the layout convention depicted in Figure 5.5 (a), we say that a
variable is set to true, if the assignment vertex is rounded upwards (following the blue
arrow) and false, if rounded downwards (following the red arrow).

Finally, the clause gadget is shown in Figure 5.5 (d). In the following, we only discuss
the all-negated degree-3 version of this gadget. ¿e degree-2 version can be constructed
by replacing the vertical tunnel by a black vertex at the tunnels entrance and extending
thewalls on both sides, connecting them to the new black vertex to form a tunnel. ¿e all-
unnegated versions of this gadget can be obtained by mirroring the all-negated versions
at a horizontal line. At the center of the gadget, there is a white satisfaction vertex that can
go to any of three possible integer grid points (or two respectively) at equal cost. ¿ese
grid points belong to the three line gadgets and are only available if the corresponding
line does not transmit a push. ¿en the satisfaction vertex can be rounded at cost 1 if
and only if the clause is satis�ed.

All white vertices must be rounded at cost at least 1. ¿us, the rounding cost of G is
bounded from below by cmin = ∣W ∣. If F is satis�able, there is a rounding of all vertices of
W to achieves this: Round the assignment vertices according to a satisfying assignment
of the variables. ¿en the line and corner gadgets between a clause and the (at least) one
variable satisfying it does not transmit a push. ¿is allows the corresponding satisfac-
tion vertex to be rounded towards the entrance of that line. All rounded white vertices
contribute cost of exactly 1. In the other direction, a satisfying assignment can be read
o� from the assignment vertices if rounding occurred at cost cmin.

For all three candidate grid points of a satisfaction vertex to be unavailable, all line
gadgets connected to the clause must be forced to transmit pushes; hence, none of the
variables occurring in this clause are assigned to satisfy this clause. In our construction,
this shows as three variable-tunnel-clause triples. In each such triple, all integer points
are occupied by white vertices, leaving no grid point for the satisfaction vertex of the
clause. A topologically valid rounding of such a triple then must involve moving a black
vertex, making the original position of the black vertex available by broadening the tun-
nel. Since all white vertices still need to be moved by at least 1, adding the cost of moving
the black vertex makes G exceed the cost bound cmin. ¿at is, if cmin is exceeded, then F
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is unsatis�able: Any rounding corresponding to a satisfying truth assignment is cheaper.
¿is concludes our reduction and the claim follows.

Given that the objective function we intend to optimize is polynomially bounded
by the size of the bounding rectangle and the number of vertices in the instance, the
following extension of ¿eorem 5.1 implies that there is no fully polynomial-time ap-
proximation scheme unless P = NP [GJ79].

Corollary 5.2. Topologically-Safe Grid Representation is NP-hard in the strong
sense.

Proof. ¿e only numerical variables in an instance of Topologically-Safe Grid Rep-
resentation are vertex coordinates. In the proof of ¿eorem 5.1 the constructed in-
stances have a bounding rectangle of polynomial size and thus coordinate values are
limited polynomially as well. ¿us the runtime of a hypothetical algorithm remains ex-
ponential in input size when unary representations are used.

We decided to proveNP-hardness of Topologically-SafeGrid Representation
using the Manhattan distance as a cost measure, because of the integer linear program
we present in Section 5.3. Linearizing Manhattan distance with standard transforma-
tions [MS97], it can easily be used as an objective function. ¿e hardness result itself is
not limited to these considerations.

Corollary 5.3. Topologically-Safe Grid Representation is also NP-hard when us-
ing Euclidean distance to evaluate rounding costs. In this case it is also NP-hard to mini-
mize the maximum movement dmax instead of the sum over all vertices.

Proof. ¿e choice of distance measure changes the lower bound cmin. Using Euclidean
distance, rounding a white vertex costs at least

√
0.52 + 0.52 and moving black vertices

still costs (at least) 1. ¿us, we obtain a minimum rounding cost of cmin =
√
0.52 + 0.52 ⋅

∣W ∣. As moving black vertices is still not accounted for, the above proof still holds.
Exploiting the fact that

√
0.52 + 0.52 ≈ 0.71 < 1, we can identify satis�able instances

by considering the maximum movement dmax over all vertices of G. Given an instance
of Topologically-Safe Grid Representation, a maximum movement of dmax < 1
implies that only white vertices have been rounded. ¿us, the corresponding formula is
satis�able. For the case of an unsatis�able formula, at least one black vertex needs to be
moved, making dmax ≥ 1.

¿e ability to make the distinction between di�erent maximum movements (mov-
ing a black vertex at cost 1 versus only moving white vertices at cost 0.71) based on the
satis�ability of F also gives the following.

Corollary 5.4. Euclidean Topologically-Safe Grid Representation with the objec-
tive to minimize maximum movement dmax isAPX -hard.
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5.3 Exact Solution Using Integer Linear Programming

In this section we provide an exact algorithm for Topologically-Safe Grid Repre-
sentation by giving an integer linear program – or ILP for short. In the following,
we describe the integer variables necessary for instances of Topologically-Safe Grid
Representation to then model the task of �nding an optimal solution to Topologi-
cally-Safe Grid Representation by giving a linear cost function and several sets of
linear constraints to ensure topological equivalence. Our model borrows ideas from
a linear program for creating octilinear drawings of metro maps by Nöllenburg and
Wol� [NW11], changing and extending them to �t for our requirements.

In the following presentation, we will use upper-case letters to denominate constants,
whereas lower-case letters will be variables for the ILP. We further divide the variables,
greek characters will be used for binary variables while variables represented by roman
characters can take any natural number as value.

5.3.1 Basic Model

Each instance of Topologically-Safe Grid Representation is a graph G = (V , E)
together with real-valued vertex coordinates p∶V → R2 and a prescribed rotation system.
In our model, we consider the input coordinates of each vertex v ∈ V to be a tuple of real-
valued constants (Xv ,Yv). We de�ne the integer-valued coordinates r∶V → N2 with
r(v) = (xv , yv), thus obtaining two integer variables 0 ≤ xv ≤ Xmax and 0 ≤ yv ≤ Ymax
to represent the rounded output coordinates in our model. ¿e ILP will �nd an optimal
solution by adjusting the values of these variables. ¿is data model naturally leads to the
objective function of Equation (5.1).

Minimize ∑
v∈V

∣xv − Xv ∣ + ∣yv − Yv ∣ (5.1)

By using the absolute value function, Equation (5.1) is not linear, but can be made so
with standard transformations [MS97]. Note that without any further constraints, this
would just move vertices to (one of) the nearest integer grid points. Together with a
polynomial-time checker for topological equivalence, this already implements the most
basic heuristic. We will refer to this heuristic as Instant Rounding and build on this idea
in Section 5.3.3 – and also later in Section 6.2 of the next chapter (see page 88).

5.3.2 Constraints for Topological Equivalence

Unique Vertex Coordinates. Given the representations of coordinates in our model,
ensuring that vertices do not coincide can easily be done by adding the constraints of
Equation (5.2). ¿ey too are not linear as stated, but can also be readily linearized.

(xv ≠ xw) ∨ (yv ≠ yw) ∀v ,w ∈ V , v ≠ w (5.2)
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Figure 5.6: Farey sequence and direction assignment: (a) The slopes of the black vectors match the ele-
ments of depth 3 in the Farey sequence{0, 1/3, 1/2, 2/3, 1}, the red extensions point to all grid points of
distance at most three within that plane octant. (b) Using the elements of the sequence as coordinates
for vector endpoints (either as x or y coordinate and with di�erent signs), we get sets of vectors for
all octants; combining all sets, we get setD. Programmatically creatingD, we can order all directions
radially around the origin. (c) Edges have two directions assigned to them – one for each endpoint.
Direction D (blue) matches the slope of (v ,w) as seen from v while D′ (red) matches the slope seen
from w. D and D′ are opposites, which is also represented in the ordering ofD.

We will now introduce constraints to ensure that input and output are topologically
equivalent; that is, no two edges intersect and the edges at every vertex have the same
cyclic order as in the input. To do this, we �rst introduce the following tool:

Possible Directions. ¿e most important departure from the metro-map drawing
ILP is about the number of di�erent edge slopes. ¿e goal of Nöllenburg and Wol� was
to drawmetro maps in the rather classic octilinear style. ¿is restriction is unreasonable
for planar graphs in general, more than eight di�erent directions are required. A priori
the only assumption on the placement of rounded vertices is that they each lie on a grid
point somewhere within the given bounding rectangle. Hence, edges in a valid drawing
can possibly go from any of those grid points to any other. Let D be the set of unique
directions D = (DX ,DY) in [−Xmax , Xmax] × [−Ymax ,Ymax]. To explicitly enumerate all
elements of this set, we use the Farey sequence [GKP94]. ¿e Farey sequence Fn recur-
sively enumerates all fully-reduced fractions with denominator less or equal to n. More
precisely, Fn contains Fn−1 and all mediants2 created from subsequent elements of Fn−1;
the �rst three elements of the Farey sequence are shown in Equation (5.3).

F1 = {0
1
, 1
1
} , F2 = {0

1
, 1
2
, 1
1
} , F3 = {0

1
, 1
3
, 1
2
, 2
3
, 1
1
} (5.3)

2 Also known as the “freshman sum”, the mediant of two fractions a
b and

c
d is de�ned as the sum of the

numerators divided by the sum of the denominators a+c
b+d .
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Picking n = max{Xmax ,Ymax}, we use the n-th element of the sequence Fn to gener-
ate the setD of all possible directions as follows: We use the elements in f1 , . . . , fk ∈ Fn as
slopes for a set of vectors; all vectors start at the origin and the j-th vector points towards
coordinate (1, f j). Extending these vectors to travel a distance of n in x-direction, they
together point to (or pass over) all grid points that are inside the bounding rectangle and
the �rst octant. An illustration for n = 3 can be found in Figure 5.6 (a). Alternating the or-
der and signs of the endpoint’s coordinates allows us to create sets of vectors for all eight
octants; see Figure 5.6 (b). From the literature [GKP94] we get that ∣Fn ∣ ≈ 3n2

π2 and hence
the number of all possible directions inside the bounding rectangle is ∣D∣ ∈ Θ(n2). In the
following, we let the set D be ordered counterclockwise and enumerated using integers,
starting at the positive x-axis, allowing comparison of directions by integer identi�er.

No two Edges Cross. ¿e following constraints ensure that nonincident edges do not
cross without preventing incident edges from touching in their shared vertex. We will
follow the general idea of Nöllenburg and Wol� [NW11]. While producing octilinear
drawings of metro maps, they ensured planarity by forcing every pair of nonincident
edges to be separated by at least some distance Dmin in at least one of the eight octilin-
ear directions. Enforcing this minimum distance of separation was partly an aesthetic
guideline, but also guarantees planarity. We employ the same approach for the latter, but
as we are not interested in the same aesthetics, some modi�cations are necessary. Most
notably, we allow for more than eight possible edge slopes and thus need to check if a
pair of nonincident edges is separated in any direction of D. Enforcing a rather large
minimum distance between edges was useful for Nöllenburg and Wol� when labeling
the individual stations along the metro lines. We do not have additional labels that we
need to reserve space for, therefore we pick the separation distance Dmin such that all
planar realizations on the grid are allowed; that is, Dmin has to be small enough to sepa-
rate any non-intersecting pair of edges in the output. Considering the possible slopes of
an edge and the minimum distance of that edge to the endpoint of some other edge, we
choose Dmin = 1/(max{Xmax ,Ymax} + 1) – smaller than all non-zero elements in Fn .

For every pair of nonincident edges e1 , e2 ∈ E and all directions D ∈ D, we add a
binary variable γD(e1 , e2) ∈ {0, 1} to the model. A value of 1 indicates that e1 and e2
are apart by Dmin in direction D. Every pair of nonincident edges must be separated in
some direction (following the idea of Nöllenburg [Nöl05]), we need to make sure that at
least one of the corresponding γ is set to 1. Hence, we get the set of constraints shown in
Equation (5.4).

∑D∈D γD(e1 , e2) = 1 ∀e1 , e2 ∈ E , e1 , e2 nonincident (5.4)

To enforce separation of the edges, we impose constraints on the coordinates of the
edges’ endpoints. We need all constraints to be contained in the model before solving,
but as there are opposing directions, we also need to include sets of constraints that are
apparently con�icting. Hence we only want the set of constraints to be enforced for
which the corresponding γ is set to 1. To model this switch-case scenario, we extend

73



5 Moving Graph Drawings to the Grid Optimally

all necessary equations by a term composed of a multiplication of that γ by some large
constant Lγ3, adding some slack to the constraints we want to have “disabled” during
solving. Let Lγ = 2⋅max{Xmax ,Ymax}+1. ¿enwe require the following for any direction
D ∈ D, all pairs of nonincident edges e1 , e2, and all pairs of endpoints v ∈ e1 ,w ∈ e2.

DX ⋅ (xv − xw) + DY ⋅ (yv − yw) + (1 − γD(e1 , e2))Lγ ≥ Dmin
∀D ∈ D ∀e1 , e2 ∈ E , e1 , e2 nonincident ∀v ∈ e1 ,w ∈ e2

(5.5)

Considering a single pair of nonincident edges, the constraint of Equation (5.4) yields
a unique direction D with γD = 1. By choice of Lγ , the constraints of Equation (5.5) that
involve a direction D with γD = 0 are trivially ful�lled.

Determine Direction of Incident Edges. To prevent two incident edges e1 , e2 ∈ E
from overlapping, we again generalize the metro-map drawing ILP. Without being re-
stricted to the octilinear drawing style, we assign any direction from D to either edge.
¿e direction assigned to an edge e = (v ,w) is relative to the endpoint of that edge – con-
sider the opposing directions D and D′ in Figure 5.6 (c). By ensuring that the directions
assigned to any pair of incident edges di�er, we prevent those edges from overlapping.

Following the recipe for nonincident edges, we introduce a binary decision variable
αD(v ,w) ∈ {0, 1} for every vertex v ∈ V , every vertex w ∈ N(v) from the neighborhood
of v and every direction D ∈ D. Setting αD(v ,w) to 1 implies that the direction of edge
(v ,w) is D when considered from endpoint v. To ensure that every edge gets some
direction assigned to it, we use the constraints presented in Equation (5.6).

∑D∈D αD(v ,w) = 1 ∀v ∈ V ∀w ∈ N(v) (5.6)
For any vertex v ∈ V , any neighbor w ∈ N(v), and any direction D ∈ D, the follow-

ing ensures that edge (v ,w) indeed has direction D and that the position endpoint w
matches that direction. Again presented with sets of constraints apparently in con�ict,
we add conditional slack to the inequalities as we did in Equation (5.5). We do so by
using constant Lα = 2 ⋅max{Xmax ,Ymax} + 1.

xw ⋅ DY + yv ⋅ DX − xv ⋅ DY + (1 − αD(v ,w))Lα ≥ yw ⋅ DX

xw ⋅ DY + yv ⋅ DX − xv ⋅ DY − (1 − αD(v ,w))Lα ≤ yw ⋅ DX

(1 − αD(v ,w))Lα + (xw − xv) ⋅ DX + (yw − yv) ⋅ DY ≥ 0
∀v ∈ V ∀w ∈ N(v) ∀D ∈ D

(5.7)

By setting some α to 1 – and thus satisfying the constraints of Equation (5.6) – we
enable one subset of constraints from Equation (5.7), as Lα dominates all other terms.
¿ese constraints enforce the comparison between edge slope and direction, which gives
us the direction of edge (v ,w) with the correct sign.

With the correct value assigned to each α, we prevent overlapping incident edges and
preserve cyclic orders of neighbors around each vertex in one set of constraints.
3 In Operations Research, this is known as the Big-M method.
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Preserve Cyclic Orders of Outgoing Edges. We test cyclic orders using the map-
ping of the corresponding edges onto the directions, as those are already ordered lin-
early by the angle between the corresponding vector and the positive x-axis. Given the
input embedding, we enforce that for vertex v and the i-th neighbor w i of direction D i ,
the direction D i+1 of the next neighbor w i+1 must be later in the order of D, hence we
say D i < D i+1 identi�er-wise. We also need to linearize the cyclic order of neighbors
around each vertex in order to be able to encode them into the model. ¿is imposes the
problem that we cannot know in advance, which neighbor will be assigned the direction
with the lowest identi�er. Given k neighbors and knowing the “correct” �rst neighbor
in advance, we would get the ordering of the directions D1 < D2 < ⋅ ⋅ ⋅ < Dk to match
w1 ,w2 , . . . ,wk ,w1 , . . . . Unrolling the cyclic order of neighbors at the wrong point, there
could then be a neighbor in the linearized order, for which the increasing-identi�er con-
dition described above cannot hold, despite of the cyclic order being preserved in the
output. To overcome this, we use a binary decision variable β(v ,w) ∈ {0, 1} for every
vertex-neighbor pair, indicating if w is the “last” neighbor of v according to the order of
D. ¿us, when the output contains an ordering D1 < ⋅ ⋅ ⋅ < Dℓ ≮ Dℓ+1 < Dℓ+2 . . . , we use
the corresponding β to add the slack necessary to disable exactly one constraint.

∑w∈N(v) β(v ,w) = 1 ∀v ∈ V , deg(v) > 1 (5.8)

αD1(v ,w i) ≤ β(v ,w i) +∑Dw∈D∶Dw>D1 αDw(v ,w i+1)
∀D1 ∈ D ∀v ∈ V ,N(v) = {w1 ,w2 , . . . ,wk}, k = deg v > 1

(5.9)

For notational convenience, we let wk+1 = w1, as N(v) is conceptually circular. For
any α set to 0, the inequalities of (5.9) are trivially satis�ed. Otherwise, there has to
be a neighbor whose connecting edge has direction with higher identi�er (and thus the
corresponding α set to 1), unless it is the last neighbor in the embedding of v. To ensure
that there is only one “last neighbor”-violation of the constraints from (5.9), we introduce
the constraints of (5.8). Adding β to every constraint of (5.9) also allows for the whole
neighborhood of v to be rotated around it.

¿eorem 5.5. ¿e above ILP solves Topologically-Safe Grid Representation.

In addition to its original purpose, the integer linear program we described above
can also be repurposed to produce grid drawings of planar graphs of small area. To do
so, changes to the objective function are required; see Equation (5.10).

Minimize max
v∈V

yv (5.10)

Lemma 5.6. By replacing the objective function (Equation (5.1)) from the above integer
linear program with that shown in Equation (5.10), the above model can be used to search
for minimal-area drawings.

Proof. Replacing the objective function with that of Equation (5.10), the ILP computes
a planar straight-line grid drawing with the given embedding and width at most Xmax
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(prescribed by the bounding rectangle). For each now constant width, we get a drawing
of minimal height by scaling down the graphs original coordinates to make it �t into
one grid cell and then “rounding it” back to the grid. Changing the bounding rectangle
width, we get an algorithm to search for a drawing of smallest bounding rectangle.

5.3.3 Delayed Constraint Generation

¿e integer linear program described to solve Topologically-Safe Grid Represen-
tation works in theory; however, it is not suited for practical applications due to ob-
structive computation time. ¿is problem becomes even more apparent when trying
to �nd drawings of small area. Hence, we discuss the application of delayed constraint
generation (also known in the context of constraint generation, see Chinneck [Chi08]) to
the original model as well as the area minimization variant. Delayed constraint genera-
tion is a technique used to speed up the process of solving linear programs. We discuss
its usefulness and give an experimental evaluation on selected instances to support our
claims. We will discuss this at the end of Section 5.4. ¿e general idea behind this is that
in a “reasonable” feasible solution, most constraints will trivially be satis�ed. Our intu-
itive approach to constraint generation is the following: Consider two edges that are far
apart in the input. If the endpoints of these edges don’t move too much while rounding,
the edges will also be far apart in the output. Hence, those edges will probably not want
to cross, making the sets of constraints preventing them from doing so obsolete. If we
could identify and remove all such constraints beforehand, the resulting model would
be smaller in size and thus easier to solve. But as the problem at hand is NP-hard, we
cannot make good guesses on the relevance of individual constraints.

In general, the opposite is done to implement constraint generation: Creating and
solving a possibly underconstrained partial model, an external oracle is used to verify
correctness of the obtained solution. If the solution is correct, it is also optimal and
feasible for the full model (containing all possibly relevant constraints); otherwise, the
oracle reports back any parts of the solution that would have made it be infeasible for
the full model. ¿en the violated constraints of the full model are added to the partial
model. ¿is process is repeated until either a feasible solution is found or all constraints
of the fullmodel are added. In either case, the solution produced by the iteratively re�ned
partial model is of the same quality as that of the full model.

We use delayed constraint generation to iteratively add almost all constraints only
when needed. We extend the basic model to include the constraints relevant for the con-
sistency of assignment of the sets of binary variables containing all the γ (Equation (5.4)),
all the α (Equation (5.6)), and all the β (Equation (5.8)) to get the emptymodel. It is empty
in the sense that it is missing all constraints that require a “meaningful” assignment of
binary variables; hence the consistency constraints of the empty model can be satis�ed
almost trivially. In the following, we will use the emptymodel as the initial partial model
to start adding constraints to. Most basic ILP-solvers will pick one decision variable of
the empty model at a time and branch on the possible values it can take. For our co-
ordinates this process will implicitly �rst try moving each vertex to one of the corners
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of the cell containing it. In the next chapter, in Section 6.2, we reconstruct this proce-
dure when describing the Greedy Rounding4 heuristic; there we also provide an e�cient
implementation in C++ and discuss the overall performance of this heuristic.

Checking the output of a partial model for topological equivalence can easily be
done by any algorithm to test for planarity. To serve as an oracle, we store the original
cyclic orders of the input graph and extend the planarity test to also test for consistency
with the stored rotation system and make it report back any new incidences, crossing
edges, and changed cyclic orders. We then use the results to add the constraints of Equa-
tions (5.2), (5.5), (5.7), and (5.9) respectively as needed. ¿e extended partial model is
then solved again. Notice that the actual runtime of a planarity test is small compared
to the time required to set up and solve the model. Also notice that solving the almost
empty basic model takes practically no time. Hence, that way we can easily and quickly
�nd a reasonable initial set of relevant constraints. We support these runtime- and per-
formance claims by observations made in the next section.

5.4 Experimental Performance Evaluation

In this section, we discuss the performance and limitations of themodel described above.
To do so, we made an implementation using Java to create the model and control the
IBM CPLEX solver. We tested this implementation on six graphs of di�erent sizes and
complexity. ¿e test instances are hand-picked to convey the impact of vertex count, size
of bounding rectangle and number of “di�cult” parts on the overall performance.

In the following, the column “Full model” is used for executions of the above ILP
without any constraint generation. ¿e column “�rst” gives the time until any feasible
integer solution (not necessarily optimal) is reported by the integer solver. For both
variants, the “opt” column gives the time until the solver reports an optimal solution.

We performed the following experiments on a machine with 16 cores (2666 MHz
and 4 MB cache each), 16 GB memory and 20 GB swap space and using CPLEX with
Java bindings. To compare the full model and the constraint generation approach, we
consider model size and wall-clock time spend solving. ¿e measure for model size are
the number of rows and columns a er CPLEX completes any preprocessing steps; an
entry of “†” in a table means that either no model could be created within given time
and/or system memory, or that the solver did not report a result within 10 minutes.

For the output �gures, white vertices represent the initial positions with the red ar-
rows indicating actual vertexmovement. For all input/output drawing pairs, the underly-
ing grid represents the bounding rectangle that was allotted to each instance respectively.
As a general measure for complexity of an instance, we will consider the vertex density
γ, the ratio between the number of vertices in the input and the total number of grid
points contained in the allotted bounding rectangle; γ = 100% implies that in the output,
all grid points will be occupied.
4 Greedy Rounding will be implemented to obey the constraints of Equation (5.2), whereas the empty
model does not.
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Small Examples. We start the discussion with a group of three instances. Each in-
stance has a rather small number of vertices as well as bounding rectangle area. ¿e in-
put drawings are shown in the upper row of Figure 5.7; see Table 5.1 for data on instance
size, model size, and time spend solving.

Consider Graph 1 (Figure 5.7 le ): ¿e right of the two inner faces contains two
additional vertices but the initial drawing has only one available grid point inside that
face, making an “unlucky” execution of Greedy Rounding5 fail to round either vertex.
To overcome this, several of these vertices need tomake locally non-optimalmovements,
enlarging the face. Graph 1 is of average vertex-density (γ = 36%) compared to the other
�ve instances. Because of its small size and low number of edges, the resulting model
is small and thus an optimal solution is found rather quickly. However, its vertices are
positioned so that many constraints are not trivially satis�ed and signi�cant e�ort is
required even by the constraint generation approach.

Graph 2 (Figure 5.7 center) has lower vertex-density (γ ≈ 30.5%). In addition, it is
designed such that every vertex has one preferred integer grid point that is not contested
by any other vertex; hence, greedily rounding each vertex yields the optimal solution.
¿e embedding preservation constraint of the central vertex involves all other vertices,
and thus requires most of the α variables to be set properly, whereas in the basic model,
these variables can be assigned freely. Any other constraint is easily satis�able. In terms
of computation time, there is not a big di�erence between �nding the �rst solution and
closing the integrality gap. By construction of the input graph, the embedding is trivially
preserved by Greedy Rounding; this is also re�ected considering model size and solving
time of the constraint generation approach. Hence the optimal solution is found by the
�rst run of the constraint generation approach almost immediately. (Note that the 0.5
second runtime includes setting up the Java environment, calling the CPLEX solver and
checking topology.)

¿e input drawing ofGraph 3 (Figure 5.7 right) is comparable to those suggested to be
input for the area-minimal drawing variant described in Lemma 5.6 – that is, all vertices
are initially drawn within the same grid cell. With vertex-density γ ≈ 77.8%, this is also
the most dense instance we did experiments on. First of all, small bounding box result
in small and easy-to-solve full models. ¿e size of the bounding box has extreme e�ect
on the runtime – compare the times for the full models of Graph 3 and Graph 1, which
has only twomore vertices but a much larger bounding box. For such extreme instances,
almost all constraints are required and repeated testing and adding of constraints results
in an accumulated runtime that is higher than setting up and solving the full model.

5 We will later describe Greedy Rounding to try each vertex in random order, moving it to the cheapest
grid point that is available at that time.
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Figure5.7: Graph 1 has one contested grid point (marked by the orange circle) that required signi�cant
e�ort to be resolved. Graph 2 is roundable greedily without complications. Graph 3 is similar to the
instances suggested for �nding area-minimal drawings, and is supposed to be challenging in general.

Table 5.1: Instance sizes and runtime measurements for Graph 1, 2, and 3, all shown in Figure 5.7.

Instance Full model Constraint generation
# ∣V ∣ ∣E∣ γ rows cols �rst opt rows cols opt

1 9 10 36.0% 8046 2239 3.2 s 90.6 s 3791 1053 29.2 s
2 11 15 30.6% 26151 6857 5.2 s 10.6 s 2 3 0.5 s
3 7 7 77.8% 2583 896 0.5 s 4.8 s 2245 682 20.2 s
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¿e last example implies that constraint generation is best to be used when the in-
stance has low-vertex density or when many vertices have uncontested preferred grid
points to be rounded to. To investigate on these two implications and their relationship,
we now look into larger and gradually more complex instances.

Medium-sized Examples. ¿e performance di�erence between the full model and
the constraint generation approach becomes more apparent when the size of the bound-
ing rectangle increases. Consider the two instances of Figure 5.8: ¿ey are of about the
same density as the �rst two instances, but double in size; exact measurements on in-
stance size and solving times can be found in Table 5.2.

Graph 4 (Figure 5.8 le ) is a path, and thus the model of this instance does not need
to contain any constraints to preserve the cyclic orders of vertices. ¿e vertices of the
input drawing are spread rather evenly over the bounding rectangle, making almost all
vertices have an uncontested preferred grid point to round to. Graph 5 (Figure 5.8 right)
on the other hand has one vertex more but is more connected. Graph 5 is also designed
to make the Greedy Rounding fail: Trivially rounding the two upper degree-1 vertices
will change their relative order around their common neighbor; the path on the right
side has several contested grid points and the vertices on it will create new incidences
when rounded greedily.

¿ese di�erences are also represented in the sizes of the full model for both instances.
¿emodel for Graph 5 has more than four times as big, mostly because more edges need
to be considered with respect to more possible directions. ¿erefore the solver did not
�nd an optimal solution for the instance of Graph 5 within 10minutes. To capture the im-
portance of pre-eliminating trivially satis�ed constraints consider the �nal model sizes
for the column generation approach on these instances. ¿e lower le part of Graph 5
is a grid on nine vertices, all of which can be greedily rounded correctly. All embedding-
and planarity-preserving constraints for edges incident to these vertices are trivially sat-
is�ed by any good solution and thus were never added to the partial model. ¿is results
in a signi�cant time reduction for solving the partial model to optimality – compare that
time to the time it took �nding any feasible solution for the full model.

Considering the partialmodel forGraph 4, we observe that easy instances also bene�t
from constraint generation, but the obtained speed-up is not nearly as high, even on a
smaller bounding rectangle.

Notice that in our context, medium-sized instances only have about 20 vertices and
even then, we have to wait for four minutes (in the case of Graph 5) – for most scenar-
ios, graphs of that size would be considered rather small. To emphasize the impact that
constraint generation has on instances with large bounding rectangles and low vertex-
density, we now consider an even more extreme example.
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Graph 4 Graph 5
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(cost: 13.082013) (cost: 7.88264)

Figure 5.8: Graph 4 is a path and can be solved optimally fairly easily. Graph 5 is designed to have two
complications: One changing cyclic order (orange circle) as well as new incidences and collapsing
features (green circle).

Table 5.2: Instance sizes and runtime measurements for Graph 4 and 5, all shown in Figure 5.8.

Instance Full model Constraint generation
# ∣V ∣ ∣E∣ γ rows cols �rst opt rows cols opt

4 19 18 39.5% 74957 19591 43 s 1106 s 9200 2402 21 s
5 20 25 31.3% 323441 82816 182 s † 15127 3894 212 s
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Input: Output:
Graph 6 (cost: 7.88264)

Figure 5.9: Graph 6 is the largest instance we ran experiments on. The only non-trivial part is high-
lighted by the orange circle at the top-right corner.

Table 5.3: Instance sizes and runtime measurements for Graph 6, all shown in Figure 5.9.

Instance Full model Constraint generation
# ∣V ∣ ∣E∣ γ rows cols �rst opt rows cols opt

6 26 34 11.6% † † † † 12355 3146 7.1 s

A large Example. ¿e last instance we discuss here is shown in Figure 5.9 (with addi-
tional data in Table 5.3). In terms of rounding complexity, this instance is almost as easy
as Graph 2: there is only one pair of vertices contesting the same grid point in the top
right part of the input drawing. Being an easy instance has no impact on the performance
of the full model; in fact, creating all possible constraints for all possible directions in this
instance already exceeded the allotted computation time and no time was le to spend
actually solving the model. In contrast, the constraint generation only had to add one
constraint for two vertices of the upper-right corner to the partial model. Rebuilding
the model and solving with this constraint runs in reasonable time (compared to the full
model). Notice that this constraint does not involve the direction setD.

¿e key messages to take from this section can be summarized as follows: Small
bounding rectangles result in small and quick-to-solve models, but as the bounding rect-
angle grows in size, so does the model – recall that the number of possible directions ∣D∣
is quadratic in the rectangle’s larger dimension and that the number ofmost constraints is
directly linked to ∣D∣. Second, when many constraints are violated during the constraint
generation processes, iteratively adding the constraints results in runtime exceeding the
time for solving the full model. On instances with moderate vertex-density (γ < 40%)
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(a) (b) (c)

Figure 5.10: (a) A nested-triangles graph on n = 6 vertices, placed completely in one grid cell; (b) the
output using the rounding objective (Equation (5.1)) – solved in 3 h 25 min; (c) the output using the
objective function of Equation (5.10) with Xmax = 3 – solved in 10 min 31 s.

the constraint generation approach clearly outperforms the full model (while still being
infeasibly slow in practice).

Graph Drawing. We conclude this chapter with a brief overview on the capabilities
of our integer linear program as a graph drawing tool. Area-minimal drawings of pla-
nar graphs are useful tools for creating (counter-)examples and thus have a long history
in graph drawing, summed up by Frati and Patrignani [FP07]. While Krug and Wag-
ner [KW07] did provide a NP-hardness proof, we do not know of any tool for com-
puting optimal solutions. We demonstrate the capability of our ILP �nding such draw-
ings and compare the model tailored to solve Topologically-Safe Grid Represen-
tation to the modi�ed version described in Lemma 5.6. Our model does not contain
constraints for �xing a particular outer face; any drawing respecting the given cyclic
orders is valid. In Figure 5.10, we show a nested-triangles graph on six vertices (a), to-
gether with two area-minimal drawings created using the regular program (b) and the
modi�ed version (c). Notice how both drawings have a non-triangular outer face di�er-
ent from the input and that both occupy the same area of six grid cells. Figure 5.10 (b)
was created in almost three and a half hours, whereas Figure 5.10 (c) only took about ten
minutes. ¿is di�erence can be attributed to the fact that the objective function of the
area-minimizing model takes discrete values (namely the highest y-coordinate), which
allows the solver to prove lower bounds faster.

Our model is capable of taking non-planar drawings of planar graphs as input – the
lines separating nonincident edges in the input is not represented in the constraints – as
well as (in theory) taking non-planar graphs and reporting “infeasible” for them. ¿e
latter is strongly inadvisable. We tried solving the model using a drawing of K5 as input,
but canceled computation a er twelve hours.
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5.5 Conclusion

In this chapter, we have discussed the problem Topologically-Safe Grid Represen-
tation – transforming a given planar drawing into a drawing with the following con-
straints: Each vertex has coordinates at integer precision, the topology of the original
drawing is preserved, and the total displacement of all vertices is minimal among all
valid transformed drawings.

We have shown Topologically-Safe Grid Representation to be NP-hard by
giving a reduction from Planar Monotone 3SAT. To �nd optimal solutions, we mod-
elled the problem using integer linear programming. We created some selected test in-
stances to evaluate the performance of our original model as well as our faster delayed
constraint generation approach. To do so, we implemented the model using Java and
the IBM CPLEX solver, performing experiments on a virtual machine with 16 cores. We
concluded the discussion of the experiments with empirically analyzing the selected in-
stances, pointing out why they are challenging for our implementation.

Finally, we discussed how our model can be adapted to solve anotherNP-hard prob-
lem, namely minimizing the area of planar straight-line drawings. While applicable in
theory, our experiments have shown the runtime to be infeasible from a practical stand-
point.

¿e results we have presented in this chapter directly motivate those of the following
Chapter 6. ¿e integer linear program discussed here is too slow to be used in any real
world application, hence we next introduce an e�cient randomized heuristic based on
simulated annealing.
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Chapter 6

PracticalTopologically-SafeRounding
of Geographic Networks

In this chapter we consider the Topologically-Safe Grid Representation problem
in an application-oriented setting. We are given a geographic network representable by
line-segments in the plane – encoded as a planar graph with real-valued vertex coor-
dinates – and consider the problem of representing the vertices at given (integer) grid
positions. ¿ere are several advantages to such representations as opposed to the com-
mon practice of using �oating-point numbers for coordinates. Goldberg [Gol91] stated
that using integer precision makes explicit what the actual precision of the representa-
tion is (because of using a data type), in a data type without mathematical surprises.
Milenkovic [Mil95] demonstrated that the original coordinate precision has consider-
able impact on the precision required to safely perform geometric operations, such as
intersecting or calculating overlap. Finding representations on small grids is a natural
form of data compression since it reduces the range of the coordinate values. In geo-
graphic applications, usually large amounts of data need to be stored and processed. In
mobile route planing, for example, the devices in use are o en hand-held and have lim-
ited resources: small memory, small screens, or slow CPUs. It is also of mathematical
interest to consider the smallest grid on which the network can be represented under
certain quality constraints. Grid drawings also provide a form of schematization by en-
forcing aminimum length on edges and introducing a rigid structure in dense areas. ¿is
also serves a perceptual purpose: It avoids having arbitrarily small features that need to
be drawn. Such features would be hard to read and, ultimately, any visual reproduction
of the network is likely to have precision limited to some discrete level anyway.

We are of course interested in good grid representations of the input network – for
some measure of quality – and not just an arbitrary representation. Many “rounding”
and “snapping” procedures from the literature give a bound on the geometric di�erence
between the input and output networks; usually, vertices are allowed tomove only within
one grid cell. ¿ese procedures achieve this by accepting possible changes to the topol-
ogy of the network, such as allowing vertices to coincide, new intersections to occur, or
faces to collapse. We approach the problem from another direction by demanding topo-
logical equivalence between the input and output drawings and optimizing the quality of
the result. ¿is perspective ismotivated by geographic networks, where connectivity, em-

A preliminary version of the contents of this chapter has appeared in the proceedings of ACM SIGSPA-
TIAL 2019 [vDL19]. ¿is is joint work with¿omas C. van Dijk.
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6 Practical Topologically-Safe Rounding of Geographic Networks

bedding (road networks), and the faces (territorial maps) are crucial. Ourmainmeasure
of quality for the rounded output is the same as for Topologically-Safe Grid Repre-
sentation: the sum of (Euclidean) input-output-position distances for all vertices.

¿is topologically-safe “rounding” problem is nontrivial, especially if the network
has areas where the density of the points is high relative to the size of the grid. In fact,
several variants are known to be NP-hard – see Milenkovic and Nackman [MN90], as
well as Chapter 5 and our joined work with van Dijk and Wol� [LvDW16] – and no
practical method for obtaining high-quality results is known. In this paper we present a
practical method based on simulated annealing.

6.1 RelatedWork and Contribution

Related work on drawing and rounding graphs on the grid can be found in Section 5.1.
Herewe focus onwork about network compression. Recall that the approaches discussed
in Section 5.1 bound the distance between input and output, but allow features to collapse.
As argued before, these techniques may not be appropriate for geographic applications.
We showed in Chapter 5 that minimizing distortion in topologically-safe grid represen-
tations isNP-hard in many settings.

As a data compression problem, it is hard to �nd a minimum representation of ar-
rangements of polygons [MN90]; also recall that the reductionwe give in Section 5.2 asks
for saving only a single bit on coordinate representations of embedded planar graphs.
Shekhar et al. [SHDZ02] give a clustering-based approach to compress vector (road)
maps; Khot et al. [KHN+14] present a survey on road network compression techniques.

Contribution. In this chapter, we consider a variant of theTopologically-SafeGrid
Representation problem fromChapter 5 that does not restrict the output drawing to be
contained inside a bounding rectangle. Notice that the hardness proofs from Section 5.2
trivially extend to this less constrained variant. In the following, we use the Euclidean
distance – denoted by ∥⋅∥ – to measure the cost of vertex movements.

Considering the hardness of this problem, we propose a heuristic approach – in par-
ticular, a two-stage algorithm based on simulated annealing. Stage One focuses on �nd-
ing a topologically equivalent grid representation that we can improve in Stage Two. ¿is
is necessary since �nding any feasible solution that does not, in the worst case, massively
distort the input is nontrivial. ¿e second stage uses simulated annealing to improve the
quality of the drawing; see Figure 6.1 for two examples on real geographic networks.

¿e rest of this chapter is organized as follows: In Section 6.2, we establish the basic
terminology and introduce easy heuristics that partially solve the problem. In Section 6.3,
we give an overview on simulated annealing in general and describe our two-stage algo-
rithm, including pre- and postprocessing procedures. Finally, Section 6.4 describes the
setup used for our experiments on real-world networks aswell as on arti�cially generated
networks as well as the results. We statistically evaluate the impact of various design de-
cisions on the performance of our approach.

86



6.1 Related Work and Contribution

(a)

(b)

Figure 6.1: Two instances with real-valued input (light drawing) and corresponding grid represen-
tation (black drawing) computed using our algorithm. (a) Roundabout in downtown Würzburg (138
vertices, 155 edges), grid size 28× 28, average vertex movement 0.600, computed in 15 s; (b) borders in
Britain (3110 vertices, 3207 edges), grid size 240 × 240, average vertex movement 0.435, computed in
70 s, cropped to show only the south-east (roughly centered around London).
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6 Practical Topologically-Safe Rounding of Geographic Networks

6.2 Terminology and Basic Heuristics

Given an input drawing Γ1, our two-stage approach will produce intermediate drawings
Γk – drawings where some vertices are already moved to the integer grid while others
are not. We call a vertex nongrid if its coordinates are not integer. As before, the cost of
a vertex v in a drawing Γk (with k > 1) of G is de�ned as the Euclidean distance between
its original (real) position p(v) in the input and its position r(v) in the drawing Γk ; the
cost of a drawing is the sum over the costs of its vertices. ¿is matches the notation and
objective function stated in Section 5.3.1. A drawing is called feasible if it is topologically
equivalent1 to the input and all vertices are positioned on grid points. Note that the
original drawing Γ1 always has cost zero, but – except in trivial cases – is infeasible.

In the iterative procedures we describe in this chapter, we proceed from one inter-
mediate drawing to the next by moving a vertex: A move is the change of position of a
single vertex of the current drawing, that also keeps the position of each other vertex
unchanged. Amove is called valid if it does not change the topology of the drawing, and
the cost of the move is the di�erence in cost between before and a er the move.

As a baseline, we describe several rather straightforward partial heuristics. ¿ey re-
late to rounding vertices as known from the literature, as theymove vertices to the closest
available grid point; they are partial in the sense that they are not guaranteed to �nd a
feasible solution.

Instant Rounding. Independently set the position r(v) of each vertex to the nearest
grid point. If the resulting drawing is topologically equivalent to the input, it is an op-
timal solution since every vertex independently moves the minimum amount possible.
Otherwise the heuristic failed, returning the original drawing unchanged.
Incremental Rounding. Round the vertices one by one, in arbitrary order, checking
the validity of each move. Undo any invalid moves, leaving each such vertex v in their
original position p(v). ¿is procedure may succeed in rounding a subset of the vertices
even if it fails to solve the entire instance; this can be useful for quickly solving “easy”
parts of the graph. ¿e cost of this drawing is still a lower bound on the optimum since
any vertex that moves does so by the minimum amount.
Incremental Greedy. Do the following for all vertices, one by one, in arbitrary order:
consider moving it to any of the four corners of the grid cell it is in.2 Check these candi-
date moves for validity in nondecreasing order of cost (distance to p(v)); accept the �rst
valid move and continue with the next vertex. Vertices with no valid candidates remain
unrounded. Note that the rounding cost of this (partial) solution is not a lower bound on
the optimum, even if it �nds a valid grid position for all vertices since greedy decisions
were made.
1 Recall that equivalence is stronger than the topological similarity stated in the de�nition of snap rounding
(De�nition 5.1 (3) on page 61).

2 ¿is is ill-de�ned for vertices on grid lines; in fact we take the �oor or ceiling on each axis, resulting in
at most 4 candidate positions per vertex. Hence, vertices that already lie on a grid point are not moved.
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Figure 6.2: Success rates of (a) incremental rounding, and (b) incremental greedy as described in Sec-
tion 6.2. Figures (c) and (d) include the cartogram preprocessing from Section 6.3.3. Each entry is for
100 random instances with area [0, 19]×[0, 19] and varying vertex and edge density (see Section 6.4.1
for a description of the random instances). Matrices are sparsi�ed for readability.

Depending on the properties of the considered instances, these easy heuristics may
work quite well or experience signi�cant di�culties. For example, in Figure 6.2 (a)
and (b), success rates of these heuristics are given for randomly generated planar graphs
of various vertex density γ and edge density ε on a �xed area. ¿ese instances and how
they are created is described in more detail in Section 6.4.1; here we include vertex den-
sities from 10% up to 100% (meaning one vertex per grid point on average), and edge
densities from approximately matching-sized edge sets (20%) up to a full Delaunay tri-
angulation (100%).

¿e matrices show the success rate of the Incremental Rounding and Incremental
Greedy algorithms on 100 graphs for each setting; that is, numbers and colors indicate
the fraction of vertices in the output drawings that are at integer-precision coordinates.
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6 Practical Topologically-Safe Rounding of Geographic Networks

We see that the greedy approach clearly performs better than simple rounding, but even
in the sparsest graphs, rounding fails to move 1% of the vertices to the grid on average.
¿e gradient of the values indicates that vertex density seems to be more challenging for
both approaches than the number of edges: although the edges also constrain the feasi-
bility of drawings, it is particularly the (local) density of vertices that forms a problem
for these heuristics. Note, for example, that a grid cell containing more than four input
vertices cannot be completely rounded by these heuristics; this, among other di�cult
situations, is more likely to occur in instances of higher vertex density. Scale & Greedy
(described below) overcomes this problem by exploding the size of the network, e�ec-
tively increasing the number of available grid points at the expense of a large (rounding)
cost.3 ¿is is e�cient in terms of runtime, but o en requires large scaling factors on
real data and therefore returns drawings that are completely unacceptable as a heuris-
tic and impractical for Stage Two. We support this claim by experimental results, see
Section 6.4.2.

We also present a heuristic that always �nds a feasible solution. However, it can give
very bad solutions, as we will discuss in Section 6.4.2.

Scale & Greedy. Repeat the following steps in order until a valid drawing is found.
Uniformly scale the input network by a factor f (initially f = 1) and apply the Incremen-
tal Greedy algorithm. If this results in no vertices being nongrid, we are done; otherwise,
increase f by one and retry. ¿is process terminates since Incremental Greedy will suc-
ceed for large enough f . However, scaling the entire network is likely to result in high
cost.

6.3 The Two-Stage Algorithm

We do not allow topological alterations of the network and insist on moving all vertices
to the grid, thus we have to handle vertex-dense clusters. To do this, we �rst propose
and discuss several approaches. ¿e di�culty of Topologically-Safe Grid Repre-
sentation lies not only in �nding a solution with low cost since it is already nontrivial
to �nd any reasonably similar feasible solution at all. Given these di�culties (and the in-
tractability of �nding optimal solutions), we now consider a local search approach. Since
we do not want to require starting with a feasible solution, this local search will have to
handle infeasible states: it needs to consider drawings in which there are (still) nongrid
vertices. However, it will never consider drawings that are not topologically equivalent
to the input: Topological equivalence of the current drawing and the input drawing is
an invariant we maintain at all times, rather than a property we are searching for. All
our search algorithms use the following de�nition of transitions between neighbors for
intermediate drawings:

3 From a data compression perspective, scaling by a factor two corresponds to using an additional bit on
each axis of each vertex. With enough bits, the drawing can be represented without signi�cant rounding.
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Local search neighborhood transition. Take any vertex v and perform any valid
move among the following. If v is nongrid, move it to a random corner of the grid cell it
is currently in; otherwise, move it to one of the eight grid points surrounding it.

Two drawings are neighbors in the local search, when they di�er only in the position
of a single vertex and when this di�erence is obtainable by the transition de�ned above.

If we use hill climbing (always greedily picking the neighbor with lowest cost) in this
neighborhood de�nition, nothing happens: the state representing the input drawing Γ1
already has cost zero and any neighbor of Γ1 ismore expensive. Sincewe generally foresee
further complications due to local optima, we pick the well-known metaheuristic simu-
lated annealing by Kirkpatrick, Gelatt, and Vecchi [KGV83]. For a description of sim-
ulated annealing, see for example Van Laarhoven and Aarts [vLA87]; below we brie�y
sketch the general approach. Simulated Annealing borrows its terminology from metal-
working: We will use terms like energy, temperature and cooling, which we de�ne next.

SimulatedAnnealing. Simulated annealing is an iterative local search procedure. We
consider all topologically valid drawings of the input network as possible system states.
We de�ne the energy E(Γ) – or cost in our terminology – of a state Γ to be the round-
ing cost as de�ned in the problem statement of Topologically-Safe Grid Represen-
tation. To transition from state Γk to Γk+1, we pick a random (valid) move from the
neighborhood described above. If the new state has less energy than the current one
(E(Γk+1) < E(Γk)), we accept it as our new current state. If the new state has the same
or more energy – that is, it is worse – we can still accept it, and do so with probability
exp(−δ/T), where δ is the di�erence in cost and T is a variable called the temperature.
¿is randomness allows simulated annealing to escape local optima. For the cooling
schedule, we employ the standard exponential schedule Tn = c ⋅ Tn−1 for some constant
factor c; in this way, it becomes less likely to accept worse solutions as the search pro-
gresses. We discuss the impact of di�erent values of c in Section 6.4.3.

We experimentally observe that a straightforward annealing approach using cost as
the objective function does not performwell (for an example, peak ahead to Figure 6.4 (a)
on page 101): the focus on cost o en prevents it from �nding a feasible drawing. One pos-
sibility to overcome this would be to design an objective function that rewards feasibility.
However, this imposes several di�culties. First, in order for the search procedure to ac-
tually �nd the feasible drawings, this added term must be “smooth” enough to provide
attraction, but it is not clear how to do this. Furthermore, depending on the details of
this added term, it would have to be tweaked to not interfere with the cost optimization
too much. We are eager to avoid such extra tuning parameters, which would come on
top of the parameter tuning required for the simulated annealing itself. ¿erefore, we
take a di�erent approach by splitting the algorithm into two stages: One focused on �nd-
ing a reasonable feasible drawing quickly, and a second straightforward annealing phase
tries to minimize the total cost of all vertex movements. We conclude the section with
optional preprocessing and postprocessing steps, and some algorithmic implementation
considerations.
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6.3.1 Stage One – Feasibility

We describe several feasibility procedures. ¿eir goal is not to minimize the total move-
ment cost, but to e�ciently �nd a feasible drawing that can then be optimized for cost.
We �rst sketch an approach that is guaranteed to �nd a feasible drawing quickly. Unfor-
tunately, these drawings have impractically high cost and do not serve well for Stage Two.
¿en we describe a local search procedure that works well in practice.

Graph drawing. Take the input as an abstract (embedded) graph and draw it anew,
ignoring the vertex positions given in the input drawing. ¿is can be done, for example,
with the algorithm of Harel and Sardas [HS98] which deterministically computes a com-
pact grid drawing preserving a given embedding in linear time. Besides several technical
challenges, such as requiring the graph to be biconnected, our experiments indicate that
these drawings do not provide a good starting point for our Stage Two: they are too dis-
similar to the input in terms of shape and positions. See Section 6.4.2 for a qualitative
evaluation of this approach.

Vertex-density annealing. ¿is procedure uses the local-search neighborhood in-
troduced above, but with a di�erent objective function. Since locally dense regions are
hard to successfully round, we want the search algorithm to make space. We therefore
minimize the sum of inverse squared distances for all pairs of vertices.

fdensity(p) = ∑
v ,w∈V ,v≠w

1
∥p(v) − p(w)∥2 (6.1)

We now use simulated annealing to reduce this score by moving vertices away from
each other in a topologically safe way one step at a time – either putting it to one of
the four nearest grid points (cell boundaries) or moving to one of the neighboring eight
grid-points. ¿is function is modeled to be reminiscent of the repulsive forces in force
directed graph drawing (for further details, see Eades [Ead84]). Notice that minimizing
this function is easy: Simply scale the graph to be arbitrarily large. Hence we do not
actually want to minimize this objective function but rather run the search at a constant
temperature of T = 1 and terminate the search as soon as the drawing is feasible.4 We
unconditionally accept any valid move that moves a nongrid vertex onto a grid point,
regardless of its e�ect on the cost since that is the real goal of this stage. Constantly
keeping the temperature at a relatively high level ensures enough freedom of movement:
¿e goal of this stage is to escape locally di�cult situations.

Here are some observations about Vertex-density annealing. As we consider squared
distances, a cluster of very close vertices will have strong impact on the energy of an
otherwise sparse network. If the score of a vertex is low, it is more likely that greedy
snapping will be safe as small changes can only cause problems when grid points are
4 ¿is makes “annealing” a bit of a misnomer, but for uniformity of presentation, and since we do have
Kirkpatrick-style move acceptance, we call it annealing.
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contested. Every network always has a density-reducing move, as some vertex on the
outer face can always move away from the others. Making small moves keeps vertices
rather close to their input coordinates.

Grid-density annealing. ¿is works identically to Vertex-density annealing, except
it interprets the densitymore locally based on the grid using the following procedure. Ev-
ery nongrid vertex adds 1

4 “density” to its four surrounding grid points and every other
vertex adds 1

9 to its eight surrounding grid points and the one it is placed on. ¿at way,
vertices e�ectively charge the grid points they could possibly move to within one itera-
tion; grid points with high values are more likely to be contested by multiple vertices.
¿en we say the score of a vertex is the squared density of the grid point it is on – or, for
a nongrid vertex, the squared density of the nearest grid point. ¿e annealing objective
value is the sum of these vertex scores. As with Vertex-density annealing, this encour-
ages vertices to move out of the way of other vertices, and particularly provide space for
nongrid vertices (since they contribute more to the density). However, it is not imme-
diately clear if the more local nature of Grid-density annealing is good or bad. ¿is is
evaluated in Section 6.4.2.

Improvements based on Structural Considerations. In order to �nd a feasible
drawing sooner, we augment the neighbor selection by adding two improvements that
are both based on the particular structure of the problem at hand. Both further depart
from the classic simulated annealing approach described above by changing how the
local neighborhood of a given drawing is generated and explored.

First, at each step, we perform the Incremental Greedy algorithm in addition to the
regular local searchmove, immediatelymoving any nongrid vertices to the best available
grid point on its cell. ¿is shortcuts having to wait for the random vertex selection to
pick such vertices eventually.

Second, rather than selecting a vertex uniformly at random, we temper how vertices
are sampled in two ways. We select the vertex according to a distribution based on its
individual contribution to the total density measure of the current state. ¿is should
encourage the algorithm to search in dense areas, hopefully giving progress toward fea-
sibility. Additionally since we try moving all nongrid vertices before creating the next
neighboring drawing in every iteration, we only try moving vertices already on the grid
– those are the vertices that block grid points, possibly blocking other vertices from being
put onto the grid. See Section 6.4.2 for a statistical evaluation discussing these modi�ca-
tions.

6.3.2 Stage Two – Reducing Cost
Once Stage One �nishes by �nding a feasible drawing, we switch to straightforward sim-
ulated annealing with the objective function we originally intended –minimizing round-
ing cost. Since this is amore traditional annealing approachwhere wewant to avoid local
optima, we pick the typical exponential cooling schedule. See Section 6.4.3 for details of
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the parameter selection. Using any StageOne strategy will move vertices away from their
original position – some more, some less, but the network is likely to expand. Stage Two
tries to undo the expansion while maintaining topology and coordinate precision – stay-
ing on the underlying grid.

To transition between two neighboring states Γk and Γk+1, we randomly pick a vertex
v ∈ V and randomly mutate its current position by independently mutating its (integer)
coordinates – adding or subtracting 1 from xv and/or yv . Given that v was on the integer
grid before, it will be on the integer grid a erwards – the mutation will move v to one of
the eight (octilinear) neighboring grid points.

¿e way we generate these drawings does not check topological equivalence – rota-
tion systems might change, vertices might end up on other structures or edges might
cross. To overcome this, we rely on a modi�ed acceptance function: a er generating
some neighbor Γk+1, we check it for topological consistency and immediately reject any
inconsistent drawing. If Γk+1 was not rejected, we evaluate the energy level E(Γk+1) and
follow the original approach proposed by Kirkpatrick et al. [KGV83]: If the energy level
(the total movement cost) is lower, we accept Γk+1; otherwise we can still possibly accept
it, even if the energy level is higher. ¿e probability for accepting an energy-increasing
move is given in Equation (6.2).

exp(−E(Γk+1) − E(Γk)
T

) (6.2)

6.3.3 Pre- and Postprocessing
To improve the performance of our approach, we suggest a preprocessing procedure
and a postprocessing procedure to be performed before and a er Stage One and Two
respectively. Both procedures are e�cient and deterministic; we evaluate the impact of
pre- and postprocessing on the overall performance of each stage in Section 6.4.

Preprocessing: Linear Cartograms. Since dense areas of the input drawing are hard
to resolve, some preprocessing to assist Stage One seems appropriate. Hence, we pro-
pose expanding the input using e�ciently computed linear cartograms by van Dijk et
al. [vDH14, vDL18]. In a linear cartogram, all edges of a drawing of a network are drawn
with a prescribed length. Clearly, not every combination of network and prescribed edge
lengths is possible.5 Tominimize the error in edge lengths, this method is based on �nd-
ing a solution to an overconstrained set of linear equations using least squares adjust-
ment. For our problem, we create a twofold set of equations. On one side, we ask for any
edges shorter than length

√
2 (the diagonal of a grid cell) to be elongated and for vertices

that are too close together to be moved apart; on the other side, we want the vertices to
stay relatively close to their input positions. We will see in Section 6.4.2 that using linear
cartograms is quite e�ective in practice.
5 For example, consider a triangle with two short edges and one edge that is longer than both other edges
combined.
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¿is preprocessing is implemented using the following linear least-squares adjust-
ment formulation, computing new positions p given the original positions r. Note that
we create an overdetermined system of equalities on purpose; least squares adjustment
will �nd an optimal compromise between the con�icting constraints. (See for example
Kraus [Kra11] for a general introduction.)

First, in the interest of the cost of the �nal drawing, vertices should ideally stay where
they are. For every v ∈ V , we therefore have the following vertex position constraint from
Equation (6.3) on the x and on the y axis.

p(v) = r(v) (6.3)

¿e relative position of vertices that are connected by a long edge should also remain
the same, implying that the length of that edge stay the same. Edges shorter than

√
2

are problematic since it is likely that both endpoints contest for the same grid position.
We want to introduce some additional distance between the two vertices of any short
edges, stretching the edge towards length

√
2. Hence, we have one of the two edge length

constraints for any (u, v) ∈ E of the input and on both axes – either from Equation (6.4)
for long edges or from Equation (6.5) for short edges:

p(v) =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

p(u) + r(v) − r(u) if ∥r(u) − r(v)∥ >
√
2, or (6.4)

p(u) +
√
2 ⋅ (r(v) − r(u))
∥r(v) − r(u)∥ otherwise. (6.5)

We also add the constraints of Equations (6.4) and (6.5) to the non-edges missing
from a constrained Delaunay triangulation. A Delaunay triangulation is a triangulation
of a set of points in the plane such that the circumcircle of any triangle does not con-
tain other points. A constrained Delaunay triangulation departs from the original idea
by enforcing that the triangles cover a prescribed set of edges (possibly violating the
circumcircle-rule to do so, for more details see Chew [Che93]).6

In addition, we put additional emphasis on separating any pairs of nonadjacent ver-
tices that are too close, adding vertex distance constraints similar to Equation (6.5). See
vanDijk et al. [vDvGH+13] formore on constrainedDelaunay triangulations when trans-
forming geographic networks.

Since we want to punish violations of the di�erent sets of constraints di�erently, we
add weight factors to the misclosures7 of the di�erent equations. Intuition suggested
that preventing short edges is most important, whereas trying to keep vertices at their
original positions is con�icting all other constraints. Also, we deemed pushing apart
any vertices that are too close to be more important than preserving the constrained
Delaunay triangulation. Following these assumptions, we have considered a base setting
6 In the case of arti�cial instances (look ahead to Section 6.4.1), a constrained Delaunay triangulation
does not violate the rule – it simply re-adds the previously discarded edges. Constrained Delaunay
triangulations of real-world instances are most likely not Delaunay triangulations.

7 ¿emisclosure of an equation is the amount by which le -hand and right-hand side di�er.
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Table 6.1: Di�erent weights tested for the Cartogram preprocessing.

Parameter base low high �nal Equations

vertex position 0.2 0.0001 1.0 0.8 (6.3)
edge length 4.0 0.1 8.0 4.0 (6.4), (6.5)
constrained Delaunay 2.0 0.1 4.0 2.0 (6.4), (6.5)
vertex distance 1.0 0.1 4.0 1.5 (6.5)

for theweights – see the �rst columnof Table 6.1 – and from these values, we pitched each
weight to either extreme individually – as in the second and third column of Table 6.1,
respectively –, leaving the other three unmodi�ed. We�nally settled for the values shown
in the fourth column of Table 6.1. ¿ose will also be the values that we use throughout
the rest of this chapter whenever we use cartogram preprocessing.

We onlymodify vertex positions according to the weightedminimumofmisclosures,
but do not check for topological consistency. Hence, the resulting drawing Γ(G , p) us-
ing the new positions might not be topologically equivalent to the input. In that case,
van Dijk and Haunert [vDH14] describe a back-o� procedure that we use here: Con-
sider linearly interpolating the vertex positions uniformly from in the input drawing to
those obtained by the least squares adjustment. ¿e interpolation factor (ranging from 0
to 1) can be seen as a time step. We �nd the latest discrete time step in this interpolation
that yields a valid drawing – by starting at 1 and testing 0.1-decrements – and output the
corresponding drawing.

Postprocessing: Hill Climbing. Our simulated annealing algorithm chooses the next
state to evaluate at random. Annealing theory suggests that by extending the cooling
schedule, the probability for the algorithm to �nd a global optimum converges towards 1
(see Granville, Krivanek, and Rasson [GKR94]). As we have no e�cient means of telling
if a solution is optimal or not, we have to stop Stage Two eventually and take the last
accepted state as �nal drawing. Annealing for longer could possibly yield better results,
but by our choice of cooling schedule, the annealing temperature goes to zero and the
search reduces to local hill climbing. Hence we propose a straightforward hill climbing
implementation as a much more e�cient postprocessing: rather than sampling random
vertices and attemptingmoves, our approach iteratively applies validmoves that improve
the outcome until a local optimum is reached. ¿is suggests the possibility of annealing
at a higher temperature than one normally would, and relying on the �nal hill climb to
clean up the solution. See Section 6.5 for an evaluation on the trade-o� between hill
climbing and annealing for longer time.

6.3.4 Implementation Considerations
Our algorithm o en needs to test whether a particular move is valid. ¿e expensive
part in this is checking for possibly intersecting edges. Rather than the well-known (and
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worst-case more e�cient) Bentley-Ottmann sweepline algorithm [BO79] for line seg-
ment intersections, we implement the following bin-based approach to speed up these
tests. First, we overlay aW ×W regular grid of rectangular bins over the full extent of
the current drawing, then loop over all edges and put them in all bins that they inter-
sect, and �nally check all pairs of edges in each bin by brute force. IfW is picked large
enough, at most a small number of edges will be in any particular bin. ¿is is e�cient
on real-world data for a wide range of valuesW . Our code usesW = 512 as a somewhat
arbitrary trade-o� between memory, number of bins, and the population of bins. For
more details on this method, see also Peng and Wol� [PW14].

In fact, this grid-based approach – at least for our application and on our data –
outperforms the CGAL implementation [ZWF19] of the Bentley-Ottmann algorithm by
more than two orders of magnitude, even though CGAL generally has high-quality and
high-performance implementations. Its problem seems to be the numerical instability
of the sweepline algorithm, which requires CGAL to use high-precision arithmetic on
our real-world data – something our relatively crude algorithm does not require. We ad-
ditionally point out that our current implementation is single-threaded, but in principle
checking the bins can be easily parallelized.

We use the Computational Geometry Algorithms Library (CGAL) for basic geometric
computations and for constrainedDelaunay triangulations (see theCGALmanual [Yvi19]
for details). We use the Eigen library [GJ+10] for highly-e�cient sparse matrix calcula-
tions in the cartogram code.

6.4 Experimental Results

In this section, we statistically evaluate various properties of our algorithm and the e�ec-
tiveness of design decisions and parameter choices. Whenever we directly compare two
options, we provide a (two-sided) Wilcoxon paired signed-rank test [Wil45] and report
the z-score, demonstrating statistically signi�cant improvements; recall that a z-score of
1.96 or higher satis�es a 95% con�dence level.

6.4.1 Test Instances

We provide experiments on both real-world networks and arti�cial instances. For the
real networks, we have used OpenStreetMap shape�les8 and the City of Chicago Open
Data Portal9. Since these road networks are not always planar, we preprocessed the in-
stances, introducing vertices at any intersections in order to get plane graphs.

We also consider random arti�cial instances. ¿is allows us to perform systematic
and statistically signi�cant experiments on large datasets without having to select and
sanitize real-world road networks. ¿ese instances are based on vertices sampled using
binomial point processes, placing v vertices uniformly at random in a square area of X
8 https://www.geofabrik.de/data/download.html
9 https://data.cityofchicago.org/
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(a) (b)

Figure 6.3: Visual comparison of real-world and arti�cial networks: (a) Würzburg downtown with 134
vertices and ε = 40.5%; (b) an arti�cial instance with roughly the same parameters.

by X units – thus having X + 1 possible integer coordinate values in each dimension. To
generate instances with many edges, we take the Delaunay triangulation [GKS92] of this
point set; for instances with fewer edges, we take a subset of the triangulation edges as
described below. We therefore have three parameters describing size and complexity of
an instance: the side length X of the area in which the points are sampled, the number of
vertices v, and the edge density – the number of edges as a percentage ε of those present in
a completeDelaunay triangulation. As an alternative to specifying the number of vertices
v, we can also consider the vertex density γ. ¿is is the ratio between the number of
vertices and the number of grid points of the area; up to rounding we have v = γ ⋅(X+1)2.
¿roughout the rest of the chapter, we describe random instances by the triple of these
parameters, namely as (X , γ, ε).

We can also determine γ and ε values for real-world instances by calculating a Delau-
nay triangulation of the point set. Vertex density can be interpreted as desired compres-
sion rate. While testing our algorithm on real-world instances, we noticed that aiming
for γ < 40% gives good results in reasonable time.10 ¿erefore, we will also focus our
experiments on arti�cial instances on those with vertex density γ = 40%.

Edge density is independent of the size of grid cells. We have seen in Figure 6.2 that
the impact of higher edge density is less severe than that of higher vertex density when
considering how complicated rounding that instance is. ¿e road networks we consider
typically have an edge density value ε between 35% and 45% – therefore we focus on ar-
ti�cial instances with ε = 40% and ε = 100%. For comparison, see the instances listed in
Table 6.2. When dropping edges from a Delaunay triangulation to obtain lower values
10Higher vertex densities resulted in runtimes that were generally higher and also of larger variance.
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of ε, we need to make sure that we do not create isolated vertices. Our algorithm was
designed with road networks in mind: while road networks can easily be disconnected,
they usually do not have isolated (unreachable) vertices; hence, our algorithm cannot
handle such vertices safely. To avoid this problem in our arti�cial instances, we proceed
as follows. We sample the point set P and calculate a Delaunay triangulation. ¿en we
compute an arbitrary depth-�rst search tree of this triangulation and take a maximal
matching from the tree’s edges: if ∣P∣ is even, that matching is perfect (as shown by Dil-
lencourt [Dil87]), otherwise we add one extra edge to cover the missing vertex (creating
a path of length two); in either case, we mark all edges obtained this way. We then delete
a uniformly random set of the other edges to achieve the desired number of edges. Since
the marked edges cover every point of P, no vertices end up being isolated in the �nal
instance. A visual comparison between real and arti�cial instances is provided in Fig-
ure 6.3: on the le is a part of Würzburg downtown, on the right is an arti�cial instance
with approximately the same density parameters.

6.4.2 Evaluating Stage One
As discussed before, the basic rounding heuristics will not consistently �nd feasible draw-
ings and those provided by the graph drawing algorithm are too distorted for the anneal-
ing process to �nd a good solution in reasonable time. In this section, we evaluate the
performance of the procedures for Stage One from Section 6.3.1 on arti�cial instances.
As a baseline, we �rst consider the simplest variant, that is, without greedy steps dur-
ing the annealing and sampling all vertices uniformly. ¿e experiments in this section
are run on 1 000 random instances with con�guration (19, 40%, 100%), that is, 400 grid
points in the sampled area and therefore 160 vertices and approximately 450 edges.

Before deciding between the di�erent advanced procedures, we �rst rule out Scale
& Greedy and Redrawing the embedded graph; then we compare Vertex-density anneal-
ing to Grid-density annealing, with and without cartogram preprocessing and other im-
provements over a traditional annealing approach. To get an intuition regarding the total
cost of an instance recall the de�nition of snap rounding (De�nition 5.1 on page 61). En-
forcing geometric similarity would imply a maximum cost of 1

2

√
2 ≈ 0.71 per vertex (or

about 113 per 160-vertex instance). While we cannot hope for such low costs, our goal
for Stage One is to stay within the same order of magnitude.

Scale&Greedy is bad. Wehave seen in Section 6.2 that Incremental Greedy is bound
to fail if there are too many vertices inside the same grid cell. Scale & Greedy works on
the idea that adding more grid lines – and thus more possible coordinate values – will
eventually make Incremental Greedy work. Instead of inserting new grid lines – moving
from integer to half integer, then to quarter integer and so on – we do the opposite, scal-
ing the drawing (and all coordinates) by a constant factor. By doing so, we preserve the
notion of “moving to the integer grid” and report scaling factors instead of additional
bits needed for representing the re�ned grid. We ran the following experiment, search-
ing for the right factor to scale the original coordinates with starting at 1; once a feasible
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solution is found, we report the factor and the total vertex movement induced by scaling
and rounding. ¿e instances in this experiment admit reasonable solutions with a cost
of about 500 (as we will see). Scale & Greedy required an average scaling factor of 3.86
(ranging between 2 and 23), resulting in an average cost of 3 329 and no solution with
cost below 1 047.11 ¿is holds true also for real-world instances, e.g. producing a feasible
drawing of the roundabout in Würzburg from Figure 6.1 (a) requires a scaling factor of
4. ¿is disquali�es Scale & Greedy as a practical Stage One procedure.

Redrawing is worse. We created grid drawings of all instances using an implementa-
tion of the algorithm of Harel and Sardas [HS98] created by Johannes Zink [CLWZ19].
In the context of graph drawing algorithms, our instances are small and thus grid draw-
ings can be computed quickly compared to our randomized annealing approaches. One
could imagine that the time saved in Stage One could be spend optimizing the output in
Stage Two for longer. However, the average cost of these drawings is an enormous 26 256
(or average cost per vertex of 164). ¿is makes it is completely impractical – consider for
example that any move in Stage Two can improve the cost by at most

√
2.

Vertex density vs. Grid density. In Section 6.3.1, we have proposed two di�erent
“density” objective functions and claimed that immediately optimizing cost leads to dif-
�culties �nding feasible a solution. We now experimentally evaluate this.

We ran the three options – cost, Grid-density, andVertex-density – on each graph for
20 000 iterations. Whenever a feasible solution was found within the allotted number of
steps, the remaining iterationswere spent in Stage Two by optimizing the output drawing
for total movement cost. See Figure 6.4 for the behavior on a typical instance over time
(counted by iterations): ¿e purple line shows cost, the turquoise line shows the number
of vertices that have taken a grid positions.

A general trend over the 1 000 instances is that Vertex-density annealing generally
requires fewer steps to �nd a feasible solution, whereas Grid-density annealing generally
�nds a (�rst) feasible solution with lower cost; simply annealing with the objective of
phase two – minimizing rounding cost – fails to �nd a feasible solution at all on 362 of
the 1 000 instances, o entimes being stuck on the last one or two vertices. Since it is not
better than Incremental Greedy, this disquali�es using annealing for rounding cost to
�nd feasible drawings.

On the other hand, aWilcoxon test shows that the di�erences betweenVertex-density
and Grid-density are signi�cant: Vertex-density annealing �nishes signi�cantly sooner
(z ≈ 28, “winning” 688 of the 1 000 instances), but with higher cost (z ≈ 10). As a quali-
tative indication, when it �nished �rst, the Grid-density solution was 15% cheaper on
average (347.208 compared to 407.916). On the instances where Vertex-density was
faster, the average cost of the solutions found was higher: 592.480. ¿is suggests that

11 Here we measure cost by aligning the centers of both drawings so that scaling up moves vertices away
from the center.
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(a) Annealing for Cost
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(b) Annealing for Grid-density
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(c) Annealing for Vertex-density

Figure 6.4: Qualitative evaluation of Stage One performance on a single arti�cial instance with
(19, 40%, 100%); annealing Stage One for: (a) cost, (b) Grid-density, and (c) Vertex-density. Purple line
shows total rounding cost, turquoise line shows the number of rounded vertices.
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Grid-density is quicker at �nding relatively easy solutions, but struggles on more di�-
cult instances.

Cartogram Preprocessing. ¿e main goal of linear cartograms from Section 6.3.3
is to reduce the time Stage One needs to �nd a feasible solution as well as to reduce
the total rounding cost of the found solution. Concerning the time taken to �nd a fea-
sible solution, we observe the following: Both procedures got signi�cantly faster – for
Vertex-density, we get z ≈ 25.95, and for Grid-density, we get z ≈ 23.35 – and while both
procedures improve, it still holds true that annealing for Vertex-density is generally the
faster option for Stage One (z ≈ 22.47).

Considering the total cost of the feasible solution, we notice that those found by
Vertex-density annealing got cheaper (z ≈ 3.828), while we failed to show an improve-
ment for the Grid-density annealing (z ≈ 0.124). Again, the observations we made
above are still true, and Grid-density annealing �nds signi�cantly cheaper solutions
(z ≈ 26.53).

¿is demonstrates that preprocessing instances using linear cartograms is highly ad-
visable in practice; it is fast – in our implementation, it takes the time of about 50 anneal-
ing iterations on typical instances – and improves the process of �nding a feasible initial
solution in almost every aspect.

Incremental Greedy and Nonuniform sampling. Finally we add the two augmen-
tations from Section 6.3.1: additionally running the basic Incremental Greedy heuristic
at every step, and nonuniform sampling of the vertex to move.

Still on the same instances, we �rst investigate on the additional executions of In-
cremental Greedy. We notice that Vertex-density annealing still �nishes earlier on 644
instances (also signi�cant, z ≈ 21.0). On either procedure, the speed improvement ob-
tained by adding Incremental Greedy is highly signi�cant (z > 36 for both variants). Con-
sidering the movement cost of the found feasible drawings, we look at the average total
movement for both variants: ¿e average cost of all instances where Vertex-annealing
�nished �rst was 226.3 and the average cost of all instances where Grid-density anneal-
ing �nished �rst was 188.9, a cost reduction by almost 50% in both cases. In fact, both
cost improvements are also highly signi�cant (z > 50 for both); the cost di�erence be-
tween both procedures is also signi�cant (z ≈ 24.92). Considering these signi�cance
levels, we decided to include Incremental Greedy executions into both of our Stage One
procedures by default.

Since we now treat vertices di�erently, we investigate on the option of sampling ver-
tices nonuniformly based on their local density measure. Looking at the average costs of
the winning instances for both procedures, we get 196.2 for Grid-density and 229.9 for
Vertex-density. Comparing these numbers to those with uniform sampling, one might
think that nonuniform sampling is actually worse. Statistical tests however suggest that
there is no signi�cant di�erence between uniform and nonuniform vertex sampling; all

102



6.4 Experimental Results

z-scores are below 0.34, implying that neither variant shows signi�cant di�erences in
quality or speed. We claim that the reason for this behavior the following:

Choosing the right vertex to try moving is a delicate task. On one hand, a vertex
with low density is likely to have many moves that lead to valid drawings; on the other
hand, none of these drawings will be signi�cantly less dense (in either measure), as both
density measures are somewhat symmetric: Vertices with high density values are likely
to be close to other vertices of high density and the same is true for vertices with low
density respectively. ¿us, moving a low-density vertex has only limited impact on the
overall density of the drawing. Successfully moving a high-density vertex would have
a much higher impact on the overall density of the resulting drawing. ¿is observation
motivated trying nonuniform sampling. However, the higher the local density of a vertex,
the harder it is to actually �nd a validmove for it. Hence, favoring themore dense vertices
while sampling for possible moves is likely to result in more neighboring states being
rejected by the topology test.

¿e �nal modi�cation to the vertex sampling comes directly from how Incremental
Greedy changes the network at every step. Recall that Incremental Greedy will try mov-
ing every nongrid vertex onto one of the four corners of the cell containing the vertex.
Mutating a nongrid vertex in the local search neighborhood – moving it to a random
corner of its cell – simply randomly tests one of the four options available to Incremen-
tal Greedy. Hence, a er running Incremental Greedy on an instance, no nongrid vertex
will have any valid move available to it (as it would have been performed by Incremental
Greedy before). ¿erefore, every attempt of moving a nongrid vertex will immediately
fail, rejecting the resulting state and e�ectively wasting the iteration. Insteadwe nowonly
ever sample from the rounded vertices; if that results in creating a valid move for a non-
grid vertex, this move will be performed by the execution of Greedy in the next round.
Running the experiments on (19, 40%, 100%) instances – complete Delaunay triangula-
tions on 160 vertices – and testing for changes compared to sampling from all vertices,
we failed to see a signi�cant di�erence – all z-scores were below 1. Since we were under
the impression that sampling only from the rounded vertices worked well on real-world
instances, we look further into this. To do so, we created 1 000 instances of lower edge
density, namely (19, 40%, 40%), to resemble actual road networks. Performing the same
experiments as before, we report the following �ndings: Vertex-density annealing got
signi�cantly faster (z ≈ 4.01) while being just short of producing signi�cantly cheaper
feasible drawings (z ≈ 1.427). On the other hand, the solutions produced byGrid-density
annealing got signi�cantly cheaper (z ≈ 3.30), but we could not obtain the same speedup
(z ≈ 0.389). On these instances, we also observe that the speed di�erence between both
Stage One procedures becomes insigni�cant (z ≈ 1.011) while Grid-density annealing is
still cheaper (z ≈ 17.85). ¿is also supports the claims we made when �rst comparing
the two options in Section 6.4.2: indeed, Grid-density seems to thrive on easier and less
dense instances.

Final Conclusion on Stage One. To sum up our �ndings on the di�erent options
for Stage One, we ran a �nal experiment on the 1 000 instances of (19, 40%, 100%) with
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all options enabled: Cartogram preprocessing, Incremental Greedy at every iteration,
and nonuniform vertex sampling ignoring nongrid vertices. Recall that the �rst sets of
solutions had average costs of 347.208 for the Grid-density annealing and 407.916 for the
Vertex-density annealing. All modi�cations described and evaluated above bring these
numbers down to 183.082 and 221.572 respectively, saving almost 50% on the total cost
of the �rst feasible solution and doing so in less time.

6.4.3 Evaluating Stage Two
Now that we demonstrated how to �nd a reasonable initial solution, we consider Stage
Two. A er Stage One departed from the input drawing to �nd a less dense but feasible
drawing, Stage Two now anneals back towards the initial vertex positions. Annealing
theory [KGV83] suggests that a system provided with the right cooling schedule and
enough timewill eventually end up in a low cost state. It is unclear how to determine that
this state is reached, and a schedule that is guaranteed to achieve it with high probability
is impractically slow; in practice, this requires experimental tuning.

We note that our moves from one drawing to the next are rather small, in terms of
objective value: a single vertex is moved at most one grid cell, resulting is a maximum
change in cost of

√
2 if moved diagonally. With the typical starting at temperature of

T0 = 1.0, this means we initially accept at least 24.3% of all cost-increasing moves. Sim-
ilar to Section 6.4.2, we will evaluate various cooling schedules, step counts on large in-
stances, and discuss when to switch from annealing to the hill climbing postprocessing
as described in Section 6.3.3.

Finally, we note that unfortunately we cannot compare to optimal solutions for any
interesting instances: As we have seen in Section 5.4, known exact methods are infea-
sible and only able to handle networks so small that the comparison to the output of
our two-stage algorithm is not of interest – those instances are simply too small to give
an intuition on how the output of our heuristic on real-world instances holds up to an
optimal solution.

Cooling Schedules. One of the most important parameters for any simulated anneal-
ing process, besides number of iterations, is the cooling schedule. We use the typical
exponential cooling schedule Ti+1 = c ⋅ Ti which naturally gets slower over time. ¿ere-
fore, we requiring a choice for initial temperature T0 and cooling factor c. We evaluate
this on 200 instances with parameters (14, 40%, 40%) and 200 instances with parame-
ters (14, 40%, 100%). In order to eliminate any randomness from re-running Stage One,
we use precomputed feasible solutions using Vertex-density annealing. We ran 20 000
steps in Stage Two (followed by hill climbing postprocessing) with c1 = 0.99, c2 = 0.999,
and c3 = 0.9999, doing �ve runs of each setting on each instance. Figure 6.5 shows
a histogram of the resulting cost (rounded to the nearest integer). First consider Fig-
ures 6.5 (a) and (b), the instances with rather number of edges: before hill climbing (a),
the choice of cooling factor does not seem to have high impact on the quality; a er-
ward (b), the advantage of the slower cooling provided by c = 0.9999 becomes visible.
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6 Practical Topologically-Safe Rounding of Geographic Networks

Looking at how the systems temperature developed over time, the reason is as follows:
the schedule for c1 = 0.99 reaches a temperature of e�ectively 0 a er only 1500 iterations,
compared to the 12000 iterations it takes for cooling with c2 = 0.999 to reach the same
temperature. ¿is means that for both parameter values, a signi�cant amount of time
was spent rejecting any move that does not strictly improve the cost: they were basically
hill climbing random vertices one step at a time. ¿is behavior is also visible in the plots:
¿ere is hardly any di�erence between the orange and red lines in Sub�gures 6.5 (a)
and (b). ¿is is not true for the slowest schedule (c3 = 0.9999), as even a er 20 000 it-
erations the temperature was still about 0.135 – while accepting is not very likely in the
end, this schedule never rejected score-decreasing moves immediately, leaving room for
improvements to bemade by hill climbing. ¿e same phenomenon can be observed look-
ing at the second set of instances (Figure 6.5 (c) and (d)). Again, hill climbing basically
did not �nd any improvements for c1 or c2, whereas c3 managed to avoid running into
local optima long enough for hill climbing to make a di�erence. ¿e cost improvement
of hill climbing on both test sets are highly signi�cant (z > 50 each).

With these observations in mind, we recommend always using the hill climbing as
postprocessing; it is fast and guaranteed to not worsen the �nal solution as hill climb-
ing only performs a set of moves that would have been accepted by annealing even at
temperature 0.

Step Count & Hill Climbing. To further evaluate the e�ect of hill climbing postpro-
cessing, we generated feasible solutions for all of the (19, 40%, 100%) instances from Sec-
tion 6.4.2 using Vertex-density annealing with cartogram preprocessing.

On these rather large and dense instances, we run Stage Two annealing for m steps
(m ∈ {0, 2 500, 5 000, 10 000, . . . , 40 000}), followedbyhill climbing, reporting scorewith
and without postprocessing. To demonstrate the impact of step count – and with respect
to the experiments above –, we choose the slowest of the cooling schedules above, namely
c = 0.9999. Indicative results of these experiments are shown in Figure 6.6.

We deal with instances ofmaximumedge density that result in rather expensive Stage
One solutions (see Section 6.4.2). ¿is leaves quite some space for a lot of improvements
– we can expect “good” �nal solutions to have cost below 100, or less than 1 per vertex on
average. We now discuss the four sub�gures of Figure 6.6 individually.

As noted, annealing with temperature 0 yields very similar results to hill climbing.
A er 5 000 steps, the system is still at temperature 0.607, whereas a er 40 000 steps, it
reaches a temperature of 0.0183. Also recall that high temperatures imply high accep-
tance probability for Stage Two (between 24.5% and 16.4% for the �rst 2 500 steps). A
downside of combining a slow cooling schedule with greedy local optimization is visible
in Figure 6.6 (a). For the orange curve, we spent 2 500 iterations randomly moving away
from the �rst feasible solution, which hill climbing sometimes could not repair.

Figure 6.6 (b) compares m = 15 000 steps with hill climbing to m = 25 000 steps
without postprocessing. For reference, we also include the data for m = 2 500 from
Figure (a). Notice that performing 22 500 extra steps in Stage Two leads to lower costs
in the �nal drawing, even without hill climbing. However, carefully picking the point
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6 Practical Topologically-Safe Rounding of Geographic Networks

at which to switch from annealing to hill climbing can lead to similar results in shorter
time, as shown by the blue line.

Figure 6.6 (c) shows how the totalmovement cost changes with increasing step count.
¿ere is a noticeable di�erence between high and low step counts. In addition, even a er
40 000 annealing iterations, hill climbing managed to improve 874 of the 1 000 instances.

Figure 6.6 (d) illustrates the impact hill climbing can have on the total cost of a solu-
tion. ¿e improvement made by hill climbing is obvious and easy to explain – Stage Two
simply was not done yet. Nevertheless, the �nal result a er postprocessing is comparable
to those of higher iteration counts.

6.4.4 Real-World Data

In this section we compare instances based on real-world road networks to arti�cial net-
works. ¿e results presented here were obtained by experiments we ran on a 2.6GHz
processor with su�cient RAM. See Table 6.2 for instance parameters and sizes as well
as experimental results; all data was gathered over 100 runs on each instance, reporting
average scores and times, together with standard deviations over these measurements.
More data on other instances is publicly available online12.

¿e instances were preprocessed using linear cartograms and Vertex-density anneal-
ing with all options enabled for Stage One. Examine the instances and the computed
grid drawings of Würzburg–Train Station, found in Figure 6.7 (a). ¿e solutions of
Würzburg–Train Station we computed had an average cost of 110.9 (0.860 on average
per vertex, standard deviation of 8.66); notice that for these runs, we picked the vertex-
grid point ratio γ = 16.45%. ¿e average cost over 100 runs on arti�cial instance named
“0.4_0.4_42” (resembling this real network by picking ε accordingly, but with γ = 40%)
is 77.2 (0.483 on average per vertex, standard deviation of 1.92). WhileWürzburg–Train
Station is less dense and thus could be expected to be easier, neither cost nor runtime
re�ect this; Train Station takes 63% longer on average (43.1 s vs. 26.4 s) and is 43%more
expensive. To investigate this, consider that the le part of Fig 6.7 (a) (marked by the
blue arrow) is signi�cantly more dense than the rest; moving the tilted bus parking lanes
to the grid results in parts of them being pushed outwards. ¿e vertex indicated by the
blue arrow (together with themiddle of its incident edges) forces signi�cant distortion in
this drawing. While there seem to be quite some empty grid points nearby, topology pro-
hibits any local improvement for the vertex marked by the orange arrow and on closer
re�ection, this seems to be a decent drawing of this instance on a critically small grid.
To support this observation, we extracted the dense part: Würzburg–Bus Lanes alone
at γ = 40% is comparable to arti�cial instances of about twice its size on runtime and
rounding cost.

¿is problem is evenmore obvious for Chicago–Cloud Gate, shown in Figure 6.7 (c).
Note that the path to the bottom-right of the instance has way too many vertices com-
pared to the grid size. Hence we get a rather skewed grid representation even though the
12 http://github.com/tcvdijk/armstrong
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→

→

(a) (b)

(c)

Figure 6.7: Grid representations (in black) of real-world instances (in red). (a) Würzburg–Train Station
on a grid of size 28× 28; the vertex indicated by the orange arrow looks highly suboptimal. (b) Chicago–
Downtown on a grid of size 25× 25; (c) a crop of Chicago–Cloud Gate on a grid of size 240× 240.
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6.5 Conclusion

other roads around the problematic path are generally represented quite well (and would
have tolerated an even coarser grid). ¿e average vertex cost a er Stage One (3.62 per
vertex) indicates how long it took to �nd any feasible drawing. ¿is suggests that future
work could attempt to integrate topologically-safe simpli�cation into the grid represen-
tation work�ow.

Consider the arti�cial instances 0.4_0.4_42 and 0.4_0.4_84, again from Table 6.2:
di�erent networks with the same parameters. ¿e former is immediately solved by Incre-
mental Greedy during the �rst iteration of Stage One, so the result is deterministic. For
this instance, this was only the case when cartogram preprocessing was enabled, demon-
strating its bene�t. ¿ough the average runtime on the two instances is comparable, the
�nal drawings of the latter have higher variance. ¿is suggests that a deterministic Stage
One may be preferable, as the results obtained from Stage Two will become more stable.

All of this indicates that the performance of our algorithm is sensitive to the structure
of the network, and that the particular road network representations we found in Open-
StreetMap and theCity of ChicagoDataOpenData Portal are challenging instances. Still,
our method is able to �nd reasonable representations of realistic networks, which was
not feasible with previous methods.

6.5 Conclusion

In this chapter, we settled one of the open questions fromChapter 5: We provided an e�-
cient heuristic to the Topologically-Safe Grid Representation problem. It relaxes
on the minimality of the total vertex displacement in the output: �nding non-optimal,
yet reasonable solutions, while maintaining topological equivalence of input and output
drawing. ¿is heuristic was designed to transform geographic networks into drawings re-
quiring lower coordinate precision. To do so, we proposed a two-stage approach based
on the simulated annealing metaheuristic. ¿e �rst stage anneals for feasibility by re-
ducing the overall vertex-density of the drawing; the second stage anneals the feasible
drawing to reduce the total rounding cost of the output.

We demonstrated the necessity of our two-stage approach by experimental evalua-
tion. For Stage One, we proposed two di�erent objective functions for annealing, and by
analyzing their performance on randomly generated arti�cial road networks, we were
able to provide signi�cance tests to show the strong and weak points of both. For Stage
Two, we provided experiments demonstrating the impact of parameter selection to the
�nal result. We proposed pre- and postprocessing steps and showed via signi�cance test-
ing that both procedures improve the result of their respective stage signi�cantly.

We concluded the experimental evaluation of our algorithm by testing it on hand-
picked real world instances of various sizes.

Future research on the topic of Topologically-Safe Grid Representation could
revolve around �nding a deterministic heuristic or an approximation algorithm with
provable guarantee. It could also be bene�cial to the algorithms output to look into
moving the input drawing onto a non-uniform grid. One could, for example, imagine
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6 Practical Topologically-Safe Rounding of Geographic Networks

distinguishing between the downtown- and highway-parts of a road network. With the
application to road networks in mind, one could also consider using other techniques
(such as line simpli�cation) to better preserve the visuals of the input in the output draw-
ing while reducing unnecessary detail.

Acknowledgments. We thank¿omas C. van Dijk for helping with creating sophisti-
cated implementations of the procedures described in this chapter inC++, and formaking
datasets and the implementation publicly available at
https://github.com/tcvdijk/armstrong.
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Chapter 7

Cauchy’s Theorem for
Orthogonal Polyhedra

A classic theorem by Cauchy states that, for convex polyhedra, when the embedded
graph of the surface and the angles within each face are given, then the dihedral angles
are determined – that the object is rigid. In this chapter, we translate Cauchy’s rigidity
theorem to orthogonal polyhedra of arbitrary genus. We do so by using the linear-time
BundleOrientation algorithm by Biedl and Genç [BG09] as a subroutine. ¿ey origi-
nally created it to determine the unique set of dihedral angles of orthogonal polyhedral
surfaces of genus 0 with connected graph (if this set exists).

¿ey le openwhether a similar translation exists for orthogonal polyhedral surfaces
of higher genus. In this chapter, we resolve this in the a�rmative. To obtain this result,
we apply the original BundleOrientation algorithm repeatedly and exhaustively, and
call this procedure IteratedBundleColoring. We show that it is capable of �nding a
set of dihedral angles for orthogonal polyhedral surfaces of arbitrary genus. We do so by
arguing how it re-discovers the dihedral angles matching those of a polyhedron realizing
the input graph.

Concepts. We begin this chapter with formally de�ning the structures we consider.
A polyhedron is a solid object in three dimensions. Looking at a polyhedron, we

see straight edges and sharp point-shaped corners on its exterior. ¿e edges form a set
of induced cycles, creating two-dimensional polygons on the surface. ¿ese polygons
de�ne the faces of the polyhedron. Joining all polygons, we obtain the polyhedral surface
bounding it – the genus of a polyhedron is the genus of the bounding surface.

A polyhedron induces a combinatorially (and geometrically) embedded graph via
its boundary – the faces, edges, and vertices of the graph correspond to those de�ned
by the corners and creases of the polyhedron. Moreover, the relative placement and
orientation of the connected components in the graph are speci�ed by the polyhedron.
Similarly, a polyhedral surface in three dimensions is a closed connected orientable mesh
of polygonal faces – the di�erence is that adjacent faces can be parallel. A polyhedral
surface also induces an embedded graph, which we call a net. By convention, nets are
connected. Note that, as remarked by Ziegler [Zie08], the classi�cation of polyhedra and
polyhedral surfaces up to homeomorphism is well-known: For each integer д ≥ 0, there

¿is is joint work with Steven Chaplick and¿omas C. van Dijk.
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7 Cauchy’s ¿eorem for Orthogonal Polyhedra

is exactly one topological type, the surface of genus д, obtainable by attaching д handles
to the 2-sphere S2.

Given a single polygonal face of a graph, the facial angles are the angles at which two
consecutive edges meet; for two adjacent �at polygonal faces in three-dimensional space,
the dihedral angle is the angle measured along the edges they share.

A classic topic in geometry is polyhedra (and polyhedral surfaces) with various ge-
ometric restrictions, the most well-studied case being the convex polyhedra where the
vertices occur in convex position. For example, convex polyedra were a common topic
of Euclid, Cauchy, and Steinitz. Recently several classic results on convex polyhedra have
been considered for orthogonal polyhedral surfaces, for which every edge is parallel to
one coordinate-axis; here, all facial and dihedral angles aremultiples of 90○, and (without
loss of generality) each face is perpendicular to one coordinate-axis.

Fixing the edge lengths of the graph to be at integer precision, any orthogonal poly-
hedron realizing the graph with those edge lengths can naturally be “snapped” to the
three-dimensional integer grid. ¿is can be done by picking any face of the realization,
making its edges parallel to two of the coordinate axes – by rotating the polyhedron –
and then shi ing the polyhedron to make one of the face’s corners coincide with the
coordinate systems origin. Given an edge of the polyhedron with one endpoint on the
integer grid, orthogonality and integer edge lengths ensure that the other endpoint has
to be on the integer grid as well.

Next, we outline some results from the literature.

7.1 RelatedWork and Contribution

Classical Convex Results vs. Recent Orthogonal Results. Cauchy’s rigidity theo-
rem states that, when constructing a convex polyhedron froma 3-connected planar graph,
the facial angles determine the dihedral angles uniquely; proofs can be found in several
textbooks, for example, see Proofs from THE BOOK by Aigner and Ziegler [AZ04].

¿is theorem breaks down for non-convex polyhedra. Consider an object composed
of two six-sided polyhedra – one large and one small – with the smaller one attached to
one side of the larger one (the faces they are connected at are coplanar and the smaller
face is contained in the interior of the larger face). Notice that, even if given the net,
the facial angles, and edge lengths of this combined polyhedron, it is still not uniquely
described – it can be realized as a polyhedron in the two distinct ways as shown in Fig-
ure 7.1: adding the smaller polyhedron to the larger (a), creating a “bulge”, or subtracting
the smaller polyhedron (b), creating a dent. Both variants are valid nonconvex realiza-
tions, creating di�erent dihedral angles. Notice that both realizations create the same
graph via their corners and creases, see Figure 7.1 (c).

Moreover, there are even�exiblepolyhedrawhere the dihedral angles can vary contin-
uouslywhilemaintaining the edge lengths or facial angles; one such object was created by
Connelly [Con79]. ¿e Bellows conjecture claims that �exible polyhedra also have �xed
volumes. ¿e conjecture was shown to be true for general orientable 2-dimensional poly-
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(a) (b) (c)

Figure 7.1: Example of a non-convex polyhedron that is not rigid: (a and b) Two possible non-convex
realization for the graph from (c) with the green structure “pushed out” (in orange) (a) or “dented in”
(in blue) (b). (c) The net of both polyhedra is disconnected – the green piece is created by either the
orange or blue piece (dashed lines indicate the relative position on the surface).

hedral surfaces by Connelly, Sabitov, and Walz [CSW97]. Of course, orthogonal polyhe-
dra are inherently in�exible.

An analogous formulation of Cauchy’s rigidity theorem for orthogonal polyhedral
surfaces of genus 0 is shown by Biedl and Genç [BG09] where the graph is connected1.
Note that, like convexity, the connectedness is necessary for the uniqueness of the di-
hedral angles. ¿is is illustrated in Figure 7.1 (b) and (c): When the two joining faces
(indicated by the dashed connections) touch in one edge – connecting the graph –, sub-
tracting the smaller polyhedron would create a degenerate object that has a “boundary-
only” section without interior at the other side of the joined edge. In an extended ver-
sion [BG08] of their work [BG09], Biedl and Genç show that testing whether a given
embedded planar graph can be realized as an orthogonal polyhedral surface where ev-
ery face is a unit square is NP-complete. ¿e gadgets utilize disconnectedness of the
graph.

Steinitz’ theorem states that the 3-connected planar graphs are precisely the graphs
obtainable from the surfaces of convex polyhedra. A graph-theoretic characterization
of orthogonal polyhedra of genus 0 where three mutually-perpendicular edges meet at
each vertex has also been proven by Eppstein and Mumford [EM14].

Stoker’s theorem states that, when constructing a convex polyhedron from a 3-con-
nected planar graph, the dihedral angles and edge lengths determine the facial angles
uniquely. However, Bield and Genç [BG11] showed that for embedded graphs with given
edge lengths and dihedral angles, it isNP-hard to decide if there is an orthogonal poly-
hedral surface of genus 0 realizing this input.

1 Recall that the graph of the polyhedron is de�ned by the corners and creases, and as all dihedral angles
are non-zero, there are no coplanar faces incident to the same edge.
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7 Cauchy’s ¿eorem for Orthogonal Polyhedra

A related topic is whether any given embedded graph having facial angles restricted
to multiples of 90○ forces all of its realizations as polyhedral surfaces to be orthogonal.
For example, Biedl, Lubiw, and Sun [BLS05] asked whether every polyhedron in which
every face is a rectangle is an orthogonal polyhedral surface. ¿eir question was an-
swered in the negative by counterexamples of genus 7 (Donoso and O’Rourke [DO02])
and genus 6 (Biedl et al. [BCD+02]. On the other hand, the question has a positive answer
for genus at most 2 [BCD+02, DO02]. ¿e cases of genus 3, 4, and 5 remain open.

Our main result – stated in ¿eorem 7.1 below – builds upon the work of Biedl and
Genç [BG09] from orthogonal polyhedral surfaces of genus 0 to all orthogonal polyhe-
dral surfaces. ¿ey already give the following two-step strategy that we extend upon in
this chapter.

In the �rst step, they show that for each face f , the axis perpendicular to f is uniquely
determined by a given embedded genus-0 (planar) graph with speci�ed facial angles (up
to relabeling of the axes). Note that this �rst step already determines all of the “�at”
dihedral angles, i.e., the parallel adjacent faces, and as such provides the unique graph
of every realization (obtained by merging parallel adjacent faces).

¿e second step consists of two small substeps. ¿ey �rst observe that connectedness
of the graph and knowing the axis perpendicular to each face implies that there can be
only two possible realizations of the dihedral angles, basically regarding which side of
the faces is the “outside” and which side is the “inside” of the surface. With this obser-
vation in mind, they further note that having �xed edge lengths fully determines all of
the vertex positions in both sets of dihedral angles (up to translation).2 ¿us, from this
set of vertex coordinates they identify the correct set of dihedral angles by looking at
the incident dihedral angles of a face f perpendicular to the x-axis with the maximum
x-coordinate ( f ’s dihedral angles must all be 270○). Finally, they note that quadratic time
su�ces to check that the constructed object avoids self-intersections using an existing
algorithm [BLS05]. ¿is resolves the genus-0 case.

Remark 7.1. Interestingly, as stated by Biedl and Genç [BG09], the second step does
not require a genus-0 input, and can be applied (regardless of genus) as long as one is
given the axis perpendicular to each face. ¿us, to generalize their result from genus 0
to arbitrary genus, it su�ces to generalize the �rst step of their approach.

¿ey give the original BundleOrientation algorithm – a conservative propagation
algorithmworking on the edges of the graph, whichwe describe in Section 7.2 – and show
that (in the case of a realizable input) its output uniquely determines the axis perpendic-
ular to each face with respect to any starting face. ¿ey demonstrate that their approach
can fail to determine the axis for every face already for realizable inputs of genus 1 (see
Figure 7.2 (a) and further details in Section 7.2). In particular, they observe that for some
starting faces, their algorithm does not determine the axis of every face. Additionally, we
present an example of genus 2 in Figure 7.2 (b) where no single face is a su�cient place
to start to resolve the axis of every face via their algorithm. We discuss this in Section 7.2.
2 ¿is can result in one vertex needing two distinct positions, in which case the instance is not realizable.
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(a) (b) (c)

Figure 7.2: (a) A polyhedron of genus 1 with a bad starting face in yellow (one of four). The face’s
bundles (in purple and turquoise) cross only once, stopping propagation. (b) A polyhedron of genus 2
composed of two tori connected by a bridge going from the inside of one to the inside of the other.
Starting at the yellow face orients the bottom torus but not the top one. (c) The underlying bundle
graph BG of the polyhedron from (a), with matching colors identifying the same objects.

Contribution. ¿e main result of this chapter is generalizing the main theorem of
Biedl and Genç to orthogonal polyhedra of arbitrary genus. To do so, we prove the fol-
lowing extended theorem:

¿eorem 7.1. Given an embedded graph G with facial angles F and edge lengths L

1. we can report in cubic time either that no orthogonal polyhedral surface realizes the
given graph and facial angles or determine the unique coordinate axis perpendicular
to each face; and

2. if 1 does not reject the instance, then in additional linear time we report:

• that this graph and facial angles can only belong to an orthogonal polyhedral
surface for which the polyhedron bounded by it has a disconnected graph; OR

• that no orthogonal polyhedral surface realizes (G , F , L); OR
• the unique set of dihedral angles of any orthogonal polyhedral surface that has
this graph as its net, facial angles F, and edge lengths L.

We overcome the di�culty of �nding the right starting faces by describing how to
use their BundleOrientation algorithm in an exhaustive fashion – obtaining the al-
gorithm we call IteratedBundleColoring. It progressively learns the orientations of
faces, see Section 7.2. ¿e correctness of our approach is presented in Section 7.3. ¿ere
we consider an input graph and facial angles together with a hypothetical polyhedron
that realizes it. We traverse the surface of this realization “layer-by-layer”, maintaining
the invariant that IteratedBundleColoring would orient the faces of the next layer
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7 Cauchy’s ¿eorem for Orthogonal Polyhedra

(by coloring the bundles that their edges belong to), if it could orient the faces of the
earlier layers. ¿is invariant is stated in Lemma 7.4, which we will split into sub-cases
for all possible di�erent two-layer patters, providing and individual lemma for each. By
arguing that the output of IteratedBundleColoring is stable – that is, it is unique up
to renaming the equivalence classes –, we can use this output directly as input for the
original second step by Biedl and Genç, implying correctness of ¿eorem 7.1.

7.2 Orienting Faces by Coloring Edges

In this section we provide the IteratedBundleColoring algorithm to accomplish the
following task. ¿e input of the algorithm is a connected and embedded graph G (i.e.,
including the cyclic order of the edges around each vertex, and the corresponding faces)
as well as the set F of facial angles, each of which is a multiple of 90○. If there is an
orthogonal polyhedral surface realizing (G , F), then the algorithm will determine an
orientation of each face, i.e., for each face f , an axis perpendicular to f or, equivalently,
the axis-plane parallel to f will be speci�ed. Moreover the orientations are obtained in
a stable way: Up to renaming of the axes, every orthogonal polyhedral surface realizing
(G , F) has these orientations.

¿e algorithm builds upon the reasoning used by Biedl and Genç [BG09] for the
case of genus 0. Rather than directly working with the faces of G, it works on the bundle
graphBG . For any orthogonal face f , the edges bounding f can be partitioned into two
(edge) bundles. If a pair of edges is parallel (with respect to parity and the facial angles
at f ’s corners), they are in the same bundle; otherwise, they are in di�erent bundles.
¿is implies that the edges of each face are partitioned into two bundles where edges in
distinct bundles are perpendicular. If edges of two distinct bundles appear on the same
face, we say that those bundles cross there. By de�nition, each edge e bounds exactly two
faces and thus is in two (possibly) di�erent bundles. As parallelism is transitive, all edges
of both such bundles are parallel to e, allowing the bundles tomerge into one. Taking the
closure of these merges leads to a partition of the entire edge set of G into a collection B
of bundles where edges of distinct crossing bundles are perpendicular in any realization
as an orthogonal polyhedral surface. ¿is gives us the bundle graphBG = (B, E) with
vertex setB and an edge e ∈ E between two vertices, if there is at least one face containing
edges of both bundles.

To discover the realization as an orthogonal polyhedral surface, we aim to partition
the edges into three color classes depending on the coordinate-axis to which they are
parallel. BundleColoring picks an edge ofBG (a face ofG) and colors the two bundles
connected by it di�erently. It then repeatedly looks for a triangle inBG with two colored
vertices, coloring the third vertex in the remaining color, until all ofBG is colored or no
such triangle is found anymore. As a shorthand, we use BundleColoring(BG , e) to
say we run BundleColoring on the bundle graphBG with starting edge e ∈ E . ¿en,
any 3-coloring ofBG provides an orientation of the faces of G.
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Algorithm 7.1: IteratedBundleColoring(Graph G, facial angles F)
BG = (B, E) ← bundle graph of G with facial angles F
while ∣B∣ > 3 do

Bold
G ← copy ofBG /* Copy to track progress */

foreach edge e ∈ E do
merge bundles inBG using BundleColoring(BG , e)

/* If nothing changed and there are still uncolored
bundles, subsequent runs will also fail. */

if Bold
G =BG then return Infeasible

return B /* B is now a partition of the edges of G. */

Remark 7.2. If the input graph G consists purely of rectangular faces, then the corre-
sponding bundle graph has a natural intuitive structure. Each bundle corresponds to a
cycle of faces obtained by tracing the outline of the surface along a path parallel to one of
the axes – see Figure 7.2 (b) for the surface and (d) for the corresponding bundle graph
(using the same colors).

¿ey showed that for realizable instances (G , F)whereG has genus 0, this simple con-
servative coloring procedure always completely colorsBG , and hence the orientation of
the faces in any realization of (G , F) is unique up to naming of the axes. ¿eir algorithm
is easily implementable in time linear in the size of the bundle graph, which is linear in
the size of G. Biedl and Genç observed that BundleColoring can fail to color all the
bundles when the graph G has genus 1. For example, if, in Figure 7.2 (a), we start the
bundle coloring procedure on the edge corresponding to the (yellow) “inner” face, then
it will not color any bundles beyond the original two. However, if a “corner” face (e.g.
the blue face) is used instead, then all bundles will indeed be colored. As their algorithm
starts with an arbitrary edge, it cannot generally cope with such examples. ¿erefore,
Biedl and Genç le the status of nonzero-genus inputs as an open problem. In fact, al-
ready for genus 2 we observe that there are realizable instances where some bundles will
remain uncolored a er one execution of BundleColoring regardless of the starting
edge. For example, in Figure 7.2 (b), if we start from a face of one torus (e.g., the yellow
face), when the color propagation reaches the other torus, the topology steers it so that
it is as though we started on an inner face of the other torus. ¿us, as in the genus-1
example, some bundles remain uncolored. ¿is implies that a more involved approach
is needed for genus larger than one. Here, we can observe that the faces of this “bridge”
connecting the torii will be oriented when starting in a “good” face for either torus. in-
tuitively, by combining these two partial orientations, we can indeed consistently orient
all of the faces.

For the case of arbitrary genus inputs, we designed the IteratedBundleColoring
algorithm, listed in Algorithm 7.1. It �rst constructs the bundle graph from (G , F) and
then repeatedly runs rounds of BundleColoring executions on the edges of the bun-
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dle graph as a subroutine. While doing so, it intermediately adjusts the bundle graph
depending on the information learned from the previous runs. Namely, if a single run
of BundleColoring(BG , e) on some edge e ∈ E does not color all of the bundles, but
does manage to color some bundles, we can derive the following: All bundles that have
received the same color must do so in any valid 3-coloring. ¿us, for each i ∈ {1, 2, 3},
we merge the bundles with color i into a single bundle where the neighborhood of this
bundle is simply the union of the neighborhoods of itsmembers. ¿e IteratedBundle-
Coloring algorithm simply repeats such rounds until no bundles aremerged in a round
(since this implies that no further iterations wouldmerge bundles). For the total runtime
of IteratedBundleColoring, we have the following lemma:

Lemma 7.2. On an m-edge graph G, IteratedBundleColoring runs in O(m3) time.

Proof. Consider the total number of merge operations using BundleColoring. ¿ey
will occur at most as many times as we have bundles to begin with, i.e., less than the
number of edges inG. On a graph with n vertices andm edges an execution of Bundle-
Coloring takesO(n+m) time. In each round, we run BundleColoring for every face
(of which there areO(m)). ¿us, a er atmost linearlymany rounds, we will indeed have
a round in which no bundles merge, resulting in a total runtime cubic in the number of
edges.

In Section 7.3, wewill show that for realizable instances (G , F) of arbitrary genus, this
simple iterated conservative coloring procedure results in a triangle (i.e., it completely
colors and merges the bundles), and as such the orientation of each the face in any real-
ization of (G , F) is unique up to naming of the axes. ¿is will establish ¿eorem 7.1.

Remark 7.3. For the correctness of our approach, it su�ces to consider input instances
where each face is a unit square. In particular, when an instance (G , F) can be realized,
the resulting orthogonal polyhedral surface can be tessellated so that every face is a unit
square, providing a corresponding tessellation G′ of G. Moreover, the bundle graph of
G′ only contains less information (more separate bundles) regarding which edges of G
must be parallel and which must be perpendicular. So, by arguing that the edges of any
such tessellation will be completely colored by our approach, we indeed establish that
the edges of G will also be completely colored.

7.3 Arbitrary Genus: The Proof of Theorem 7.1

Following Remark 7.1 given by Biedl and Genç [BG09] on their two-step proof structure,
to prove¿eorem 7.1, it su�ces to prove the following theorem regarding step one.

¿eorem 7.3. Given a connected embedded graph G (of arbitrary genus) with facial angles
F that are all multiples of 90○, IteratedBundleColoring will

• report that no orthogonal polyhedral surface can realize this graph and facial angles,
OR

120



7.3 Arbitrary Genus: ¿e Proof of ¿eorem 7.1

• report all edges of the graph for which the dihedral angles must be 180○ in any orthog-
onal polyhedral surface that realizes this graph and facial angles.

Recall that, by Remark 7.3, it su�ces to prove this when every face of G is a unit
square. With this in mind, we set up some terminology. Let G be a graph in which all
faces are bounded by cycles of length four, and let F be a set of facial angles that are all
90○. Together G and F imply that the surface of any orthogonal polyhedron P realizing
(G , F) has to be tessellated using rectangular faces. Imposing the additional restriction
for every edge to have unit-length, and that the faces are supposedmeet at dihedral angles
that are multiples of 90○ implies that P itself – if it exists – needs to be composed of solid
unit cubes joined at their sides (not edges or corners).

7.3.1 Proof Outline
In the following we assume that (G , F) is a realizable instance and that P is the polyhe-
dron realizing it. We will traverse the polyhedron in a top-to-bottom fashion, consider-
ing locally con�ned pieces of G. Each piece will correspond to a subset of the faces on
P and we will argue that IteratedBundleColoring would discover the orientations
of those faces assuming the higher components of P are fully oriented. ¿is process will
yield that the orientation found on P is unique (up to rotation), because BundleCol-
oring will only ever derive the coloring of a bundle when it shares faces with bundles of
the two other colors.

Traversing Object and Graph. We assume that P is aligned to some three-dimen-
sional coordinate system: At least one of the faces of P is coplanar to the xy-plane π0 at
the origin3 – imagine P standing on that face, growing upwards. Let t be the maximum
z-coordinate of all points of P. By de�nition, the “top-most” faces of P (having an in-
terior point with z-coordinate t) are coplanar to πt . Similarly, all “bottom-most” faces
(with an interior point with z-coordinate 0) are coplanar to π0. Furthermore, any plane
π i with i ∈ (0, t) crosses through the interior of P. ¿is allows us to de�ne the i-th cross
section C i of P, the set of cubes intersecting π i . Obviously, Cx is empty for x /∈ [0, t]. ¿e
term “cross section” is a misnomer here, as those are usually two-dimensional outlines
created by intersecting a three-dimensional object with some plane, and not also three-
dimensional objects. In fact, we will later also consider the two-dimensional outlines of
those objects (projecting the cubes onto the xy-plane they are intersected by).

SinceG is the net of P (by assumption), the cross sections of P also “intersect”G. Each
xy-plane π i (with i ∈ [0, t]) de�nes a cross section that intersects some faces of G on the
surface of P. Before we describe how to obtain the subgraph G i from cross section C i ,
we look into how cross sections interact with faces on P. ¿ere are two options for faces
intersected by an xy-plane π i : ¿ey can be coplanar with π i or have two of their edges
parallel to π i while the other two are perpendicular to π i (piercing it). We only consider
3 An xy-plane πk is a plane spanned by the x- and y-axes at some constant z-coordinate k.
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a discrete subset of all possible cross sections, namely those de�ned by xy-planes π i with
integer i ∈ {0, 1, . . . , t} and the xy-planes with coordinates half-integer above/below4 it,
namely central cross section C i and C i+ 1

2
and C i− 1

2
.5 As the realization P is aligned to

the coordinate system and stands on π0, there are three options for any face f intersected
by cross section C i (when i is an integer):

• Face f is itself coplanar to xy-plane π i ;

• One edge of f is coplanar to π i , and either

– “standing on” π i (intersected by π i+ 1
2
); or,

– “hanging from” π i (also intersected by π i− 1
2
).

We say that a face f of polyhedron P is a roof face when it is coplanar to an integral
xy-plane π i and it appears on a (solid) cube intersected by π i− 1

2
(below it). Symmetrically,

a face of P is a ceiling face when it appears on a cube intersected by π i+ 1
2
(above it). All

other faces are perpendicular to the xy-plane and we call them wall faces. At each wall
face f there are two crossing bundles – one containing the horizontal edges of f and
the other containing the vertical edges of f . Given the alignment of P to the underlying
coordinate system, we say that the former bundle (containing horizontal edges) extends
top-to-bottom. ¿e latter extends parallel to the half-integral xy-plane intersecting f ; we
refer to such bundles as outline bundles, as they follow the polygonal outlines of the cross
sections. ¿e half-integer indexed cross sections only intersect walls while the integer
indexed cross sections collect coplanar roof/ceiling faces together with their adjacent
wall faces.

De�ning Pieces and Patterns. ¿e notation presented next concerning planes, sub-
graphs, layers, parallel edges, bundles, and the bundle graph BG is illustrated in Fig-
ure 7.3. Considering a triple of cross sections C i+ 1

2
,C i ,C i− 1

2
of P for some integer i ∈

{0, 1, . . . , t}, we can de�ne the subgraphs G i+ 1
2
,G i , and G i− 1

2
of G. Each such subgraph

consists of exactly those vertices and edges ofG that belong to faces on the cubes compos-
ing P intersected by each cross section respectively.6 ¿ehalf-integer indexed subgraphs
consist only of wall faces – as roof and ceiling faces can only be coplanar to integer in-
dexed xy-planes –, and G i consists of both G i+ 1

2
and G i− 1

2
as well as all roof and ceiling

faces between them. Even though G and P are both connected, each such subgraph G i
can consist of multiple connected components L i ,1 , . . . , L i ,k ∈ G i , which we refer to as
layers. Since G i is the graph induced by cross section C i , we also write L i , j ∈ C i . In each
layer L i , j , we have Fi , j as the set of faces on the intersected cubes. We use these nota-
tions for integer as well as half-integer indexed subgraphs. Notice that Gt consists of the
highest roof faces P and their neighboring faces (hanging “down” from them), and G0
consists of the lowest ceiling faces of P and their neighboring faces.
4 C0− 1

2
and Ct+ 1

2
do not intersect P. We will discuss the triples involving either of them separately.

5 Clearly all other non-empty cross sections are equal to one of these.
6 Notice that “interior” cubes of P do not contain any vertices or edges and thus can be ignored.
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Figure 7.3: Illustration of the used notation: (a) A simple polyhedron P of height t = 2. Plane π2
de�nes subgraph G2 (red), plane π 1

2
de�nes two disconnected layers L 1

2 ,1
and L 1

2 ,2
(blue). The faces

of P contained in π2 are roof faces, the faces intersected by π 1
2

are wall faces. (b) The net of P. The
red highlighted edges belong to G2 ; the dashed lines indicate bundles: vertical bundles in purple,
horizontal bundles in orange, outline bundles in blue. (c) The bundle graph BG corresponding to the
net (with matching colors).
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Figure 7.4: Patterns realizable by components of L i , left to right: Straight, split, merge, and mixed.

In the following, we treat the layers of each subgraphG i in isolation, referring to each
as layer L i – omitting the second index. We enumerate the set of �ve di�erent possible
patterns that we could encounter in L i , depending on the numbers of layers inG i+ 1

2
and

G i− 1
2
present in L i respectively. Patterns 2–5 (below) are illustrated in Figure 7.4.

1. In a start L i only contains one layer of G i− 1
2
, but no layers of G i+ 1

2
; symmetrically,

in an end pattern L i contains one layer of G i+ 1
2
, but none of G i− 1

2
.

2. In a straight pattern, L i contains exactly one layer of each of G i+ 1
2
and G i− 1

2
.

3. In a split pattern, L i contains exactly one layer of G i+ 1
2
but multiple of G i− 1

2
.

4. In amerge pattern, L i contains multiple layers of G i+ 1
2
but exactly one of G i− 1

2
.

5. In amixed pattern, L i contains multiple layers of both G i+ 1
2
and G i− 1

2
.

Proof Invariant. To prove ¿eorem 7.3, we argue that IteratedBundleColoring
colors the bundles ofBG , i.e., the output is a partition of the bundles into three sets. ¿is
coloring will be unique (up to renaming the colors), as we will never “guess” the color
of a bundle but only derive it from having two di�erently colored neighbors. Actually,
BundleColoring itself does not exploit the geometric nature of the problem but only
works on the (unique) bundle graph of G. Having the coloring ofBG , we can obtain an
orientation of the faces of G, marking each of them as perpendicular to one of the three
coordinate axes.

In this analysis, wewill argue that IteratedBundleColoringwould be able to “puz-
zle” together the results obtained frommultiple executions of BundleColoring – recall
the loops in the code fromAlgorithm 7.1. We will only consider a selected subset of all ex-
ecutions7, looking for bundles that have been colored by more than one of them. When
we �nd two executions that both color the same two bundles, we say that those execu-
tions can be synchronized8, merging the color classes (renaming those of one execution).
During the analysis we will o entimes argue that two (or more) layers must have been
synchronized.

While IteratedBundleColoring does not actually processBG top-to-bottom as
we describe (since it does not know about the realization it will reconstruct), we will
7 Unfortunately, we cannot identify this subset without the realization at hand. ¿erefore we choose ex-
haustive application of BundleColoring, eventually performing all required runs.

8 ¿is is something the algorithm �nds eventually, we just argue that it has to happen.
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argue using executions of BundleColoring on faces of layers in a top-down fashion.
¿e requirements on an upper layer allowing the algorithm to color the bundles of a
lower layer are stated in Lemma 7.4 below. We will not prove Lemma 7.4 directly, but
instead argue for all �ve patterns individually.

Lemma 7.4. Let B∗
G be the output of IteratedBundleColoring and let G i+ 1

2
=

⋃n L i+ 1
2 ,n

and G i− 1
2
= ⋃m L i− 1

2 ,m
be the subgraphs of all upper and lower layers respec-

tively. For each i ∈ {0, 1, . . . , t} we have:

1. If IteratedBundleColoring can individually orient all upper layers in G i+ 1
2
(the

bundles of each layer have been merged to form triangles inB∗
G),

2. then the outline bundles of all layers in G i− 1
2
would be colored by IteratedBundle-

Coloring, synchronizing them to the upper layers’ outlines,

3. which in turn means that the remaining bundles of G i− 1
2
are also colored, i.e., they

have been merged to form a triangle inB∗
G .

Our ultimate goal is to orient the faces of G. ¿erefore, in this analysis we classify
faces by type – either 0, 1 or 2 –, depending on the number of bundles with already �xed
color class, following the notation introduced by Biedl and Genç [BG09]. Again recall
that IteratedBundleColoring does not work with the faces ofG directly; instead, we
use the types of faces to discuss how much and what parts of a given layer have been
processed. Property (1) of Lemma 7.4 implies that all faces in Fi+ 1

2
are of type 2; we will

use this property as an invariant that we assume holds for all upper layers of any pattern.
Next, observe that Lemma 7.4 indeed implies¿eorem 7.3: Property (1) trivially holds

for i = t. Moreover, for each layer within any integer-indexed cross section C i , the
bundles form a triangle inB∗

G , by Properties 2 and 3. ¿us, as our net G is connected, it
must be the case thatB∗

G is a triangle, and as such the orientation of every face of G has
been determined.

7.3.2 Lemmata for the Patterns

In the following, we �x a polyhedron P that realizes G, and consider the patterns for
the layer L i of P, establishing a lemma similar to Lemma 7.4 for each. For now, we do
not consider layers with �at holes: Layer L i− 1

2
has a �at hole, when there are two (or

more) lower layers L i− 1
2 ,a

and L i− 1
2 ,b

with outlines in π i− 1
2
, such that both lower layers are

connected using roof and/or ceiling faces from L i and such that the outline of one layer is
contained in the outline of the other. ¿e most simple �at hole is shown in Figure 7.2 (a)
on page 117: It has three cross sections C1 ,C 1

2
, and C0. ¿e middle cross section C 1

2
shows two outlines – one 3 × 3 units large, the other 1 × 1 (in purple) – with the larger
containing the smaller and both of them connected by roof faces from C1 (e.g. in blue).
Notice that this does not imply restricting ourselves to genus-0 cases for now, as holes
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(a) (b)

Figure 7.5: Illustration of a patch: (a) The subgraph of the net of a straight pattern; faces of the patch
are drawn in red, bounding bundles in blue. (b) The same patch on the surface of the realization,
forming a start pattern (with matching colors).

in planes perpendicular to xy-plane (and some other, more complicated cases) are still
possible and will be handled implicitly.

To complete the analysis, we later introduce Lemma 7.12, describing how Iterat-
edBundleColoring establishes Property 2 of Lemma 7.4 in the presence of �at holes.
A er coloring all bundles of a layer (Lemma 7.4 (3)), processed �at holes “disappear”
from the bundle graph as all outside-inside outline pairs are colored the same and thus
the bundles are merged inB∗

G .

PatchesandPatchSpreading. In the following proofs we use the concepts of patches
and patch spreading. A patch is a maximal connected set of faces of some subgraph G i ,
de�ned by a “boundary”9 of bundles with the same color: For each face f of a patch,
the two bundles b(1) and b(2) crossing in f only extend across other faces of the same
patch until eventually crossing one of these boundary bundles on either side. (As we will
pick the patches to be coplanar to some plane π i , these boundary bundles will in fact be
outline bundles of upper and lower layers.) An illustration can be found in Figure 7.5 –
even though we also provide a geometric interpretation there, the concept of patches is
de�ned only on the faces of G and therefore implicitly present in the bundle graph.

Lemma 7.5 (Patch Spreading). If the boundary bundles of a patch have the same color
and the patch contains a face of type 2, then all faces in that patch are type 2.

Proof. Neighboring faces share one bundle andpatches are connected, thus the following
argument can be applied exhaustively, spreading over all faces of the patch: If a patch
9 ¿e boundary composed of outline bundles relates to the bands introduced by Biedl and Genç [BG09]
In the case of hole-free start- and end patterns, the single outline bundle is indeed a band.
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has some type 2 face, all of its neighbors are at least type 1 (from the shared bundle);
since those neighboring faces have another bundle crossing at least one boundary bundle,
those neighbors are actually type 2.

We will argue about establishing Property 3 of Lemma 7.4 using patch spreading.10
Consider a single face of a patch – by de�nition, its two bundles cross each other and
also cross bundles of the third color class.

Since we assume that there are no �at holes (for now), in the start, there is only one
boundary outline bundle to be crossed by the bundles of patch faces. End pattern seem
to be more complex since there can possibly be multiple upper layers that are crossed
by bundles from faces of the patch. As those upper layers will have been lower layers
of some other patterns, they are already synchronized and can be treated as one bundle.
We can then either choose the color for the bundle bounding the patch (uncolored lower
layer of a start pattern) or have it �xed and given (colored upper layer of an end pattern).
In most of our cases however, we �rst ensure that Property 2 of Lemma 7.4 holds; thus,
even when crossing di�erent outline bundles, we still get the same coloring information
from all of them.

With patch spreading established, we can now prove the �rst pattern-lemma.

Lemma 7.6 (Start- and End Pattern). Let L i+ 1
2
and L i− 1

2
be the upper and lower layer in

L i respectively.

(a) If L i+ 1
2
= ∅, an orientation of all faces in L i can be obtained by running Bundle-

Coloring starting on any roof face.

(b) If L i− 1
2
= ∅ and L i+ 1

2
is oriented, the ceiling faces in L i can be oriented to be consistent

with the coloring of L i+ 1
2
.

Proof. For case (a), picking any roof face f coplanar to π i yields two perpendicular bun-
dles b(1), b(2). Having a realization, we know that both cross the lower outline bundle
b i− 1

2
, hence we have a patch containing f that is only bounded by b i− 1

2
(as L i is con-

nected and L i+ 1
2
is empty). Running BundleColoring on f , we pick two colors for

b(1) and b(2), making f type 2 and get that b i− 1
2
must be of the third color. ¿is allows

patch spreading, coloring all bundles in L i , making all patch faces type 2. With all other
bundles known, all faces of b i− 1

2
must also be type 2.

For case (b), consider the outline bundle b i+ 1
2
of L i+ 1

2
. At any convex corner of this

outline, there is a ceiling face f ; the two bundles of f extend onto upper wall faces. By
the invariant, those bundles are colored, making the corner face type 2. With b i+ 1

2
also

colored, applying patch spreading (Lemma 7.5).

In each realizable instance, there is at least one start pattern – namely at the face
de�ning πt – initializing the propagation process of Lemma 7.4 and one end pattern –
the face(s) coplanar to π0.
10Again, this is not what the algorithm actually does, but a way to argue about the output.
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(a) (b)

Figure 7.6: Geometric intersection and bundle directions: (a) A layer creating a merge pattern (two
upper layers, one lower layer); the intersections of lower and upper layers together with their respec-
tive xy-planes in purple and orange respectively. (b) The geometric intersection of the layer from (a)
yields two curves (segments indicated by ticks). The blue bundle is fake, it is northern and southern
for the same layer; The two north-western corners are indicated by the green region: The corner at
the orange bundles is blocked, that at the purple bundles is unblocked.

Geometric Intersection and North-Western Corners. ¿e next rather simple pat-
tern is the straight pattern. In this pattern we encounter an upper layer L i+ 1

2
providing

a prescribed coloring that the remaining bundles of the subgraph G i of L i need to be
synchronized to.

Since we have the realization P at hand, we can look at the upper and lower cross
sections ofC i on their xy-planes π i+ 1

2
and π i− 1

2
. Projecting the outlines of the intersected

cubes downonto a commonxy-plane, each pair of overlapping layers creates one ormore
two-dimensional polygonal regions called curves. We call the set of curves obtained by
projecting and intersecting the upper and lower layers of L i the geometric intersection of
L i . As the realization is aligned to a coordinate system, so are these outlines. ¿is allows
us to characterize the regions as follows:

Each unit-length segment of a curve corresponds to two faces f1 , f2 – one from the
upper and one from the lower layer – coincidingwith the outline of the inner-most of the
two faces. At those faces, we have three bundles in total – the twooutline bundles (tracing
the original polygonal regions in the planes) and some bundle b′ perpendicular to both.
In the following, wewill o entimes identify a curvewith either of the two outline bundles
of the layers creating it, depending on the layer we currently consider. By construction,
b′ extends over both faces creating f in the intersection, b′ is therefore present in the
bundle graphs of both layers. Using the alignment of P within the coordinate system, we
can classify the shared bundle b′ as northern, eastern, southern, or western, following

128



7.3 Arbitrary Genus: ¿e Proof of ¿eorem 7.1

the facings and perpendicular coordinate axes of f1 and f2 on P. By this de�nition, the
bundle b′ can be the shared bundle of multiple unit-length segments of the same curve11,
and thus be northern and southern (or eastern and western) for that same curve at the
same time. In that case, we call the bundle fake northern and southern (or fake eastern
and western). In the following, we will focus on non-fake northern and western bundles.
¿e example found in Figure 7.6 shows these notions as well as the notation below.

On these curves, we now look for north-western corners. A corner is a convex 90○ turn
in the curve. It is north-western, if one of its segments is de�ned by a face with a northern
bundle, the other segment is de�ned by a face with a western bundle, and neither of the
two bundles is fake – the green areas in Figure 7.6 (b) depict north-western corners. We
say that a northern (or western) bundle is blocked when there is a di�erent curve for
which it is southern (or eastern) – consider the orange bundle from Figure 7.6 (b). In
that case, the blocked bundle traverses some wall face of another curve. Similarly, a
corner is blocked if at least one of its bundles is blocked. It is easy to see that every curve
of a geometric intersection always has at least one north-western corner, and that there
always is some curve that has an unblocked north-western corner.

Lemma 7.7 (Straight Pattern). Let L i ∈ C i be a straight pattern with upper and lower lay-
ers L i+ 1

2
∈ C i+ 1

2
and L i− 1

2
∈ C i− 1

2
, respectively. Given an orientation of L i+ 1

2
, the remaining

parts of L i can be synchronized to it.

Proof. We �rst establish how the color of the outline bundle b i− 1
2
of L i− 1

2
can be derived.

¿is allows us to argue using patch spreading on the remaining roof and ceiling faces.
Let b i+ 1

2
and b i− 1

2
be the outline bundles of L i+ 1

2
and L i− 1

2
respectively. Consider

the geometric intersection of the two outlines. In this set, consider a curve with an un-
blocked north-western corner – call the curve of this corner p. By Lemma 7.4 (1), the
bundles de�ning the north-western corner of p are colored. ¿ey both cross b i+ 1

2
as well

as b i− 1
2
, synchronizing them and establishing 2. ¿is makes all faces of L i− 1

2
of type 1.

If there are patches of roof or ceiling faces in L i , there must also be at least one face f
neighboring a face of b i+ 1

2
, sharing an edge with a wall face of the upper layer and hence

also sharing a bundle b(1). Let the other bundle of f be b(2) – it crosses colored bundle
b(1) (at f ) and at least one of the outline bundles making f a type 2 face for that patch,
enabling patch spreading. Repeat this until all patches are oriented.

Peeling Sequence. In the following lemma for the merge pattern, we will encounter
a the geometric intersection containing multiple curves.

To synchronize all outlines, we de�ne the peeling sequence of the curves of a geomet-
ric intersection using the following set of instructions: As long as there are unprocessed
curves, take a curve with an unblocked north-western corner, add it to the sequence and

11 For example, consider a bundle going between the ends of a “C”-shape, like the blue bundle from Fig-
ure 7.6 (b).
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mark it as processed. Update the other corners bymarking the northern andwestern bun-
dles blocked by processed curves as not blocked (possibly marking some north-western
corners as unblocked).12

Lemma 7.8 (Merge Pattern). Let L i ∈ C i be a merge pattern with L i+ 1
2 ,1
, . . . , L i+ 1

2 ,k
∈

C i+ 1
2
and L i− 1

2
∈ C i− 1

2
. Given locally consistent orientations for all layers in C i+ 1

2
, (i.e., in

each L i+ 1
2 , j

the bundles have been merged to form a triangle inB∗
G – Lemma 7.4 (1)) the

remaining parts of L i can be oriented consistently (as in Lemma 7.4 (2) and (3)).

Proof. Wepick one of the upper layers as a reference and �rst argue how BundleColor-
ing synchronizes the other outline bundles to it. We argue how the roof and ceiling faces
between them become oriented by patch spreading. With these orientations in place, we
then synchronize the color classes of the remaining layers into the reference layer.

Consider the geometric intersection of all upper layers with lower layer L i− 1
2
; for

every upper layer, we get some curve corresponding to it. Let L i+ 1
2 ,1
be the layer of the

�rst element of the peeling sequence for that geometric intersection. ¿is curve has a
north-western corner with two unblocked bundles, i.e., they both cross b i− 1

2
and b i+ 1

2 ,1
only extending over roof or ceiling faces in between. Having bundles of two di�erent
color classes identi�ed in both layers, we synchronize L i− 1

2
and L i+ 1

2 ,1
.

Following the peeling sequence, we synchronize all other outline bundles as follows:
Consider the representative north-western corner c of the current element in the se-
quence belonging to upper layer L i+ 1

2 , j
. ¿e bundles at c form a triangle with outline

bundle b i+ 1
2 , j
. If both bundles at c are not blocked, then they cross the lower layer’s out-

line bundle b i− 1
2
. ¿us b i+ 1

2 , j
gets synchronized to the lower layer’s outline (like b i+ 1

2 ,1
was). If either (or both) of the bundles is blocked, it must be blocked by some curve to
the north (or west respectively), crossing that upper layer’s outline bundle. As that curve
needs to be earlier in the sequence (by being more north and/or west), its outline bundle
is already synchronized, hence propagating the same coloring information as if crossing
b i− 1

2
. ¿is way, IteratedBundleColoring can synchronize all outline bundles of L i .
With all upper and lower layers synchronized, themissing patches of roof and ceiling

faces can be synchronized using patch spreading like above.

Hooking Curves Together. As opposed to the merge pattern above, the multiple
lower layers of the split pattern are not covered by the invariant of Lemma 7.4 (1) – that
is, identifying two perpendicular bundles crossing a curve does not imply synchroniz-
ing the layers they are obtained from, as the bundles of those layers are not grouped into
three color classes yet.

To overcome these problems, we use a similar strategy to that of Lemma 7.8: We look
for the north-western corners (with bundles b(h) and b(v)) in sequence, deriving the
color for each corresponding outline bundle from the upper layer’s outline or the curves
12 For the purpose of de�ning this sequence, use the following intuition: Imagine removing the picked
curve from the geometric intersection, “peeling it away” to make other curves accessible. We will later
introduce Lemma 7.9 to argue how this peeling relates to IteratedBundleColoring.
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blocking it. In the following discussion we look for a face f “near” the corner; that is, the
two faces creating corner c and face f share exactly one vertex in G (they are diagonally
opposite on P). To obtain a unique valid coloring despite having blocking curves, we
argue having an execution of BundleColoring “nearby” and �xing the colors of two
additional bundles b(1) and b(2), allowing us to explore the crossing patterns of those six
bundles (including the two outlines). A schematized geometric intersection (with faces,
corner, and bundles) is shown in Figure 7.7 (a). ¿e subgraph characterizing the bundles
for this con�guration is shown in Figure 7.7 (b).

Wedemonstrate how the result of a single execution of BundleColoring on f hooks
the outline bundles of the curves to each other. Using the two crossing bundles starting
in f , we can derive that the outline bundles b i ,1 and b i ,2 have to be in the same color
class, even if neither outline has been synchronized to an upper outline bundle yet.

It is also possible that there is no face f diagonally opposing c; consider that realiza-
tion P might be missing a cube in the upper layer. In that case, we technically cannot
argue using Lemma 7.9. If there is no cube on the upper layer to have face f on its surface,
this missing cube certi�es that there are two bundles coming down from the upper layer,
one being coplanar to b(1) and the other coplanar to b(2). As those bundles are colored
di�erently by the invariant and cross an upper outline bundle, we can use these colors
instead of those obtained by the “missing” execution. Due to the merging bundles of the
same color in BG , we can still assume to have the local structure in the bundle graph
shown in Figure 7.7 (d).

Lemma 7.9 (Hooking layers). Let C be the set of curves of the geometric intersection for
some layer L i . Suppose C is being processed using a peeling sequence and let c be the north-
western corner of the currently processed curve. When corner c is blocked, the curve of c can
be hooked to curves processed earlier in the sequence – either by using a suitable execution
of BundleColoring or by considering the structure of P nearby c.

Proof. Let b i ,1 be the outline bundle of the currently processed curve, let c be the north-
western corner of this curve and let b(h) and b(v) be the western (horizontal) and north-
ern (vertical) bundles of c. Suppose that both b(h) and b(v) are blocked by other curves.
¿is layout of curves is depicted in Figure 7.7 (a); the structure in the bundle graph that
enables the hooking is shown in Figure 7.7 (b), with b i ,2 being the representative of all
outline bundles previously synchronized.

Since bundle b(h) is blocked by some curve, there must be at least one face between
c and the blocking curve. Let fh be the �rst of those faces, neighboring the wall face
de�ning c. Symmetrically de�ne fv as the �rst face of b(v). Consider the two other
bundles of faces fv and fh , call them b(1) and b(2) respectively. By construction, these
bundles cross at some face f . ¿is face f is diagonally opposite of c on P, sharing one
vertex with the wall faces composing c.

To derive that b i ,1 and b i ,2 will be placed into the same color class, we need to show
two things: First, b(h) and b(v) both cross b i ,1 and some outline bundle synchronized to
b i ,2; and second, that b(h) and b(v) will be placed in di�erent color classes.

131



7 Cauchy’s ¿eorem for Orthogonal Polyhedra

b(2)

b(1)

b(h)

b(v)

fh

fv

c
f

b(h)

b(1) b(2)

b(v)b i ,1

b i ,2

f h f fv

(a) (b)

Figure 7.7: Hooking a blocked curve to the already processed parts of BG , see Lemma 7.9. (a) Corner
c (in green) has two (orange) bundles b(h) and b(v) that are both blocked by curves to the west and
north respectively. Face f (in red) is diagonally opposite of c, the two (blue) bundles b(1) , b(2) of f
extend to the west and north respectively, eventually crossing other outline bundles (either other
curves or the upper layer’s outline). The pairs of bundles b(h) , b(2) and b(v) , b(1) cross at fh and fv
respectively. (b) A subgraph of the bundle graph BG for the layers of (a) (with matching colors).

¿e �rst part is easy: By construction both bundles cross b i ,1. As b(h) extends to the
west, any curve blocking it must have a north-western corner further to the west. ¿us,
this curve was processed before the current curve, meaning it has been synchronized to
the outline bundle. If b(h) is not blocked, it trivially crosses the outline bundle that the
current curve is supposed to be synchronized to. ¿is argument holds symmetrically for
bundle b(v).

For the secondpart, consider the execution of BundleColoringwith starting face f .
¿e two bundles b(1) and b(2) of f cross each other, and by extending the the west/north,
both also cross representatives of b i ,2. As b(v) crosses b(1) and both cross some bundle
synchronized to b i ,2, both bundles also need to be in di�erent color classes. ¿is forces
b(1) and b(h) to have the same color (symmetrically for b(2) and b(v)). We now have that
b(h) and b(v) are in di�erent color classes, completing the claim.

Notice the following: If any of the three faces f , fh , fv does not exist, we get that
(at least) one of the pairs of crossing bundles directly cross the outline we are trying
synchronizing to, ensuring that both bundles are in di�erent color classes.

Sincewe cannot know the correct peeling sequencewhile running IteratedBundle-
Coloring – the algorithm does not know the realization P –, we rely on exhaustive ap-
plication. In particular, the hooking via the peeling sequencemeans that – assuming that
the faces of the upper layers are fully oriented – some bundles can be merged by a single
execution of BundleColoring, and as such, IteratedBundleColoring would do so.
As we have discussed, we can assume that such a sequence exists for any valid positive
instance. A er hooking two curves, both outlines propagate the same coloring infor-
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mation when crossed, so we can e�ectively treat the layers creating them as as having a
single outline bundle, hence merging them.

Lemma 7.10 (Split Pattern). Let L i ∈ C i be a split pattern with upper layer L i+ 1
2
∈ C1+ 1

2
and lower layers L i− 1

2 ,1
, . . . , L i− 1

2 ,m
∈ C1− 1

2
. Given an orientation of L i+ 1

2
, the remaining

parts of L i will be synchronized to it by IteratedBundleColoring.

Proof. Let b i+ 1
2
be the outline bundle of the upper layer. As before, we �rst establish that

all lower outline bundles will be synchronized to b i+ 1
2
.

Again, consider the geometric intersection of L i and let L i− 1
2 ,1

be the lower layer
contributing to the �rst curve in a peeling sequence. As the �rst element cannot be
blocked, there are two bundles present in L i− 1

2 ,1
that are uninterrupted. Hence, these

bundles allow us to synchronize b i− 1
2 ,1
and b i+ 1

2
.

We now consider the remaining elements of the peeling sequence in order, synchro-
nizing each outline bundle to b i+ 1

2
. Let c be the north-western corner of the current

curve. If c is not blocked, the northern and western bundle each cross both outlines, syn-
chronizing them. If c is blocked, we argue using Lemma 7.9: We observe that there is a
face f on which BundleColoring can be executed, such that both outlines are hooked.
¿e hooking certi�es that the outline of the curve of c is synchronized to the outlines
blocking it.

¿is shows that all lower outlines are synchronized to the upper outline bundle b i+ 1
2
,

making all wall faces of L i at least type 1. Next, consider the patches of roof and ceiling
faces. Since L i is connected, all patches must have a face neighboring a wall face of the
upper layer’s outline bundle b i+ 1

2
. At that wall face, there is a bundle b(1) (perpendicular

to b i+ 1
2
) extending at least one face of the patch; let f ∗ be that face, and let b(1) and b(2) be

the two bundles of f ∗. By construction, the bundle b(1) of f ∗ belongs to the upper layer,
and the other bundle b(2) crosses some synchronized outline bundle. ¿us, b(2) crosses
two colored bundles and will be colored itself. ¿is implies that f ∗ is of type 2. Applying
patch spreading (Lemma 7.5) to that patch colors all bundles of faces in the patch of f ∗.
Repeating this argument until all patches are oriented concludes the proof.

To see the conceptual di�erence between themixed pattern and regular split ormerge
patterns, consider the single central cube in the upper layer of in Figure 7.8 (a); call it
L i− 1

2 ,c
. While the geometric intersection of the outlines is non-empty, neither of the two

bundles going over L i− 1
2 ,c

crosses the outline of the layer below it – both extend over
ceiling faces and onto other upper layers on each side. To apply either Lemma 7.8 or
Lemma 7.10, we would require all outline bundles to be in the same color class, but the
alternating structures created by upper and lower layers prevent us from using either
lemma.

Lemma 7.11. Let L i be a mixed pattern with upper layers L i+ 1
2 ,1
, . . . , L i+ 1

2 ,k
∈ C i+ 1

2
and

lower layers L i− 1
2 ,1
, . . . , L i− 1

2 ,ℓ
∈ C i− 1

2
. Given individual orientations for all upper layers

in C i+ 1
2
, the all of L i will be synchronized.
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(a) (b)

1 2 3 6

4

5 7

(c) (d)

Figure 7.8: The mixed pattern: (a) The central layer L i+ 1
2 ,c

of this pattern has no bundle hitting the
outline of the layer it stands on. (b) A layer of a polyhedron forming a mixed pattern, three upper
outline bundles in purple and four lower outline bundles in orange. (c) The set of upper (in red) and
lower outlines (in blue) from (b); (d) the geometric intersection of the two sets from (c) labeled from
1 to 7 by sequence of consideration, Start cases in red (1 and 6), All-Lower case in green (2), All-Upper
cases in blue (3, 4 and 5), and Set-Merge case in orange (7).

Proof. In the previous patterns we could always assume that all layers of one side (upper
or lower) interact with the same layer on the other side. For the mixed pattern, this is
no longer the case: When synchronizing the outline bundles of two upper-lower-layer
pairs, we might end up with two subsets of merged bundles. Since layer L i is connected
in P, so is the corresponding subgraph of the bundle graph and eventually all outlines
will be merged (given the right executions of BundleColoring).

Recall that a curve of a geometric intersection is created by intersecting the outlines of
two layers – anupper layer Lu overlapping a lower layer Lℓ with outline bundles bu and bℓ .
A northern (orwestern) bundle is blockedwhen it starts on a face of bu (or symmetrically
bℓ) and extends upwards (to the le ), but instead of crossing bℓ it crosses the outline
bundle of some other curve. If a bundle starting on a face of bu (or bℓ) is blocked, it
must cross the outline bundle of some other upper (lower) layer; we distinguish between
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(a) (b) (c)

Figure 7.9: Di�erent blocking patterns creating the same geometric intersection. The geometric in-
tersection shown in (c) can either be obtained from the polyhedron shown in (a) or (b). The purple
bundle is blocked in both con�gurations: In (a) we have an upper block and in (b) we have a lower
block.

these options, calling them upper and lower blocks respectively. ¿e di�erent blocks are
illustrated in Figure 7.9.

We now classify the curves by the bundles on their north-western corner c. If both
bundles of c are unblocked, the two layers start a new subset. In all other cases, at least
one of the bundles at c is blocked by some curve. Since this curve is further north (or
west) in the intersection, it was processed before – the layers creating the curve already
belong to some subset. With this inmind, we classify the remaining curves by the curves
blocking the bundles of their corners, depending on whether all blocked bundles are
blocked by curves created from layers of same subset13 or from di�erent subsets.

¿is leads to the following four cases:

(1) Start: No blocks – starting a subset – similar to the straight pattern (Lemma 7.7).

(2) All-Upper: All blocks are upper blocks, similar to the merge pattern (Lemma 7.8).

(3) All-Lower: All blocks are lower blocks, similar to the split pattern (Lemma 7.10).

(4) Set-Merge: One block is an upper block, the other block is a lower block.

An illustration of these cases can be found in Figure 7.8 (b) to (d). In the following, we
consider each case, arguing how to synchronize the outline bundles. ¿is will later allow
us to use patch spreading on the roof and ceiling faces on L i .
13¿is naturally includes the case when only one bundle is blocked.
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bu

b2

b1

bℓ

b(w)
b(3)

b(n)

N
W

b(n)

b(1) , bℓ

b(2) , bu

b(3) , b(w)

(a) (b)

Figure 7.10: Illustration of the Set-Merge Case (4). (a) A simple polyhedron showing a Set-Merge Case
(rotated such that the viewpoint is the north-western side, compass rose included). The colored bun-
dles indicate synchronization: Purple and green for the outlines of the two subsets respectively, green
for the western bundles of the upper layer, blue for the (supposed) northern bundle of the lower layer.
(b) The part of the bundle graph showing how the four colors interact: Green-purple and green-orange
edge from b(w) crossing bu and b1 on a wall face respectively; blue-purple and blue-orange edge from
b(n) crossing bℓ and b2 on a wall face respectively; blue-green edge from b(3) crossing b(n) on the ceil-
ing face neighboring the corner.

For Case (1), we trivially synchronize the two outline bundles – both bundles at cor-
ner c are unblocked.

¿e All-Upper Case (2) can only occur when synchronizing the outline of a thus far
unprocessed upper layer into a subset. ¿e new layer and all layers of blocking curves
share the same lower layer Lℓ (otherwise, it would not have been an upper blocking).
Since the blocking curves are more northern and/or western, they have been synchro-
nized to bℓ before. As the bundles of Lu are 3-colored (by the invariant of Lemma 7.4 (1)),
the outline bundle bu can be synchronized.

Symmetrically, the All-Lower Case (3) can only occur when synchronizing an un-
known lower layer into a subset. All blocking layers share the same upper layer Lu and
the outlines of the layers creating the blocking curves are already synchronized to bu .
¿is allows us to hook the new layer’s outline bℓ to the outlines of the blocking curves
(using Lemma 7.9), synchronizing them.

For the Set-Merge Case (4), we are given a curve with corner c an upper and a lower
block. Assume that the upper block is to the west and created by layer L1 (with out-
line bundle b1) overlapping Lℓ and that the lower block is to the north and created by
layer L2 (with outline bundle b2) overlapping Lu . ¿is con�guration is illustrated in Fig-
ure 7.10 (a). Let cn and cw be the northern and western curve respectively. Assume that
A, B, andC are the three color classes of Lu from the invariant. From processing curve cn
we know that b2 and bu have the same color, say this color is A; symmetrically we know
from cw that b1 and bℓ have the same color, say D as it is yet to be synchronized. To
establish that bu and bℓ have the same color – merging A and D, synchronizing all four
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outlines –, we look at the two bundles at c, namely b(w) and b(n). From the pattern we
have that one of the two bundles is synchronized to the color classes of Lu (by extending
over a wall face of Lu , participating in the upper block) whereas the other is not; w.l.o.g.
assume that this bundle is b(n) and that its color is B. Since b(n) crosses b1, we have that
D ≠ B. To argue that the outline bundles get synchronized – that is, D = A – we now
need to show that the color of b(w) needs to be C, as b(w) crosses bℓ . In Figure 7.10 (b),
we give a corresponding bundle graph with A being purple, B being green, C being blue,
and D being orange.

Consider the �rst ceiling face f1 that b(w) extends over a er the wall face at which it
crossed bℓ . Let bundle b(3) be the other bundle of f . Symmetrically, let f2 be the �rst
roof face of bundle b(n). Figure 7.10 (a) suggests that b(3) must “wrap up” – that is, b(3)
extends onto a wall face of Lu , making it part of Lu and thus colored by the invariant.
To show that this wrapping up indeed occurs in a valid realization, consider the unit
square x diagonally opposing corner c in the geometric intersection of cross section
π i . Considering how P is built from unit cubes, �rst observe that x is empty space in
the geometric intersection – that is, x cannot be another corner, created by two cubes
(one intersected in π i+ 1

2
and one cube intersected in π i− 1

2
). Wrapping up could still be

prevented from happening by a single cube in either π i− 1
2
or π i+ 1

2
– possibly making

b(3) extend over another wall or ceiling face respectively. Neither case is possible: ¿e
upper cube would share the same edge with face f2 and a wall face of Lℓ on P but not
in G, making P degenerate; symmetrically, the lower cube would share the same edge
with f1 and a wall face of Lu . ¿erefore, x must indeed mark empty space in P, allowing
b(3) to wrap around. ¿e construction of b(3) implies that it has the same color as b(w),
therefore we get that the color of b(n) is neither A nor B and thus C. We now have that
the bundles of color class D are crossed by bundles of colors B and C, enforcing the
synchronization of classes A and D.

¿is concludes the enumeration of all possible patterns involving upper and lower
blocks, thus arguing that IteratedBundleColoring eventually synchronizes all out-
line bundles in the mixed pattern. With all outlines synchronized, patch spreading syn-
chronizes the bundles on roof and ceiling faces of π i . Since each patch must share a
bundle with some upper layer, all layers will get synchronized.

¿e following – and �nal – lemma reconsiders all patterns above in the presence of
�at holes. Recall that a �at hole is a pair of outline bundles such that they both belong to
a single layer of the upper half-integral cross section – creating an inside-outside outline
pair. Notice that �at holes (and the bundles creating them) are not immediately visible
in either the supposed net G or the bundle graphBG . Nevertheless, given a realization
P that contains �at holes, we can argue how IteratedBundleColoring discovers the
colors creating the orientations of the faces on P.

Any such inside-outside outline bundle pair corresponds to the existence of one hole,
but one outer outline might contain several independent inner outlines and thus be part
of multiple pairs. In addition to transmitting coloring information downwards from
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c

(a) (b) (c) (d)

Figure 7.11: Patterns for synchronizing the inner outline of a hole to the outside outline using the
upper layer (outline in blue), depending on the northern and western bundles provided by the upper
layer. (a) Corner c (purple dot) is not covered by the upper layer – the bundles at c synchronize b i
to curves more northern/western. (b and c) c is covered by the upper layer, but the upper layer has
two bundles of di�erent colors wrapping down and crossing b i , synchronizing both outlines. Notice
that in (c), the northern bundle does not wrap around but follows the wall faces. (d) The corner is
covered, but there is no northern bundle from the upper layer going into the hole, so synchronizing
a (northern) bundle from a roof face is required.

the (upper) layers of C i+ 1
2
to the (lower) layers of C i− 1

2
, we now also have to consider

transmitting “sideways” from one hole outline to the other.
Since we aim to process P using the patterns presented above, we have to distinguish

between holes in starting patterns and holes in lower layers. We do not need to worry
about holes in the upper layers of other patterns, because by the invariant, all bundles
in these upper layers were lower layers of the previous step and subsequently have been
merged and virtually disappear from the contemporary bundle graphB∗

G .

Lemma 7.12 (Hole-Layer Lemma). Let L i be one of the patterns above.

(a) If L i is a start pattern and lower layer L i− 1
2
contains holes, there is a set of executions

of BundleColoring that merges all outline bundles in L i− 1
2
into the same class.

(b) If L i is an end pattern and upper layer L i+ 1
2
contains holes, there is a set of executions

of BundleColoring on ceiling faces that merges all outline bundles in L i− 1
2
into the

same class.

(c) If L i is not a start or end pattern pattern and lower layer L i− 1
2
contains holes, all

bundles in L i− 1
2
corresponding to inner outlines either get hooked to the outer outline

bundle containing it, or synchronized to the outline bundle of some upper layer.

Proof. Our only concern here is to argue about how the outline bundles get synchronized
using speci�c executions of BundleColoring. Once we can safely assume that all out-
line bundles are synchronized, patch spreading carries over to patches with holes. In fact,
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the net G (and also the bundle graphBG) of a hole in a lower layer is indistinguishable
from an upper layer “standing” at the same spot.14

Regarding (a): Among the outlines of L i− 1
2
, consider a (convex) north-western corner

of the outer outline. Executing BundleColoring at the roof face of this corner initially
�xes the three color classes that all inner outlines will to be synchronized to, argued as
follows. We now imagine that the inner outlines are processed using a peeling sequence
– despite not having a geometric intersection here, the (empty) corners of inner outlines
will have northern and western bundles that are either blocked by the outlines of other
holes or reach the outside outline, allowing us to de�ne a similar peeling sequence.15
¿is allows us to apply Lemma 7.9, hook all holes together and eventually synchronize
all of them to the outside outline using executions of BundleColoring on various roof
faces.

Regarding (b): ¿e outline bundles of holes in the upper layer of an end pattern
have been part of lower layers of the previous layer. ¿us, each hole provides its own
3-coloring of its bundles. Since the outside outline containing all holes is also colored,
we are in a setting similar to the Merge Pattern (Lemma 7.8): Considering a peeling
sequence on the holes, we can hook the inner outlines to the outer outline and each
other using executions of BundleColoring on ceiling faces. Eventually all outlines
will be synchronized, leaving one patch of ceiling faces that can be processed using patch
spreading (Lemma 7.5).

Regarding (c): For any other pattern, we can have �at holes in some lower layer L i− 1
2
.

In that case, we synchronize the inner outlines to either the lower outline b i− 1
2
(contain-

ing it) or the outline bundle of some (upper) layer from L i+ 1
2
. We do this by arguing that

we can either add it to a peeling sequence for the upper layers or that we can synchronize
the outline bundle b i to that of the upper layer covering it. In either case, we require that
the outline bundles of the upper layers all get synchronized to the lower layers outline
bundle by following the reasoning provided in the lemmata for the individual patterns.16
For a �at hole with inner bundle b i , there are four cases depending on the “shape” of the
ceiling over c17 provided by upper layers. ¿e four possible shapes are depicted in Fig-
ure 7.11:

(1) None of the bundles at c are part of the upper layer, leaving c uncovered (Fig-
ure 7.11 (a)),

(2) corner c is covered and there are two bundles of di�erent color from the upper
layer both crossing b i , with two di�erent options shown in (Figure 7.11 (b) and (c)),
or

(3) there are only bundles of one color from the upper layer crossing b i (Figure 7.11 (d)).
14¿e gadgets used in theNP-hardness reduction by Biedl and Genç [BG08] exploit this.
15 Recall that the de�nition of a north-western corner disallows using fake northern (or western) bundles.
16Here we have the additional complication that holes can actually block northern and western bundles.
To do so, however, such a hole must be more to the north/west and thus have been synchronized before.

17 Remember that c is the corner of a hole, and thus, that c is empty space.
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Wenowdiscuss the cases individually, arguing how IteratedBundleColoring syn-
chronizes the inner outline of the hole to the upper layer’s outline.

(1) In the uncovered case (Figure 7.11 (a)), there is no upper layer covering c. In this
case, we can handle synchronization of b i as if it were an upper layer – exploiting
the fact that inner lower layers and upper layers are indistinguishable inBG . Treat-
ing it like an upper layer, there is some peeling sequence containing it. By the time
that b i is processed, we know that the two bundles at c – northern bundle b(n) and
western bundle b(w) – each either crosses the lower layer’s outline or is blocked by
some other upper curve. By choice of the sequence, we know that all those bundles
are already synchronized. ¿erefore, b i can be synchronized using b(n) and b(w).

(2) In the two-sided cases (Figure 7.11 (b) and (c)), there is a ceiling face over c and the
outline of the layer covering c has a corner over the hole de�ned by inner outline
b i . Let that corner in the covering layer be c′. In either case – c′ being convex
or re�ex – there are two bundles of di�erent colors from an upper layer wrapping
around onto the ceiling over c. ¿ese bundles eventually cross b i , synchronizing
it to the upper layers outline.

(3) In the one-sided case (Figure 7.11 (d)), corner c is covered by a ceiling face but we
only have bundles from one direction (w.l.o.g. say west) from the upper layer but
not from the other direction (say north). Since the upper layer covers c, it must
have a north-western corner further north and west – hence, that layer’s outline
bundle is already synchronized to the outside outline bundle. To �nd a northern
bundle crossing b i , consider the face neighboring both outline bundles – b i and
the upper layer’s outline. ¿is face must exist as the hole is not completely covered
by the upper layer. At that face, there are two bundles: Bundle b(1) traverses a
neighboring wall face of the upper layer, marking it as western. ¿e other bundle
b(2) extends towards the north, eventually crossing some other outline (that has
already been processed by choice of sequence). ¿is marks b(2) as northern; as
it wraps around and down onto a wall face in b i , this synchronizes the outline
bundles.

With all of the pattern lemmata in place, we can now prove Lemma 7.4 and subse-
quently ¿eorem 7.3.

Proof of Lemma 7.4. Assuming that a realization exists, there is at least one triple of bun-
dles forming a guaranteed set of merged bundles forB∗

G – namely that of the face de�n-
ing πt . ¿erefore we are guaranteed that there is at least one starting pattern, that can
be colored and subsequently have its bundles merged according to Lemma 7.6 (a) (or
Lemma 7.12 (a), respectively), establishing the condition of (1), referred to as the invari-
ant.
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Discovering and coloring more outline bundles for condition (2) – while traversing
the realization downwards – we can argue that all encountered bundles can be merged
using only the coloring information locally available in the triples of layer subgraphs.
¿is is done by either Lemma 7.8, Lemma 7.10 or Lemma 7.11. In each lemma, we �rst
argue how IteratedBundleColoring preserves the invariant by being able to merge
the bundle-triangles ofmultiple upper layers (stemming fromdi�erent starting patterns).
¿en, all remaining outline bundles of the current layerwill be synchronized to the upper
outlines: Outer outline bundles get handled directly in the individual lemmata; inner
outlines of �at holes are implicitly added to the synchronization process – this is argued
in Lemma 7.12.

Finally, in each layer, all missing bundles of roof and ceiling faces get colored using
patch spreading, arguing that condition (3) holds, concluding the proof.

Proof of ¿eorem 7.3. In this section, we considered pairs of xy-parallel cross sections at
unit distance, exhaustively enumerating all possible patterns that can be encountered in
a valid realization. When our input graph is indeed the net of a polyhedron, the invariant
established in Lemma7.4 states that IteratedBundleColoring is able to orient all faces
on that polyhedron by coloring the bundles inB.

For each of the patterns, we demonstrate that there is a �nite number of single exe-
cutions of BundleColoring that together merge the color classes into a triangle. Each
merge is unambiguous, resulting in IteratedBundleColoring producing a stable and
unique coloring if one exists. Exhaustive execution as done by IteratedBundleColor-
ing implies that the algorithmdoes not stop attempting tomake progress using Bundle-
Coloring unless no starting face would merge bundles. Hence, if IteratedBundle-
Coloring stops at some point whereB∗

G is not a triangle, some part of the graph could
not be realized using any of the patterns, and we have an non-realizable instance.

7.4 Conclusion

In this chapter, we introduced the IteratedBundleColoring algorithm that uses the
original BundleColoring algorithm by Biedl and Genç [BG09] as a subroutine. We
showed that exhaustive and repeated execution of the original algorithm can be used to
report all edges of the graph for which the dihedral angles must be 180○ in any orthog-
onal polyhedral surface that realizes this graph and facial angles. ¿is implies that any
orthogonal polyhedral surface – even those of arbitrary genus – arising from an orthogo-
nal polyhedron whose graph is connected are rigid – that is, the net and the facial angles
together with the edge lengths determine the dihedral angles.

Our algorithm has a total runtime in O(m3), but our focus in this chapter was put
onto proving correctness of IteratedBundleColoring. We believe that the runtime
analysis can be improved by considering the sequence of BundleColoring executions
more carefully. ¿e question of non-orthogonal polyhedral surfaces also remains open.
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Chapter 8

Conclusion
¿e contents of this book are dedicated to problems regarding constrained graph layouts.
We picked two general ideas – convex drawings and grid drawings –, looking into two
specialized problems for each idea. ¿is division gave birth to this book’s two-part struc-
ture. We now brie�y recall the main results of each chapter in order, highlighting open
questions and interesting opportunities for future research.

Part One: Drawing Vertices on a CommonOuter Face

Beyond Outerplanarity. ¿e main contribution of Chapter 3 was looking into the
combination of graph properties – outerplanarity and k-(quasi-)planarity – obtaining
convex graph drawings with two di�erent restrictions: limiting the number of crossings
per edge or limiting the size of any sets of pairwise crossing edges.

We showed that outer k-planar graphs are (⌊
√
4k + 1⌋+1)-degenerate, thus obtaining

a coloring bound on these graphs. We have also shown that they have small balanced
separators (of size 2k + 3), allowing outer k-planarity to be tested in quasi-polynomial
time.

By giving graphs of either class that are not member of the other, we have shown that
the classes of outer k-quasi-planar graphs and planar graphs are incomparable. We have
also proven that all maximal outer k-quasi-planar graphs are also maximum – for any
outer k-quasi-planar graph, there is a way to add missing edges until the upper bound
of 2(k − 1)n + (2k−12 ) is reached.

We also gave a linear-time algorithm to recognize full and closed outer k-planar
graphs. It directly follows fromCourcelle’s¿eorem [Cou90] (by expressing closed outer
k-planarity in Monadic Second-Order Logic) and the fact that outer k-planar graphs
have bounded treewidth.

To this end, the following questions remain open. Since Auer et al. [ABB+13] gave an
algorithm to recognize outer 1-planar graphs in linear time, is there some generalization
or other strategy to extend this result to higher levels of non-planarity?

Open Problem 1. Can outer k-planarity for k ≥ 2 be tested in polynomial time?

Outer 3-quasi-planar graphs are exactly the planar graphs, but we do not know of an
e�cient algorithm to test for outer k-quasi-planarity, even for k = 3.

Open Problem 2. Can outer k-quasi-planarity for k > 3 be tested in polynomial time?
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Considering the coloring result for outer k-planar graphs, we would also be curious
to know the answer to the following question:

Open Problem 3. Can the chromatic number of outer k-quasi-planar graphs be upper-
bounded by some function k?

Polygonal Boundaries. In Chapter 4, we developed an algorithm to decide whether
or not an outerplanar graph can be drawn into a given simple (not necessarily convex)
polygon, when the vertices are mapped to the boundary and when each of the edges is
allowed to have one bend inside the polygon. ¿e algorithm we proposed works with
the dual tree of the outerplanar graph, re�ning the polygon with each drawn edge until
all edges are drawn or one of the bend points can not be placed inside the polygon.

A possible application for our algorithm is to recursively insert subgraphs into the
inner faces of some prede�ned drawing. Being able to decide the question if a one-
bend drawing for outerplanar graphs exists naturally gives rise to questions about related
graph classes.

Open Problem 4. Can we decide if planar graphs can be drawn inside a simple polygon
with one bend per edge when only some of the vertices are mapped to the polygon’s
boundary?

Open Problem 5. Can we incorporate crossings into the algorithm, deciding if outer
k-planar graphs can be drawn with one bend per edge and inside a simple polygon?

Considering the bend points of our edges to be degree 2 subdivision vertices, we get
a very restricted family of planar graphs drawable by our algorithm – �nding a su�cient
condition for larger subsets of planar graphs would be very interesting. Also, our algo-
rithmworks by iteratively re�ning the polygon – drawing an edge changes the boundary
and planarity limits the options for further edges. What if we allowed some crossings on
the inserted edges? Expanding the set of graph classes drawable by our algorithm – or
similar strategies – would improve its applicability as a subroutine.

As our algorithm is stated now, it will add bendpoints to almost all edges of the output
drawing to ensure that the re�nements made to obtain the intermediate polygons are as
little restrictive as possible. While this helped proving the algorithm’s correctness, it can
lead to drawings that are quite hard to read.

Open Problem 6. Can our algorithm be adapted to minimize the total number of bend
points added to edges of the drawing?

Part Two: Drawing Vertices using Integer Coordinates

Movingto theGridOptimally. Chapter 5 considered the task of transforming a given
planar drawing into a topologically equivalent grid drawing with minimum vertex dis-
placement – that is, a drawing with all vertices at integer coordinates, inducing the same
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embedding in the plane, and all vertices optimally cumulatively close to their original po-
sition. ¿is task lends itself to trying rounding-like procedures such asmodi�ed variants
of snap rounding, that are well-known in computational geometry.

We showed that Topologically-Safe Grid Representation (as we call the prob-
lem above) is NP-hard. Since we could not hope �nding a modi�ed version of an e�-
cient snap rounding algorithm to solve it, wemodelledTopologically-SafeGridRep-
resentation as an integer linear program. To evaluate the performance of our model,
we implemented it in Java using the IBM CPLEX solver. We found our implementation
to perform poorly on large instances – both area-wise and with respect to the number of
vertices. While lazily generating the constraints for our model “on demand” gave some
speedup, the model is still infeasible for any practical purpose. ¿is raises the question
about further improvements on the model.

Open Problem 7. As not all grid points will be used, can a column-generation-like strat-
egy be used to iteratively “add” new grid points to the model?

Our analysis suggests that the area of the drawing has the largest impact on the wall-
clock runtime of our implementation, because the sizes of most sets of constraints heav-
ily depend on the number of possible edge slopes. One way of limiting the number of
possible slopes would be to settle Open Problem 7.

As a byproduct, our implementation can also create minimum-area straight-line
drawings of planar graphs – a problem also known to be NP-hard [KW07]. Our ex-
periments suggest that this can in practice only be used to verify or produce very small
(counter-)examples. To the best of our knowledge, the problem of �nding minimum-
area straight-line drawings in reasonable time is still open.

Open Problem 8. Can we adapt the integer linear program solving Topologically-
Safe Grid Representation to �nd area-minimal straight-line planar drawings faster?

Rounding to the Grid Heuristically. In Chapter 6, we have presented a practical
heuristic for the Topologically-Safe Grid Representation problem, introduced in
Chapter 5. Our algorithm follows the simulated annealing metaheuristic, but is subdi-
vided into twodistinct phases – one for feasibility, the other for optimization. ¿evarious
features of the algorithm have been statistically evaluated, showing signi�cant improve-
ments to runtime or solution quality.

In Chapter 5, we presented a slow but exact algorithm, we gave a fast algorithm that is
likely to produce reasonable results. ¿e obvious open problems are trying to strengthen
this rather vague statement: One could try �nding an e�cient deterministic heuristic or
some approximation algorithm with provable guarantees.

Open Problem 9. Is there a deterministic heuristic or an approximation algorithmwith
provable guarantee for Topologically-Safe Grid Representation?

While we obtained a result on approximation hardness (see Corollary 5.4 on page 70)
for a special case, we failed to showAPX -hardness for the general Topologically-Safe
Grid Representation problem.
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We have considered Topologically-Safe Grid Representation as an abstract
problem in isolation. Future work can consider the place of grid representations in a
larger context. For example, we noted it may be useful to integrate polyline simpli�ca-
tion for geographic data (recall the rather extreme examples in Figure 6.7 on page 109). It
would also be interesting to evaluate the in�uence that rounding to a grid representation
has on subsequent steps in a pipeline, such as the length of shortest paths, the results of
generalization, or, for example, map matching.

Open Problem 10. Investigate how our two-stage heuristic algorithm can be adapted to
allow for better perception of rounded geographic data.

Recognizing Nets of Orthogonal Polyhedra. In the �nal chapter of this book –
Chapter 7 – we built upon the BundleColoring algorithm by Biedl and Genç [BG09].
Analyzing a repeated sequence of exhaustive executions of BundleColoring (which
we called IteratedBundleColoring), we were able to translate Cauchy’s Rigidity¿e-
orem to orthogonal polyhedra of arbitrary genus and where the graph formed by the
vertices and edges is connected – settling an open question proposed by Biedl and Genç.
Given an unconnected graph, many distinct realizations are possible even for genus 0.1
Our result encourages looking into other more diverse objects – like nets with facial
angles that are multiples of 45○.

Open Problem 11. Is there a translation of our rigidity theorem to other polyhedra, for
instance allowing dihedral and/or facial angles of that are multiples of 45○?

While our algorithm �nds its output in a brute-force-like fashion, the analysis we
used to show its correctness relied on carefully traversing a hypothetical realization, layer
by layer. ¿is resulted in a rather simple (and easily implementable) algorithm with a
rather trivial upper bound of O(m3) on the runtime. ¿is bound was obtained from the
total number of possible restarts in each round and the maximum number of rounds,
but our analysis uses only a rather small but well-selected subset of these executions.

Open Problem 12. Is there a better bound on the total number of restarts performed by
IteratedBundleColoring?

It is also worth noting that neither our algorithm nor its runtime or its analysis are
impacted by the actual genus of the resulting polyhedron. ¿is is rather surprising, as the
challenges seem to be related to the inner walls of the holes of the polyhedron. It seems
possible that the number of restarts (and thus also the total runtime) can be parameter-
ized by the genus of the realization. We have a family of instances that requires at least
genus-many restarts: Recall that the object shown in Figure 7.2 (b) on page 117 requires
two starts. Extending this construction by addingmore rings onto the connecting bridge,
we get objects of arbitrary genus that require equally many executions of BundleCol-
oring. ¿is raises the hope for a O(д ⋅m2) or even O(д ⋅m)-time algorithm.
1 ¿is fact was exploited by Biedl and Genç when they showed that the realization problem isNP-hard
for disconnected graphs.
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