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Abstract

The projects presented in this thesis cover the examination of the electronic and struc-

tural properties of organic thin films at noble metal-organic interfaces. Angle-resolved

photoemission spectroscopy is used as the primary investigative tool due to the connec-

tion of the emitted photoelectrons to the electronic structure of the sample. The surveyed

materials are of relevance for fundamental research and practical applications on their

own, but also serve as archetypes for the photoemission techniques presented throughout

the four main chapters of this thesis. The techniques are therefore outlined with their

adaptation to other systems in mind and a special focus on the proper description of the

final state.

The most basic description of the final state that is still adequate for the evaluation

of photoemission data is a plane wave. Its simplicity enables a relatively intuitive in-

terpretation of photoemission data, since the initial and final state are related to one

another by a Fourier transform and a geometric factor in this approximation. Moreover,

the initial states of some systems can be reconstructed in three dimensions by combining

photoemission measurements at various excitation energies. This reconstruction can even

be carried out solely based on experimental data by using suitable iterative algorithms.

Since the approximation of the final state in the photoemission process by a plane wave

is not valid in all instances, knowledge on the limitations of its applicability is indispens-

able. This can be gained by a comparison to experimental data as well as calculations

with a more detailed description of the photoemission final state. One possible appraoch

is based on independently emitting atoms where the coherent superposition of partial,

atomic final states produces the total final state. This approach can also be used for more

intricate studies on organic thin films. To this end, experimental data can be related

to theoretical calculations to gain extensive insights into the structural and electronic

properties of molecules in organic thin films.
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Zusammenfassung

Die in dieser Arbeit vorgestellten Projekte behandeln die Untersuchung der elektronischen

und strukturellen Eigenschaften organischer Dünnschichtfilme an Grenzflächen zwischen

Edelmetallen und organischen Materialien. Als maßgebliche Messmethode wird die winke-

laufgelöste Photoelektronenspektroskopie aufgrund der Verbindung der emittierten Pho-

toelektronen mit der elektronischen Struktur der untersuchten Probe angewandt. Die

verwendeten Materialien sind sowohl in der Grundlagenforschung als auch für praktische

Anwendungen relevant, und dienen gleichzeitig auch als Beispiele für die Photoemission-

stechniken, die in den vier Hauptkapiteln der Arbeit präsentiert werden. Diese Techniken

werden daher auch bezüglich ihrer Übertragbarkeit auf andere Systeme dargestellt, wobei

besonders auf die korrekte Beschreibung des Endzustands in der Photoemission eingegan-

gen wird.

Die simpelste Beschreibung des Endzustands, die für die Auswertung von Photo-

emissionsdaten noch sinnvoll verwendet werden kann, stellt eine ebene Welle dar.

Ihre Einfachheit ermöglicht eine relativ intuitive Interpretation von Photoemissions-

daten, da Anfangs- und Endzustand in dieser Näherung lediglich durch eine Fourier-

Transformation und einen geometrischen Faktor verknüpft sind. Kombiniert man die

Photoemissionsmessungen bei unterschiedlichen Anregungsenergien, lassen sich zusätzlich

die Anfangszustände bestimmter Systeme in guter Näherung dreidimensional rekonstru-

ieren. Mit Hilfe geeigneter iterativer Algorithmen ist diese Rekonstruktion darüber hinaus

mit ausschließlich experimentellen Daten realisierbar.

Da die Näherung des Endzustands mit einer ebenen Welle nur unter bestimmten Be-

dingungen ausreichend präzise das reale System widerspiegelt, ist die Kenntnis über die

Grenzen ihrer Anwendbarkeit von Bedeutung. Dies kann über den Vergleich mit experi-

mentellen Daten sowie Rechnungen mit detailierteren Beschreibungen des Endzustands in

der Photoemission geschehen. Ein möglicher Ansatz basiert auf unabhängig voneinander

emittierenden Atomen, deren kohärent überlagerte, partielle Endzustände den gesamten

Endzustand formen. Dieser Ansatz kann des Weiteren für komplexere Untersuchungen an

organischen Dünnschichten verwendet werden. So können über den Vergleich von experi-
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mentellen Messung mit theoretischen Rechnungen umfangreiche Einblicke auf die struk-

turellen und elektronischen Eigenschaften der Moleküle in organischen Dünnschichten

gewonnen werden.
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1 Introduction

In the last two decades, organic electronics have increasingly made their way into appli-

cations traditionally dominated by inorganic compounds [1]. With the advent of organic

LEDs in TVs and smartphones, they nowadays also make up objects found in every-day

life [2–4]. There are several causes for the expanded use of organic (opto-)electronic de-

vices: one feature that makes them attractive in places where conventional semiconductors

struggle is their flexibility. Organic materials can be bent in almost any shape, in stark

contrast to their rigid inorganic equivalents. Due to this reason alone they already fill

some niches like curved and bendable electronic displays, as well as applications on uneven

surfaces. Solar cells based on organic materials are also narrowing the efficiency gap to

their inorganic counterparts [5, 6]. Another economic benefit is the low cost of manufac-

ture, since many devices can simply be printed on top of a suitable substrate [2]. The

light weight of carbon and the majority of elements found in organic molecules promotes

their use in portable equipment. Meanwhile, the field of organic chemistry provides an

ever growing number of organic substances adding to the over 20 million ones that are

already known at the time of this writing [7].

Due to the vast amount of available organic compounds and combinations thereof try-

ing to improve specific material attributes in a trial-and-error approach is a futile effort.

Fortunately there is an alternative: fundamental material research can provide an un-

derstanding of the physical processes governing the (opto-)electronic properties that can

be adapted to augment existing devices and to develop entirely new applications. This

type of research is usually not performed on actual devices or even prototypes, but on

deceptively basic archetype samples. Instead of circuits and mechanisms present in a

functioning device, their complexity might be reduced to the interface between two com-

pounds or even to just a single bulk material. This deliberate limitation in complexity

makes it easier to precisely pinpoint the material properties and their origin. The second

pillar next to experimental studies are theoretical frameworks that describe the behavior

of the involved particles. The ultimate goal is to relate the emergence of specific material

features to properties of fundamental matter by altering the individual parameters under-

lying the theory. This type of research then provides the foundation to select the most

suitable needles in the haystack of materials for a desired application.

The studies presented in this thesis address both the experimental and the theoretical
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component of this endeavor. The common idea of the projects is to gain insight into a

sample by exploiting the connection of electrons emitted under illumination with vacuum

ultraviolet light with its material properties. The experimentally gathered information

is contrasted to simulations of the same process that are explicitly implemented for this

purpose.

The thesis will continue with the theoretical background of angle-resolved photo-

emission spectroscopy in chapter 2. This experimental method is the principle analyt-

ical tool of the thesis and forms the basis for more specific photoemission techniques for

the extraction of structural and electronic information. The chapter also contains an

overview of the suitable descriptions of the wave function of the electrons participating in

the photoemission process.

In chapter 3 experimental concepts pertaining the measurements are laid out. This

includes the auxiliary technique of low-energy electron diffraction that is used to obtain

structural information about the periodic lattice of the substrate and molecular layer.

The preparation procedures of the substrate and the molecular thin film under ultra-high

vacuum conditions is elaborated. Lastly, the momentum microscope that is used to gather

the photoemission data and the treatment of the instrument-related experimental arti-

facts is also presented here.

After the theoretical and experimental foundations are set, the first study in chapter 4

will showcase the capabilities and shortcomings of approximating the photoemission final

state with a simple plane wave. An evaporated monolayer of the molecule pentacene on

top of an Ag(110) substrate is surveyed at different photon energies in a process that has

been labeled orbital tomography [8, 9]. Fluctuations in the measured photoemission in-

tensity recorded at different photon energies point towards a deviation from a plane wave

final state in the experiment. Nevertheless, the phase information is recovered from the

experimental data and the highest occupied molecular orbital is successfully reconstructed

in real space.

In chapter 5 we will go beyond the plane wave final state and take a look at the photo-

emission simulation tool that has been developed to this end for this thesis. After a brief

explanation of the handling of the program, simulations with the photoemission tool will

be compared to experimental data on increasingly complex model metal-organic systems

that are assessed in concise photoelectron spectroscopy studies.

Chapter 6 deals with the layer-by-layer structure determination of molecules in thin

films. The technique is showcased on the example of a pentacene bilayer grown on an

Ag(110) substrate. The discussion of the calculations in this chapter will be particularly

thorough to clarify how the method can be transferred to other systems. The results of

this study are summarized and published in Physical Review B [10].
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The last main topic of the thesis, presented in chapter 7, concerns the suitability of the

plane wave approximation for the final state for truly three-dimensional molecules, a class

of molecules where it was previously thought to be inapplicable [11]. The archetype system

of an evaporated monolayer of C60 on an Ag(110) substrate is characterized electronically

and structurally before comparing the experiment to simulations with a plane wave final

state. Contrary to the expectations of the community, these simulations compare favor-

ably to simulations with the more complex final state encoded in the photoemission tool

and the experiment. A synopsis of this work has been peer-reviewed and published in

Physical Review B [12].

The results of the main chapters are summarized in chapter 8 and possible future

projects connected to the ones presented in this thesis are proposed. These include ad-

vancing the discussed techniques into the time-domain via pump-probe schemes to unravel

dynamic, time-dependent phenomena. Another promising field is the modification of sur-

face states of topological materials with organic thin films adsorbed at the surface. This

as of yet barely explored topic might uncover novel electronic features at the substrate-

organic interface and will enable the tailoring of the electronic states for specific material

properties.
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2 Photoemission spectroscopy

In the following chapter the theoretical background behind the main investigative tool of

this thesis is presented.

2.1 Basic principles

The backbone of most of the work in this thesis is the so-called photoelectric effect. The

phenomenom was discovered towards the end of the 19th century, when H. Hertz noticed

a peculiar behavior during his experiments with ultraviolet light [13] which set off further

studies within the scientific community [14,15]. They were able to show that if a metal is

illuminated with light below a maximal wave length, it will emit electrons whose kinetic

energy is related to the light’s wave length, but not to its intensity. This behavior was

quite surprising at the time since it cannot be described using Maxwell’s equations for

electronmagnetic waves. It was subsequently explained in 1905 by A. Einstein [16] by

quantizing the electromagnetic field into photons: A photon is fully absorbed by an elec-

tron which can then leave its host material. To do so the photon energy Eph needs to be

greater than the work function Φ plus the binding energy of the electron Ebin. The work

function equals the potential step between the Fermi energy EF and the vacuum level

Evac at the surface of the sample and is dependent on the material composition and its

microscopic surface structure. The binding energy is increased the less energy an electron

has and defined to be Ebin = 0 at the Fermi energy EF. Since the total energy is conserved

in this process, the kinetic energy of the electron Ekin afterwards can be calculated using

the equation [17]

Ekin = Eph − Φ− Ebin . (2.1)

By illuminating a sample with light of a known energy and recording the kinetic energy of

the emitted electrons, one can therefore gain insight into the electrons inside the system.

Electrons with a low binding energy are for example responsible for the chemical bonding

as well as other highly relevant sample characteristics, like electronic conductance and

responses to optical excitation. This technique is therefore routinely utilized to determine
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various material properties and labeled PhotoEmission Spectroscopy (PES). Fig. 2.1 dis-

plays the energy transfer involved in a typical experiment.

Even strongly bound electrons can be excited and detected with sufficiently energetic

X-ray photons which gives access to the weakly hybridizing electronic core levels of the

inner atomic shells [19]. The binding energy of these core levels are specific for each ele-

ment and can thus be used to establish which elements are present within a sample. The

precise values for the binding energies are also affected by the chemical surroundings of

an atom. This chemical shift was thoroughly studied and its application pioneered by K.

Siegbahn in the mid-twentieth century [20, 21]. The chemical shift of core levels can be

analyzed with a suitable spectrometer and used to gain insight into the valence states and

chemical bonding.

Furthermore, the quantity of the respective element is connected to the measured

photoemission intensity which enables the determination of the stoichiometry. There are

several additional factors to the measured intensity, one of which is the finite inelastic

scattering length of the excited photoelectrons inside the system. Inelastic scattering oc-

curs when an electron loses (or gains) energy in an interaction event with another particle

in the sample. The inelastic mean free path λ(Ekin) is material dependent, but generally

shortest around Ekin ≈ 50 eV as shown in the log-log graph Fig. 2.2 [22,23].

Figure 2.1: Schematic visualization of a photoemission experiment. A photon transfers its
entire energy Eph to an electron with binding energy Ebin which gets excited above
the vacuum level Evac and leaves the sample. Adapted from [18].
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In this work, this type of spectroscopy with X-rays (X-ray Photoelectron Spectroscopy

(XPS)) is utilized to determine the thickness of adsorbed layers of organic molecules on

top of non-organic substrates. Since the elements in the substrates are different from

the carbon-based adsorbates, one can use either the damping of the substrate’s core level

features or the rise in intensity of the adsorbate’s core levels with increased film thickness

to quantify the height of the adsorbed thin film. The photoemission intensity from a

substrate feature ISub(L) buried beneath a molecular film of height L can be extracted

by a comparison with the signal strength on the clean substrate I(0). Using L = nL0

with the thickness of a single layer L0, number of completed monolayers n ∈ N0, and the

coverage in the top-most molecular layer x ∈ [0, 1] the intensity is approximately given

by

ISub(n, x) = ISub(0, 0)

(
x exp

(
− (n+ 1)L0

λ(Ekin)

)
+ (1− x) exp

(
− nL0

λ(Ekin)

))
. (2.2)

On the other hand, the features produced by an element that is only present in the ad-

layer, e.g. the carbon 1s peak, will rise in the XPS spectrum with increasing film thickness.

Since a molecule that adsorbs on top of another one blocks some of its emitted electrons,

the photoemission intensity of adlayer features is dependent on how the molecules grow

Figure 2.2: Universal curve for the inelastic mean free path of electrons with the kinetic energy
dependence of organic compounds from [22] in a log-log plot.
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on the substrate. The molecules surveyed in this thesis conveniently all exhibit a layer-by-

layer growth on the clean substrates. We can therefore estimate the expected dependency

of the molecular signals with increasing film thickness: up until the completion of the first

monolayer n = 0, none of the photoelectrons emitted towards the detector are inelastically

damped since the vacuum starts immediately above the molecules. The molecular features

IMol(n, x) will therefore rise linearly with the coverage x ∈ [0, 1]. The intensity of a single

completed molecular layer IMono can be used as a reference for a particular core level and

experimental setup. Starting from the adsorption of molecules in the second layer n > 1,

the signal from the lower layers will be exponentially damped by the finite mean free

path of the photoelectrons through the thin film. The signal of the molecular features

nonetheless continues to increase due to the additional signal from the top-most layer. As

the thickness of the adlayer increases, the intensity converges towards and saturates at

the level where any additional molecule blocks as many photoelectrons from below as it

emits itself. This behavior is modeled by the equation

IMol(n, x) = IMono

(
x exp

(
− nL0

λ(Ekin)

)
+

n∑
ni=1

exp

(
− (ni − 1)L0

λ(Ekin)

))
. (2.3)

Note that if the measurement is performed at an angle Θ between the surface normal vec-

tor and the analyzer, the photoelectrons have to traverse a longer path inside the sample

on their trajectory to the analyzer. This increases the ”effective” thickness of the layer in

the equations by a factor of 1/ cos Θ.

In general, the photoemission intensity Ii from an initial state Ψi into a final state Ψf

can be described by time-dependent pertubation theory for weak excitations with Fermi’s

Golden Rule (FGR) [24,25]:

Ii,f ∝
∣∣〈Ψf |Hexc|Ψi〉

∣∣2 · δ[~ω − Φ− (Ef − Ei)
]

(2.4)

with final state wave function Ψf and interaction Hamiltonian Hexc between the (classical)

light field and the system. The delta function ensures the energy conservation during the

process.

Wave functions Ψ of an entire electron system are usually quite challenging to handle.

For the evaluation of the experiments performed in this thesis however, it is acceptable to

neglect the interaction of the emitted photoelectron with the remaining particles as well

as any relaxation processes (sudden approximation [24]). Many-body effects can have a

significant impact in the photoemission data in other cases, and the sudden approximation

is not generally valid [26,27]. Especially in strongly correlated systems the screening of the

photohole left behind by the emitted electron has a strong impact on the photoemission
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spectrum [17]. A more thorough introduction into the electronic wave functions will be

given in the later sections of this chapter. For now, we use this approximation to factorize

the many-particle wave function ΨN of N electrons into two components [28]: the wave

function of the N -1 electron system ΨN -1 that can be neglected for our systems; and

the wave function of the single electron emitted in the photoemission process ψ. This

can be done both for the initial and final state of the electron ψi and ψf to simplify the

many-particle problem of eq. (2.4) into a one-electron equation:

I(n) ∝
∣∣〈ψf |Hexc|ψi〉

∣∣2 δ[~ω − Φ− (Ef − Ei)
]
. (2.5)

Hexc can be obtained with the momentum operator p+eA, where A is the vector potential

of the field and e the elementary charge. This yields the Hamiltionian of the entire system

H [25]:

H =
1

2m0

(
p + eA

)2

− eφ+ V =
p2

2m0

+
e

2m0

(
Ap + pA

)
+

e2

2m0

A2− eφ+ V (2.6)

with the electron mass m0 and the potential energy V due to the other particles of the

system. The equation can be simplified by applying the dipole approximation and the

Coulomb gauge ∇A = 0 and φ = 0. This is justified due to the large light wave length

(∼ 100 nm) used in this work compared to the extent of the molecular wave functions

(∼ 1 nm) [25]. The light elements that make up the organic molecules also generate

relatively small potential gradients within the sample. The last term proportional to A2

can be neglected for sufficiently weak light fields:

H =

(
p2

2m0

+ V

)
+

e

m0

Ap = H0 +Hexc . (2.7)

So far we have taken only the energy conservation during the photoemission process

into account which is sufficient to discuss angle-integrated spectra. On top of the insights

that can be gained this way, a considerable amount of information is hidden within the

angle-dependence of the emission. Using the conservation of momentum, the wave vector

k of the photoelectron is immediately connected to the wave vector kin of the electron

inside the system. This relation has historically been used for an easy access into the

band structure of solids and remains a prevalent tool for this purpose [19,25]. To perform

a conventional Angle Resolved PhotoEmission Spectroscopy (ARPES) experiment, the

polar and azimuthal angles Θ and φ of the photoelectrons emitted into the upper hemi-

sphere above the sample at a specified kinetic energy Ekin are recorded – see Fig. 2.3 for

the experimental geometry.

With the measured angles and kinetic energy of the photoelectron Ekin = ~2k
2m0

, the
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Figure 2.3: Depiction of the experimental geometry in an ARPES experiment. A photon with
energy Eph (green) excites a photoelectron wave (red) from the sample that prop-
agates away with the kinetic energy Ekin, wave vector k and at angles Θ and φ.

Cartesian components of the wave vector inside the system kin = (kx, ky, kz) can be de-

termined through

kx =
1

~
√

2m0Ekin sin Θ cosφ (2.8)

ky =
1

~
√

2m0Ekin sin Θ sinφ . (2.9)

Unlike the wave vector components parallel to the surface, the perpendicular kz-

component is not conserved when the photoelectrons is transmitted from the sample

into the vacuum above. This is due to the potential step V0 < 0 in this direction, which is

absent parallel to the surface. This potential step is also referred to as the inner potential.

kz is therefore reduced to

kz =
1

~
√

2m0(Ekin cos2 Θ + V0) . (2.10)

2.2 Density functional theory

After these considerations of the photoemission process we will take a look into the com-

ponents mentioned in eq. (2.4). The two elements in FGR that are necessary to interpret

or even predict the photoemission data are the final and initial state Ψf and Ψi. In this

section we will begin with the Ψi treatment since initial state properties are usually the
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main target of material studies.

In 1925, E. Schrödinger postulated the basic equation for the wave functions in a quan-

tum system and published it the year after [29]. In the non-relativistic, time-independent

expression of the Schrödinger Equation (SE), the wave functions of an N -particle system

are connected to the particle mass mj, the potential V and the energy E by the relation

[
−

N∑
j=1

(~2∇2
j

2mj

)
+ V (r1, r2, ..., rN)

]
Ψ(r1, r2, ..., rN) = EΨ(r1, r2, ..., rN) . (2.11)

The potential V of the Hamiltionian in the bracket on the left contains the interaction

between the particles and can therefore get almost arbitrarily complex. But even before

considering V , the large number of particles N prevents finding a direct solution to the

equation in any real system.

2.2.1 The many-body problem

To comprehend just how intractable the many-particle issue is, one can consider the

example of calculating the electronic wave function of benzene (C6H6) on a very rough

(10×10×10) grid of real space positions. Assuming the atomic cores to be stationary, the

number of particles/electrons in the calculation N is six per carbon and one per hydrogen

atom, and thus N = 6 · 6 + 6 = 42. For each of the 103 possible voxel the potential from

the cores plus that of the other 41 electrons at each voxel of the grid has to be taken

into account. This means that there is a total 100042 = 10126 possible combinations – for

a simple benzene ring. Disregarding the calculation, just (temporarily) storing such an

amount of information is not feasible. This unfavorable scaling of the many-body system

therefore has to be overcome by suitable approximations.

The most common approach to tackle this issue and nevertheless arrive at reliable

results is Density Functional Theory (DFT) [30–32]. DFT is an integral part of the

research in almost every branch of material science. For its discovery, the nobel prize in

chemistry of 1998 was in part awarded to one of its pioneers, W. Kohn [33]. The central

idea of DFT is to reduce the problem from a many- to a single-particle one. To this end,

the interaction between the particles has to be approximated to reduce the complexity,

see fig. 2.4 (a). This is achieved in two steps: First, instead of solving for the many-body

wave function Ψ, the target is shifted towards acquiring the total particle density n(r)

n(r) =
N∑
j

|ψj(r)|2 (2.12)
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(a) (b)

Figure 2.4: (a) The many-particle problem including individual electrons (left) is mapped onto
a simpler single-particle problem that describes the electron density n(r) instead
(right). (b) Flowchart of a DFT calculation.

with normalized single-particle wave functions ψj(r). Second, the interaction between

the electrons that has been lost by dropping the additional dimensions is replaced with a

functional of the density, V [n] = V (n(r)):

V [n] = VExt + VHartree[n] + VXC[n] (2.13)

with the classical electron-electron and the static electron-nuclei interaction VHartree[n]

and VExt, respectively. The exchange-correlation functional VXC[n] contains all other con-

tributions to the potential. The energy functional can then be used in a single-particle

(Schrödinger) equation of decoupled electrons j:[
− ~2∇2

2m
+ VExt(r) + VHartree[n] + VXC[n]

]
ψj(r) = Ejψj(r) . (2.14)

This set of equations is one representation of the so-called Kohn-Sham equations pub-

lished by W. Kohn and L. J. Sham in 1965 [34].

By minimizing the sum over all N particle energies in eq. (2.14), the ground state of

this non-interacting system can be determined. What makes these collective relations

so useful is that the particle density of this state is in principle identical to the particle

density of the interacting system [30]. Calculating the lowest energy state of any real

system is thus ”only” a matter finding a suitable exchange-correlation functional VXC[n]

and having sufficient computational resources. It should be stressed that the equivalence

of the real and virtual system is by design only valid for the ground state.
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A flowchart of the iterative steps in a typical DFT calculation is displayed in fig. 2.4 (b).

The first step is guessing an initial density n(r) based on the (approximately) known ge-

ometry and potential VExt of the atoms. From this density VHartree[n] and VXC[n] of the

chosen functional are determined. With the entire Hamiltonian assembled, eq. (2.14) is

solved and and ψj(r) used as an input for eq. (2.12). The updated n(r) subsequently serves

as starting point for the next iteration. At the end of each cycle, the current particle den-

sity is compared to the updated one. If their deviation is below a certain threshold, the

calculation is declared to be converged. Depending on the chosen input parameters and

functional, it is possible that the simulation moves towards a local instead of the global

minimum. The convergence criterion might then be reached in the local minimum or the

calculation could not converge at all. If the iteration loop completes successfully, the final

result provides the electronic binding energies, real space orbitals and dipole moments

among other parameters.

2.2.2 Linear combination of atomic orbitals

In principle, one can choose from an infinite amount of basis sets to construct the particle

wave functions with. Two of those are especially common and useful: a plane wave basis

set which works best for Bloch waves in extended solids; and a Gaussian basis set which

relies on the atomic solutions in a spherically symmetric potential. The latter is a good

choice for non-periodic systems (e.g. isolated molecules) and the one described in this

section.

Since the collection of atoms into a molecule reduces the symmetry of the potential

V (r), solving the Kohn-Sham equations for molecules is significantly more complicated

than for individual atoms. The potential surface inside a molecule can be built from the

superposition of the potentials of its composite atoms, thus one can relate the solutions

of the atomic SE to those of the molecule. Labeled after its mathematical definition, the

Linear Combination of Atomic Orbitals (LCAO) was first popularized by Lennard-Jones

in 1929 [35]. It states that the wave function of a molecular orbital ψMol can be assembled

from the sum over atomic wave functions ψAtom,j of type j of all involved atoms a in the

molecule multiplied by a weighting coefficient ca,j for each component [36]

ψMol(r) =
∑
a

∑
j

ca,j ψAtom,j(r) . (2.15)

Neighboring atomic orbitals with closely matching binding energies (before interactions

are taken into account) tend to exhibit a stronger hybridization than those further apart.

For organic molecules with just a few different elements this commonly results in com-
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posite states based on only a single type of orbital. Additionally, hybridization can only

arise if the wave functions of adjacent atoms have some overlap in real space. There are

two frequently used abbreviations for the molecular orbitals in the valence region: the

Highest Occupied Molecular Orbital (HOMO) and the Lowest Unoccupied Molecular

Orbital (LUMO). Starting from these states, the HOMO-1 is the second-highest occu-

pied orbital, the HOMO-2 the third-highest and so forth. In the unoccupied region, the

nomenclature LUMO+x with x ∈ N follows the same pattern towards increasingly lower

binding energies.

When using this approach, the wave functions can be reproduced with the correct sym-

metry even in the presence of Coulomb potentials of neighboring atoms which distort the

spherical symmetry around each core. However, the representation of these wave functions

in an arbitrary potential requires spherical harmonic terms with orbital quantum num-

bers of a high order. If the potential of the neighboring atoms is large and non-symmetric

around the atoms, the approximation will therefore be computationally more taxing the

more orbital quantum numbers are necessary to reproduce the symmetry. Which order

of orbital quantum numbers are included in the calculation is different from system to

system and furthermore depends on the desired accuracy. This connection between atom

and molecule is usually satisfactory for most applications and makes the resulting molecu-

lar orbitals intuitive to interpret and handle in calculations. In the spherically symmetric

potential around each atom, the radial and angular components R(r) and Y (r̂) of the

wave function ψAtom can be decoupled from one another [36]:

ψAtom(r) =
∑
n

∑
l,m

Rn,l(r)Yl,m(r̂) . (2.16)

The radial wave functions for hydrogen-like atoms can be calculated exactly and lead

to so-called Slater-Type Orbitals (STO). These are proportional to the product of a

polynomial and an exponential function of the distance r from the nucleus. There is a

significant downside to employing STO in DFT calculations: overlap integrals between two

electrons are computationally complex. Instead of STO, the common alternative is to use

Gaussian-Type Orbitals (GTO) instead. This makes the integrals easier to handle since

the integral over two Gaussian functions is just a single Gaussian with its center in between

the two constituents. A Gaussian function diverges from an STO close to the origin, where

it is too flat for r → 0. It also decays too fast at higher r. To nevertheless replicate the

STO, one can use the sum over several Gaussian functions instead of just a single one.

Fig. 2.5 displays how the STO for R1,0(r) (black) is approximated by a single Gaussian

(yellow) and linear combinations of two (orange) and three (red) Gaussian functions of

different widths and heights. In practice, the amount of Gaussian functions per STO is

chosen depending on the element and the desired complexity of the calculation.
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Such a combination of several Gaussians into one function is called a contracted

Gaussian function or basis function. The minimal set of basis functions to describe an

atom has to contain at least one basis function per two electrons, so that each electron

can occupy its own state. Further basis functions improve the accuracy, which can be

illustrated on the example of lithium: the bare minimum of two basis functions is sufficient

to describe the electrons in the 1s and 2s orbitals in ground state. When lithium is bound

in a molecule or solid, the breaking of the spherical symmetry is reproduced better with

an additional p-type basis function. Thus, the polarization due to the neighboring atoms

can be represented in the DFT. The common abbreviation to tell how many Gaussian

functions are contained for each STO is ”nG”, where n is the number of Gaussians per

STO.

Figure 2.5: Approximation of the radial wave function R1,0(r) of a Slater-type orbital (black)
with a linear combination of one (yellow), two (orange) and three Gaussian func-
tions (red).
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2.3 Final state approximations

Just like for the determination of molecular initial states, the final states are described

by the solutions to the SE. In this case however, the time-independent DFT laid out in

section 2.2 cannot be employed because it is not valid for any excitations. The increase

in computational power in the last decade has made time-dependent DFT a feasible op-

tion [37,38]. Unfortunately it is still exceedingly time-consuming and too limited for some

of the projects in this thesis. Due to the unfavorable scaling of the SE with the number of

electrons, the final states have to be determined with another approach instead of DFT

to calculate any real system. Furthermore, an accurate description is even more elaborate

than for the initial states because the outgoing photoelectron wave of an emitting atom

might interact with nearby atoms. Atoms which do not participate in forming the initial

state could thus still play a role in the determination of the final states.

The type and complexity of the theoretical treatment is strongly dependent on both

the material system and on the excitation parameters. E.g. the cross section of elastic

scattering scales with increasing atomic numbers Z. For many organic systems comprised

mainly of carbon (Z = 6) and hydrogen (Z = 1) this means that elastic scattering is

only relevant at the substrate atoms [11]. Yet even when grown on a high-Z material,

the strong inelastic damping in the kinetic energy range in common ARPES experiments

(∼ 15 − 40 eV) only leaves a featureless, angle-independent background in the detected

signal. This background does contain useful information on the excited particles and phe-

nomena, but is not generally necessary to gain knowledge on the material properties if

the directly emitted photoelectrons are thoroughly analyzed.

Three approaches for the final states are used for the simulations in this thesis: the

plane wave approximation, the independent atomic center approximation, and an ex-

panded independent atomic center approximation which includes elastic scattering events.

2.3.1 Independent atomic center approximation

The Indepentent Atomic Center (IAC) approximation [39] is conceptually closely related

to the LCAO. The principle idea is once more the construction of the total wave function

from atomic contributions. In case of the IAC, the final state of the entire system ψf

is built from the coherent superposition of the partial final states of each atom a. The

partial final states ψf,a are calculated by solving the SE in the (approximately) spherically

symmetric potential around each atom (see supporting online material of [40]). The

equation is solved for the kinetic energy Ekin of the electrons after excitation which can

be calculated from eq. (2.1).

There is an intuitive way to get to the final state in several steps. First of all, one can
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start from the solution within the empty space far from any atom and potential. A viable

solution to the SE of this problem is a plane wave eikr with wave vector k =
√

2mEkin/~
corresponding to the free electron mass m and its energy Ekin. The spherical symmetry in

free space enables the separation of the total wave function into an angular and a radial

component. This decoupling is directly apparent when the plane wave is rewritten using

Rayleigh’s plane wave expansion [41]

eikr = 4π
∞∑
l=0

l∑
m=−l

iljl(kr)Yl,m(r̂)Y ∗l,m(k̂) (2.17)

with orbital and angular quantum numbers l,m, spherical Bessel functions jl and spherical

harmonics Yl,m. r̂ and k̂ indicate the unit vectors in the direction of r and k, respectively.

But what changes when an atom is inserted at the origin of the system? Due to the angle-

independent Coulomb potential the spherical symmetry around r = 0 is not affected. The

angular wave function can therefore still be decoupled from the radial one and spherical

harmonics remain a possible solution for the angle-dependency. The atomic potential

nevertheless attracts the electron which distorts the radial wave function in close proximity

to the atom. Such a plane wave deformed by the presence of a Coulomb potential is called

a Coulomb wave [42]. The radial wave function of a Coulomb wave Rl(kr, α) ultimately

resolves to [43]

Rl(kr, α) = (2kr)l
|Γ(l + 1 + iα)|

Γ(2l + 2)
e

(
−ikr−πα

2

)
1F1(l + 1− iα, 2l + 2, 2ikr) (2.18)

where α = −Zion/k is a measure of how strong the (partially) ionized atom pulls on the

electron compared to its wave vector and therefore its kinetic energy. 1F1 is the confluent

hypergeometric function. Fig. 2.6 displays the radial wave function of the plane wave

j0(kr) = R0(kr, 0) (black) and Coulomb waves R0(kr, α) with Z = 0.5 (red) and Z = 1.0

(blue) for k = 0.1285 Å−1 and l = 0. The change in the general curve shape is directly

connected to electrodynamics: if the atom carries no residual charge (Zion = 0→ α = 0),

the electron is moving through a flat potential surface and the Coulomb wave equals a

plane wave. For increasing Zion > 0 the electron effectively has an enhanced kinetic energy

in the vicinity of the atom. This in turn amplifies the oscillation frequency of the radial

wave function, just like an increased wave vector in eikr. The influence of the atom decays

with 1/r and thus vanishes for r → ∞. Only a phase shift compared to the plane wave

remains far from the atom. Also, higher kinetic energies lower the impact of the atomic

potential for a fixed Zion – the energy gain close to the atom simply becomes negligible

compared to Ekin. The whole effect therefore scales with the wave vector k =
√

2mEkin/~.

The next aspect to consider is the presence of other atoms within the molecule or solid:
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Figure 2.6: Radial wave function of a plane wave Z = 0.0 (black) compared to a Coulomb wave
for Z = 0.5 (red) and 1.0 (blue) for k = 0.1285 Å−1 and l = 0 [43]. The deviation
of the Coulomb wave from the plane wave is enlarged at higher Z ∝ α and lower
r.

the total final state ψf is assembled from individually emitting atoms a which are located

at different positions Ra in real space. For a certain wave vector k, the partial electron

waves from each atom will therefore acquire a phase shift due to the path difference

e−ikRa . Once the electronic waves leave the atom, they are still inside the sample and

not immediately in empty space. There they can excite and interact with other particles

like e.g. electrons, phonons and plasmons. The inelastic scattering length is on the order

of ∼ 1 nm in the typical energy range for ARPES experiments (see fig. 2.2). The diffuse

inelastic background is not explicitly included in this final state, but the damping of

the unscattered electrons is represented by a factor Da(k). The exponential decrease in

intensity is dependent on the the direction and magnitude of the wave vector k. It is

dependent on the polar angle Θin of the electron inside the sample towards the surface

and the k-dependent inelastic scattering cross section [22,44]. Since it takes longer for the

electron to penetrate into the vacuum the further the emitting atom is from the surface at
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Rsurface, it is also a function of the distance Rz,a of atom a from the surface. Put together,

this results in a damping factor

Da(k) = exp

(
− |Rz,a −Rsurface|

λ(k) cos(Θin)

)
. (2.19)

There is one more influence on the phase of the electron to consider before one arrives at

the complete final state wave function. The presence of the atomic potential affects the

wave function which leads to the Coulomb wave displayed in eq. (2.18). As mentioned

above, this distortion also leaves its trace in a phase shift when the electron is entirely

separated from the atom at r →∞. Since this phase shift δla(k) is a function of the atomic

potential, it is also dependent on the atom a. With these additional factors examined, we

can now sum up the total final state ψf from the partial final state wave functions

ψf =
∑
a

ψf,a = 4π
∑
a

∞∑
l=0

l∑
m=−l

ilRl(kr)Yl,m(r̂)Y ∗l,m(k̂)Da(k)δla(k)e−ikRa . (2.20)

Please note that the kinetic energy and wave vector here are those inside the sample. In

order to predict the measurement of an ARPES experiment at the detector, the reduction

of kz at the potential step V0 at the surface is taken into account with eq. (2.10).

This description based on the IAC approximation is employed for the majority of

simulations in this thesis. Up to this point, there is no term associated with elastic

scattering. If elastically scattered electrons have a relevant amplitude in an ARPES

experiment, an extension of the unscattered IAC final state is necessary.

2.3.2 Elastic electron scattering

Starting from eq. (2.20), elastically scattered electrons can be included in the final state

through additional terms alongside the unscattered ones. We will stay within a one-

step model of the photoemission, but nevertheless describe it using the terminology of a

(technically less correct) multi-step process. This makes the theory more accessible and

easier to understand. There are two components to a scattering event: the propagation

of an electron wave from an atom a towards the scattering atom b; and the scattering

of the wave at the electrostatic potential around that atom. The propagator inside the

system is a type of Green’s functions Ga,b, which is a measure of the probability of the
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electronic transport from site a to b [24]. It is dependent on the vectorial atomic separation

Rab = Rb−Ra, the wave vector and the angular and magnetic quantum numbers [45–47]:

Gl1,m1,l2,m2

a,b (k) =− 4iπk
∞∑
l3=0

l∑
m3=−l

(−i)l3(−1)l1−l2+m2 h
(1)
l3

(kRab)Yl3,m3(R̂ab)∫
Ω

Yl1,m1(r̂)Yl2,−m2(r̂)Yl3,m3(r̂)dr̂ (2.21)

with the spherical Hankel function of the first kind h
(1)
l3

(kRab). How the electron is scat-

tered elastically upon reaching atom b can be described by a scattering matrix tlb(k). For

a seamless integration into the calculation it is convenient to use a matrix with a depen-

dency on orbital momentum components. tlb(k) contains the l-dependent phase shifts that

an electron wave with wave vector k acquires once the elastic scattering event at atom b

is concluded. These two factors are sufficient to draw up an additional term in the final

state that describes the singly scattered electronic wave function ψf,Sca1 :

ψf,Sca1 = 4π
∑
a

∑
b 6=a

Db(k)e−ikRb

∞∑
l1=0

l∑
m1=−l

il1Rl1(kr)Yl1,m1(r̂)δla(k)

∞∑
l2=0

l∑
m2=−l

Y ∗l2,m2
(k̂)Gl1,m1,l2,m2

a,b (k) tl2b (k) . (2.22)

The strong dependence of ψf,Sca1 on parameters attributed to atom a is not accidental:

The scattered wave function is built upon an electron emitted from an initial state around

atom a, so ψf,Sca1 also contains parts of the final state wave function ψf,a.

The total final state including single elastic scattering events is the coherent superposi-

tion of both available channels: the non-scattered, directly emitted amplitude of eq. (2.20),

and the single scattering amplitude eq. (2.22):

ψf,single-scattering = ψf + ψf,Sca1 . (2.23)

Multiple scattering can be implemented by repeating the idea of the approach above for

subsequent scattering atoms. For each additional scattering event, the Green’s function

and scattering matrix of the last scattering incidence have to be multiplied into the wave

function. The damping and path difference have to be updated as well. It is also important

to include scattering events in which the electron bounces back and forth between two

atoms in the summation over all scattering atoms. As an example, the equation for the
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partial wave function of electrons that have been elastically scattered twice ultimately

resolves to

ψf,Sca2 = 4π
∑
a

∑
b 6=a

∑
c 6=b

Dc(k)e−ikRc

∞∑
l1=0

l∑
m1=−l

il1Rl1(kr)Yl1,m1(r̂)δla(k)

∞∑
l2=0

l∑
m2=−l

Y ∗l2,m2
(k̂)Gl1,m1,l2,m2

a,b (k) tl2b (k) Gl1,m1,l2,m2

b,c (k) tl2c (k) . (2.24)

In this manner, the final state wave function including n times elastically scattered elec-

trons ψf,n-scattering is the coherent superposition of the partial wave functions at each step

along the way:

ψf,n-scattering = ψf + ψf,Sca1 + ψf,Sca2 + ...+ ψf,Scan . (2.25)

2.3.3 Plane wave approximation

One of the simplest final states that can still be successfully employed in calculations

is a plane wave. The Plane Wave Approximation (PWA) was first employed in the

1970s [48,49], but subsequently fell out of use in favor of more elaborate treatments [50].

Decades later, it was rediscovered for its application to planar organic molecules in 2009

by Puschnig et al. [40]. Their group applied the PWA to ARPES measurements of a

pentacene multilayer and a sexiphenyl monolayer on Cu(110) with a remarkably good

fit to the experimental data. It has subsequently been used to gather structural and

electronic information from photoemission experiments [8, 51–53].

We will start by examining how the PWA simplifies the photoemission equations. Using

a plane wave final state ψf = eikr in FGR eq. (2.5) the photoemission matrix element Mif

can be transformed by using the relation Hexc = H†exc of the Hermitian Hamiltonian Hexc

to

Mif = 〈ψf |Hexc|ψi〉 = 〈ψf |Hexc|ψi〉∗∗ = 〈ψi|H†exc|ψf〉∗ = 〈ψi|Hexc|ψf〉∗ (2.26)

with ∗ denoting the complex conjugate and † the transposed complex conjugate of an

element. The Hamiltionian now effectively acts upon the final – instead of the initial –

state. In the next step, we resolve the bra-ket notation into an integral over all of real

space. We will also use the momentum form of the Hamiltonian and insert Hexc = A ·p:

〈ψi|Hexc|ψf〉∗ =

∫
R3

ψ∗i (A · p)∗ ψ∗f . (2.27)
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When a real-valued ψ∗i = ψi initial state and the plane wave final state ψf = eikr are

inserted the equation resolves to∫
R3

ψ∗i (A · p)∗ ψ∗f =

∫
R3

ψi (A · p)∗ e−ikr =

∫
R3

ψi (A
∗ · (i~∇)) e−ikr . (2.28)

The final result has a peculiar connection to the Fourier transform of the wave function

of the initial state F(ψi) = ψ̃i∫
R3

ψi (A
∗ · (i~∇)) e−ikr = −~A∗ ·k

∫
R3

ψi e
−ikr → A(k) ∝Mif = −~A∗ ·k · ψ̃i . (2.29)

The dependencies of the photoemission intensity I(k) = |A(k)|2 ∝ |Mif |2 are hence

reduced to the experimental geometry |A∗ · k|2 = |A · k|2 and the Fourier transform of

the initial state |ψ̃i|2. This makes the PWA very appealing: the expected Photoelectron

Momentum Map (PMM) can be almost intuitively predicted by looking at the molecular

initial state (calculated with DFT) and factoring in the known experimental geometry.

Before discussing its details, we will see how the PWA can actually be derived from the

more accurate IAC approximation [39, 40]. The simplifications we have to use will shed

light on some of the shortcomings of using a plane wave final state. The photoemission

intensity I(k) from a single molecular orbital in the absence of scattering is determined by

inserting the initial state from eq. (2.15) and the final state eq. (2.20) into FGR eq. (2.5):

I(k) ∝
∣∣〈ψf (k)|Hexc|ψi〉

∣∣2 =

∣∣∣∣∑
a

∑
j

ca,j e
−ikRa

∞∑
l=0

l∑
m=−l

Ma,j,l,m(k)Y ∗l,m(k̂)Da(k)δla(k)

∣∣∣∣2
(2.30)

with the atomic matrix element of atom a and type j

Ma,j,l,m(k) =

∫
R3

ψAtom,a,j Hexc i
lRl(kr)Yl,m .(r̂) . (2.31)

Due to the partial filling of the 2p states of atomic carbon, the valence orbitals of organic

molecules are usually also derived from carbon – specifically the C-2pz orbitals aligned

out of the molecular plane of planar molecules forming π orbitals. The binding σ orbitals

aligned in parallel to the molecular plane can be expected to have a higher binding energy

due to the stronger interaction with neighboring atoms. Hence, if the atomic matrix

elements of the π orbitals can be approximated by neglecting all contributions from non-

carbon atoms and atomic orbitals besides C-2pz, Ma,j,l,m(k) is identical for each (carbon)

atom a and restricted to j = C-2pz. This results in ψAtom,a,j → ψC-2pz
and Ma,j,l,m(k)→
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Ml,m(k). The sum over all types of initial state orbitals j can be dropped. Note that

after this transformation, the LCAO coefficients ca retain their dependency on the atom

a. The photoemission amplitude |A(k)| =
√
I(k) is then

A(k) ∝
∑
a

ca e
−ikRa

∞∑
l=0

l∑
m=−l

Ml,m(k)Y ∗l,m(k̂)Da(k)δla(k) . (2.32)

Next, we will take a closer look at the potential surface inside the sample. The phase shifts

δla(k) of the partial photoelectronic waves scale with the depth of the potential well around

atom a. Since all the emitted, partial electronic waves stem from carbon, we only have to

handle comparatively shallow potential wells (Zcarbon = 6). The resulting phase shifts are

small and decrease further with increasing Ekin. Moreover, only the relative phase shifts

between the partial electronic waves are relevant for the photoemission intensity. This is

straightforward to imagine and also apparent from eq. (2.5), where a constant phase shift

could be factorized out of the matrix element which would subsequently nullify itself when

the absolute square of the matrix element is taken. The carbon atoms in a molecule are

positioned in different chemical surroundings and hence do not exhibit identical potential

wells. They are nevertheless very much alike. In combination with the already small

absolute phase shifts, δla(k) can safely be neglected in this case.

The damping factors Da(k) also warrant a detailed examination. For two-dimensional

molecules that are aligned perpendicular to the sample normal vector, the distance from

each constituent atom to the surface is essentially the same. The damping factor is

then identical for each atom within a molecular layer. In its most extreme case – a

flat-lying monolayer adsorbed on a substrate – the damping factor can be disregarded

without much of an effect. Even if the molecules are aligned along the surface normal

vector, the compounds used in this thesis are rather small. While the inclusion of Da(k)

does change the simulation, the damping will mostly affect the relative intensity of the

molecular features in the PMM. Overall, the approximation Da(k) = 1 will certainly be

less accurate than δla(k) = 1 for the majority of molecular systems. One would expect

that the incurred error will be relevant for the intensity, but not the position and shape

of the molecular features in reciprocal space.

For a more convenient comparison we now turn to the assembly of the molecular initial

state ψMol = ψi in the LCAO approximation of eq. (2.15). We can dismiss the dependence

on the orbital type j for the above mentioned arguments and apply a Fourier transform

on both sides of the equation:

ψ̃i(k) =
∑
a

ca e
−ikRa ψ̃C-2pz

(k) →
∑
a

ca e
−ikRa =

ψ̃i(k)

ψ̃C-2pz
(k)

. (2.33)



24 Photoemission spectroscopy

Inserting the right hand side of this equation and the approximations above into eq. (2.32)

further simplifies A(k):

A(k) ∝
( ∞∑

l=0

l∑
m=−l

Ml,m(k)Y ∗l,m(k̂)

ψ̃C-2pz
(k)

)
ψ̃i(k) . (2.34)

At this point, we can compare our result to eq. (2.29), where we used a plane wave final

state from the very beginning. In both cases the photoemission amplitude is dependent

on the Fourier transform of the initial state, albeit multiplied by different factors. For

the specific measurement geometry A ‖ k, both factors lose their angle-dependence and

actually make the same predictions about the photoemission intensity [49, 54, 55]. The

deviation between both models grows with increasing angle between A and k. However,

the difference in the angle dependence of the prefactors grows rather slowly [40]. The main

reason is the single initial state ψC-2pz
∝ Y1,0 combined with the photoemission selection

rules ∆l = ±1 and ∆ml = 0,±1, which results in a weak angle-dependence. If the angle

between A and k is small, the anticipated photoemission intensity is approximately the

same for both approaches.

The simplicity of this approximation comes at the price of some significant drawbacks

[11]: the PWA is not intricate enough to capture a lot of the physics in actual systems [38].

In practice, this means that not all of the information included in the measured data

can be made use of, e.g. information contained within the circular dichroism. Since

the photoemission matrix element with the PWA is identical for left- and right-circular

polarized light, the circular dichroism signal is always predicted to be zero. This prediction

evidently runs contrary to actual measurements, in which the circular dichroism carries

information about the system and e.g. can be used to recover the phase information of

molecular orbitals [56]. Like mentioned above, the PWA is generally more accurate the

closer A ‖ k [11]. At A ‖ k the PWA happens to be in agreement with more detailed

final state descriptions in the absence of relevant electronic scattering [49,54,55]. On the

other hand, the comparison to experiment is generally least favorable for A ⊥ k, where

the PWA always predicts absolutely no photoemission signal.

The neglected damping of the emitted electronic wave (Da(k) = 1) can be addressed

by including an anolagous factor expressing the inelastic damping of the electron inside

the system post hoc [57]. The final state inside the sample is damped with the inverse

of the inelastic mean free path γ = 1
λ
, ψf = eikr+γ(z−z0) for z < z0. In the vacuum above

the sample z ≥ z0, the final state behaves like an unmodified plane wave ψf = eikr.

This treatment does not necessarily result in a more correct result, but it can be used

to determine qualitatively from which depth specific features in the PMM stem from. In
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their study, Lüftner et al. [57] were able to discern the molecular from the metal substrate

signal by comparing the simulation for damping values γ = 0.25 Å
−1

and no damping

γ = 0 Å
−1

. Features that were strongly affected by the damping could be assigned to the

substrate below the organic monolayer and vice versa.

2.4 Real space orbital reconstruction

If the plane wave final state is a suitable approximation for a given system, it enables

the reconstruction of the molecular initial state in real space from the experimental

data [40]. The method has since been labelled orbital tomography and analyzed exten-

sively [8, 9, 12, 52, 58–62]. Being able to image the real space wave function ψi(r) from

experimental data is an impressive feat on its own – and perhaps a little surprising consid-

ering the electronic wave function is not an observable quantity [63]. The related physical

quantity that is observable is the absolute square of the wave function, the electron density

n(r) = |ψi(r)|2. Nevertheless, the reconstructed wave functions are in decent agreement

with ab-initio simulations and just like these can be interpreted as a mathematical tool

that guides the evaluation of physical phenomena. In principle, the reconstructed real

space wave function contains information on the hybridization of an molecule with its im-

mediate surroundings. The potential surface inside and around the molecule also shapes

the initial state and is therefore accessible from the same experiment. Since its inception,

orbital tomography has proven to be a handy technique for a variety of issues in funda-

mental material science [8, 52,61].

The successful reconstruction hinges on solving the phase problem of the measured

photoemission signal. This issue arises because the ARPES experiment records the in-

tensity, but not the amplitude of the emitted photoelectrons. Any photoemission ampli-

tudes that are shifted by an arbitrary phase α will be indistinguishable from one another:

I(k) = |A(k) eiα|2 = |A(k)|2. For example, this makes all anti-symmetry axes appear

identical to symmetry axes. Without the phase information, the initial state wave func-

tion thus cannot be reconstructed properly by taking the inverse Fourier transform on

both sides of eq. (2.29).

The phase problem is fairly common and not restricted to photoemission spectroscopy.

It is especially prominent in the evaluation of X-ray crystallography experiments [64, 65]

and the natural consequence of an intensity measurement of any kind of wave, whether

classical or quantum mechanical. This prevalence of the phase problem turns out to be

a boon to the orbital tomography technique: The topic is well researched [66, 67] and

the findings of the scientific community can be adapted for ARPES experiments. Conse-

quently, the phase retrieval algorithms that have been employed for ARPES on molecular
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systems [62, 63, 68] were developed before the advent of orbital tomography and are es-

sentially identical [69,70].

Lüftner et al. devised and applied an algorithm specifically designed for the evaluation

of ARPES experiments [63]. The approach is a revised version of an algorithm originally

developed by Fienup in the late 1970s [69,71]. Fig. 2.7 (a) displays how a single iteration

is carried out. The photoemission magnitude is extracted from the square root of the

measured intensity and an arbitrary phase is applied (A). An inverse Fourier transform

yields the first guess of the real space orbital (B). If the molecular orbital is only weakly

perturbed by the chemical surroundings in the sample, its extent in real space can be

estimated from the size of the molecule. One can then define a confinement area, beyond

which the wave function should vanish. The wave function outside of the area is multiplied

by a suppression factor close to zero, leading to a constrained real space wave function

(C). The result is Fourier transformed into reciprocal space (D). When the predicted

magnitude at the end of an iteration matches the experimental magnitude within a desig-

nated error bar, the procedure is concluded and the correct phase determined. Otherwise,

if this convergence criterion is not reached, the phase is kept as the input for the next

iteration, but the magnitude is replaced with the experimental one. The next iteration

follows the same four steps starting with the new guess of the phase.

In principle, there is a limitless variety of phase retrieval algorithms that can also be

combined with one another. As an example, the issue of having to know the size of the

confinement area in the algorithm above can be elimated by an adaptation of Marchesini

et al. [70]. Kliuiev et al. recently modified their procedure for application in ARPES ex-

periments [62,68]. The algorithm does not require a priori knowledge of the extent of the

wave function as the confinement area in real space is instead updated at each iteration

and (if successful) settles into the correct shape.

Since the phase appears to be lost during the measurement the phase retrieval process

begs the question of where the phase information originates from. The prerequisite to

recover the phase from an intensity measurement alone is the so-called oversampling con-

dition [71,72]. In short, the ratio of the number of data points of known versus unknown

amplitude σOS = Nknown/Nunknown has to be greater than 2 to solve the underlying set of

equations for both amplitude and phase. The additional redundancy of increasing σOS

beyond 2 makes the algorithms more resistant against adverse experimental influences like

a low signal-to-noise ration [63]. Suppressing the wave function beyond the confinement

area essentially creates a large amount of data points with ”known” amplitude. The in-

verse Fourier transform connects the resolution in reciprocal space ∆kx,y,z with the entire

extent in real space dx,y,z ∝ (∆kx,y,z)
−1. A finer resolution in the experiment can thus

boost the oversampling ratio σOS. For reference, Lüftner et al. achieved σOS ≈ 150 in

their study [63].
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(a)

(b)

Figure 2.7: Iterative phase retrieval algorithm developed by Lüftner et al. [63]. (a) Descrip-
tion of a single iteration. Black lines indicate contour lines of identical magnitude
while the color represents the phase: the photoemission magnitude

√
I(k) with the

current phase information (A) is translated into real space via an inverse Fourier
transform. The magnitude of the result (B) is strongly suppressed outside a con-
straint area (C). A Fourier transform into reciprocal space leads to an updated
PMM (D). Only the phase is kept from this output and used as the input alongside
the experimental magnitude for the next iteration starting from (A). (b) Experi-
mental PMM of HOMO of PeryleneTetraCarboxylic DiAnhydride (PTCDA) for
Eph = 30 eV colored according to the retrieved phase information (left). Exper-
imentally reconstructed real space orbital after 250 iterations (top right) in con-
trast to a DFT calculation (bottom right) drawn on the backdrop of the PTCDA
molecule. Reprinted with author permission [63].



28 Photoemission spectroscopy

Besides retrieving the phase from experiment, the phase information can also be ex-

tracted from DFT calculations. This is the approach that Puschnig et al. chose in the

initial publication in 2009 [40]. If the sample is well known and the hybridization suffi-

ciently small, one can resort to the simulation of a gas phase molecule [73]. Nevertheless,

retrieving the phase from the experiment is the more reliable approach the further the

measured molecular system is from the simulation.

All of the aforementioned aspects apply both to the two- and three-dimensional orbital

tomography. The three-dimensional reconstruction requires data taken at various photon

energies to make several hemispherical ”cuts” through the molecular orbital in reciprocal

space. This adds the challenge of accurately normalizing the photoemission intensity of

the experiment [61, 73]. We will take a look into this issue after discussing the technical

details in the next chapter. Furthermore, the photoelectrons emitted with negative kz in

the direction of the sample are lost and cannot be detected with the currently available

experimental setups. In a three-dimensional reconstruction, this data is usually extrap-

olated by relying on the symmetry of the isolated molecule. The adsorbed molecules

certainly do not retain the same symmetry axes as in the gas phase, but it is a viable

approach if the interaction between the molecule and its chemical surroundings are weak.

Similarly, missing data points due to a limited photon electron energy range have to be

approximated as well.



29

3 Experimental details and sample

preparation

In the following chapter the details of the experimental setups and measurement meth-

ods are delineated. Since the topic of this thesis concerns the electronic and structural

properties of molecules close to the sample surface, all experiments have to be conducted

under Ultra-High Vacuum (UHV) conditions. If they were to be done at ambient pres-

sures, the sample would quickly be covered by contaminants within the air. On top of

any undesired interaction with the molecules (e.g. oxidation) this would severely reduce

the signal from the area of interest in the surface sensitive photoemission measurements.

The UHV is generated and maintained by a multi-stage pumping system which achieve a

base pressure on the order of 10−10 to 10−11 mbar.

3.1 Low-energy electron diffraction

A common technique to assess the structural order of surface lattices is through Low-

Energy Electron Diffraction (LEED) [74]. LEED is based on the coherent scattering of

incoming electrons at the surface of a sample, see Fig. 3.1 (a): free electrons are supplied

by thermal emission from a filament and accelerated towards the sample with the voltage

UA. Additional lens elements lateral to the flight path collimate the electronic beam into

an area on the surface with a diameter of about 1 mm. Once at the surface, the electrons

can scatter both elastically and inelastically with the atoms and molecules of the sam-

ple. Electrons which are reflected back into the upper hemisphere above the sample pass

through a retarding voltage which inelastically scattered electrons do not have sufficient

energy to penetrate. Electrons who did not lose any energy during their scattering events

in the sample are subsequently accelerated by a high voltage UScreen ≈ 5 kV towards a

fluorescence screen, where they can generate interference patterns that are recorded by a

CCD camera.

If there is no long-range order within the sample the interference of the reflected elec-

trons ultimately results in an incoherent and diffuse diffraction profile spread across all
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angles. On the other hand, if the surface has a periodic structure the wave vectors for

constructive interference can be calculated by the Laue condition [74]. For any real space

lattice constructed from the lattice vectors a1, a2 and a3, there is a corresponding recip-

rocal lattice with reciprocal lattice vectors b1, b2 and b3. Elastic scattering events at this

lattice occur for scattering wave vectors Ghkl = kout − kin where

Ghkl = hb1 + kb2 + lb3 h, k, l εZ (3.1)

with incoming and outgoing wave vectors kin and kout, respectively.

The primary electron kinetic energy Ekin is usually set between 10 − 200 eV so that the

electrons’ wave length is on the order of the interatomic distances in the lattice [75]. As a

secondary effect, electrons within this kinetic energy range have a relatively low inelastic

mean free path λ ≈ 1nm (see fig. 2.2). The damping inside the sample is in fact so strong

that the lattice becomes effectively almost two-dimensional from the perspective of the

elastically reflected electrons. This causes the diffraction maxima to be spread along the

entire kz direction perpendicular to the surface with only small variations in the diffraction

intensity.

Fig. 3.1 (b) shows an exemplary LEED pattern from a clean Ag(111) surface with an

electron kinetic energy Ekin = 90 eV. The central spot is blocked by the electron gun while

the six-fold symmetry of the face-centered cubic silver cut at the (111)-plane is evident

by the six diffraction spots at higher polar angles. Using the known lattice constant of

silver asilver = 4.08 Å [76] and Ekin one could calibrate the LEED instrument to enable a

quantitative structural analysis on other samples.

LEED patterns of molecular adsorbates can be quite challenging to unravel. A

supporting software is therefore helpful which in this work is the Spot-Plotter package by

P. Bayersdorfer [77].

3.2 Sample growth

The samples surveyed in this thesis are always prepared in the UHV chamber right before

the measurement to achieve a pristine surface free of contaminants from the atmosphere.

All samples consist of a noble metal substrate with an evaporated molecular thin film

on top. To facilitate the best possible sample quality, the metal single crystals are first

cleaned by bombardment with Argon+ ions. The ions are targeted at the sample with

an accelerating voltage of Ua ≈ 1 kV, where they collide with and physically remove the

surface atoms. The process is controlled by monitoring the sample current Isample ≈ 5 µA

necessary to keep the sample electrically neutral. The sputter duration is about 30 min-

utes and the sample tilted towards the incoming beam to prevent burying any adsorbate
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(a) (b)

Figure 3.1: (a) Schematic LEED measurement setup. (b) Exemplary LEED pattern of a clean
Ag(111) surface with a primary electron kinetic energy of Ekin = 90 eV.

material in the bulk. If successful, the sputter procedure leaves a clean, but disordered

and cratered surface. The clean surface is subsequently heated to about two thirds of the

melting temperature in order to reestablish periodic order of the surface. The increased

thermal energy during this annealing procedure lets the surface atoms migrate to ener-

getically favorable positions. Since the bulk structure is unaffected by the sputtering and

annealing, the surface atoms settle into the positions of the original structure orientation.

Many surfaces exhibit surface reconstructions [78] that depend on the preparation con-

ditions, but most noble metal surfaces can be prepared properly within a large range of

annealing temperature and duration. To remove thicker films of contaminants, it can be

necessary to carry out more than a single cleaning cycle. The successful preparation of a

pristine surface is verified by a LEED experiment.

The next step in the sample fabrication is the evaporation of the organic material. The

molecules are provided by a home-made thermal evaporator of simple, but reliable design:

first, the molecules are inserted into a glass crucible ex situ. The crucible is then put into

a metal socket mounted inside a UHV-tight tube. An electrically isolated tungsten wire is

wound inside the socket and in situ heated electrically via two feedthroughs at the back of

the tube. The metal socket ensures that the heat is distributed evenly across the crucible

and the molecules inside. Two additional wires next to the crucible act as a thermocouple

and provide a temperature gauge through a voltage measurement. During evaporation,

the heating tungsten wire and the thermocouple are connected to a PID-controller which

fixes the temperature at a specified value. The additional thermal energy enables some

molecules to leave the crucible, travel through the vacuum and adsorb on the sample

positioned opposite of the evaporator. The adsorption rate can be adjusted by varying
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either the distance between sample and evaporator or the temperature inside the crucible.

If the metal substrate is kept at room temperature, essentially every molecule that makes

it to the surface sticks and remains on the sample. This is because the molecules leave the

evaporator with very low, thermal kinetic energies and the evaporation temperature of the

molecules inside the crucible bound by van-der-Waals forces is several hundred degrees

Celsius. The molecules used in this thesis all have a purity of 99 % and higher and leave

the crucible intact before chemical reactions at higher temperatures would destroy them.

Before a freshly filled evaporator can be used in a new experiment, the evaporation

rate has to be calibrated. One method is the evaluation of photoemission intensities from

core levels in XPS spectra, see section 2.1. To start out, one takes a reference XPS mea-

surement of the clean metal substrate before evaporating any molecules. This spectrum is

then compared to a second one after evaporation. The damping of the substrate features

by the adsorbants can be used to determine the thickness of the organic thin film with

eq. (2.2). Furthermore, the rise of features belonging to atoms inside the molecules also

lend themselves for the calibration. Since carbon is present in any molecule, the C-1s

signal is usually the most intense of the adsorbant features. A reference for this measure-

ment can be established by heating a sample with an evaporated molecular multilayer on

top to about the deposition temperature of the evaporator. In many cases – and for every

material system in this thesis – the first molecular layer is more strongly bound to the

metal substrate than further molecular layers to one another. Any material beyond the

first monolayer thus desorbs during this temper procedure. The photoemission intensity

of the C-1s peak of this sample then establishes the reference for a single monolayer.

Fig. 3.2 shows an exemplary calibration on an Ag(110) substrate of an evaporator filled

with pentacene molecules. After the first evaporation of molecules with teva = 70 min and

Teva = 217 °C corresponding to about 1-3 monolayers, the carbon 1s feature is recorded in

the XPS experiment (black). Next, the sample is heated in the temper process to remove

all but the first monolayer in contact with the silver substrate. As expected from the

reduced coverage (red), the C-1s signal is reduced, while the silver features are increased

in the subsequent XPS measurement. The damping of the spin-orbit split silver 3d fea-

tures can be evaluated with eq. (2.2) and the known coverage nafter = 1 after tempering

to determine the coverage before tempering. The equivalent method of using the increase

in the C-1s signal and eq. (2.3) is also possible and – if done correctly – yields the same

result.

Before the evaluation of the peak intensities, the spectra have to be cleared of spu-

rious photoemission satellites caused by the non-monochromatized Aluminum Kα X-

ray source [79]. The most intense photon line of the Kα1,2 transiton has an energy of

Eph = 1486.6 eV, but there are several additional transitions that generate photons at

other energies as well. Two minor contributions stem from the Kα3 and Kα4 lines with a
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photon energy of ∆Eα3 = 9.8 eV and ∆Eα4 = 11.8 eV above the Kα1,2 line, respectively.

They have a relative intensity of 6.4 % and 3.2 % compared to the main Kα1,2 line. The

other spurious photon lines are not strong enough to influence any part of our evaluation.

All spectra shown in fig. 3.2 have been corrected for these XPS satellites.

The lowest error bar in the evaluation is achieved by analyzing the photoemission fea-

tures with the highest intensity and therefore best signal-to-noise ratio. This corresponds

to the silver 3d5/2 level for the substrate and the carbon 1s for the molecular thin film.

To get an estimate for the mean free path λ of electrons in the organic material, one can

resort to a study on organic Alkanethiols by Lamont et al. [44]. We choose these values

instead of Seah et al. [22] since the former are more precise and closer to the molecules

examined in this thesis (even though our Ekin is slightly outside their surveyed range).

The inelastic mean free path of photoelectrons from the C-1s and Ag-3d5/2 features is then

about λC-1s = 28.1 Å and λAg-3d5/2
= 26.8 Å. The high mean free path compared to the

thickness of the molecular thin film means that the damping of the substrate features is

rather low (see fig. 3.2). On the other hand, the height of the C-1s peak is very sensitive to

the coverage in this regime. We will thus calibrate the evaporator with the C-1s feature to

increase the precision of the evaporation rate, since it is possible to prepare a monolayer

through the temper procedure in this case. Nevertheless, there are other combinations

of materials where the temper procedure is not possible or reliable and the calibration

has to be done using the substrate features instead. The intensity of the C-1s feature is

extracted by integration over the entire area after subtracting a linear background. After

the tempering process, the C-1s peak decreases to IC,after = (0.679± 0.014) IC,before. With

the known coverage nafter = 1, xafter = 0 we calculate the coverage by applying eq. (2.3)

with the extracted intensities of the carbon 1s features. Unfortunately, the interlayer dis-

tance L0 is not known for this system. On Cu(110) however, Söhnchen et al. evaluated a

very low spacing of L0 = 1.9 Å [80]. In the absence of other data we will use this value for

L0, even though one could expect a slightly higher distance for the chemically less reactive

Ag(110) surface. The inaccuracy we incur is below ∼ 1 % since the inelastic mean free

path is an order of magnitude larger compared to the film thickness λ� L.

These numbers in eq. (2.3) yield an initial coverage after evaporating for 70 min of

nbefore = 1, xbefore = (0.51± 0.03), corresponding to (1.51± 0.03) monolayers. The result-

ing evaporation rate at Teva = 217 °C is therefore one monolayer per (46.5± 1.0) min.

LEED experiments complement every step of the XPS measurements above. The

temperature onset at which molecules leave the evaporator is quickly determined by the

damping of substrate spots in the LEED pattern. The same effect also expedites the

production of a multilayer sample for the temper procedure, as one can simply deposit

material until the substrate features vanish. Lastly, the interaction between metal sub-

strate and the first monolayer on top commonly results in a characteristic adsorption
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Figure 3.2: Calibration of the evaporation rate using XPS with photons from an Aluminum Kα

source (Eph = 1486.6 eV). Pentacene thin film grown on Ag(110) before (black)
and after tempering down to a single layer (red). All spectra have been cleared of
satellites arising from the non-monochromatized X-ray source. The inset shows a
detailed scan around the carbon 1s core level.

lattice that is probed by the LEED measurement. This pattern can then be compared to

literature or previous experiments.

With the calibrated evaporator ready to go, there is still one easily overlooked detail

when growing multilayer systems. The different chemical environment can result in a

layer-dependent superstructure and density of molecules. For example, an amount of ma-

terial that precisely completes the first molecular layer might not fit for a full coverage of

a second layer on top [10]. If the additional layers grow with a periodic order, a LEED

measurement can reveal the molecular density and the evaporation recipe can be adjusted

accordingly.

Even when taking into account that most molecules end up on the interior chamber

walls instead of on the sample, a single filling of the crucible is sufficient for a vast amount

of preparations. Considering the low coverage of the substrate, an evaporator is only ex-

changed to take it to another research facility, maintenance or to replace the type of

molecule with another one.
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3.3 Momentum microscopy

The instrument used to gather the experimental ARPES data for this work is a so-

called PhotoElectron Momentum Microscope (PEMM) [81]. Its experimental design

is illustrated in Fig. 3.3. Photoelectrons emitted into the upper hemisphere above the

sample are accelerated towards the microscope optics by the applied high voltage. Once

inside the apparatus, they are separated according to their kinetic energy and angle within

the Hemispherical Deflection Analyzer (HDA). The second HDA is not essential to the

operation of the PEMM, but corrects an abberation caused by the ellipsoidal trajectory of

the electrons [82]. In the ∼ 1/r potential inside the HDA all electrons move on ellipsoids

that coincide at the entrance slit (by default) and after each full rotation α = 360 °.

Cutting the ellipses at a certain position produces an abberation ∝ α2 between electrons

of different Ekin and/or entrance angle that is most severe after moving through a single

HDA with α = 180 °. A second, identical analyzer positioned right after the first one

thus makes the electrons complete the full ellipsoid α = 360 °=̂0 ° [83]. This erases the

projection abberation, improving the resolution of the spectrometer. A two-dimensional

Multi-Channel Plate (MCP) is located in the Fourier plane of the experiment and detects

the electrons at the selected Ekin for each (kx, ky) tuple in parallel. The raw data is

recorded by a CCD camera behind the MCP and read out with a software on a connected

computer.

The best possible wave vector resolution of momentum microscopes at the time of this

writing is about ∆k = 0.0049 Å−1, while the energy resolution reaches ∆E = 12 meV [81].

These values are more than sufficient to resolve the broad molecular features in reciprocal

space and binding energy which we probe in this work. The instrument can also be

outfitted with an optional state-of-the-art, two-dimensional spin filter that is positioned

behind the HDA [84]. In a nutshell, a PEMM is a modified photoemission electron

microscope with the detector plate in the Fourier plane of the electron beam path. The

same device can still be used to image the sample in real – instead of reciprocal – space

by applying different voltages to the lens elements. The real space mode is also used to

align the sample relative to the photon beam and microscope optics as well as to identify

and avoid physically damaged areas on the surface.

The twin-analyzer scheme eliminates one projection abberation, but there are more

factors that have to be addressed and corrected in the raw data. The detector is subject to

a non-zero noise level even if no photoelectrons are emitted from the sample towards the

MCP. A reference picture of this darkfield Idarkfield can be taken while the photon beam

is blocked before entering the chamber. Once the light is turned on and photoelectrons

hit the MCP, there is another issue due to manufacturing reasons of the MCP. Not all

pixels on the multi-channel plate are identical and equally sensitive to incoming electrons
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Figure 3.3: Photoelectron momentum microscope setup for the parallel detection of electrons
at specific (kx, ky) tuples at a chosen kinetic energy.

which results in a position-dependent response function of the detector. To correct for

this brightfield imperfection, a reference picture Ibrightfield is recorded by using a mercury

lamp with a large illumination area on the sample. The light intensity profile that the

PEMM analyzes in real space mode is virtually flat, so that any deviation from a constant

intensity profile can be attributed to the response function of the MCP. Using these two

references, any measured intensity profile Iraw can be corrected with the equation

Icorrected =
Iraw − Idarkfield

Ibrightfield

. (3.2)

All PMM shown in this thesis are treated this way and hence show Icorrected.

The response function of photoemission spectroscopy detectors is generally dependent

on the kinetic energy of the photoelectrons Ekin [85, 86]. This analyzer transmission

function has to be known or calibrated before a quantitive analysis of features at different

Ekin can be attempted [87]. For the PEMM however, the transmission function at each

(kx, ky) tuple is independent from Ekin [81], so no additional correction has to be applied.

Normalizing the intensities of different photon energies Eph poses a far bigger challenge

[73]. The photon flux for all experiments shown in this thesis is measured by a gold mesh in

the path of the light. The grid is the last element that the photons pass before impinging
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on the sample. A fraction of the photons hits the grid and generates a voltage Ugrid

against ground that is used as a measure of the total photon flux. This kind of gauge

is unfortunately riddled with experimental uncertainties. Even though the grid is made

of tightly packed, thin wire, the light beam only illuminates a few strands at a time.

Depending on the trajectory of the light beam with changing Eph, the beam might hit

one additional wire or one less which woud distort the voltage measurement. The profile

of the photon wave front naturally influences the voltage as well. Furthermore, there are

several possible excitation channels – like (surface) plasmons and photoelectrons – but

only some of them leave a trace in the voltage measurement. These effects are also energy

dependent and influenced by the cleanliness of the surface of the gold mesh. We rely on

the experimental data on the photoelectron cross section µ(Eph) by Hagemann et al. [88]

which are included in two overviews Henke et al. presented in [89] and tabulated in [90].

Missing values for µ(Eph) have been interpolated linearly from the experimental points.

Using these data sets, the measured intensity Iraw can approximately be normalized with

the equation [91,92]

Inormalized =
µ(Eph)Eph

Ugrid tint

Iraw (3.3)

with the integration time per kinetic energy step tint set in the scan.

For a quantitive analysis, the position where an electron hits the MCP has to be related

to the wave vector components kx and ky. To this end, the scaling in reciprocal space

can be calibrated via the high-symmetry points of the substrate [73]. Before the actual

measurement, we evaluate the position of the known distance ΓY = 0.73 Å−1 on the clean

Ag(110) surface [93]. The scaling is linear across the detector [81,94], aside from possible

stray fields and inhomogeneities at the very edge. At the same time as fixing the scaling,

th measurement also establishes the position of the Γ-point located right between both

Y-points.

An alternative calibration method is by means of photoelectrons emitted with the

maximum possible parallel wave vector k‖ and kz ≈ 0 [10]. If this condition is satisfied

on the MCP, a circular photoemission horizon is clearly visible by a sudden drop in

photoemission intensity. Note that depending on the chosen Ekin and the wave vector

scaling the horizon might lie partially or entirely beyond the MCP. If the horizon is visible

on the detector, the connection of the wave vector with the kinetic energy Ekin = ~2k2
2m0

at

the edge of the photoemission horizon k = k‖ determines the scaling. For the known Ekin,

the total wave vector at the horizon is

k =

√
2m0Ekin

~
. (3.4)
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This kind of calibration of the wave vector scaling still leaves an azimuthal rotation around

the kz axis undefined. Mapping k‖ onto (kx, ky) requires measuring features of known

symmetry to determine the azimuthal rotation.

In conclusion, the first method has the advantage of defining both kx and ky and

being independent from the excitation parameters. Its drawback is that it necessitates a

measurement of the clean substrate or a sharp feature of well-known position in reciprocal

space. On the other hand, the second method can be carried out on the fully prepared

sample. The photoemission horizon has to be visible on the MCP, however, and the

azimuthal angle is only determined through bands or orbitals of known symmetry.
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4 Orbital reconstruction on

two-dimensional molecules

In this chapter we will analyze experimental ARPES data and reconstruct the wave func-

tions of a molecular orbital in real space with a plane wave final state introduced in in

section 2.4. On first sight, one might question the purpose and benefit of this endevour.

The relevance of having a tangible representation of physical phenomena should not be

underestimated. There are of course more elaborate final state descriptions which are

universally more accurate than a plane wave approximation [38, 95, 96]. However, they

are also computationally more expensive and challenging to implement. The simple con-

nection of the measured ARPES data in reciprocal space with the real space orbitals is

also lost. E.g., the elongation of a molecular orbital in the direction of another molecule

in real space is intuitively understood as hybridization even without a complementary

theoretical calculation.

The concept of electron orbitals is also accompanied by the philosophical question of

whether wave functions actually exist in reality or just as a convenient mathemtical con-

struct. The ”Copenhagen” interpretation of wave functions views them as an abstract

mathematical tool that does not have to exists in the real, physical world [97]. This in-

terpretation is the most prevalent among scientists and most commonly taught in physics

and chemistry courses [98]. Even though the concept of wave functions has been around

for about a century, this question is still open to debate. The inclined reader is refered to

an essay on the metaphysical aspect of orbitals by Schwarz [99].

The two-dimensional electron density
∣∣ψi(r)

∣∣2 of the pentacene HOMO and LUMO has

been experimentally determined through scanning tunneling microscopy by Repp et al.

already in 2005 [100]. They measured the position-dependent gradient of the tunneling

current dI/dV using a tip functionalized with a pentacene molecule. The sub-molecular

real space resolution in combination with DFT calculations of the isolated molecule en-

abled the authors to identify the HOMO and LUMO. However, the wave functions ψi(r)

have not been uncovered, but the position of the nodes in the electron density nevertheless

permits an assertion about the phase relation between the individual molecular features.

Reconstructing the wave function without making assumptions requires additional in-

formation about a molecular orbital which is for example contained in the photoemission
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signal of an ARPES experiment [63]. The technique of determining molecular wave func-

tions from experimental ARPES data – whether alone or in conjuction with theory cal-

culations – is usually labelled orbital reconstruction. This type of reconstruction relies on

the plane wave final state described in subsection 2.3.3. It is therefore tied to the appli-

cability of the PWA for a given system. The first orbital reconstruction was performed

by Puschnig et al. on a monolayer of sexiphenyl evaporated on Cu(110) [40]. They recon-

structed the wave function of the former HOMO and LUMO of the molecule in a decent

agreement with DFT calculations for a two-dimensional cut through reciprocal space at

Ekin = 33.1 eV (HOMO) and 34.7 eV (LUMO), respectively.

In this chapter, we will propel the orbital tomography technique into the third dimen-

sion. So far, two comparable studies on a monolayer of another archetype molecule have

been published [61, 73]. Both of them reconstructed the HOMO and LUMO of PTCDA

on an Ag(110) substrate. We will focus on the reconstruction of the HOMO of another

organic molecule – pentacene – from a sample of an evaporated pentacene monolayer on

top of Ag(110).

Just like the other works of orbital reconstruction, we will employ the plane wave

approximation for the final state. The difference of the PWA to an IAC final state includ-

ing multiple electron scattering is briefly discussed for the isolated pentacene HOMO by

Krüger in [95]. He specifically analyzed the predictions for the circular dichroism as well

as the Photoelectron Momentum Map (PMM) for the experimental geometries A ‖ k

and A ⊥ k. For now, we tentatively state that they are comparable for our experimental

geometry and that the PWA is a suitable approximation for our system. We will go into

the details later in the discussion in this chapter.

4.1 Sample selection and preparation

The first step for this project is selecting a suitable molecule that makes up the organic thin

film. The use of the plane wave approximation dictates that the final state of the organic

layer should be well describe by a plane wave. One aspect of the photoemission process

that is entirely absent in a plane wave final state is the elastic scattering of photoelectrons

at the atoms inside the molecule. The strength of this electron scattering is tied to the

potential surface inside the system, which in turn is dependent on the atomic number [11].

This means that in order to minimize the intensity of elastically scattered electrons, the

molecule has to be comprised exclusively of atoms with low atomic numbers. It should

also be fairly large so that any elastic scattering that does occur is diffuse and spread

across all angles. The reason being that the real space extent of the molecular initial state

correlates with the sharpness of the elastically scattered features in reciprocal space. The
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intensity from scattered photoelectrons can in this case be separated from the unscattered

signal without difficulty. Another course of action is using the low inelastic mean free path

at the typical energies of an ARPES experiment [22] to suppress the elastically scattered

signal even further. The inelastically scattered photoelectrons produce only a diffuse

background that can be filtered out just like above. It is therefore advisable to evaporate

only a single monolayer on the substrate, so that the primary electrons immediately enter

the vacuum above the sample on their trajectory to the detector. For a photoelectron to

be scattered elastically, it has to move at least some distance inside the sample, during

which time it can scatter inelastically. Furthermore, the probability of being scattered in

the direction of the detector is comparatively small for the kinetic energies in a typical

ARPES experiment (∼ 10− 120 eV). Fig. 4.1 shows the angle-dependent cross section of

electrons scattered elastically at a carbon (solid lines) and at a silver atom (dashed lines)

for various kinetic energies. The calculations are based on the muffin-tin approximation

for the potential around the atom and performed with the Electron Diffraction in Atomic

Clusters code (EDAC) of de Abajo et al. [101].

There are minor and negligible side maxima for silver (ZAg = 47) and carbon (ZC = 6),

Figure 4.1: Angle-dependent cross section of electrons elastically scattered at a carbon (solid
lines) and silver atom (dashed lines) for electron kinetic energies of Ekin = 10 eV
(red), 20 eV (green) and 120 eV (blue). Zero degrees (forward scattering) is the
dominant scattering direction in the entire relevant energy range, especially for
carbon and at higher kinetic energies.
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respectively, but forward scattering is the main deflection direction across the entire en-

ergy range. Photoelectrons that are emitted from the monolayer cannot reach the detector

through forward scattering only, however, since the the vacuum begins immediately above

the organic layer. One available scattering channel is the deflection within the molecular

layer, which requires scattering events accumulating to about 90° plusminus the accep-

tance angle of the detector. Alternatively, the photoelectrons can be backscattered at the

silver substrate. Both pathways are far less likely than forward scattering and are further

damped by the long trajectory within the sample.

One molecule that meets all the criteria is the organic molecule pentacene. Its struc-

ture is displayed in fig. 4.2. Pentacene is made up exclusively of low-Z elements, namely

carbon (black) and hydrogen (gray). Pentacene has three symmetry axes through its cen-

ter and along each Cartesian plane and is two-dimensionally flat in the gas phase. The

molecule thus resembles five benzene rings linearly glued to one another at the edges and

surrounded by hydrogen atoms in the molecular plane. It has the additional benefit of be-

ing a well-studied archetype molecule both in fundamental research and and for prototype

devices [102–104]. Many of its characteristics are already known, especially concerning the

growth on various substrates [80, 105–107]. Neighboring molecules also do not have any

relevant overlap of molecular orbitals in the valence region (unless stacked on top of each

other). The molecular orbitals are therefore very close to those of the isolated molecule.

A first procedure for the synthesis of pentacene was already published in 1912 [108]. One

straightforward reason for the popularity of pentacene is found in its material properties:

several publications in the early 2000s already indicated that it has a high charge mo-

bility and exciton diffusion length [109, 110], making it a suitable candidate in organic

solar cells [111, 112] and thin film transistors [113–115]. Electronic devices based on or-

ganic materials like pentacene are also flexible and can thus cover on any kind of (curved)

surface or be used in foldable applications [116–119]. The manufacturing process is also

cheap and simple, since the molecules can simply be printed on a substrate [120–122].

Today, it is widely available and inexpensive to produce which benefits its application in

devices as well as in fundamental research.

Just like for the choice of molecule, the substrate has to fulfill several requirements.

The first prerequisite is that the molecules can grow in a phase with a single orienta-

tion on the surface. While it is not categorically impossible to reconstruct the molecular

wave functions in the presence of several domains, the signal from each inequivalent do-

main would have to be disentangled. The reason being that for the reconstruction of one

molecular orbital, each tuple in reciprocal space has to have exactly one value for the

phase. If there is more than one domain, e.g. with a different azimuthal alignment, their

photoemission signal might overlap for some emission angles, destroying this one-to-one

correspondence. Depending on the system at hand, possible methods to untie degenerate



4.1 Sample selection and preparation 43

Figure 4.2: Pentacene structure and elemental makeup. The molecule is composed of five
hexagons made of carbon (black) and laterally surrounded by hydrogen atoms
(gray). Pentacene has a flat, two-dimensional geometry when a single molecule is
isolated in the gas phase.

orbitals would include fitting routines and/or a clever choice of light polarization. The

two-fold symmetry of pentacene implicates that the substrate can at most be two-fold

symmetric as well. Using a substrate with a higher symmetry would result in the growth

of several energetically equivalent domains that are not all aligned identically. In prin-

ciple, such a system could still be used for the orbital reconstruction, but only if the

domain size is bigger than the measurement spot in the ARPES experiment. For the

current generation of PEMM instruments, the domain sizes would have to be on the order

of ∼ 10 µm [123]. A further reduction of the measurement spot below 1 µm has recently

been achieved on other instruments [124,125], but can lead to issues due to the increased

spherical abberation [126]. For comparison, the typical molecular domain size on noble

metal surfaces is on the order of the terrace size and hence roughly ∼ 200 nm (with the

commercially available orientation accuracy of ≥ 0.1 % [127,128]). The connection to the

terrace size is related to the diffusion of the molecules on the substrate during the growth

process. The energetically most advantageous adsorption site is in the valley next to a

step edge where a single molecule is laterally covered by the atoms in the rising edge. If

the diffusion length of the molecules is sufficiently high to reach these edges, the growth

of each domain will start from there and at best cover a single terrace. If the diffusion

length is lower, e.g. at lower temperatures during the growth process, the molecules will

form additional condensation centers and the average domain size will decrease.

The second condition for this study is that the hybridization between the substrate

and the molecules is so low, that it can be neglected without much of an error. Note

that this is only relevant for the reconstruction of a mostly unperturbed molecular orbital

as we aim to do here. There is no restriction for the reconstruction of a hybridized or

even completely delocalized wave function. The most substantial change from a localized

molecular orbital to a delocalized wave function is the method of phase retrieval, which

would involve periodic boundary conditions. A variety of materials fulfill this prerequisite,

including the noble metals copper, silver and gold. These elements have the advantage

of being quickly and reliably conditioned via argon ion bombardment and a subsequent
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annealing procedure as described in section 3.2. Even though it is not the target of this

project, this particular metal-organic interface also serves as a model for a real electronic

device, where the functional organic element has to be attached to the power grid via a

metal connection. Moreover, the metal substrates are highly conductive, so there is no

issue with charging during the photoemission experiment. Lastly, the valence region in

the vicinity of the Fermi edge has a fairly uniform density of states, which simplifies the

separation of the molecular features from the substrate background in the photoemission

experiment. This valley of sp-bands extends a few electronvolt from the Fermi edge and

is followed by more strongly bound d-bands [129,130].

To satisfy all of the aforementioned conditions, we choose the two-fold symmetric sur-

face of a silver (110) substrate. The main reason for this – instead of the other – noble

metals is that a suitable growth phase of flat-lying pentacene on Ag(110) was already

found and published by Wang et al. in 2004 [131]. All molecules of the lattice are located

at equivalent adsorption sites and are uniformly aligned along the [001] direction of the

substrate. The interaction between the substrate and the molecular layers is therefore

strong enough to impose a commensurate superstructure on the molecular adlayer. The

hybridization of the valence orbitals is nevertheless approximately negligible [10]. This

trend is in line with the findings on samples of a monolayer of the model molecule PTCDA

on Ag(110), where the substrate-molecule interaction is noticable, but small [8,132]. The

region of flat 5sp-bands extends from the Fermi edge to about Ebin ≈ 3 eV, beyond which

the 4d-bands are located (Ebin ≈ 4 − 8 eV [133, 134]). Of the three stable elements in

group 11 of the periodic table of elements, that is the largest plateau with a flat density

of states [130].

The photoemission experiments are conducted at the NanoESCA beamline at the

ELETTRA synchrotron in Trieste [135]. The beamline is equipped with a PEMM [123]

and the photon energy can be varied in the relevant range (Eph ≈ 20 – 140 eV) by changing

the undulator parameters in the electron beam path. Even lower photon energies would

be desirable for this experiment, but the photon flux drops too rapidly below Eph ≈ 22 eV

to record any meaningful data. The two undulators in front of the beamline are set to

generate left-circularly polarized light from the acceleration of the electrons in the storage

ring. Before the photoemission experiments, the Ag(110) substrate is cleaned and pre-

pared in the UHV chamber as described in section 3.2. Following the verification of the

pristine substrate with LEED, the molecules are evaporated from the home-made thermal

evaporator. The evaporator was previously calibrated with the described temper proce-

dure in the lab at the university of Würzburg.

Fig. 4.3 (a) shows the LEED pattern of the fully prepared pentacene/Ag(110) sample

at an electron kinetic energy of 14 eV. The diffraction spots of the silver substrate (blue)
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lie beyond the detection range at this low energy, but are still visible at higher Ekin due

to the low coverage (not shown). The pentacene molecules arrange themselves in a pe-

riodic lattice with larger lattice constants than the substrate and cause the prominent

diffraction spots on the screen. With the substrate surface vectors a1 = (2.89 , 0) Å and

a2 = (0 , 4.08) Å from the known lattice of silver [76], the superstructure matrix is de-

termined to be ( 3 , −1 / − 1 , 4 ) (red). The appearance of additional features (indicated

by green arrows) suggests that the molecular thin film is slightly thicker than just a sin-

gle monolayer. As mentioned above, the molecules in this growth phase lie flat on the

surface and align with the long molecular axis in the [001] direction of the Ag(110) sub-

strate [131].

The Energy Distribution Curve (EDC) of the photoemission intensity integrated

over all detected angles is depicted in fig. 4.3 (b). The photon energy in this scan is set to

Eph = 30 eV with left-circularly polarized light. The kinetic energy of the photoelectrons

is recorded in steps of ∆E = 100 meV and integrated over 800 ms at each step. There

are three distinct features on top of the relatively flat Ag-5sp-bands which are framed by

the Fermi edge at Ebin = 0 eV on one side and the onset of the Ag-4d-bands at higher

Ebin on the other. We ostensibly assign these to the pentacene HOMO-2 at Ebin = 3.1 eV,

HOMO-1 at Ebin = 2.4 eV, the HOMO at Ebin = 1.2 eV, and the partially occupied LUMO

at Ebin = 0.1 eV. The LUMO is (by definition) fully unoccupied in the gas phase, but can

get partially or entirely filled with electrons when in contact with the substrate. This kind

of fractional charge transfer is quite common at metal-organic interfaces [136–138]. Note

(a) (b)

Figure 4.3: (a) LEED pattern of the pentacene monolayer/Ag(110) sample at Ekin = 14 eV.
The unit cell vectors of the monolayer on top of the substrate (blue) are repro-
duced with the superstructure matrix ( 3 , −1 / −1 , 4 ) (red). Faint addition spots
(green arrows) indicate a thickness of slightly more than a monolayer. (b) Angle-
integrated Energy Distribution Curve (EDC) of the photoemission signal at a
photon energy of 30 eV.
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that we designate the orbitals according to the gas phase occupation to avoid confusion

about the labels for different orbitals. The LUMO hence is not relabeled despite it being

(partially) occupied.

4.2 Results and discussion

The raw data has to be corrected for various artifacts emerging in the measurement pro-

cess as described in section 3.3. It is also rotated by 5 ° around the kz axis so that the

kx axis points in the [001] direction of the substrate and is horizontal in all PMM. This

aligns the long molecular axis along the kx axis as well (compare with the evaluation of

the LEED pattern in fig. 4.3 (a)). The light impinges at a polar angle Θ = 65 ° and at

a φ = 5 ° angle to the [110] direction of the substrate towards positive ky values of the

photoelectrons. Next, the scaling factor between the pixel and wave vector values with

the known ΓY = 0.73 Å−1 separation of the Ag(110) substrate is applied. In the following

step of the data preparation, the PMM are mirrored and averaged – ”symmetrized” –

around the two known symmetry axis of the system, kx = 0 and ky = 0. Note that these

are the symmetry axes of the system, but not of the entire photoemission experiment due

to the left-circular light polarization and the small misalignment of the incoming light

towards the high symmetry axis of the crystal. This is a largely inconsequential issue, but

taken into account once we evaluate the effect of the light polarization later on. Fig. 4.4

shows the PMM at the maximum intensity of the pentacene HOMO (Ebin = 1.2 eV) for

a photon energy of Eph = 28 eV and left-circularly polarized light impinging from below

towards higher ky values. The left panel (a) displays the asymmetric HOMO before and

the right panel after the symmetry procedure is applied (b). This treatment affects the

data in two ways: first, it gives an overall boost to the signal-to-noise ratio. Second, the

photoemission intensity is especially low in these areas due to A being far from parallel to

k. It thus improves the applicability of the PWA, since the condition A ‖ k is otherwise

poorly fulfilled here [11]. Alternatively, one could discard data where the angle between

A and k is large and refill them with symmetrically equivalent data points. This step is

advantageous for the evaluation of the HOMO of PTCDA in [73] though, where the final

state shows stronger deviations from a plane wave. Since the PWA works reasonably well

even at these angles for our system, however, this step is not necessary for our evaluation.

In order to disentangle the molecular from the background signal we apply a fitting

procedure to the EDC at each (kx, ky) tuple of the detector and for each photon energy.

Fig. 4.5 (a) displays the EDC at kx = 1.00 Å
−1

and ky = 1.55 Å
−1

and Eph = 28 eV.

The contribution of the molecular orbitals is extracted from the experimental data (black
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(a) (b)

Figure 4.4: PMM of the pentacene HOMO recorded at Eph = 28 eV and left-circularly polar-
ized light before (a) and after symmetrization (b).

circles) via a fitting procedure that also contains the silver background and the Fermi

edge. Before this main procedure, the position of the Fermi edge is established by a fit

of the derivation of the Fermi edge around Ebin = 0 eV. With the Fermi edge fixed, the

subsequent main fit (red line) includes a Gaussian function for each molecular orbital

plus an exponential function and an absolute offset for the silver background, all of which

are multiplied by the Fermi function. Every parameter in the calculation is highly con-

strained to suppress erroneous fits. For example, the procedure removes possible misfits

of a molecular orbital if its width is uncharacteristically large while its peak height is

low. The code thus rarely succeeds in mistakenly fitting a silver feature with a molecular

orbital. The code is applied to every (kx, ky) tuple and the fitted area of the Gaussian

functions saved as the intensity of the respective orbital. The real space wave functions

of the four molecular orbitals are calculated by DFT and shown next to their respective

maximum. In general, the closer a state is to the Fermi edge, the higher its relevance for

chemical interactions and material properties. Hence we will focus on the HOMO and

LUMO in the following discussion.

Fig. 4.5 shows the resulting intensity of the fitted PMM for the HOMO (b) and LUMO

(c). The orbitals compare favorably with simulations with a plane wave final state of

the HOMO (d) and LUMO (e), verifying our earlier assignment of the molecular orbitals.

The simulations are based on a DFT calculation of the isolated molecule with a 6-31G+

basis set and the B3LYP functional [139,140]. There are some minor deviations especially

at the edges of the the detector plate in the experiment. The most likely explanation

is the distorted projection of the trajectory of the photolelectrons close to the electronic

lens elements. The very faint stripes of the HOMO in (d) at (kx, ky) = (±0.5,±1.1) Å
−1
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are likely not visible in the experiment (b) due to background signal and the imperfect

order of the molecules. This data treatment is repeated for all other recorded photon

energies in the range of Eph = [20–140] eV. The steps from one photon energy to the

next get progressively larger towards higher Eph: increments of ∆E = 0.5 eV between

[20–24] eV, then ∆E = 1 eV until 30 eV, ∆E = 2 eV until 82 eV, and finally nonuniform

steps until 140 eV. The reason behind these increments is that the cross section of the

molecular orbitals is expected to vary strongly between about Eph = [20–30] eV with a

(fairly unsteady [61,73]) decline afterwards.

The main challenge in comparing data taken at different photon energies is that un-

dulators do not provide a constant photon flux for each energy. As described in section

3.3, we use the voltage generated at a gold mesh in the beam path as a gauge for the

photon flux for each particular Eph. All scans are normalized thus with the measured Ugrid

and the chosen integration time tint according to eq. (3.3). The issue with this approach

is the dependency of measured voltage on the cleanliness of the gold mesh. The mesh

is not cleaned on a regular basis and thus gradually contaminated by adsorbates from

the residual gas the longer it stays in the vacuum chamber. These contaminents in turn

affect the energy-dependent photoelectron cross section µ(Eph). The resulting ambiguity

in the normalization results in an uncertainty of the intensity calibration on the order of

10–20 %. In comparison with the normalization, the darkfield and brightfield correction,

fitting procedure and the statistical noise all have a significantly higher precision and

barely contribute to the total uncertainty.

In the framework of the linear combination of atomic orbitals (see section 2.2.2), the

molecular orbitals of pentacene in the valence region are almost exclusively based on the

superposition of carbon 2pz orbitals [40]. If a plane wave final state is applicable, the kz

dependence of the molecular orbitals should therefore be rather simple and comparable

to that of a single 2pz orbital. Deviations from the theoretically expected kz-dependence

can give insights into the photoemission process and the initial state in general, as well

as into the applicability of the PWA in particular. Even though there is the fractional

charge transfer into the molecular layer, the pentacene orbitals are almost unperturbed

by the presence of the silver substrate and can be taken from the DFT on an isolated

pentacene molecule. Hence we compare the experimental data to DFT calculations of a

single molecule with a 6-31G+ basis set and the B3LYP functional. The initial states

are then put into the photoemission matrix element calculation with a plane wave final

state. It should also be mentioned at this point that the gold adsorption cross section

used for the intensity normalization is fairly smooth in the surveyed energy range and is

an unlikely source of any of the features we will discuss [90].

Fig. 4.6 displays the kz dependence of the experiment (black circles) and the calculations
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(a)

(b) (c)

(d) (e)

Figure 4.5: (a) Exemplary fit of the EDC for Eph = 28 eV for kx = 1.00 Å
−1

and ky = 1.55 Å
−1

.
The experimental data (black circles) is in good agreement with the fit (red line).
The DFT calculation of the orbital in real space is depicted next to each feature.
The PMM of the resulting area of the HOMO (b) and LUMO (c) is in very good
agreement to calculations of the isolated molecule with a plane wave final state for
the HOMO (d) and LUMO (e).
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(red line) for the HOMO (kx, ky) = (1.10, 1.00) Å
−1

(a) and (0.90, 1.60) Å
−1

(b), and of the

LUMO (1.40, 0.00) Å
−1

(c) and (1.40, 0.80) Å
−1

(d). The wave vectors roughly correspond

to the position of the main maximum (a,c) and the edge of the maximum (b,d) in k‖. In

general, the experimental data follows the main trend of the calculation, but decays faster

towards higher Eph and exhibits additional peaks and valleys in intensity. Starting with

the HOMO in (a), the lowest photon energy is already on top of the expected maximum

of the intensity curve. After a quick decline, a broad local maximum is found around

Eph = 30 eV (feature A), followed by another valley and a peak at Eph = 42 eV (feature

B). A smaller peak is located at Eph = 76 eV (feature C ). To check whether these features

are dependent on the wave vector and/or the energy, we can contrast them to the HOMO

at (0.90, 1.60) Å
−1

(b). The onset of the main intensity maximum is clearly visible in this

data set due to the higher wave vector. There is no separated maximum at A, but the

other two maxima are very similar. This is an indication that feature A has a dependence

on the photoelectron wave vector, that is absent in B and C. To narrow down the origin

of the features, one can compare these regions to the LUMO on the main maximum at

(1.40, 0.00) Å
−1

(c). For reference, photoelectrons emitted from the LUMO have a binding

energy that is 1.1 eV lower than for the HOMO. The kinetic energy of the photoelectrons

from the LUMO and HOMO is therefore very slightly shifted for the same photon energy.

All three features in (c) show an elevated intensity and features A and B are even more

pronounced. On the edge of the maximum at (1.40, 0.80) Å
−1

(d), the features are a lot

less prominent, but nevertheless visible.

Peaks similar to the ones found here also appear in the measurements of a monolayer

of PTCDA on Ag(110) of Graus et al. [73]. There they found intensity maxima of the

PTCDA HOMO and LUMO on their respective main features at slightly higher photon

energies, around Eph = 36 eV and Eph = 48 eV. These maxima are not as pronounced and

on the edge of the error range of the experiment, however. They are also only evaluated

for the single wave vector k‖ at the maximum of the respective orbital in reciprocal

space. Weiß et al. detected HOMO and LUMO maxima around Eph = 33 eV on the

same system and position in reciprocal space [61]. They suggest photoelectron scattering

due to a shape resonance as a possible – admittedly speculative – cause of the increased

intensity. Nevertheless, the appearance of intensity maxima at the same photon energies

for different molecular orbitals also suggests an influence of the final state and/or the

exciting light field in the photoemission process. The effect of the final state would have

to be rather insensitive towards the direction of the wave vector k since the features

B and C exhibit a similar increase in intensity for different final state wave vectors.

The final state calculations of Bentmann et al. reported for a BiAg2 surface alloy on

Ag(111) give a hint on the role that the substrate might play [141]. In their photoemission

study, they identified a strong dependence of the photoelectron final state on the photon
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energy. Their calculation showed that the modulation was connected to the Bragg gap

of Ag(111) at Eph = 22 eV. The gap and its effect on the final state wave function is

dependent on the wave vector k = (kx, ky, kz). The substrate in our work is also a silver

single crystal (Ag(110)), so the same phenomenon could be responsible for the detected

intensity variations in fig. 4.6. An alternative explanation is that the gold mesh used for

the intensity normalization might be coated with adsorbants that differ strongly from

the pure gold surface around these photon energies. In contrast to B and C, feature A

has a stronger dependence on the wave vector as it appears more intense on the main

maxima in reciprocal space (a,c) than on the edges (b,d). It is possible that a Bragg gap

is nevertheless responsible for this variation as well. The wave vector k could be inside

the gap for (a) and (c), but outside of it for (b) and (d).

Another possible cause is that the radial wave function of the unscattered final state is

far from the spherical Bessel function of a plane wave and is better described by a Coulomb

wave due to the potential well in the vicinity of the atoms (see subsection 2.3.1). However,

this effect is likely limited because of the weakly corrugated potential surface around the

light elements that make up the pentacene molecule and the electronic wave function that

is spread across many atoms.

In summary, the question of the deviation from the expected Eph dependence of the

intensity unfortunately cannot be fully resolved from the present data set and the ones

in literature. At the moment, the lack of theoretical data, e.g. with calculations of the

unoccupied band structure of the Ag(110) substrate, appears to be the main roadblock

to a deeper understanding of the measured intensity variations.

4.3 Real space orbital reconstruction

In this section, we will illustrate the reconstruction of the real space wave function of a

molecular orbital from the experimental data. Our approach is dependent on the plane

wave approximation of the final state as discussed in subsection 2.3.3 and the orbital re-

construction and phase retrieval of section 2.4. As an showcase of the technique, we will

focus on retrieving the pentacene HOMO.

In addition to the artifact correction, background removal and normalization that is

already applied from the previous section, the data has to be processed through a few

more steps before it can be used as an input for the inverse Fourier transform on both

sides of eq. (2.29). First, it is convenient to convert the hemispherical data tuple of the

momentum maps in reciprocal space from (kx, ky,Eph) to orthogonal (kx, ky,kz) voxel. This

enables us to perform the inverse Fourier transform which includes the integration of the
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(a) (b)

(c) (d)

Figure 4.6: Intensity over photon energy of the HOMO for (kx, ky) = (1.10, 1.00) Å
−1

(a) and

(0.90, 1.60) Å
−1

(b), and of the LUMO for (1.40, 0.00) Å
−1

(c) and (1.40, 0.80) Å
−1

(d). The experiment exhibits pronounced deviations from the trend expected with
a plane wave final state for some photon energies and wave vectors. Indicated are
the features A, B and C around Eph = 30, 42 and 76 eV, respectively.

molecular orbital over the entire reciprocal space. The Eph dependency can be converted

to kz through eq. (2.10) with V0 = 0 eV. One can also use the already calibrated kx and

ky and the free electron dispersion Ekin = ~2k
2m0

and k = (kx, ky, kz). In the new orthogo-

nal coordinate system, the experimental data lies on hemispheres with varying diameter

according to Ekin (Eph) inside the sample that leave gaps of missing data in between

them. To complete the data set, these missing values in the new coordinate system are

interpolated linearly from the adjacent values in all three dimensions. This treatment

fills the gaps within the range determined by Ekin = Eph − Ebin = [18.8, 138.8] eV which

corresponds to a minimal and maximal wave vector kmin =
√
k2

x + k2
y + k2

z = 2.22 Å−1

and kmax = 6.04 Å−1, respectively. Unfortunately, there is no experimental data on the

photoemission intensity at the lower end k < kmin. This is an issue because the rising

edge of the photoemission intensity of the main HOMO feature is not contained within

the data set, as can be seen in fig. 4.6 (a). For (kx, ky) tuple with a low k‖, the first data
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point is already close or on the maximum of the curve. Judging from the theoretical

calculations, the drop in intensity towards lower Ekin is rather steep and featureless. It is

therefore well approximated by a linear dependence towards the origin of the coordinate

system. The error caused by the cutoff at the upper end of the data set is minor, however,

since the cross section of the HOMO for Eph greater than about ∼ 80 eV is rather small.

The intensity of the voxel beyond this side of the data range are set to I(k > kmax) = 0.

The entire lower hemisphere with negative kz < 0 is also void of any experimental data.

This area contains photoelectrons which cannot be recorded by the detector since they are

emitted in the opposite direction towards the silver substrate. Nevertheless, filling these

voxel is necessary for the integration over all of reciprocal space. We will therefore resort

to the fact that the C-2pz orbitals that make up the pentacene HOMO [40] are antisym-

metric with respect to a mirror operation at the kx-ky plane. The mirror antisymmetry

at kz = 0 is also in agreement with DFT calculations on the isolated molecule. In the

actual experiment of pentacene molecules adsorbed on Ag(110), this symmetry is broken

by the presence of the substrate on one side of the molecule and vacuum on the other.

The distortion of the valence molecular orbitals in contact with noble metal substrates is

generally small, however, and can be assumed to play a minor role for this specific case, as

evidenced by the very good agreement to calculations with the isolated molecule shown in

fig. 4.5. After all, the limited interaction between the organic layer and the substrate was

originally part of the reason for selecting the Ag(110) substrate. This treatment concludes

the assembly of the three-dimensional intensity matrix in reciprocal space I(kx, ky, kz).

The next step in the data preparation is the determination of the amplitude A(k) from

the intensity matrix I(k) which are connected by the absolute square of the amplitude

matrix I(k) = |A(k)|2. As outlined in section 4.3, the absolute square function of a com-

plex number A ∈ C is not an injective projection. The relation A(k) =
√
I(k) is missing

the phase factor eiα that is crucial to the integral over all of reciprocal space in the inverse

Fourier transform. The phase information is not directly recorded in the measurement of

the photoemission intensity in ARPES and appears to be lost. Nevertheless, it is con-

tained in the photoemission signal – albeit only implicated and hidden in the data – and

can be retrieved with algorithms developed in and adapted from the X-ray diffraction

community [62,63,68].

To this end, a two-dimensional PMM at a fixed kz is extracted from the three-

dimensional data cube. From the phase information of this plane we can establish the

phase relation of the entire data set. As previously mentioned, this is possible because the

molecular orbitals are based on atomic pz orbitals, so there are no additional nodes with

a phase change in kz direction in each hemisphere. This is reflected in the experimental

data by the absence of nodal planes in the same direction. The DFT calculation on the
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isolated molecule is in agreement as well. When moving from the upper to the lower

hemisphere, however, the antisymmetry plane of the pz orbitals at kz = 0 reverses the

phase of the wave function in reciprocal space. This transition will be taken into account

by inverting the recovered phase for kz → −kz.

Fig. 4.7 (a) shows the kx-ky plane at kz = 2.00 Å−1 that is extracted from the square

root of the fitted intensity of the HOMO. The minor features around (±0.4,±1.2) Å−1 are

not part of the HOMO, but misfits of the silver bands which happen to have a binding

energy, height and width comparable to the molecular orbital at this (kx, ky) tuple. Their

contribution to the total signal is nevertheless relatively small. The initial phase guess is

chosen to be random and shown in fig. 4.7 (b). In principle, one could pick any kind of

phase information to start with, although some might be more prone to finding a local,

instead of the global, true minimum in the phase retrieval process.

Before starting the calculation, the size of the input files is increased to a total extent

of 83.1 Å−1 centered around (kx,ky) = (0,0) and the new pixel filled with zero magnitude

and arbitrary phase. Since the total extent before and the resolution after the inverse

Fourier transform are inversely proportional to one another, the padding in reciprocal

space leads to a resolution in real space of ∆r = 0.0756 Å. Setting the magnitude to zero

is justified because there is no intensity to be expected at these high k‖ values even if

they were recorded in the experiment. In our case, the amount of padding before the

calculation is limited by the size of the random access memory (RAM) of the commercial

computer on which the Fourier transform is performed. Enhancing the resolution even

further would therefore be possible, but ultimately unnecessary, since the wave function

in real space exhibits no features that cannot be easily resolved with the resolution of the

calculation at hand.

The iterative phase retrieval procedure is carried out with the scheme developed by

Lüftner et al. [63] described in seq. 4.3. The rectangular confinement (support) in real

space is 180 Å , 78 Å and centered on the molecule. After the inverse Fourier transform in

each iteration, the magnitude of the wave function outside of this box is reduced to 5 %

of its value. To recapitulate the procedure, the wave function is then Fourier transformed

back into reciprocal space and the magnitude replaced with the experimental one. The

phase information is kept for the subsequent inverse Fourier transform, thereby complet-

ing one iteration.

The resulting PMM after 100 iterations is displayed fig. 4.7 (c) with the color indicating

the phase. There are only two, opposite values of the phase, so it can be entirely projected

from C to eiα = {−1, 1} ∈ R. The phase of the main features is mostly converged after

about 10 iterations, after which the details in areas of lower magnitude settle into their

final value. The recovered phase of the HOMO has a symmetry axis along kx = 0 and

an antisymmetric one along ky = 0. The spurious silver bands have the same symmetry
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(a) (b)

(c) (d)

(e)

Figure 4.7: Phase retrieval for the pentacene HOMO for a wave vector of kz = 2.00 Å−1.
The symmetrized, experimental magnitude (a) is multiplied with a random phase
(b) and put into the phase retrieval algorithm. The recovered amplitude after
convergence is shown in (c) with phase information contained in the color. An
inverse Fourier transformation of (c) leads to the experimentally determined two-
dimensional real space HOMO (d), which is in decent agreement with a DFT
calculation on the isolated molecule (e).
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axes, but are inverted relative to the phase of the molecular orbital. The real space wave

function of the HOMO from the inverse Fourier transform of fig. 4.7 (c) is shown in (d).

The experimental result is in good agreement with the DFT calculation on the isolated

molecule in (e), which is evidence that the phase recovery settled in the global minimum.

The position, width and intensity of the ten main features fit well and the shape is also

very much alike. The simplicity of the Fourier transform enables the intuitive interpreta-

tion of some of the features in real space: the maxima of the features in reciprocal space at

∼ 1.1 Å−1, for example, are inversely proportional to the periodicity of the lobes in x di-

rection (2π)/(1.1 Å−1) = 5.7 Å. Going into the details, there are minor deviations between

the reconstruction and the calculation: first, the wave function is not localized as strongly

to the 10 main lobes in real space. On one hand, the molecule-molecule and molecule-

substrate interaction in the experiment, albeit small, could result in a hybridization of the

HOMO. The HOMO wave function is then spread out across the neighboring interaction

partners and less confined to a single molecule. The DFT calculation cannot capture

this behavior since it only contains a single pentacene molecule without the substrate or

neighboring molecules. The signal might also be caused by the missing photoemission

intensity of large (kx,ky) values outside of the detector plate in the experiment. Without

them, the wave function could erroneously continue oscillating far from the molecule in

real space. The spurious silver bands are too small in magnitude to cause the signal,

but might contribute in a similar manner by their low frequency that is not negated by

another signal. Note that the very small asymmetry in y direction is due to the support

not being perfectly centered around the y = 0 symmetry axis.

Another likely source for at least parts of the deviations could be the final state which

is not perfectly described by a plane wave, see the discussion of fig. 4.6.

The recovered phase information of the extracted two-dimensional plane at each pixel

is now extended to all other kz values with the same (kx,ky) values. Voxel in the same

hemisphere share the same phase, while the phase is inverted at kz = 0 and reversed

for voxel from the opposite hemisphere. Similar to the two-dimensional reconstruction,

the data is then padded with empty voxel and translated into real space with a three-

dimensional Fourier transform. The limited RAM-size of the computer is a considerably

bigger issue for the three-dimensional data set and limits the amount of padding that can

be applied. The resolution is in real space is therefore markedly lower and amounts to

∆x, y = 0.26 Å in x and y direction and ∆z = 0.20 Å in z direction.

Fig. 4.8 displays exemplary two-dimensional excerpts of the reconstructed real space

HOMO (upper half) compared to the DFT calculation on the isolated molecule (lower

half). The phase of the wave function is again encoded in the color. Due to the sym-

metry axes of the orbital only the phase is flipped between the upper and lower half
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(a) (b)

(c) (d)

Figure 4.8: Two-dimensional excerpts of the three-dimensional reconstruction of the HOMO
(upper half) compared to the DFT simulation (lower half) with the color indicating
the phase. Shown are the x-y-plane for z = 0.9 Å (a) and z = 1.2 Å (b), the x-z-
plane for y = 1.1 Å (c) and the y-z-plane for x = 0.0 Å (d). The experiment largely
matches the simulation, but significant deviations occur in the intensity and extent
of the features at the outer edges of the orbital.
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while all other information is identical. The top-down view on the x-y-plane is shown

for z = 0.9 Å in fig. 4.8 (a). The shape and position of the main lobes in the reconstruc-

tion is again in a decent agreement with the simulation. The periodicity in x direction

is slightly smaller than expected: the node between the two outer-most features is posi-

tioned at x = 4.15 Å in the reconstruction and stretched by ∼ 5 % compared to the node

at x = 4.35 Å in the simulation. As previously mentioned in the discussion of fig. 4.7, the

wave function in the reconstruction is not as confined as in the simulation, which could be

caused by the influence of the chemical surroundings around the molecule, the spurious

silver signal and/or the missing signal at high k‖ outside of the MCP detector. There is

one additional aspect that does not factor in at the two-dimensional reconstruction: the

extrapolated data at low |k| determined by the lowest kinetic energy inside the system

Ekin,min = 18.8 eV. Another likely influence comes from the final state itself whose devi-

ation is likely not negligible (see discussion of fig. 4.6). The theoretical calculation of a

more realistic final state for this system would thus shed light on both the reconstruction

and the Eph dependence of the photoemission intensity.

The x-y-cut for z = 1.2 Å (b) is very similar in both the reconstruction and the sim-

ulation. This is to be expected due to the flat geometry of the pentacene molecule and

the underlying C-2pz orbitals which have no new features in this direction and simply

decay slowly in magnitude. In the reconstruction, however, a change in phase in positive

y direction is clearly visible (and more so than already in (a)). The most probable cause

for these phase changes is again the imperfect information due to the aforementioned

arguments.

The excerpts in the bottom row show the x-z-plane for y = 1.1 Å (c) and the y-z-plane

extracted at x = 0.0 Å (d). The comparison between reconstructed and simulated wave

function qualitatively identical to the images in the upper row, and for the same reasons:

the agreement is generally good with the reconstructed features being spread further out

and their periodicity slightly increased in (c). The shape of the individual lobes is close

to the simulation, but not entirely alike.

In conclusion, the real space reconstruction of the pentacene HOMO is successfully per-

formed on the system of a monolayer of pentacene on top of Ag(110). The reconstructed

wave function matches the simulation with a plane wave final state to a large extent. The

deviations between both wave functions can be explained by a small hybridization of the

molecular orbital in the experiment as well as missing data values, especially at low kz

values that cannot be accessed with the chosen photon energy range. Additionally, the

plane wave approximation for the final state does not perfectly resemble the actual final

state which results an error by applying the inverse Fourier transform to the reciprocal

initial state wave function determined with the phase retrieval procedure.

For an overview over the entire reconstructed initial state, an oblique, projection of
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the three-dimensional reconstruction of the pentacene HOMO is depicted in fig. 4.9. The

molecular frame (black) is not reconstructed by this procedure, but included as guide to

the eye. The isosurface traces the contour of 25 % of the maximal magnitude with the

color again indicating the phase of the wave function.

Limits of orbital reconstruction

It is important to keep in mind that the reconstruction of molecular orbitals is linked

to the plane wave approximation and all its drawbacks. These are discussed along with

the derivation of the approximation in subsection 2.3.3. Due to this connection, the less

applicable of an approximation the PWA is for a particular system, the worse the recon-

structed orbital will represent the actual initial state of the system.

An additional experimental issue arises if more than a single state is detected at the

same photoelectron kinetic energy in the experiment, e.g. for energetically degenerate

Figure 4.9: Three-dimensional reconstruction of the HOMO of pentacene in real space from
experimental data. The structure of pentacene (black) is drawn to aid in the
visualization and not part of the reconstruction. The threshold for the isosurface
is set to 25 % of the maximal magnitude.
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orbitals. In this case, the measured photoemission signal at a specific (kx, ky) tuple is

not tied to a single value for the phase, but one for each of the individual orbitals. Since

there is no one value for the orbital reconstruction through the inverse Fourier transform

of eq. (2.29), the result will not match (any) of the real orbitals. Unless they are disen-

tangled by some means, e.g. by fitting procedures or choosing a suitable substrate that

separates them energetically [137], these orbitals cannot be successfully reconstructed.

Note however, that if the PWA is applicable the experimental PMM might nevertheless

be reproduced by the sum of photoemission simulations of each of the DFT-calculated

initial states and a plane wave final state.

The condition of the light vector field being as close to parallel as possible to the wave

vector A ‖ k [11,38,40] can be circumnavigated to some extent. One way to mitigate this

effect is by using a symmetry arguments of the sample: For example, one can use sym-

metry arguments to get discard the worst areas where the geometry approaches A ⊥ k

and replace them with symmetrically equivalent data from regions closer to A ‖ k [73].
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5 The expanded photoemission

simulation tool

Calculations of the angle-resolved photoelectron momentum maps can usually not be done

without the assistance of computers. It is therefore inevitable to implement the theoretical

equations governing the photoemission process into an actual simulation tool. Compar-

ing the calculated to the experimentally measured data then enables an understanding

of the properties of the system. Furthermore, one can predict the expected outcome of

a measurement prior to the actual data acquisition and if necessary alter the experiment

accordingly.

In this vein, one major project behind this thesis was the creation of a tool to simulate

the photoemission signal from organic molecules. The goal was to provide a fast and

accessible code that runs on common, commercially available computers. It should also

go beyond the PWA (see subsection 2.3.3 and chapter 4) and use final states based on

the IAC approximation with optional elastic scattering (subsection 2.3.1 and 2.3.2). The

tool is implemented in the user interface of the software WaveMetrics IGOR Pro which is

commonly employed for data acquisition and processing within the surface science com-

munity [142]. Since it also has its own programming language that is very similar to C

and quite powerful, IGOR Pro is a suitable platform to build the code on. The develop-

ment of the tool started using version 6 of IGOR Pro [143] and has continued up until

the the lastest version 8 [144]. The current tool is backwards compatible with IGOR Pro

6/7 and runs properly both in the 32- and 64-bit versions of the software.

In this chapter we will apply the program in the analysis of three short photoemission

studies. Note that while the photoemission simulation is carried out within the program,

the DFT calculation for the initial state wave functions is not. The initial state is gener-

ated by the Gaussian 09 software package instead [145]. Gaussian 09 is a commercially

available software for DFT calculations based on Gaussian type orbitals and the linear

combination of atomic orbitals. It essentially follows the theoretical description laid out

in section 2.2 with a variety of choices for the basis set, functional and many more pa-

rameters. Even though Gaussian 09 was used throughout this work for licensing reasons,

the tool is nevertheless forward compatible with outputs created by the presently newest

version Gaussian 16 [146]. A more detailed look into the principles that govern the pro-
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gram behind the user interface is given in appendix A5. It contains the preparation of the

input in advance of the calculation (appendix A5.1) as well as the procedure operation

inside the tool (appendix A5.2).

Program validation and applications

Any program of this size exhibits computational errors (”bugs”) and unexpected behavior

under some conditions. A lot of these can be detected and already ironed out during the

implementation of a new feature by checking each new step one at a time. To verify that

the tool ultimately performs as intended however, the program has to be tested against

some representative model cases eventually.

We will begin by comparing the experimental and simulated photoemission patterns of

pentacene from the previous chapter 4 to those of the photoemission tool. Next, we will

address the more complex system of the adsorption geometry of a monolayer of pyrphirin

on an Ag(110) substrate [147]. For both of these systems the effects of elastic scattering

can safely be neglected. This is not true for the last test model of carbon monoxide

molecules on top of Pt(111). The tight localization of the initial state due to the small

size of the molecule results in a PMM whose pattern is dominated by elastically scattered

electrons.

5.1 Basic evaluation

Pentacene is already thoroughly analyzed with a plane wave final state in the previous

chapter 4, where the ordered monolayer on top of an Ag(110) is studied. To briefly

recapitulate, pentacene is a rather simple molecule that was among the first to have been

used for orbital tomography in a thick multilayer for the publication by Puschnig et al.

in 2009 [40]. In this configuration it exhibits a limited molecule-molecule and molecule-

substrate hybridization and therefore lends itself as the first model system for testing the

photoemission tool.

DFT calculations are performed on the isolated molecule with a STO 6-31+ basis set

and the B3LYP functional. The initial states of the HOMO and LUMO are loaded into

the photoemission tool and the inner potential set to V0 = −10 eV [10]. The kinetic energy

belonging to each orbital is measured in the experiment. Lastly, the light incidence with a

polar angle of Θ = 65 ° and φ = 5 ° towards the positive ky direction of the photoelectrons

is put into the tool. The light is left-circularly polarized. Fig. 5.1 shows the PMM after

applying the symmetry procedure discussed in 4 for Eph = 25 eV. The corrected and

fitted experimental PMM of the HOMO (a) and LUMO (b) is in very good agreement
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(a) (b)

(c) (d)

Figure 5.1: Symmetrized and fitted experimental PMM (top row) compared to the simulation
(bottom row) of the HOMO (left column) and LUMO (right column) of a pentacene
monolayer on Ag(110) at Eph = 25 eV.
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with the simulations (c) and (d), respectively. As previously discussed in section 4.2, the

features in the experiment are slightly distorted due to the inhomogeneous field of the lens

elements close to the edge of the detector. They are also cut at higher k values beyond the

finite extent of the MCP. The simulation of the HOMO (c) again predicts a faint signal

at (kx, ky) = (±0.5,±1.1) Å
−1

that is likely not detectable in the experiment (a) due to

the imperfect molecular lattice and interfering background noise. The calculated position

and intensity distribution of the main compared to the side features in the LUMO (d) is

also very close to the experimental data (b).

Since the final state should give a more reliable prediction even in cases where A is

far from parallel to k, we can also compare the non-symmetrized PMM. Fig. 5.2 shows

the non-symmetrized experimental PMM (top row) compared to the simulation (bottom

(a) (b)

(c) (d)

Figure 5.2: Non-symmetrized experimental (top row) and simulated PMM (bottom row) of
the HOMO (left column) and LUMO (right column) of a pentacene monolayer on
Ag(110) at Eph = 25 eV.
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row) for the HOMO (left column) and the LUMO (right column). As expected, the

molecular features are strongly dependent on the light polarization that breaks the pmm-

symmetry of the sample. For kx, < 0 and ky < 0 the HOMO in (a) is visibly spread in

ky, whereas it is shifted slightly upward for kx, > 0. Both of these signals are reproduced

by the calculation in (c) as well as the relative intensity distribution. The LUMO in (b)

is generally lopsided towards higher ky values. The fit to the calculation in (d) is also

decent, even though the relative intensity distribution in the upper quadrants is not ideal.

The deviation could stem from the imperfect alignment of the experimental setup. The

trajectories of the photoelectrons are not entirely symmetric around k‖ = 0 which results

in the detector cutting the photoelectron signal at different (kx, ky) values depending on

the azimuthal angle. Nevertheless, it could also be a hybridization of the LUMO with the

silver substrate that shifts the spectral weight.

In conclusion, the successful replication of the pentacene valence orbitals is evidence

of the proper implementation of the photoemission tool.

5.2 Determination of adsorption geometries

The geometric alignment of molecules at organic-inorganic interfaces plays a major role

in the energy alignment and physical properties of a sample and ultimately of any organic

device [148–154]. The determination of the growth structure of a molecular thin film on

a substrate is therefore usually the first step in the examination of an unknown interface.

Theoretical calculations can narrow down the possible adsorption configurations of the

molecules to some extent, but are unfortunately not unambiguous [12]. At the current

level of technology, they cannot be used to simulate the entire substrate plus the molecular

layer; and even when reducing the molecular layer to a single molecule, they remain com-

putationally taxing. However, when supplemented with LEED and ARPES experiments

and simulations, the growth geometry of the molecules can be established quite efficiently.

In the following, we will use this approach to determine the adsorption site and azimuthal

rotation of the molecule pyrphyrin on an Ag(110) substrate.

Pyrphyrin was already synthesized in 1984 by Ogawa et al., but barely any further

inquiry into its properties was conducted for the next three decades [155,156]. Pyrphyrin

and its derivations were finally ”rediscovered” in the mid-2010s for their potential as a

catalyst in the reduction of water [157–159]. The structure and composition of pyrphyrin

is displayed in fig. 5.3. It is a two-dimensionally flat molecule in the gas phase composed

of carbon (black), nitrogen (blue) and hydrogen (gray). The two hydrogen atoms in the

center can be replaced with a transition metal atom to form a pyrphyrin derivate which

altered physical and chemical properties. One promising candidate for the reduction of
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water into hydrogen and oxygen is cobalt-pyrphyrin, which is an alternative to other,

more expensive metals [160]. In the future, it might therefore become an important piece

in the quest for sources of renewable energy. Nevertheless, there are also entirely different

conceivable applications, like the controlled doping of a substrate at its surface.

An understanding of the growth of the molecules is indispensible for their application,

since the electronic, physical and chemical properties are dependent on the molecular

alignment in respect to one another and a substrate close to the reactive region. To this

end, we determined the adsorption geometry of a monolayer of pyrphyrin on an Ag(111)

substrate at room temperature in collaboration with Pavlo Kliuiev and Luca Castiglioni

from the Department of Physics at the University of Zürich (UZH), who recorded the

experimental data. They conducted the experiments at the NanoESCA beamline at the

ELETTRA synchrotron in Trieste [135]. The molecules were synthesized and provided by

Stephan Schnidrig and Roger Alberto from the Department of Chemistry at the UZH. This

project provided preliminary information for parts of the eventual publication in [147].

Possible adsorption sites of pyrphyrin were previously narrowed down by a geometry

relaxation in a DFT calculation performed by Yeliz Gurdal and Marcella Iannuzzi from

the Department of Chemistry of the UZH. Their simulations deployed a single molecule at

arbitrary positions and azimuthal rotations above the fixed silver substrate and relaxed it

along the potential gradient to find local minima in the adsorption energy. The geometric

alignment and adsorption energy of the five strongest bound configurations found via this

method are shown in fig. 5.4.

The position and azimuthal rotation of the models differs strongly. Since the differ-

Figure 5.3: Pyrphyrin structure and elemental makeup. The molecule is made of carbon
(black), nitrogen (blue) and hydrogen atoms (gray) and has a flat, two-dimensional
shape in the gas phase. The center which is filled by two hydrogen atoms in pyr-
phyrine can be also filled with a transition metal instead, thereby creating a variety
of possible derivates.
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Figure 5.4: Possible adsorption geometries of pyrphyrin on Ag(110) according to the DFT
simulation of a single molecule on the substrate. The calculated adsorption energy
of the five models is indicated above the geometry. The relaxation was performed
by Yeliz Gurdal and Marcella Iannuzzi from the University of Zürich [147].
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ence in adsorption energy between the energetically lowest Eads,Model-4 = −3.67 eV and the

second lowest configuration Eads,Model-3 = −3.57 eV is larger than the thermal energy at

room temperature ∆Eads = 100 meV > E20°C = 25 meV, one could be tempted to declare

Model-4 with the lowest adsorption energy as the proper growth geometry. However,

there are many factors present in the actual sample and experiment that will alter the

adsorption energy and that are absent in the calculation. The most crucial ones being

the influence of neighboring molecules in the experiment and the presence of step edges

and crystal defects, at which the growth of the molecular layer typically begins due to the

additonal lateral bonding partners [161,162].

Photoemission experiments are thus helpful to clarify the adsorption geometry. To

this end, a monolayer of pyrphyrin is evaporated from a home-built thermal evapora-

tor onto the Ag(110) substrate and illuminated by p-polarized light towards positive kx

and ky values with a photon energy of Eph = 35 eV. Fig. 5.5 shows the experimental

photoelectron momentum maps of the HOMO-2 (a), HOMO-1 (b) and HOMO (c). The

background signal from the clean Ag(110) substrate has been previously measured and

is already subtracted in these PMM. The asymmetry caused by the light impinging to-

wards positive kx and ky values is clearly visible by the increased intensity in the upper

right quadrant. All three molecular orbitals exhibit a clearly identifiable photoemission

pattern.

To determine the geometry of the molecules that leads to this ARPES signal, DFT cal-

culations for the initial states are performed on isolated pyrphyrin molecules with an STO

6-31+ basis set and the B3LYP functional. For each of the five models the energetically

equivalent configurations due to the symmetry axes of the substrate are also calculated.

The DFT initial states are then put into in the photoemission calculation along with

the same parameters as in the experiment and the intensity of equivalent configurations

(a) (b) (c)

Figure 5.5: Experimental PMM of the HOMO-2 (a), HOMO-1 (b) and HOMO (c) for p-
polarized light in the direction of positive kx and ky values and Eph = 35 eV.
Courtesy of Pavlo Kliuiev.
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M-1

M-2

M-3

M-4

M-5

Figure 5.6: Calculated PMM of the HOMO-2 (left column), HOMO-1 (middle column) and
HOMO (right column) for the five adsorption geometries with the lowest energy
according to the DFT calculation. With the comparison to the experiment in
fig. 5.5, Model-4 is unambiguously identified as the correct adsorption geometry.
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added together. The resulting PMM are shown in fig. 5.6 for the HOMO-2 (left column),

HOMO-1 (middle column) and HOMO (right column) for each model M-1 to M-5 (rows).

Note that the simulated PMM extend to larger k‖ values than the experiment, since the

latter are cut by the limits of the MCP detector. The asymmetry in the PMM is caused

by the light incidence and polarization that breaks the symmetry of the system.

The different models predict distinct photoemission distributions that can easily be

separated from one another. In comparison with the experiment in fig. 5.5, the only set of

PMM that agree with the experiment for all three molecular orbitals are calculated with

the M-4 geometry. The positions of the molecular features in reciprocal space fits to the

experiment and the relative intensities are also well reproduced.

The comparison of all three calculated molecular orbitals to the experiments leads to

an unequivocal result in this growth study. Since the interaction between the substrate

and molecular valence states is negligible in this case, the determination of the azimuthal

(and polar) tilt of the pyrphyrin molecules is even feasible without the accompanying DFT

relaxation. They nevertheless help to reduce the set of geometries that are initially tested

and moreover give an indication for the adsorption sites of the molecules. The evidence

for the latter is not as strong as for unambiguously determined tilt angles, however, since

the molecular superstructure is not commensurable [147]. That means that while one

molecule could adsorb in the position shown in in Model-4 in fig. 5.4, the majority of

molecules occupy non-equivalent adsorption sites. This question cannot be fully settled

from the experimental data at hand and would require further measurements, e.g. with

scanning tunneling microscopy. If there is a limited amount of adsorption sites it can

also be possible to analyze the photoemission signal from elastically scattered electrons

to uncover the molecular adsorption sites. This approach based on the diffraction of

photoelectrons will be examined in the following section.

5.3 Determination of adsorption sites via photoelectron

diffraction

Not all photoelectrons that are measured in an experiment have to take a direct path to

the detector. Some scatter elastically at the potential surface around the atoms in the

sample before they enter the vacuum on their trajectory to the detector. The three steps

of such an elastic scattering process – initial emission, scattering at a potential, transmis-

sion through the surface into the vacuum – are condensed into a physically more accurate

one-step model in the photoemission tool. The mathematical basis for this description is

laid out in subsection 2.3.2. Even though the elastic scattering component of the photo-
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emission tool is still work in progress at the time of this writing, it can already be used

in this analysis. Nevertheless, it involves more approximations and thus can be expected

to be less accurate than the previous evaluations.

In this section, the photoemission tool will be used to determine the adsorption site and

geometry of a sub-monolayer of carbon monoxide on top of the platinum (111) surface.

The project was carried out in cooperation with Kay Waltar and Luca Castiglioni from

the Department of Physics at the University of Zürich (UZH) and Peter Krüger from the

Department of Materials Science at Chiba University. The target of this study was to

obtain the geometric information of the carbon monoxide molecules at lower photon ener-

gies than in commonly used X-ray Photoelectron Diffraction (XPD) experiments for this

purpose. XPD is an established photoemission technique to aquire structural information

from the angle-dependence of elastically scattered photoelectrons emitted from strongly

bound core levels [163]. The data is usually straightforward to interpret in conjunction

with theoretical simulations, e.g. via software packages like EDAC [101], since the fully

occupied initial states are spherically symmetric [95]. The measured angle-dependence

is therefore determined by the known light polarization and the scattering in the final

state. This reliance on core level initial states unfortunately means that the same theory

is not easily adapted to molecular valence orbitals. For molecular orbitals the angle-

dependence of the initial state cannot be neglected as they extend over several atoms and

have a non-spherical symmetry. The advantage of nevertheless using molecular instead

of core orbitals for the geometry determination is that they are only weakly bound and

thus require lower photon energies. This in turn enables the measurement of time- and

angle-resolved photoemission data at high-harmonic generation setups [164–166] instead

of only at free-electron laser facilities [167, 168]. The photoemission cross section of the

molecular valence orbitals also conveniently increases for photon energies in the eXtreme

UltraViolet (XUV) instead of the X-ray range (compare section 4.2). The structural

information can hence be gathered alongside the electronic and chemical information con-

tained in the valence states using the same experimental setup and possible even in the

very same scan.

In addition to this promising technique, the CO/Pt(111) system that is surveyed is

also of high interest in its own right: platinum is widespread in many industrial appli-

cations as a catalyst in the oxidation of carbon monoxide [169]. Despite its everyday

usage in cars and other machinery, the details of the catalysis at the platinum surface

are not fully understood and still researched on a fundamental level [170,171]. While the

catalytic reaction retains some secrets, the adsorption site of several low coverage phases

of this system have been explored through other experimental methods [172, 173] and

DFT calculations [174]. Knowledge of the static geometric information of the isolated CO

molecule was a useful step in assessing how the platinum surface promotes its oxidation.
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The CO/Pt(111) system is therefore a suitable test case to check whether the photo-

emission tool arrives at the same adsorption site. If the static geometry can be verified,

the aforementioned time-resolved ARPES techniques can subsequently build upon and

expand this photoemission technique to track dynamic structural changes induced by an

exciting pump pulse followed by a XUV probe pulse. These follow-up measurements can

then provide novel insights closer to the actual chemical reactions on the Pt(111) surface.

The experiments of this project were conducted at the PEARL beamline of the Paul-

Scherrer-Institut in Villigen, Switzerland [175]. The platinum sample surface is cleaned in

the UHV by cycles of argon ion bombardment and annealing at elevated temperatures. To

make sure that there is no interaction between neighboring carbon monoxide molecules,

a sub-monolayer in the (
√

3x
√

3)R30° superstructure is prepared on the Pt(111) sub-

strate [176] and verified by a LEED experiment. Fig. 5.7 (a) shows the angle-integrated

EDC of the photoemission experiment on the completed sample at a photon energy of

150 eV, p-polarized light and cooled down to 150 K. The prominent features in the oc-

cupied part of the spectrum can be assigned to the carbon monoxide 4σ, 5σ and 1π

orbitals [177] as well as the platinum 5d bands. For the angle-resolved analysis, we will

focus on the 5σ orbital at a binding energy of Ebin ≈ 9 eV. To this end, DFT calculation of

the isolated carbon monoxide are performed with the STO 3-21 basis set and the B3LYP

functional, as well as with a carbon monoxide molecule and the nearest platinum atoms

below with a polarized doube-zeta basis set (DZP) and the CAM-B3LYP functional [178].

The latter calculations are included to gauge whether the hybridization of CO with the

substrate is of relevance to the PMM, as can be expected from literature [174]. Fig. 5.7 (b)

displays the resulting real space wave function of the isolated CO 5σ around the carbon

(black) and oxygen atom (red) with the color of the wave function indicating its phase.

The main contribution to the CO 5σ orbital are the carbon 2s and 2pz orbitals as well as

the oxygen 2pz orbital (with the z-axis aligned parallel to the molecular axis).

Unlike the previously shown ARPES data sets in this thesis, the angle-resolved data

in this experiment is recorded by rotating the sample within the UHV measurement

chamber. Fig. 5.8 (a) displays the processed data of the 5σ orbital in a polar plot. The

color indicates the deviation from the average intensity at each polar angle step I(Θ). A

brighter/darker color thus signals that the photoemission intensity at this particular polar

and azimuthal angle Θ and φ is above/below the average of all data points at the same

Θ. The integration interval also contains spurious signal from the 1π orbitals which have

some energetic overlap with the 5σ orbital. The data has been symmetrized (averaged)

with the three-fold rotational symmetry of the Pt(111) substrate to boost the signal-to-

noise ratio. While the first layer of the fcc-structure substrate is six-fold symmetric, this

symmetry is reduced to three-fold if the second and subsequent layers are taken into ac-

count. The absolute intensity of the measurement strongly decreases and is therefore less
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(a) (b)

Figure 5.7: (a) Angle-integrated EDC of a sub-monolayer of carbon monoxide on top of Pt(111)
at a photon energy of Eph = 150 eV and temperature of 150 K. Courtesy of Luca
Castiglioni. (b) Wave function of the CO 5σ orbital around the carbon (black) and
oxygen atom (red).

reliable for polar angles above Θ & 55°.

Close to the center in the polar plot, the photoemission pattern shows the three-fold

symmetry of the substrate that is also imposed by the symmetrization process. Towards

higher polar angles, the features exhibit an almost six-fold symmetric intensity distribu-

tion. This can be explained by the dominance of backwards scattering at a 180 ° angle

at the platinum atoms: in a three-step model of photoemission, photoelectrons that are

emitted straight towards the substrate and backscattered have a shorter path inside the

substrate than photoelectrons at higher polar angles. The former are then not damped

as strongly by the finite inelastic mean free path. Hence, the lower the polar angle, the

higher the ratio of photoelectrons that reach the second layer of the Pt(111) substrate,

scatter elastically and arrive at the detector. It is the influence of these electrons that

breaks the six-fold symmetry that would be expected if the elastic scatting occurred only

at the very first platinum layer. Close to the surface normal vector in the interval of po-

lar angles Θ = [10, 25]° there is a three-fold symmetric pattern of alternating higher and

lower intensity (A). It is followed by another ring-shaped pattern for Θ = [25, 45]° that is

close to six-fold symmetric with a more pronounced intensity variation (B). The intensity

maxima of features A are rotated by about 30° with respect to the maxima of feature B

for the same azimuthal angle φ. A third ring (C ) further out at Θ = [45, 60]° also has an

almost six-fold symmetric pattern that is rotated by 30° compared to feature B.

To extract the adsorption site from this data, photoemission matrix element calcula-

tions with the photoemission tool have been conducted with several different adsorption

sites, heights and rotations of the carbon monoxide molecule. As mentioned above, the

DFT calculations contained either the isolated carbon monoxide, or the carbon monox-
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ide including the nearest platinum atoms below. Simulating matrix elements with elastic

scattering enabled is considerably more complicated than those without. In the current

version of the program, the agreement to the experiment can thus be expected to be af-

fected by the additional approximations.

The position of the platinum substrate atoms was optimized in a DFT relaxation per-

formed by Peter Krüger. For the photoemission calculation itself, the ”Rotary Azimuthal

Scan” Mode of the photoemission tool is used to replicate the experimental geometry.

In preparation of more detailed calculations, the influence of the maximum scattering

distance and the maximum number of scattering events are determined. In these tests

it is found that atoms beyond a 10 Å radius around each emitting atom and more than

twice-scattered electrons barely contribute to the calculated photoemission intensity.

The resulting photoemission intensity distribution for the parameters with the best

agreement to the experiment is shown in fig. 5.8 (b). Just like in the experiment, with in-

creasing polar angle the patterns have a symmetry that gets closer to being six- instead of

three-fold. Starting at the center, the calculation shows a small intensity variation that is

conceivable too small to be picked up in the experiment. Around Θ = 0°, the finite angle

resolution will also blur out the recorded intensity. Feature A at Θ = [10, 25]° exhibits

clear deviations from the experiment. While there is an increase in intensity at the ex-

pected positions, the calculation predicts an increase that is almost as large in areas of

slightly decreased intensity in the measurement. One possible explanation is that the

inelastic damping in the calculation stops at the vacuum that is located at a fixed height

above the sample. However, from the position of the carbon monoxide molecule above

the platinum substrate one would expect that the damping of photoelectrons effectively

stops at a lower height above the substrate, if the photoelectrons take a path at a higher

polar angle away from the molecule. The setting in the simulation could therefore distort

the ratio of photoelectron intensity scattered at the first versus at the second and at sub-

sequent platinum layer. Nevertheless, the fixed height of the vacuum in the calculation

underestimates the damping at low polar angles. With this explanation, the three-fold

symmetric pattern of the measurement would thus only be reproduced by scattering on

substrate layers beyond the second layer. On the edge between features A and B at

Θ = 25°, the six-fold intensity maxima are found in both images. Feature B also agrees

well with the experiment: the almost six-fold variation in intensity is reproduced and the

three-fold symmetry of every second intensity valley being slightly more pronounced is

also present in both calculation and experiment. This is similar for the close to six-fold

symmetric C at Θ = [45, 60]°, where every second intensity maximum starts at slightly

lower polar angles, but is less confined. The two drops in intensity between the maxima

that are split by a slight increase in intensity are also visible in the experiment. The

calculation shows distinct patterns towards even higher polar angles that cannot be seen
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in the experiment. This is due to the total intensity dropping sharply beyond Θ = 60°.

Also, the small deviations in polar angles of the features in calculation and experiment

can be explained by a slight mismatch in the simulated compared to the actual geometry.

This could be improved by further tweaking the simulated geometry in a trial-and-error

approach.

In the input of the calculation, the carbon molecule is in a top site above a platinum

atom at an adsorption height of dPt-C = 1.85 Å and the oxygen atom pointing straight up

separated by dC-O = 1.15 Å. The DFT calculation includes the platinum atom right below

the carbon atom. These values match those found by experiments [172, 173] and DFT

calculations [174] in literature. The inner potential is set to V0 = 14 eV and the inelastic

mean free path to 9.6 Å.

In summary, the elastic scattering component of the photoemission tool was tested

against the experimental data of CO adsorbed on a Pt(111) substrate. The agreement

between calculation and measurement is sufficient for the determination of the on-top

adsorption site of CO with the carbon below the oxygen atom. Nevertheless, the match is

not as good as for the previous evaluation cases in the absence of relevant elastic scattering

in the current version.

(a) (b)

Figure 5.8: Polar plot of the experimental (a) and simulated photoelectron intensities (b) of the
HOMO of carbon monoxide on top of Pt(111) at a photon energy of Eph = 150 eV.
The color indicates the deviation from the average intensity at each polar angle.
Picture (a) by courtesy of Luca Castiglioni.
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6 Structure determination of

adsorbates in multilayer films

The areas of interest we probe in this thesis are all at the junction of a crystal with a molec-

ular thin film on top. In a sense, two realms described by fundamentally different physical

models meet at these interfaces: delocalized electrons of a periodic lattice represented by

Bloch waves and localized molecular orbitals built from the LCAO approximation. The

crossover region can give rise to a variety of physical phenomena [151,179,180]. The inter-

action between the two materials is naturally dependent on the overlap of wave functions

and the potential surface in the region. These electronic properties are in turn guided

by the adsorption geometry of the molecules [181]. Hence, information on the molecular

alignment is vital to studies of interface phenomena.

Besides shedding light on novel properties in fundamental research, interfaces are abun-

dant in almost any kind of application of organic structures. The vast majority of organic

devices are electronic and connected to a power source (or drain) at least temporarily

during their lifetime. This means that at the very least there has to be a junction of the

organic material and the (metal) connectors to facilitate the electronic transport. The

region in the vicinity of the junction is subject to many interface phenomena like struc-

tural realignment and contact losses [182–184]. The effects are mostly detrimental to the

electronic transport, but can be minimized if they are thoroughly probed and understood.

Knowledge of the interface is even more crucial if the interface is a functional part that

is integral to the operation of the device. This rationale is perhaps best summarized by

Herbert Kroemer in his nobel lecture after receiving the nobel prize for physics in 2000:

”The interface is the device” [185]. In these cases, the function and efficiency of the item

is immediately tied to the interface properties.

In this chapter, we will tackle this issue with a spectroscopy technique based on ARPES

measurements and calculations. The approach yields both the geometric structure and

the electronic properties of the organic molecules. Our model system of a metal-organic

interface is a thin film of pentacene grown on top of a silver substrate.
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LEED experiments can be used to probe the lateral unit cell, but they do not reveal

how the molecules are aligned within that cell. Any tilt or distortion of the molecular po-

sitions that would affect the interface properties thus has to be determined by a different

technique.

Besides ARPES, one might alternatively or complementary use Scanning Tunneling

Microscopy (STM) [186], Near Edge X-ray Absorption Fine Structure (NEXAFS)

[187] and X-ray Standing Wave (XSW) [188] techniques for this purpose. While STM

measurements contain this information by default there are two major drawbacks. First

of all is the limited precision to which the structure of molecules can be resolved. For a

similar organic system for example, the resolution of the molecular tilt angle is markedly

lower. The second issue is the extreme surface sensitivity of the tunneling current. If

the area of interest is not directly at the surface then it’s effect on the tunneling current

is greatly suppressed. The accuracy of the geometry determination for molecules buried

beneath the surface is therefore even further reduced. NEXAFS measurements on the

other hand can penetrate the immediate surface of the sample. The same is true for XSW

experiments, as long as the area of interest is either above the reflective substrate or the

sample is highly ordered. Data interpretation is more engaging however, as the signal

from different parts of the molecule can be difficult or even impossible to disentangle

when simulations with different geometries match the experimental data.

ARPES measurements have the advantage of probing several layers deep into the sam-

ple, under certain conditions even without blending the information of different layers

inseparably. This is mainly due to the additional detection of the angular dependence of

the emitted photoelectrons which helps unravel similar signals from different components

of the sample.

The well characterized pentacene/Ag(110) sample from the previous chapter presents

a suitable starting point to look into this topic. By evaporating additional molecules on

top of the first layer and following up with ARPES experiments one can establish this

technique on the instance of a pentacene thin film atop Ag(110). For this proof of prin-

ciple it is sufficient to increase the amount of molecules to about two monolayers. The

major results of this study are published in Physical Review B [10].

6.1 Sample preparation

Fig. 6.1 depicts the exemplary growth mode of a pentacene dimer which can be expected

to form according to studies of similar pentacene layers. While the molecules in the bulk

phase are highly tilted with respect to each other [106, 189], the first few layers on top
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of noble metal substrates do not generally align in this geometry right away [80,105,190]

due to the interaction between the substrate and the organic thin film.

The first step in the preparation of the bilayer is cleaning the Ag(110) substrate

with repeated cycles of Ar+ ion bombardment and annealing as described in section 3.2.

Once the cleanliness of the substrate is verified by a LEED experiment, pentacene from

the previously calibrated evaporators is deposited for t = 45 min at a temperature of

T = 185 °C. With an evaporation time of tML = 25 min for the first monolayer, this

corresponds to a coverage well above a single layer, but below two layers. One reason for

this choice is to avoid depositing molecules in a third layer within the error bar of the

evaporation rate. Opening a third layer would not undermine the demonstration of the

technique, but unnecessarily complicate it. As we will illuminate below, the second layer

is also denser than the first one, which alters the evaporation duration for a full layer.

The LEED pattern of the finished sample is shown in fig. 6.2 (a) for an electron kinetic

energy of 14 eV. Some of the LEED spots can be explained by the ( 3 , −1 / − 1 , 4 )

superstructure matrix of the first layer (red), which was decoded in chapter 4. These

molecules are aligned with their long molecular axis along the [001] direction of Ag(110)

[131]. Deposition of more pentacene results in additional diffraction maxima (green) next

to the spots originating from the first layer. This new set of spots is described by a

( 5 , 2 / − 2 , 3 ) superstructure matrix. This second growth geometry ostensibly belongs

to the second layer of pentacene.

Both layers thus grow commensurately with respect to the silver substrate, but not

with respect to each other. The area within the two-dimensional unit cell of the of

the second layer A2nd = 224.2 Å
2

is also markedly larger than the one of the first layer

A1st = 129.8 Å
2
. In fact, there is enough space to accommodate two molecules of similar

or identical azimuthal rotation within the unit cell of the second layer. In this case, the

evaporation duration of t = 45 min corresponds to a coverage of about 69 % in the second

layer on top of the completed first layer. For comparison, if the molecules would continue

growing with the monolayer lattice structure, the coverage would be 80 %. However, if

only a single molecule would occupy each second layer unit cell, the coverage of 138 %

would clearly exceed the second layer and start a third one. Judging from the intense

Figure 6.1: Exemplary pentacene dimer structure.
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pattern of the first layer in the LEED experiment, we can exclude this possibility and

conclude that the first layer is indeed not entirely covered.

Unlike the intra-layer structure, the lateral alignment between both layers is not probed

by this LEED experiment and it is not clear whether a specific inter-molecular geometry

configuration is present on the sample. On Au(110) however [105], the most prevalent

configuration of the second layer pentacene molecules is in a bridge site along the short

molecular axis of the molecules below. There is no displacement along the long molecular

axis (for the most part) and no additional rotation along the surface normal vector. It is

feasible that this configuration is also present when grown on Ag(110) as it is chemically

similar and its lattice constant is only ∼ 0.2 % larger [76,191].

6.2 Results and discussion

Photoemission experiments on this sample were conducted at the NanoESCA beamline

at the ELETTRA synchrotron in Trieste. All measurements were taken while cooling the

sample with liquid helium to about Tsample = 140 K. Fig. 6.2 (b) shows the angle-integrated

EDC close to the Fermi edge of a monolayer of pentacene (red) compared to the bilayer

(green) atop Ag(110) for a photon energy of Eph = 30 eV and p-polarized light. Com-

pared to the measurement of the monolayer, the partially occupied LUMO (LUMO1st) at

(a) (b)

Figure 6.2: (a) LEED pattern of the pentacene bilayer/Ag(110) sample at Ekin = 14 eV.
The unit cell vectors of the first layer are reproduced with the superstructure
matrix M1st = ( 3 , −1 / − 1 , 4 ) (red), those of the second layer with M2nd =
( 5 , 2 / −2 , 3 ) (green). (b) Integrated EDC of the mono- (red) and bilayer (green)
of pentacene on Ag(110) with p-polarized light and Eph = 30 eV. After evaporation
at room temperature, the sample is cooled to Tsample = 140 K in both cases.
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the Fermi edge is damped, but still clearly visible. This is an indication that the charge

transfer from the silver substrate into the first molecular layer is still present, but there

is no additional transfer into the second layer. Some of the photoelectrons originating in

the first layer scatter inelastically before reaching the vacuum above the sample, reducing

the overall LUMO1st intensity.

While the HOMO signal at EB = 1.2 eV (HOMO1st) is also similar in both measure-

ments, there is a new intensity maximum in the bilayer sample at EB = 1.8 eV. This

feature is tentatively assigned to the HOMO from the second layer (HOMO2nd). The

higher binding energy of the HOMO in the second layer is due to the weakened screening

of the photohole left behind by the photoelectron [192]: the nearly-free electrons in silver

are very effective at screening the core hole in a molecule in immediate contact with the

substrate. The screening of a photohole localized in the second layer is significantly less

efficient since the localized electrons in neighboring organic molecules do not screen as well

and the substrate is not as close to the positive charge. The strength of the photoemission

features from the first layer and the absence of any additional signals besides one from

the second layer is further evidence of the increased molecule density in the second layer,

as determined from fig. 6.2 (a).

Fig. 6.3 displays the constant energy cuts of these three molecular orbitals in the va-

lence regions after applying a fitting routine that averages the photoemission data within

∆kx,y = 0.05 Å−1. The fitting procedure contains a Gaussian function for each molecular

orbital and an exponential function for the silver background, all of which multiplied by

the Fermi-Dirac distribution. The lower end of the intensity color scale is raised from the

minimum intensity to suppress the background signal from the silver substrate. There

is no discernible energy dispersion of the molecular features within the energy resolu-

tion of 70 meV [123]. Each of the PMM is integrated in an energy range of ±100 meV

around its maximum intensity position. The symmetry of the HOMO2nd (a) and HOMO1st

(b) around the kx axis does not appear so different from that of the LUMO1st (c). This

outcome is in contrast to the monolayer measurements of chapter 4 (compare fig. 4.5). Cu-

riously, there is a minor photoemission signal at the ky = 0 nodal plane of the HOMO1st

which is even more pronounced for the HOMO2nd. The PMM also exhibits a lower sym-

metry than the real space molecular orbitals due to the geometry of the experiment: the

photons impinge on the sample at a polar angle of Θ = 65 ° and towards positive ky

with an azimuthal angle of 2 ° from the ky axis. The p-polarized light is provided by

the superposition of two undulators, one set to generate left-circularly polarized light, the

other right-circularly polarized light of the same intensity. The technical limitations of the

undulators and minor deviations from the delicate alignment of the two beams result in a

fraction of the electric light field being s-polarized. By comparing the experimental PMM

with simulations of different light polarization, the spurious s-polarization is determined
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to be about 8 % of the total field strength that has been determined from a separate

measurement. It is nevertheless beneficial to produce the light in this manner because the

higher harmonics of the fundamental energy mode are emitted off-axis from the primary

beam for circularly polarized light - contrary to linearly polarized light. They thus do

not illuminate the sample and cause radiation damage or spurious intensity signals in the

photoemission detection.

While the molecular orbitals are still discernible in the PMM, the additional signal at

ky = 0 at the HOMO indicates the influence of an effect that is absent in the monolayer.

The intensity in between the lobes also scales with that of the main features for PMM at

Ekin slightly off from the maximum. This implies a molecular instead of a substrate-based

cause.

Though some explanations are intuitively more probable than others, we will examine

a variety of different mechanisms by comparing their theoretically predicted to the exper-

imentally measured PMM. Not only will this strengthen the final conclusion, but it is also

useful to showcase how suitable this technique can be for other systems.

6.2.1 Static molecular distortions

In the discussion of the photoemission patterns so far, the intramolecular structure was

assumed to be very close to that of an isolated molecule in the gas phase. This hypoth-

esis is based on the well-known chemical stability and structural rigidity of the aromatic

phenylene rings [193], five of which make up the pentacene molecule. It is nevertheless

possible that pentacene is slightly distorted by the altered potential surface in its vicinity

after adsorption.

(a) (b) (c)

Figure 6.3: Fitted photoemission momentum maps of pentacene on Ag(110) with p-polarized
light and Eph = 30 eV. (a) HOMO of the second layer HOMO2nd at EB = 1.8 eV.
(b) HOMO of the first layer HOMO1st at EB = 1.2 eV. (c) LUMO of the first layer
LUMO1st at EB = 0.1 eV.
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On a Cu(110) substrate, Müller et al. [194] predicted a bending of pentacene along its

long molecular axis and verified it via scanning tunneling microscopy. According to their

DFT calculation, the strong interaction with the substrate pulls the center about 40 pm

closer to the surface than the outer parts of the molecule. Contrary to the growth on

Ag(110), the long molecular axis on Cu(110) is aligned along the rows in [110] direction.

The spacing of copper atoms aCu[110] = 2.54 Å in this direction [76] is only slightly larger

than that of the phenylene rings with about 2.47 Å [195]. Due to their chemical similarity,

it is conceivable that an analogous displacement takes place in the pentacene/Ag(110)

system as well. However, one should keep in mind that there is no accompanying geomet-

ric match between the molecule and substrate, since the silver lattice constant in [0 0 1]

direction is aAg[001] = 4.08 Å [76]. As Dauth et al. determined for the comparable molecule

PTCDA [38], emission into an anti-symmetry plane of the real space MO is not generally

impossible. This displacement therefore might trigger the emission of photoelectrons with

ky = 0 despite the HOMO still being anti-symmetric around the y = 0 axis. It should be

mentioned that this – or any – kind of distortion is evidently not necessary to interpret

the PMM of a single monolayer on Ag(110), but the presence of the second layer might

sufficiently alter the potential surface.

DFT calculations on the isolated molecule have been computed with the Gaussian

09 software [145]. Just like in the previous chapter, a 6-31G+ basis set and the B3LYP

functional was used to determine the initial states [139, 140]. Two different initial con-

formations have been tested: one with a maximum height difference of 40 pm as seen on

Cu(110) [194], and another at 80 pm. The latter distortion is purposefully exaggerated to

uncover how the photoemission pattern changes with increasing bending amplitudes.

(a) (b) (c)

Figure 6.4: Simulated PMM of the HOMO at Eph = 30 eV when the molecule is undistorted
(a) and when applying a static curvature with a maximum amplitude of 40 pm (b)
and 80 pm (c). The respective profile of the molecule in real space is shown below.
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Based on the HOMO initial state and the known experimental parameters of the ex-

citing light, calculations of the entire photoemission process were performed. The chosen

resolution in reciprocal space ∆k = 0.008 Å
−1

is similar to the experimental one. In

accordance to the best agreement with experiment in preparation of the manuscript for

the publication [10] the inner potential was set to V0 = −10 eV. Fig. 6.3 displays the

simulated PMM (top) and the corresponding real space depiction (bottom) for the flat

(a) and bent molecule with a maximum amplitude of 40 pm (b) and 80 pm (c). Com-

paring the changes caused by the enhanced curvature, the intensity at the main features

(kx, ky) = (±1.1 Å
−1
,±1.0 Å

−1
) is increasingly spread out in kx direction. The same con-

clusion can be drawn for the side features at (0,±1.0) Å−1 and (±0.5,±1.0) Å−1. They are

also more intense compared to the main feature in the top right corner. A displacement of

this magnitude therefore leaves noticeable traces in the PMM and would be detectable in

the measurement. These changes to the PMM however do not fit to the experiment, which

is especially crucial around (±1.1, 0) Å−1. While it could be argued that the curvature of

pentacene might be too small to visibly increase the intensity at the side features, it does

not produce a signal on the ky axis anyhow. One can therefore definitively exclude that

the molecules are displaced in this manner.

6.2.2 Dynamic molecular distortions

A distortion of the molecular frame is not only possible as a static deformation, how-

ever. It can also be dynamic if a vibrational mode is stimulated alongside the electronic

excitation. A coupling between electronic and vibrational excitations through electro-

magnetic interaction is quite common, since the electrons alter the potential landscape

in which the atoms are located. It is the underlying cause of many physical properties,

e.g. superconductivity [196] and heavily influences the transport as well as the optical

material characteristics [25,179,197,198]. The electron-vibration coupling can also affect

the PMM, as has recently been demonstrated by our group on the example of the molecule

coronene [199]. Fig. 6.5 displays the governing physical picture – the Franck-Condon prin-

ciple – for the following brief explanation.

The emitted photoelectron can expend some of its kinetic energy to excite the molecu-

lar vibration and is thus recorded at a decreased kinetic and thus increased binding energy

at the detector. The energy difference between the main feature in the EDC (without an

accompanying vibration) and the shifted one from the same molecular orbital is the vi-

bration energy Evib. Evib is a function of the vibrational mode and the energy level within

that mode. For low-lying levels – when the potential surface can be well approximated

by a harmonic oscillator [179, 200]– the different levels are evenly spaced, which benefits

the identification of whether different peaks in the EDC belong to the same or different
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(a) (b)

Figure 6.5: (a) Franck-Condon diagram with some vibrational levels drawn as a guide to the
eye (adapted from [179]). The electronic excitation changes the potential surface
(black dashed lines) and can be accompanied by a transition onto a different vi-
brational level (red lines). Of the two indicated transitions, the (0-0) does not
excite a vibration, while the (0-1) does. The distance between the vibronic states
is exaggerated to showcase the non-harmonic behavior of the potential far from the
potential minimum. (b) Exemplary EDC of the coronene HOMO (red dots) on an
Au(111) substrate that is reproduced by the result of a fit procedure (black lines)
at energetic distances that take the vibrational transitions into account [199].

modes. The relative intensity distribution (vibronic progression) between different levels

is connected to the overlap of the vibronic wave functions before and after excitation. The

inverse process of deexciting a vibration for an increased photoelectron kinetic energy is

in principle also possible. Due to the high Evib for molecular vibrations compared to the

thermal energy at room temperature, the vast majority of molecules are in the vibronic

ground state, making this effect negligible in our case.

The motion of the nuclei can usually be decoupled from that of the decidedly lighter

electrons, whose reaction to the nuclei is effectively instantaneous (Born-Oppenheimer ap-

proximation [201]. If the nuclei are able to move some distance before the photoemission

process is completed, the Franck-Condon principle is violated and the measured PMM

can be distorted depending on where and how far the atoms have travelled. The vibronic

progression can also be affected, since the transitions in fig. 6.5 (a) are no longer perfectly



86 Structure determination of adsorbates in multilayer films

vertical. While the EDC of the pentacene bilayer does not resemble a ”regular” vibronic

progression (see Fig. 6.2 (a)), the underlying Franck-Condon principle would be invalid

anyhow. This effect has recently been demonstrated by our group in publication [199].

The vibrational modes of a single pentacene molecule have been calculated with Gaus-

sian 09 [145] using a 6-31G+ basis set and the B3LYP functional. There is a total of

3N − 6 = 102 possible modes with fundamental energies Evib between ∼ 5 − 400 meV.

Even though the interaction between the molecules and the noble metal substrate is lim-

ited, the real Evib values of the adsorbed molecules presumably differ from the simulated

ones. Likewise, the atomic motion is not identical, but comparable [199]. Within the total

of 102 modes there are 69 in-plane and 33 out-of-plane vibrations. Due to the geometry

of the experiment with the hemispherical analyzer positioned in the out-of-plane direction

of the molecules, in-plane vibrations should generally have a greater effect on the PMM.

With the assistance of the automated import dialog of the photoemission tool (see ap-

pendix A5.1) we are nevertheless able to check every single vibrational mode – even if a

mode appears to be an unlikely candidate.

Starting from the output of the vibration simulation, the atomic coordinates of pen-

tacene were distorted according to the direction and amplitude of the respective vibra-

tion. These displaced atomic positions were then used as (static) geometry input for the

follow-up DFT calculations under otherwise identical simulation parameters. Under some

conditions the displacement alters the shape of the orbitals considerably, changing the

energetic order of orbitals in the DFT. In no case is the distortion of the orbitals so sig-

nificant that the HOMO and LUMO cannot be related back to the undistorted, ”original”

HOMO and LUMO, however.

The majority of excited modes barely alter the resulting PMM, especially when the

oscillation is out of the molecular plane and/or mostly hydrogen atoms are involved.

Fig. 6.6 (a) shows the resulting PMM for vibration number 82 (ordered from lowest to

highest energy in the gas phase) with Evib,82 = 198 meV for the isolated molecule. The

difference to the undistorted PMM in fig. 6.4 (a) is very limited: the minor maximum at

(−1.1, 1.0) Å−1 is slightly less intense while the one at (−1.1,−1.0) Å−1 is unchanged. The

six minor features spaced in kx direction between the main maxima gain a little bit of

intensity. As is the case for the vast majority of vibrations, there is no photoemission

intensity to be detected at ky = 0 though. We can thus safely exclude the coupling of the

photoelectron to mode 82 as the cause for the pattern of the measured PMM.

Fig. 6.6 (b) and (c) display mode 85 (Evib,85 = 206 meV) and 88 (Evib,88 = 210 meV),

where the electron-vibration coupling leads to a more significant change in the PMM. The

four main lobes in the PMM of mode 85 (b) are shifted to slightly smaller ky values and

also broadened in ky direction. This results in a finite photoemission signal in between

the lobes at ky = 0. Additionally, there are new side maxima at (± 1.7, 0) Å−1. Both of
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(a) (b) (c)

Figure 6.6: Simulated PMM under excitation of a molecular vibration at Eph = 30 eV. The
molecules have been distorted according to the in-plane vibrations with number
82 (a) 85 (b) and 88 (c). Even though some vibrations result in a finite intensity
at y = 0, none of the modes can replicate the pattern found in the experiment in
fig. 6.3 (a) and (b).

these changes reflect the broken anti-symmetry axis of the initial state around the y = 0.

A less drastic change in the PMM can be observed for vibration 88 (c): there are again

two minor features at (± 1.9, 0) Å−1, but the main lobes are not shifted inward as much

as for vibration 85. The lobes at negative ky values are connected to those at positive ky

by an arc with a curvature towards lower |kx|.
While not a perfect fit by any means, these results for vibrations 85 and 88 at

Eph = 30 eV warrant a closer look at higher photon energies. The more data sets are

compared to the simulation, the less likely it is to draw a wrong conclusion based on a

lack of information which strengthens the final result. Fig. 6.7 shows the experimental

PMM of the HOMO2nd (a) compared to simulations with electron-vibration coupling to

mode 85 (b) and 88 (c) for a photon energy of 50 eV with p-polarized light.

The experimental signal-to-noise ratio at Eph = 50 eV is considerably worse than for

30 eV. The main reason is the decreased cross section of the valence molecular orbitals

assembled from atomic carbon 2pz orbitals. The maximum cross section of these molec-

ular orbitals is around 25 eV and quickly declines for higher Eph (see fig. 4.6 of section

4.2). The loss in intensity is related to the behavior of an individual, atomic C-2p orbital

which is ∼ 67 % less intense at Eph = 50 eV compared to 30 eV [202]. Furthermore, the

background from the silver 5s bands is only reduced by ∼ 16 % for the same jump in

energy [202]. Since the Ag-5s bands pass through the HOMO features in the PMM, the

data evaluation is more intricate and less yielding than at lower Eph. At Eph = 50 eV the

molecular features remain at comparable kx values, but are significantly more intense in

between two lobes at ky = 0. The molecular feature is also broadened in kx direction at

ky = 0.
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Comparing the simulations for Eph = 50 eV in fig. 6.7 (b) and (c) with 30 eV all minor

features gain in intensity relative to the main lobes around (1.1,±1.0) Å−1. The photo-

emission horizon is extended towards higher |k| ∝
√
Ekin due to the additional kinetic

energy of the photoelectrons. There is also an increase in the |ky| position of the features

by about 10 %. This shift slightly reduces the signal in between the lobes at (±1.1, 0) Å−1

which is opposite to the change in the experimental PMM from Eph = 30 eV to 50 eV.

In total, the simulations are not all that different for the raised photon energy, but their

match to the measurement is worse.

In summary, some of the vibrational modes would be detectable by the trace they

leave in the PMM. None of the possible vibrations produces the pattern that is observed

in the experiment, however. A coupling of the emitted photoelectrons to molecular vi-

brations can therefore be excluded as the origin of the change in the PMM of the valence

region when growing a bilayer of pentacene on Ag(110).

6.2.3 Inter- and intramolecular scattering

Another effect that is related to the geometric structure of the sample, but does not

require any static or dynamic deformation of the molecules is the elastic scattering of

the photoelectrons. Due to the strong dependence of the scattered intensity distribution

on the position of the scattering potential around each atom, the analysis of scattered

intensity is a common experimental technique in its own right. The photon energies for

these X-ray Photoelectron Diffraction (XPD) experiments are in the X-ray range both

to boost the electron kinetic energy into the high-energy region with an increased inelastic

mean free path [22] and to excite tightly bound states close to the atomic cores.

The measurement at hand differs from these methods in that we use lower photon

energies in the UV-range. The decreased inelastic mean free path of the slower electrons

(a) (b) (c)

Figure 6.7: Experimental, fitted PMM of the HOMO2nd (a) and simulated PMM under exci-
tation of molecular vibration number 85 (b) and 88 (c) at Eph = 50 eV.
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results in a greater influence of the unscattered electrons on the PMM compared to the

scattered electrons that travel a longer distance inside the system before reaching the

surface. The excited initial states are also no core levels, but molecular orbitals in the

valence region which are spread over the entire molecule. Lastly, the low atomic number

of the carbon (Z = 6) and hydrogen atoms (Z = 1) leads to a smoother potential surface

and thus less prominent scattering than for heavier elements. Since the modification of

the PMM of the bilayer compared to the monolayer in fig. 4.5 (which can be explained

without resorting to any scattering phenomena) is moderate, but not too extreme, the

change is nevertheless possibly caused by elastic scattering. We will therefore undertake

simulations with the final state described in subsection 2.3.2. The initial state is assem-

bled with a 6-31G+ basis set and the B3LYP functional. After a preliminary assessment,

the maximum scatter distance of the emitting to the last scattering atom is set to 12 Å

and the electrons can scatter at most twice. The inelastic mean free path λ = 29.2 Å is

deliberately increased from the universal curve value [22] so that the effect of elastically

scattered electrons is more prominent. This is to prevent missing the influence of the

elastically scattered photoemission due to the large uncertainty of the universal curve.

Lastly, the resolution in reciprocal space is reduced to ∆k = 0.04 Å−1 to expedite the

elaborate calculations now that elastic scattering is enabled.

The calculated PMM with elastic scattering included in the photoemission matrix el-

ement are displayed in fig. 6.8. When only the scattering at the emitting molecule itself

is taken into account in fig. 6.8 (a), there are already a few minor differences to the simu-

lated PMM without elastic scattering in fig. 6.3 (a): the lobes at (± 1.1, 1.0) Å−1 are more

intense and connected to the faint signals at (± 1.1,−2) Å−1. All features are slightly

elongated along in ky direction, but there is no additional signal at the anti-symmetry

crossing at ky = 0.

This first result does not imply that elastic scattering cannot play a role in creating

the pattern of the experimental PMM. The angle-dependent intensity distribution of the

elastically scattered electrons certainly changes with any adjustments to the scattering

atoms. We will therefore expand the scattering cluster in the calculation to include a sec-

ond pentacene molecule which does not emit any electrons itself, but scatters the electrons

emitted from the first molecule. There is an important issue with the geometric alignment

of the molecules though: as can be deduced from the LEED pattern in fig. 6.2 (a), the

growth of the second layer on top of the first is not commensurate. This means that there

is a multitude of possible dimer configurations that would have to be checked. The LEED

measurement furthermore only contains information on the periodicity of the lattice lat-

eral to the surface, but none on the spacing and the lateral in-plane alignment between

the layers. Without further data on the in- and out-of-plane offset between the layers it
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is therefore not possible to replicate the geometric structure of the real system with any

certainty.

We can nevertheless begin by making educated guesses based on the published litera-

ture of comparable systems. Guaino et al. [105] found a commensurate stacking of several

layers of pentacene on top of Au(110) that can serve as a starting point for our approach.

In their ordered thin film they verified via STM that the molecules grow predominantly

in a bridge site along the short molecular axis between two molecules below. We will

therefore focus on this geometry in the evaluation.

Two configurations of the layer by layer growth of Guaino et al. have been tested and

are displayed in fig. 6.2: one with the emitting molecule in the first layer and the nearest

neighbors as scatterers (b); and a second one with the emitting molecule in the second

layer and its respective neighbors as scatterers (c). For now, we disregard the fact that

photoelectrons emitted from the HOMO in the first layer are not bound as strongly as

those in the second layer. Starting with (b), the PMM is close to the unscattered one

except a small shift of the maximum intensity in each lobe by ∼ 0.1 Å−1 towards lower

|ky| values. The small influence can be expected considering the prevalence of forward

scattering at the carbon atoms for this kinetic energy (compare fig. 4.1). There is no

additional intensity at ky = 0, however. In contrast, the photoelectrons emitted from the

second layer in (c) cannot reach the detector with forward scattering only. The pattern

in the calculated PMM is more clearly distorted, but still identifiable as the pentacene

HOMO. The intensity maxima in each lobe are shifted in the opposite direction as in

(b) by ∼ 0.5 Å−1 towards higher |ky| values. The change in shape from the unscattered

calculation is most probably exaggerated and only as intense due to the artificially low

inelastic damping. Crucially, there is also no photoemission intensity at ky = 0.

Even though the tested geometries do not precisely match the real system, we can

(a) (b) (c)

Figure 6.8: Simulated PMM of the HOMO at Eph = 30 eV when intramolecular scattering is
taken into account (a). PMM also including intermolecular scattering at a molecule
in the first layer when emitting from the second layer (b) and vice versa (c).
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draw some important conclusions from them. First of all, we only considered a single

alignment of molecules in between both layers even though the LEED pattern of the first

and second layer are not identical. Depending on the lateral offset between the layers,

there are many inequivalent adsorption sites even in case of the adsorption of one molecule

at a high-symmetry site. The scattered electrons from each dissimilar site will exhibit a

different angle-dependence and thus combine to a smoother and fainter PMM of scattered

intensity. Given that elastically scattered electrons would also have a smaller impact on

the total PMM if the inelastic mean free path was not amplified in the calculation and we

considered only a single domain, the actual influence of elastic scattering on the measured

PMM is likely not significant. A similar argument can be made for scattering at the silver

substrate atoms. While the scattering potential of silver (Z = 47) is larger than for carbon

and hydrogen, the distance from the molecules to the silver and back through the sample

surface greatly reduces the elastically scattered intensity due to inelastic processes.

In conclusion, elastic scattering does not contribute considerably to the measured PMM

and is not sufficient to explain the change in the angle-dependent intensity from the mono-

to the bilayer.

6.2.4 Molecular tilt

Even though we could exclude the presence of plausible, static deformations in subsection

6.2.1, there is another geometric cause that we did not address yet. One could imagine

that the molecules retain their shape upon adsorption, but instead of lying flat on the

substrate they acquire a tilt angle with respect to the surface plane. At first sight the

gradual phase change from the thin film towards the bulk structure [106, 189] by a pro-

gressive increase in tilt angle beyond the first monolayer appears very reasonable [190].

Still, pentacene has a remarkably rich phase space which includes abrupt transitions from

one layer to the next [80, 106]. In the following, we will therefore have a closer look into

this possible explanation.

Fig. 6.9 displays how the tilting of pentacene affects the PMM. In this example, the

monomer in the simulation of fig. 6.9 (a) is rotated by an angle of α = − 11.0 ° along

the long molecular axis. The calculated PMM of the HOMO under the same excitation

parameters as previously and a photon energy of 30 eV is shown. The main difference

from the flat-lying molecule is a shift of the molecular features in the direction of the tilt

towards higher ky. This result is easily understood as the result of the rotation of the

initial state around this axis. For larger angles, the intensity maxima could even shift

beyond the photoemission horizon in this measurement geometry. Since the exciting light

field is unaffected by the transformation, the relative intensity distribution between the
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features is nevertheless modified.

The two-fold symmetry of the Ag(110) substrate and the first layer means that an

adsorption angle that is mirrored around the long molecular axis will have the same ad-

sorption energy and is thus equally likely. The typical domain size is roughly equal to the

extend of the substrate terraces, up to ∼ 200 nm [127,128]. The reason is the mobility of

the molecules at room temperature, which usually begin accumulating at step edges of the

substrate and continue growing from there. A spectroscopy method that integrates over a

large number of molecules will therefore measure the same amount of molecules in either

tilt direction. The PMM of the energetically identical tilt angle of + 11.0 ° is shown in

fig. 6.9 (a). It exhibits the same behavior as molecules with α = − 11.0 °, except the shift

is in the direction of lower ky. If the interaction between neighboring molecules is low –

as is the case here – one can approximate the measured PMM by taking the superposition

of the monomers of all non-identical molecular alignments in the simulation.

This superposition of pentacene tilted by α = ± 11 ° is depicted in fig. 6.9 (c). For the

particular initial states and excitation parameters of this simulation, the four intensity

lobes from an individual monomer blend into one another to form two stripes. Depending

on the values for α and Eph the individual PMM will combine into a total PMM with

either two, four, six or eight separate maxima, as the four features of each single PMM

will move in reciprocal space.

With this knowledge, we can now make an educated guess on which tilt angles to

test against the measurement shown in fig. 6.3. We will start by checking different tilt

angles of the pentacene HOMO in the second of the two layers. A brief comparison of

fig. 6.3 (a) to the simulation for α = ± 11 ° in fig. 6.9 (c) indicates that we would have to

look at smaller tilt angles. In this vein, fig. 6.10 displays the calculation for α = ± 8.0 °

(a), α = ± 8.5 ° (b) and α = ± 9.0 ° (c) at Eph = 30 eV. Despite the relatively minute

geometric differences between the three monomers, there is a noticeable difference in the

(a) (b) (c)

Figure 6.9: Simulated PMM of the pentacene HOMO at Eph = 30 eV and a tilt angle around
the long molecular axis of − 11.0 ° (a) + 11.0 ° (b) and their superposition (c).
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resulting PMM. The main change is found in the overlap region between the main lobes

at (± 1.1, 0) Å−1: the broken asymmetry axis at y = 0 results in finite photoemission

intensity at ky = 0. While there is no distinct maximum, the signal between the lobes is

growing with increasing α. The position of the maxima in reciprocal space also moves to

marginally greater |ky| values.

The intensity in between two lobes at ky = 0 relative to the maxima is the best indica-

tor for the correct tilt angle. In comparison with the experimental PPM in fig. 6.3 (a), the

angles α = 8.5 ° (b) and α = 9.0 ° (b) are in very good agreement with the measurement

with α = 8.5 ° being the arguably slightly better fit. At lower tilt angles of α = 8.0 ° (a)

the signal at ky = 0 is somewhat too low. Taking this into account, the simulation can

determine the tilt angle of the second layer to α2nd = (8.5 ± 0.5) ° from this data set at

Eph = 30 eV. For further tilt angles beyond this selection the inclined reader is referred

to appendix A6.1.

The same procedure can be applied to uncover the tilt angles of the molecules in the

first layer. The charge transfer from the substrate into the first layer makes it possible to

compare the photoemission signal from the (former) LUMO1st as well as the HOMO1st to

the simulations. These are displayed in fig. 6.11 for tilt angles ± 6.0 ° (left column), ± 6.5 °

(middle column) and ± 7.0 ° (right column) for the HOMO1st (top row) and LUMO1st

(bottom row). Again, the photon energy is set to Eph = 30 eV.

The difference in the PMM at these three tilt angles is not as striking as for the higher

α values in fig. 6.10. This is especially true for the PMM of the LUMO1st in the bottom

row, where the broadening due to the increased α is concealed by the already widespread

molecular features in this direction. Since the real sample is not without some degree

of structural disorder, the features in the experimental PMM are additionally broadened

by the imperfect order of the molecules. The lack of a clear indicator for the tilt angles

means that the geometry determination is less accurate than for the HOMO2nd and would

(a) (b) (c)

Figure 6.10: Simulated PMM of the HOMO2nd at Eph = 30 eV and a tilt angle around the
long molecular axis of 8.0 ° (a) 8.5 ° (b) 9.0 ° (c).
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have an even greater uncertainty if one would exclusively evaluate the LUMO data.

The difference between the HOMO PMM in the upper row nevertheless permits the

determination of the molecular tilt angle in the first layer by contrasting them with the ex-

perimental data in fig. 6.3 (b). The best agreement is achieved α = 6.5 ° (b) and α = 7.0 °

(c). In contrast, the intensity at ky = 0 for α = 6.0 ° (a) is clearly below the measured

signal. The LUMO exhibits hardly any difference for these set of angles, since they only

cause a negligible broadening of the features in ky direction that pales in comparison to

the experimental broadening, e.g. due to the film inhomogeneity.

In order to increase the accuracy of the tilt angle determination, we can evaluate a

larger data set and correlate the simulations to experiment at higher photon energies. It

is also useful to check the other recorded molecular orbitals, since the tilt will affect their

PMM in the similar manner. For this particular system, however, the other orbitals do

not help in increasing the precision of the technique. Focusing on the ky direction that we

use for the angle determination, the HOMO-1 shows a pattern that is very close to the

HOMO. The same argument can be made for the HOMO-2 and the LUMO. Additionally,

the binding energies of identical orbitals in each molecular layer are not as well separated

(a) (b) (c)

(d) (e) (f)

Figure 6.11: Simulated PMM of the pentacene HOMO1st (top row) and LUMO1st (bottom
row) at Eph = 30 eV and a tilt angle around the long molecular axis of 6.0 ° (a,d)
6.5 ° (b,e) 7.0 ° (c,f).
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as for the HOMO and the LUMO – see fig. 6.2 (b). They can still be reconstructed from

the weighted superposition of the simulations for each of the two tilt angles, but this

mixture certainly makes them less valuable to investigate the geometry of each individual

layer.

Adding the measurements at higher photon energies to the evaluation is a different

story. The initial states of the pentacene layers are essentially two-dimensional since

there are no atoms outside the molecular plane that is equal to the (x, y) plane. The

(kx, ky) values at which the intensity of a particular molecular orbital is greatest for the

flat-lying molecule is therefore largely independent from the total wave vector k of the

photoelectron. A higher photon energy and hence photoelectron kinetic energy therefore

mainly changes the intensity of the maxima and increases the kz component at which it

is detected. This can easily be understood from the Fourier transformation of the initial

state in the plane wave approximation. While we use a more elaborate final state here, the

final state of this system is close enough to a plane wave that this reasoning holds up well.

If the molecule is now tilted against the reference of the detector plane, a change in k via

varying Eph will appear to move the maxima across the detector so that the photoemission

maximum remains at the same (kx, ky) value from the perspective of a tilted molecule. In

the reference system of the detector, this corresponds to a shift in (kx, ky). This relation

can be exploited by choosing a higher Eph to increase the shift of the maxima at fixed tilt

angles – effectively zooming in to enhance the effect of the shift to increase the accuracy of

the angle determination. The downside of using higher Eph is a drop in the photoemission

cross section of the molecular orbitals , see fig. 4.6 of section 4.2. The signal-to-noise ratio

thus gets considerably worse and limits the maximum photon energy. For our particular

excitation parameters and sample, measurements with Eph > 50 eV could not be used to

any benefit. Hence we will focus on the ARPES data taken at Eph = 50 eV.

Fig. 6.12 shows the experimental PMM of the HOMO2nd (a) and HOMO1st (b) at a

photon energy of 50 eV. As expected, the data quality is reduced and the silver sp-bands

are more visible, especially at wave vectors where they cross the molecular features. Nev-

ertheless, in comparison to the experimental data for Eph = 30 eV in fig. 6.3 the intensity

around ky = 0 is clearly increased for both molecular orbitals. This trend is in accord with

the predicted behavior of the photoemission intensity from tilted molecules as laid out

above. The signal between the lobes is comparable to the main maxima for the HOMO2nd

(a), but not quite so for the HOMO1st (b).

The experimental data can again be contrasted with simulations for different tilt an-

gles α for the higher photon energy. The simulated PMM for the HOMO2nd at α = ± 8.0 °

(a), α = ± 8.5 ° (b) and α = ± 9.0 ° (c) at Eph = 50 eV is displayed in fig. 6.13. Just like

the experiment, the most distinct change in the calculated PMM is the boosted signal

at ky = 0. The difference in the PMM between steps in the tilt angle of 0.5 ° is more



96 Structure determination of adsorbates in multilayer films

(a) (b)

Figure 6.12: Experimental, fitted PMM of the pentacene HOMO2nd (a) and HOMO1st (b) at
Eph = 50 eV. The ratio between molecular and background signal is reduced due
to the change in cross sections at this higher photon energy.

pronounced, with the ky = 0 feature being less (a), equally (b) and arguably more intense

(c) than the main maxima, but still within the estimated error bar. With this additional

data, the tilt angle of the molecules in the second pentacene layer is determined to be

α2nd = (8.5± 0.5) °.

The analogous PMM for the HOMO1st at Eph = 50 eV for simulated tilt angles of

α = ± 6.0 ° (a), α = ± 6.5 ° (b) and α = ± 7.0 ° (c) are shown in fig. 6.14. The dissimi-

larities between the angles are again enhanced compared to the lower photon energy and

the signal at ky = 0 is the clearest indicator for the geometry. The intensity for 7.0 ° is

(a) (b) (c)

Figure 6.13: Simulated PMM of the pentacene HOMO2nd at Eph = 50 eV and a tilt angle
around the long molecular axis of 8.0 ° (a), 8.5 ° (b), 9.0 ° (c).
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too high at this wave vector. On the other hand, the angles 6.0 ° (a) and 6.5 ° (b) are in

good agreement with the experiment. The actual tilt angle of the real system is likely in

between 6.0 ° and 6.5 °. α = 6.0 ° is still within the uncertainty of the angle determina-

tion, so that the tilt angle of the molecules in the first pentacene layer is concluded to be

α1st = (6.5± 0.5) °.

Please note that we draw no conclusion about how any individual molecular domain is

structured. Depending on the parameter settings at the NanoESCA beamline, the photo-

electrons are gathered from an area of ∼ 10 µm or larger [123]. The measurement area

is thus considerably larger than the terrace width of ∼ 200 nm of the Ag(110) substrate.

Since the nucleation of the molecules is likely to start at step edges of the substrate due

to the lateral atomic neighbors at these positions, the measurement integrates over an

immense number of molecular domains. It is therefore possible that each domain has only

a single molecular tilt direction and the instrument integrates over too many to detect

any intensity difference between the signal from each type of domain. Alternatively, both

tilt angles could be present in a single domain and possibly arranged in a zig-zag pattern.

Since the tilt angles are relatively small, the two possibilities cannot be distinguished from

this data set alone.

In conclusion, a tilt of the molecules around the long molecular axis is the cause for the

change in the experimental PMM from the mono- to the bilayer system of pentacene on

Ag(110). Elastically scattered photoelectrons do not explain the experimental PMM and

nor do static distortions of the molecules or the excitation of dynamic vibrations. The best

fits are achieved for tilt angles of α1st = (6.0± 0.5) ° of the first and α2nd = (8.5± 0.5) ° of

the second layer. Perhaps the most remarkable property of this photoemission technique

is that the tilt angle of the first layer can be determined with a high precision even though

(a) (b) (c)

Figure 6.14: Simulated PMM of the pentacene HOMO1st at Eph = 50 eV and a tilt angle
around the long molecular axis of 6.0 ° (a), 6.5 ° (b), 7.0 ° (c).
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it is covered by another layer of pentacene.

The method is not limited to this particular system and can be adapted for other

organic-inorganic compounds, where some or all of the showcased effects might become

relevant.
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7 Photoemission from

three-dimensional molecules

The plane wave approximation for the photoemission final state was already extensively

discussed and utilized in the previous chapters. To recapitulate, the PWA can be used

to gain many usefuly insights, but is not universally applicable, see subsection 2.3.3 for

further details. In this chapter we will test one of the conditions under which the PWA

is thought to be inadequate [11]: non-planar molecules whose molecular orbitals extend

in all three spatial dimensions. The lack of data on this issue means that it is still an

open question whether this expectation of the community is correct or not. The success-

ful application would expand the orbital tomography technique to the new class of truly

three-dimensional molecules.

A monolayer of the close to spherically symmetric fullerene C60 on top of an Ag(110)

substrate is chosen to examine this topic. A fullerene lends itself as an archetype molecule

as they have already been widely researched in the past decades not least because they and

their derivates are suitable for a variety of applications [203–205]. C60 itself is an organic

electron acceptor [206] and resistant against mechanical and environmental strains [207].

It is also already being used in prototype devices [208–210]. Photoemission experiments

that were conducted so far shed light on photoemission intensity resonances induced by

the geometric shape of C60 [47, 211] and the electronic band dispersion in high quality

thin films [212]. The structure of C60 is displayed in fig. 7.1 (a). The molecule is entirely

made up of carbon atoms (black) who form a frame of alternating penta- and hexagons in

the shape of a football. C60 has a diameter of about 7.1 Å with each carbon atom having

three nearest neighbors [213].

The photoemission study presented in this thesis is supported by DFT calculations and

simulations of the photoemission matrix elements and its results are published in Physical

Review B [12]. A complementary analysis of a thick film of C60 by Haag et al. is published

alongside this work in the same issue [214]. In contrast to our study that focuses on the

applicability of the plane wave approximation when the molecules are interacting with

the metal surface, they examine a thick film of C60 where molecule-molecule interactions

and molecular bands play a significant role.
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7.1 Sample preparation

The sample is prepared under ultra-high vacuum conditions through the procedures laid

out in section 3.2. First, the Ag(110) substrate is cleaned by repeated cycles of Ar+ ion

bombardment with subsequent annealing at elevated temperatures. After verifying the

cleanliness of the substrate with a LEED experiment, a monolayer of C60 is deposited

from a home-made thermal evaporator onto the pristine surface at room temperature.

The molecules are commercially available and purchased from Sigma-Aldrich with a pu-

rity of 99.9 %. The evaporation rate was calibrated to be 40 min per monolayer with X-ray

photoemission spectroscopy and LEED measurements before the main experiment. With

the sample at room temperature, the superstructure of the molecular lattice is already

visible in the LEED experiment, but fairly diffuse immediately after the evaporation. The

sample is therefore annealed at 300 °C for 5 min to increase the homogeneity of the molec-

ular layer.

The LEED pattern of the finalized sample at room temperature and an electron ki-

netic energy of 12 eV is shown in fig. 7.1 (b). The molecular lattice is reproduced by a

( 1.67 , 2 / 1.67 , -2 ) superstructure matrix that is indicated by red circles. The matrix is

indication of the interaction between the molecules and the substrate, which promotes the

assembly of C60 in this higher-order commensurate superstructure. The molecules in this

lattice structure are slightly closer to one another than in the bulk structure and have a

(a) (b)

Ekin = 12 eV

Figure 7.1: (a) Molecular structure of C60. The molecule is solely made up of carbon atoms
(black) positioned in the shape of a truncated icosahedron. (b) LEED pattern of a
single monolayer of C60 on an Ag(110) substrate with a primary electron energy of
12 eV. Positions of constructive interference to be expected with a ( 1.67 , 2 / 1.67 , -
2 ) superstructure matrix are indicated by red circles.
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nearest neighbor spacing of 94 % of the bulk value at room temperature [215].

7.2 Results and discussion

The photoemission experiments were conducted using the PEMM at the NanoESCA

beamline at the ELETTRA synchrotron in Trieste [123]. The undulators were set to

produce right-circularly polarized light at several photon energies within the range of

20 – 140 eV. The circular polarization has the advantage that the higher harmonics are

emitted off-axis at a different angle than the base mode and thus do not cause any spuri-

ous photoemission signal or radiation damage. For each photon energy the valence region

in the vicinity of the Fermi edge from Ebin = 4.8 to −0.5 eV was recorded in steps of

∆E = 0.1 eV. All experiments were performed with the sample at room temperature.

Fig. 7.2 shows the EDC for Eph = 42 eV integrated within (±0.02 Å
−1

)2 around

(kx, ky) = (1.00,−0.90) Å
−1

(red circles). There are several features visible in the EDC

which modulate the smooth background from the substrate. Even though the silver sub-

gu

gg + hg

hu

t1u

Figure 7.2: EDC with right-circularly polarized light at a photon energy of Eph = 42 eV and

integrated within an area of (±0.02 Å
−1

)2 around (kx, ky) = (1.00,−0.90) Å
−1

(red
dots). The EDC is fitted by the black line with the individual fit components
represented by dashed blue lines.
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strate signal is damped by the adsorbed molecular layer, the sharp increase in intensity

from the silver 4d-bands at Ebin & 4 eV dominates the spectrum at higher binding ener-

gies [134]. On top of the substrate signal, there are four additional features in the valence

region that can be attributed to the C60 monolayer. These features belong to molecular

orbitals that are several times degenerate in the gas phase molecule. Even though the

molecular symmetry is broken by the presence of the substrate and the adjacent molecules,

the lifted degeneracy cannot easily be resolved by this measurement alone and only in-

creases the width of the peaks. Features which cannot be energetically separated within

the energy resolution of the experiment are therefore labeled with monikers specifying their

combined symmetry in the isolated molecule. The features can be tentatively assigned to

the gu, gg +hg, hu and t1u orbitals of C60 at binding energies around 4.3 eV, 3.2 eV, 1.8 eV

and 0.2 eV, respectively. Their corresponding degeneracy in the gas phase is four-fold

(gu), four- plus five-fold (gg + hg), five-fold (hu) and three-fold (t1u). The t1u orbital at

and slightly below the Fermi edge is not occupied in the isolated molecule which means

that a moderate amount of charge transfer from the silver substrate into the molecules is

taking place. This phenomenon has already been observed at the metal-organic interfaces

of the previous chapters and is also frequently detected in similar systems [10,136].

Before a more detailed data evaluation, the recorded PMM are cleaned of the exper-

imental artifacts described in section 3.3. Since the orbitals have a relevant energetic

overlap, they are extracted with a fitting procedure after the correction to separate the

molecular features from the substrate and one another. To this end, the EDC at each

(kx, ky) tuple on the MCP and for each photon energy Eph was averaged in kx and ky by

∆k = 0.02 Å
−1

to increase the signal-to-noise ratio. The t1u orbital close to the Fermi edge

can obscure the position of the chemical potential and is therefore established first. This

is done by taking the derivative of the averaged EDC and fitting it with the derivative

of the Fermi-Dirac distribution. The position of the chemical potential is then saved and

used as an input in the main fitting routine, where it can only be moved with a ±20 meV

range. The chemical potential can be determined fairly accurately through this procedure

and more so than leaving it entirely to the algorithm of the subsequent fitting.

In the main routine, the averaged EDC is fitted with a Gaussian function for each of

the four molecular features plus one for the silver 4d-bands. The features are multiplied

by the Fermi-Dirac distribution for the known sample temperature (room temperature)

and position from the previous fitting procedure. The width, position and height of all

features and the Fermi-Dirac distribution is highly constrained to suppress erroneous re-

sults. After the successful convergence, the area under the Gaussian functions is stored

as the photoemission intensity of the respective orbital, (kx, ky) tuple and photon energy.

The procedure then moves to the next (kx, ky) tuple until all recorded wave vectors are
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processed. These steps are then repeated for the measurements at all other photon en-

ergies. This data treatment is especially crucial for the t1u orbital and at the lower and

upper end of the photon energy range, where the intensities are comparatively low due to

the reduced photon flux and and the decreased photoemission cross section, respectively.

An exemplary fitting result for (1.00,−0.90) Å
−1

and Eph = 42 eV is shown in fig. 7.2.

The individual molecular orbitals and the silver background (dashed blue lines) repro-

duce the experimental data very well when summed up (black line). As can be seen, the

overlap of the individual features with one another is particularly large at higher binding

energies. There is no energy dispersion detectable in any of the molecular orbitals within

the experimental resolution of ∼ 70 meV [123].

Fig. 7.3 (a) displays the extracted hu orbital after applying the fitting procedure over

the entire data set at Eph = 42 eV. The light incidence is towards positive ky values and

the color indicates the photoemission intensity (fitted area) of the orbital. The abrupt

drop in intensity at high k‖ is not due to the photoemission horizon kz = 0 which lies

beyond the detector at this electron kinetic energy. It is instead caused by the finite size

of the multi-channel plate detector.

The PMM resembles the molecular frame of C60 itself with elevated intensities towards

positive ky which one might expect due to the vector potential A being larger in this

(a)

hu

(b)

Figure 7.3: (a) Fitted PMM of the photoemission intensity from the C60 hu orbital excited with
Eph = 42 eV. (b) Determined adsorption geometry of C60 on Ag(110), showing the
three inequivalent C60 molecules per unit cell in different colors. The unit cell is
indicated by red lines.
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area. Nevertheless, there are contrary examples on organic molecules with significant

photoemission intensities in regions where A → 0 [38]. A small misalignment between

(kx, ky) = (0, 0) and the center of the MCP leads to a slightly increased field of view

and higher intensities at the edge of the detector in negative kx direction. The general

shape of the emission from the hu orbital is essentially two-fold symmetric with mirror

axes along kx = 0 and ky = 0. The pattern strongly suggests that there is only a single

azimuthal orientation of the C60 molecules present on the Ag(110) substrate at room tem-

perature. Since the measurement integrates over a large amount of domains, molecules

with a different azimuthal alignment would have photoemission maxima in directions that

are effectively rotated around (kx, ky) = (0, 0). In the most extreme case of randomly dis-

tributed azimuthal orientations, the shape of all PMM from the molecular orbitals would

have a radial symmetry. This is actually the case for C60 in the bulk structure [216]

which indicates a stronger interaction of C60 with the Ag(110) substrate than with other

molecules in the extended crystal. Note that the same argument is not fully valid for

molecules which adsorb at dissimilar polar angles. It is therefore possible that there is

more than a single adsorption geometry that is mirrored in other domains due to the

two-fold symmetry of the substrate.

The superstructure established via the LEED measurement in fig. 7.1 (b) reveals the

structure within the molecular layer, but not the alignment with respect to the silver

substrate. To determine the latter, the C60 molecules are relaxed on top of the Ag(110)

substrate utilizing the VASP code for the DFT calculation [217]. A repeated slab approach

is used where the substrate is represented by five metallic layers and a vacuum layer of

∼ 15 Å is inserted between the slabs for separation. An additional dipole layer is located

in the vacuum region to eliminate any spurious electrical fields [218]. The exchange-

correlation effects are modelled using the generalized gradient approximation [219]. In

the first series of calculations with a single molecule per unit cell, a Monkhorst-Pack grid

of (kx × ky × kz) = (10× 10× 1) points is used [220]. For a subsequent second cycle with

three molecules per unit cell, a smaller (6× 6× 1) grid is chosen. The super cell geometry

is built according to the experimentally determined ( 1.67 , 2 / 1.67 , -2 ) superstructure

matrix from the LEED measurement. Using the projector augmented wave approach [221],

the kinetic energy cutoff is set to ∼ 500 eV. In order to simulate the rigid bulk during the

geometry optimization, only the top two silver layers and the atoms of C60 are allowed

to relax. The van der Waals interactions are accounted for in the calculations using the

vdW-surf method according to Tkatchenko and Scheffler [222].

The relaxation is performed with five different initial molecular orientations at four
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different adsorption sites in a c(4x4) surface unit cell. After convergence of the calculation,

the adsorption energy Eads is computed with the equation

Eads =
Esystem − Esub − nEmol

n
(7.1)

where Esystem, Esub and Emol is the ground state energy of the whole system, the silver

substrate and the molecule, respectively. n designates the number of molecules included

in the unit cell. These calculations were carried out by Mathias Schwendt and Peter

Puschnig from the Institut für Physik at the University of Graz.

The resulting adsorption energies Eads in units of eV are listed in tab. 7.1 with the five

molecular orientation grouped in the columns and the four adsorption sites in the rows.

The labels of the molecular orientation specify which part of C60 lies parallel to the sub-

strate surface at the C60/Ag(110) interface. For example, the 6-6 configuration indicates

that the molecular axis of two carbon atoms between two hexagon faces is parallel to the

[001] direction of the silver substrate. The 6-6 (90°) orientation also has two atoms of the

same bridge parallel to the surface, but rotated along the surface normal vector by 90°.

Similarly, the 5-6, pentagon and hexagon configurations mean that the bridge between a

hexagon and a pentagon face, a pentagon face and a hexagon face are at the very bottom

of the molecule, respectively. The adsorption positions separated by different rows in the

table define above which substrate site the center of the molecule is located. The labels

refer to the hollow site above a silver atom in the second row (H), the top site above a

molecule in the second row (T), the short bridge site between two adjacent atoms in the

first row along the [1̄10] direction of the substrate (SB) and the long bridge site between

two adjacent atoms in the first row along the [001] direction (LB).

As shown in tab. 7.1, the lowest calculated adsorption energy is found for the 6-6 ori-

entation in the hollow adsorption site (H) with Eads,6-6,H = −2.06 eV. This most favorable

adsorption energy is followed by the 5-6 (H), 6-6 rotated (H) and hexagon (H) configura-

tions. All remaining combinations of molecular orientation and adsorption site are even

less favorable in adsorption energy.

For the 6-6 (H) configuration with the lowest adsorption energy a relaxation calculation

of the C60/Ag(110) interface with the ( 1.67 , 2 / 1.67 , -2 ) superstructure determined by

the LEED experiment is carried out. The geometric structure in real space is depicted in

fig. 7.3 (b) with the red lines indicating the molecular unit cell. The different colors of the

molecules refer to the three different adsorption sites of C60 on the silver substrate. Note

that only one out of the three molecules in the unit cell is in the 6-6 (H) configuration,

since the superstructure matrix is not perfectly commensurate. The other two molecules

are close to a LB adsorption site which has an only slightly less favorable adsorption

energy of Eads,6-6,LB = −1.83 eV in the c(4x4) cell. Nevertheless, the average adsorp-
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Table 7.1: Calculated adsorption energies Eads in units of eV after relaxation of C60 in a c(4x4)
unit cell of Ag(110) on top of the substrate for five initial C60 orientations and four
adsorption sites. The orientation labels refer to the edges or faces in parallel with
the surface. The columns designate hollow (H), top (T), short bridge (SB) and long
bridge (LB) adsorption sites.

6-6 6-6 (90°) pentagon hexagon 5-6
H -2.06 -1.90 -1.72 -1.88 -1.93
T -1.52 -1.34 -1.13 -1.16 -1.40
SB -1.21 -1.43 -1.45 -1.58 -1.50
LB -1.83 -1.39 -1.72 -1.72 -1.81

tion energy after the converged relaxation is decreased further to Eads = −2.71 eV per

molecule, signifying a more favorable and stable structure compared to the larger c(4x4)

cell. The small energetic difference between the 6-6 (H) and 6-6 (LB) configurations along

with the increased intermolecular interaction between the more densely packed molecules

is most likely the cause of the reduced adsorption energy.

While these conclusions strongly imply that C60 adsorbs with the 6-6 orientation, the

comparison to the photoemission experiment can yield an unambiguous result. First, the

two-fold symmetry of the photoemission pattern visible in fig. 7.3 (a) excludes the pres-

ence of the pentagon and hexagon orientations on the sample. In contrast, the 6-6 and

6-6 (90°) orientations have a two-fold symmetry when viewed from the curved plane at

fixed electron kinetic energy in the experiment. The one-fold symmetric 5-6 orientation in

combination with the two-fold symmetric Ag(110) substrate could also produce an two-

fold symmetric pattern when integrating over both equivalent adsorption sites.

To determine the correct adsorption orientation, the PMM of the hu orbital from iso-

lated C60 with these orientations are computed with the photoemission tool in the IAC

approximation. The DFT calculation for the initial state is performed with a 6-31G+ ba-

sis set and the B3LYP functional. The two equivalent domains of the 5-6 orientations are

calculated separately and subsequently summed up. Since the hu is five-fold degenerate in

the gas phase and the individual orbitals cannot be disentangled within the experimental

resolution, the superposition of the five composite molecular orbitals is used to form the

integrated hu intensity.

The resulting PMM for the photoemission from the hu orbital is displayed in fig. 7.4

for the 6-6 (a), 6-6 (90°) (b) and 5-6 orientation (c). The respective real space view of

C60 from the top-down view on the sample is displayed below each PMM. Just like in the

experiment, the two-fold symmetry of the molecule is broken in the photoemission process

due to the right-circularly polarized light impinging towards the positive ky direction.

As can be seen from the comparison to the experimental PMM in fig. 7.3 (a), the 6-6
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(a) 6-6 (b) 6-6 (90°) (c) 5-6

Figure 7.4: Photoemission calculations for the hu orbital at Eph = 42 eV with an isolated C60

molecule in the 6-6 (a), 6-6 (90°) (b) and 5-6 (c) orientation. The top-down view of
the molecule in real space is depicted below the PMM. Only the 6-6 configuration
in (a) fits to the experimental data shown in fig. 7.3 (a). The two-fold symmetry of
the initial state wave function is broken in the photoemission process due to the
right-circularly polarized light impinging in direction of positive ky values.

(90°) (b) and 5-6 (c) orientations can clearly be ruled out. The 6-6 (90°) orientation (b)

does not exhibit the main intensity features at the correct k‖ values and is most intense

close to the edges of the detector plate. The result for the 5-6 orientation (c) is even

further off from and has no discernible shapes that can be clearly related to the experi-

ment. On the other hand, the simulated PMM for the 6-6 orientation (a) agrees well with

the experiment. The goggle-shape of the experiment is well reproduced, albeit at slightly

smaller |k‖| values. The heightened relative intensity at large |kx| and positive ky values

also matches the experiment.

In combination with the structure relaxation, the determined geometry of the adsorbed

monolayer of C60 on Ag(110) is a 6-6 adsorption orientation with molecules at three in-

equivalent adsorption sites per unit cell. One of the molecules occupies a hollow site (H)

while the other two are located close to a long bridge (LB) site. This result is also depicted

in fig. 7.3 (b).

The three-dimensional geometry of C60 results in a considerable photoemission inten-

sity redistribution under changing photon energies which is unlike the behavior of planar

molecules [61, 73]. This is showcased on the hu orbital for various photon energies in

fig. 7.5. The upper row displays the fitted PMM compared to the simulated ones in the
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lower row for Eph = 32 eV (a,d), 50 eV (b,e) and 60 eV (c,f). The goggle shaped pat-

tern that resembles the molecular frame of C60 is visible over a wide range of photon

energies. At higher photon energies the intensity gradually shifts away from the center

towards higher |kx| values. Starting at Eph ≈ 50 eV and towards higher photon energies

the experimental data exhibits a strong increase in intensity at the edge of the detector

plate around kx ≈ −2.5 Å. The trend is already visible in (b) and even more so in at

Eph = 60 eV (c). This behavior is not intrinsic to the photoemission experiment on the

sample, but an experimental artifact that is caused by a misalignment of the photon spot

on the sample and the detector column above. Excluding this artifact, the agreement

between experiment and simulation is generally decent. The shape of the photoemission

intensity is well reproduced in the simulation and the relative intensities of the features

are also mostly close to the experiment.

In order to evaluate the applicability of the plane wave approximation, further photo-

(a) (b) (c)

(d) (e) (f)

Figure 7.5: Comparison of experimental photoelectron momentum maps (top row) to simu-
lations with the IAC approximation (bottom row) for the hu-orbital illuminated
with right-circularly polarized light at a photon energy of 32 eV (left column), 50 eV
(middle column), 60 eV (right column). In contrast to planar molecules [61,73], the
shape underlying the photoemission pattern is notably dependent on the photon
energy.
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emission calculations are performed on the relaxed C60 geometry for Eph = 40 eV. Simu-

lations with the PWA and the IAC approximation for the 6-6 orientation are compared to

the fitted measurement data in fig. 7.6. The left column shows the gg + hg orbital of the

experiment (a), the calculation with a plane wave final state (c) and with a IAC-based

final state (e). The analogous results for the hu orbital are displayed in the right column

for the experimental (b), plane-wave- (d) and IAC-based (e) PMM. The goggle-shaped

features of the experiment are reproduced fairly well by both types of simulations, with

only small differences in the relative intensities between the approximations. In general,

the IAC-based simulations manage to reproduce the relative intensities at different k‖

slightly better. This largely good agreement between simulation and experiment is also

maintained at other photon energies, as shown for the IAC-based final state in fig. 7.5.

The IAC-based simulations are computed with an isolated molecule, which permits

an assertion about the hybridization and the molecular deformation upon adsorption. De-

spite the charge transfer from the substrate into the organic monolayer, the hybridization

with neighboring C60 molecules and the Ag(110) substrate is evidently not strong enough

to substantially alter the character of these valence orbitals. Neither is there any atomic

displacement on the silver surface large enough to affect the PMM. This conclusion is

consistent with the well-established rigidity of C60 [223].

The DFT calculations of the relaxed molecule on the silver surface performed with the

VASP code predict the charge transfer into the molecules that is confirmed by the experi-

ment (see Fig. 7.2). Furthermore, while the symmetry breaking upon adsorption does not

influence the gg +hg and hu photoemission, it has another impact: the calculations reveal

a small energetic redistribution of the formerly three-fold degenerate t1u which lifts the

degeneracy of the three orbitals, shown in Fig. 7.7 (a). Integrating the fractional occupa-

tion of the three components results in a relative occupation of 39 %, 31 % and 30 % with

respect to each other.

Further photoemission calculations of the t1u can be conducted and correlated to the

experiment based on this finding. Fig. 7.7 (b) shows the measured photoemission intensity

at 40 eV compared to the fitted (c) with simulations of the t1u with the IAC approxima-

tion. The fractional occupation numbers have been taken into account by multiplying the

PMM of the three components by their respective factor. Note that the relatively small

charge transfer into the t1u (see Fig. 7.1 (b)) results in a low signal-to-noise ratio, making

the quantitative analysis more demanding.

Both PMM show goggle shaped features with increased intensity towards higher |kx|
and from low to high ky values. The drop in intensity around kx = ±1.7 Å−1 and ky = 0 is

also visible in both PMM. Even though the match between experiment and theory is not

as good as for the gg + hg and hu under these conditions, the general shape and intensity

distribution fits moderately well, corroborating the DFT result from the relaxed molecule.
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gg + hg
(a) (b)

hu

(c) (d)

(e) (f)

Figure 7.6: Comparison of experimental PMM (top) to simulations with final states based on
the plane wave approximation (middle) and the IAC approximation (bottom) at
40 eV photon energy. The left column shows the C60 gg + hg, the right column the
hu orbitals. Both types of simulations fit well to the experimental data with only
minor deviations in intensity.
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In conclusion, the evaluation of the evaporated monolayer of C60 adsorbed on Ag(110)

demonstrates that despite previous reservations [11] the plane wave final state can be

successfully applied in photoemission calculations for non-planar molecules at the metal-

organic interface. The comparison of simulations with the plane wave final state with

an IAC final state and the experiment show a decent agreement. The C60/Ag(110) in-

terface is characterized through angle-resolved photoemission spectroscopy in a combined

approach of state-of-the-art measurements, intricate data evaluation and theoretical sim-

ulations. The adsorption site, deformation and orientation of C60 are computed and the

latter confirmed experimentally. A weak hybridization between substrate and molecules

is revealed and DFT calculations of the redistributed density of states of the formerly

degenerate t1u are verified in the experiment. The molecules are only negligibly distorted

upon adsorption and do not hybridize significantly with each other.
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(a) t1u

(b) (c)

Figure 7.7: (a) Calculated projected density of states (DOS) of the C60/Ag(110) system. The
degeneracy of the t1u orbitals is clearly lifted upon adsorption. Comparison of the
PMM of the measured t1u orbital (b) to an IAC-based simulation (c) for a photon
energy of 40 eV.
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8 Conclusion and outlook

The overarching topic of this thesis was the study of organic molecules at metal-organic

interfaces using several angle-resolved photoemission techniques. Of particular signifi-

cance was the description of the final state in calculations of the photoemission process

which has to be chosen in accordance with the experiment to extract as much informa-

tion as possible. Relevant material properties were already obtained with a simple plane

wave final state. Beyond the limitations of a plane wave, however, a more complex final

state description based on the independent atomic center approximation was successfully

employed in further photoemission studies. Advances in this kind of fundamental science

are a crucial step to tailor materials for specific needs and applications. In the end, a de-

tailed understanding of elementary processes within a prototype sample in the laboratory

promotes the efficiency of current devices or even permits the emergence of entirely novel

applications with unprecedented material properties.

The value of the plane wave approximation was evaluated on the valence orbitals of a

monolayer of pentacene on an Ag(110) substrate with photon energies between Eph = 20 –

140 eV. There are significant deviations from the expected Eph dependence of the mea-

sured intensity of the molecular orbitals compared to calculations with a plane wave final

state. The variations in intensity are indication that the final state might be influenced

by shape resonances [61] and/or increased elastic scattering in the Bragg gap of the sub-

strate [141]. To settle this question, theoretical calculations on the pentacene/Ag(110)

system are required. Next, the phase information was retrieved from a two-dimensional

excerpt of the three-dimensional experimental data set of the pentacene HOMO. With the

information from the two-dimensional reconstruction, the entire molecular orbital was re-

constructed in three dimensions. The experimental result is in good agreement with the

prediction from DFT calculations points, but does not fully match it. The dissimilarities

point to a small hybridization of the molecular orbital, but nevertheless, this analysis

would also profit from the aforementioned theoretical calculations.

The appealing simplicity of the plane wave approximation is connected to its limited

applicability [11]. It is thus crucial to be able to resort to a more complex final state if a

system requires it. A photoemission tool with final states based on the independent atomic
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center approximation was developed and implemented in WaveMetrics IGOR Pro to this

end [144]. The initial state wave functions can be calculated externally with DFT pro-

grams like Gaussian 09 [145] and subsequently imported via an automated procedure in

the tool. The program also comes with a user interface that is straightforward to operate

even for users unfamiliar with the theory behind it. To verify the correct implementation,

the tool was successfully tested against the pentacene molecular orbitals measured in the

previous chapter, chapter 4. After this brief replication, the tool was used to discover the

adsorption structure of a pyrphyrin monolayer on top of Ag(110). The final examination

was to determine the adsorption geometry of a sub-monolayer of carbon monoxide ad-

sorbed on Pt(111). This study was ambitious due to the intention to use angle-resolved

photoemission data from a molecular orbital under excitation of light with comparably

low energy. Despite this challenge and the early state of the photoemission tool when

enabling elastically scattered photoelectrons, the geometry was successfully established in

agreement with literature.

Understanding the structural and electronic properties of molecules at interfaces was

also the target of the next study. A combined experimental and theoretical technique

for the geometry determination was showcased on the example of a bilayer of penta-

cene adsorbed on an Ag(110) substrate [10]. After an initial photoemission survey of

the molecular valence states the angle-dependent intensity distribution of the energeti-

cally non-degenerate HOMO orbitals of each layer was compared to simulations with the

photoemission tool. A static deformation of the molecules, the excitation of molecular

vibrations, the influence elastically scattered electrons, and a tilt of the molecules were

assessed and evaluated next to the experiment. The latter was found to be the sole cause

of the change in the photoemission pattern from the mono- to the bilayer of pentacene

on Ag(110). The tilt angles even of the first layer buried beneath the second could be

determined with a high precision of ±0.5 °. The approach taken in this study can readily

be adapted for other samples.

Lastly, the applicability of the plane wave approximation was examined on the non-

planar molecule C60 and compared to calculations with the independent atomic center

approximation [12]. The work demonstrated that the simple, yet powerful plane wave ap-

proximation can indeed be successfully employed for truly three-dimensional molecules,

despite justified reservations in literature [11]. Calculations with the plane wave approxi-

mation were in good agreement with the experiment and found to give predictions similar

to the more complex independent atomic center approximation. With accompanying DFT

simulations, the adsorption geometry of C60 on the Ag(110) substrate could be determined.

The presence of the substrate breaks the symmetry of the formerly unoccupied and three-

fold degenerate t1u orbital and results in an unequal charge transfer from the substrate

into the three composite molecular orbitals. The measured angle-resolved photoemission
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intensity distribution is in agreement with the calculations for these molecular orbitals.

A promising next step is expanding these photoemission techniques techniques to in-

clude the time-dependent evolution of a system under excitation with an external stimulus.

Time-resolved photoemission can be performed by using two pulsed photon sources in a

pump-probe scheme and varying the delay time between them [167, 224]. Recording and

understanding the inherent time-dependence of any physical phenomenon is beneficial to

any study, but even more so in multi-step processes that are not as easily deciphered

with time-integrating methods. These include for example the singlet fission of excited

electrons in pentacene which conceivably enable overcoming the Shockley-Queisser limit

of solar cells [225, 226] or catalytic reaction as in the reduction of carbon monoxide on

Pt(111), see section 5.3.

Another fascinating way forward that builds upon the projects in this thesis is combin-

ing the knowledge on organic molecules and the presented photoemission techniques with

novel topological materials. Adsorbed molecules are ideally suited to alter the properties

of topological surface states since they are easier to grow in an ordered and adjustable

fashion on a variety of substrates. This can enable e.g. the controlled surface doping in

low concentrations of topological insulators with metal-containing molecules that is tough

to achieve with pure metals. A variety of organic materials lend themselves to system-

atically study this interaction, like transition metal phthalocyanines and porphyrins that

can be synthesized to contain different metal atoms.
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Appendix

A5 The expanded photoemission simulation tool

Upon starting the photoemission tool, the main window shown in fig. A5.1 with most

calculation parameters is opened. In the figure the tool is in the ”Stationary kPEEM

Scan” mode which is used to simulate the photoemission intensities as they would be

measured in a PEMM setup (see chapter 3.3). In the second mode (”Rotary Azimuthal

Scan”, not shown), the polar and azimuthal angles Θ and φ of an azimuthal scan can be

set instead of kx and ky – more of this difference will be clarified later. The two modes

are almost identical besides this axis transformation and can be toggled by clicking the

top center ”Stationary kPEEM Scan” button. Before going into detail of all the available

parameters, we will first examine how the DFT data is loaded into the procedure.

Figure A5.1: Main window of the photoemission tool in PEMM mode showcasing most of the
available parameters and optional settings.
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A5.1 Input preparation

In preparation of a photoemission calculation, the molecular initial states have to be read

from the DFT output created by Gaussian 09. The Gaussian output file is recorded in

plain text and as such too large and unwieldy to use as an input right away. The photo-

emission tool therefore includes an auxiliary function that reads and converts the relevant

data in the raw output into several files within IGOR Pro that are of manageable size.

This procedure is mostly automated and accessed by clicking the ”Import Data” button

in the bottom center of the main window in fig. A5.1.

Pushing the button opens a dialog window (see fig. A5.2) with brief instructions and

a few hints on its usage. Next, the user picks a Gaussian output file from a drive on the

computer by clicking the ”Select File” button. This triggers the first phase of the auto-

mated import process: reading the file and analyzing it with respect to certain keywords.

The readout takes less than a second and leads to one of two panels shown in fig. A5.3.

During this time the procedure attempts to load the parameters in four stages:

Gaussian Keywords

This is a copy of main command line in the Gaussian input file. It contains all information

on how the DFT is performed – including basis set, functional, geometry optimization and

which data is to be recorded in the output. Every valid output contains this line as it is

are mandatory for the DFT calculation itself.

Molecular Structure

The atomic number and Cartesian coordinates of each atom are also part of any authen-

tic output. If a geometry optimization has been performed by Gaussian, the procedure

detects the optimized coordinates separately from the original ones.

LCAO-Coefficients

The LCAO coefficients ca,j described in eq. (2.15) are fundamental to the initial state wave

function. Only those orbitals whose coefficients have been printed into the output can

be loaded into the photoemission tool. To simplify the navigation through the orbital

indices, all available orbitals and the index of the HOMO are displayed here as well. The

procedure will also differentiate between the spin-dependent wave functions in case the

molecular orbitals are not spin-degenerate. If the geometry has been optimized, both sets

of coefficients will be detected and assigned to their respective structural data from the

previous stage.
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Figure A5.2: Import dialog that is opened after clicking the ”Import Data” button in the main
window. The dialog displays a short guideline and helpful comments on its usage.

Basis Sets

The basis set defines the radial wave function in eq. (2.16). In combination with the spher-

ical harmonics of the angular wave function and LCAO coefficients above they make up

the initial state wave function.

Fig. A5.3 (a) displays a successful readout of a spin-dependent DFT calculation where

a second DFT run was carried out after the atomic coordinates of the input were energet-

ically optimized. In fig. A5.3 (b) a dummy text file unrelated to a DFT calculation was

loaded and thus failed at every readout. Note that the import of a file is prevented if the

initialization of any of the four stages fails.

There are only two mandatory keywords that must be included in the Gaussian DFT to

produce a valid output: First, the parameters of the chosen basis set have to be recorded

with the keyword ”GFInput”. This is necessary to reconstruct the atomic wave functions

with eq. (2.16). Second, the LCAO coefficients ca,j of the molecular orbitals must be

printed into the file as well so that the initial state wave function can later be compiled

with eq. (2.15) and (2.16). The most convenient keyword here is ”Pop=Full”, which lists

the LCAO coefficients of every single molecular orbital into the output. The import pro-

cedure can detect and process any basis set that comes with Gaussian 09 plus any basis

sets that have been manually defined by the user. In the current version, the wave func-
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(a)

(b)

Figure A5.3: Import dialog after loading a valid DFT input with all optional Gaussian key-
words enabled (a). The detected keywords are shown for each phase in the
readout process. The input parameters can be set on the right side of the dialog
and imported with the ”Import” button. (b) Import dialog after loading a (fully)
invalid file. If the readout fails at any step, the dialog will display what went
wrong. Since the input is not a Gaussian output file, none of the four phases are
successful and the ”Import” button is disabled.
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tions have to be expressed with real-valued spherical harmonics, though this is ensured

by using keywords ”5D” and ”7F”. The choice of DFT functional is also not restricted in

any way. Hence, both the basis set and the functional can be picked freely depending on

the system in question and the desired complexity.

If the readout in the first phase is successful, the user can choose how to import the

data in the right-hand side of the panel (see fig. A5.3 (a)). Going from top to bottom the

procedure can import either the initial or the geometry optimized parameters. Naturally,

the checkbox ”Use Geometry Optimized Data” is only activated if an optimized structure

was actually detected. Which of the orbitals are loaded can be set in the next two fields.

Any orbital in between and including ”First Orbital” and ”Last Orbital” are imported.

While the molecular orbital files have a very small size on the order of a few kilobytes,

it is just inconvenient to load hundreds of irrelevant files into the program. Lastly, the

storage folder in the IGOR file and the moniker of the data set has to be picked in the

fields ”Folder Name” and ”Data Set Description”. With everything set up, the import is

concluded by pushing the ”Import” button.

In the current version of the code, the import procedure loads every essential input

file with the exception of the phase shifts. This is because they are generated separately

from the DFT with Gaussian from spherically symmetric muffin-tin potentials with the

software Electron Diffraction in Atomic Clusters (EDAC) [101]. EDAC is a freeware code

that can be used to simulate the multiply scattered photoelectron diffraction signal [227].

To do so, it calculates the phase shifts δla(k) of an electron that is elastically scattered

at the potential around an atom a (compare subsection 2.3.2). For our purposes, we run

the simulation with the same atomic coordinates as in the photoemission calculation and

only extract the phase shifts from the program. The δla(k) matrix is loaded into IGOR

Pro and used alongside the DFT input.

A5.2 Procedure details

With all input files in place, we can now look into the calculation of photoelectron matrix

elements. As explained at the beginning of the chapter, there are two different modes:

the first one is for the stationary geometry that is found at a PEMM (”Stationary kPEEM

Scan”). The angle between the incoming light and the sample is constant for every calcu-

lated tuple in reciprocal space. The second mode (”Rotary Azimuthal Scan”) simulates a

photoemission measurement where different azimuthal angles φ are accessed by rotating

the sample while the intensity along the polar angle Θ is recorded with a one-dimensional

detector. The angle between incoming photons and the sample is therefore not constant

in this mode. All other settings and internal calculations are identical, so to avoid redun-
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dancy only the ”Stationary kPEEM Scan” mode will be described in the following.

The input parameters are defined to the left and center of the main window in the

input section, see fig. A5.4 (a). Starting in the top row from the left, the first three panels

control the extent and resolution of the three-dimensional grid in reciprocal space, for

which the photoemission intensity will be calculated. All values of wave vectors here and

everywhere else in the tool are given in units of Å−1. For the third dimension, the user can

choose between kz and energy. Selecting ”Wavevector” leads to an orthogonal coordinate

system, while picking ”Energy” results in spherical cuts at fixed energy in reciprocal space.

The latter is more convenient when comparing experimental data at a fixed kinetic Ekin

or binding energy Ebin to the simulation. Similarly to the units of the wave vector, all

energies in the tool are standardized to be in units of eV. The fourth panel determines

whether the energies in the third panel refer to the photon energy Eph or the electron

kinetic energy Ekin outside the sample if energies are set in the third panel. There is no

analogous choice when using an orthogonal coordinate system with kz. This is also where

the inner potential V0 is set (see eq. (2.10)). When selecting Eph one also needs to provide

the ionization energy in order to work out the correct kinetic energy of the electrons inside

the system.

In the fifth and last panel of the row a factor of the inelastic mean free path λ(Ekin) is

set. The initial value for λ(Ekin) is calculated using the universal curve for the inelastic

mean free path of organic compounds from Seah et al. [22]. The multiplicative factor is

indispensable since Seah’s data set is lacking in the energetic range of typical ARPES

experiments and the universal curve has a huge relative error bar, which makes λ(Ekin)

strongly dependent on the exact material anyhow. Elastic scattering is turned on by

pressing the ”Direct Emission only” button to the very right. The theory behind the the

calculation of the elastically scattered amplitude is described in subsection 2.3.2. Clicking

the button activates the additional parameters shown in fig. A5.4 (b): ”Max. Scatter Dis-

tance” determines in units of Å how far the emitting atom can at most be from the last

scatterer to be included in the simulation. An electron can scatter a maximum of ”Max.

Scatter Order” times. The last setting on this row is a checkbox on whether to included

”external” scatterers. These are atoms which have not been part of the DFT calculation,

but nevertheless scatter the emitted electrons. They can be provided manually within the

data folder of the input automatically imported with the import procedure in appendix

A5.1. This setting is highly useful e.g. to simulate the elastically scattered photoemission

pattern from a substrate which is too large for the Gaussian DFT to handle. Please note

that in order to determine the scattered intensity, phase shift files of every element in

the external scattering cluster have to be provided. The program will automatically look

for these files and only enable the checkbox upon a successful readout. Enabling elastic

scattering greatly increases the calculation time. It is also less accurate than the unscat-
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tered amplitude because it relies on a lot of approximations and has only recently been

implemented into the program. This option is still very much under construction, but

already functional for some initial applications.

The second row in the main window contains the selection of the DFT initial states.

The folder within IGOR that contains the data set is chosen under ”Molecule”. Upon

picking a folder, a procedure looks for the composition of the molecule and all necessary

phase shift files – just like for the ”External Scatterers” above. If phase shift matrices

are missing for a particular element, there are some backups that will be provided by

the program. These include metal substrate elements and elements commonly found in

organic molecules. The latter obviously vary from compound to compound, but are gen-

erally quite similar for molecules mainly based on cyclic components. The backups are

usually sufficient for a rough and fast evaluation before importing the correct phase shift

files. The moniker ”Molecule” above the list is used because it makes sense to save all

data of a particular molecule in one folder, since they can share the same phase shifts.

One panel to the right, the user picks one or more data sets within this ”Molecule” folder.

The name of the data set corresponds to the on given under ”Data Set Description” in

the import procedure (see fig. A5.3). Data sets usually differ in the DFT functional, basis

set and/or geometry. When a data set is selected, another automated procedure looks

for LCAO coefficients of the molecular initial states. The orbital indices of all detected

initial states are then available in the rightmost panel ”Orbital Calculation Range”. Keep

in mind that the ionization energy or electron kinetic energy has to be set according to

the chosen orbitals in the panel above. Calculating several orbitals with the same energy

values at once is mostly useful for degenerate orbitals or a quick assessment.

The third row holds the geometric parameters of the exciting light on the left, and

the radial final states to the right. First, the polar (”Theta”) and azimuthal angle (”Phi”)

with respect to the molecule are set in units of degrees. The next three lines define the

amplitude of the vertical and horizontal component of the electric field as well as the phase

shift between them in degrees. Using these three numbers, any arbitrarily polarized light

field can be applied in the simulation. The bottom line is a readout which helps to verify

that the desired polarization has been set. In the second panel, the user can choose to use

the spherical Bessel functions of a plane wave (”Plane Wave”, see eq. (2.17)) or Coulomb

waves as radial final states. Only when selecting Coulomb waves the user has to supply

the residual charge per element Zion to calculate α with eq. (2.18).

There are three notable reasons for providing this choice, even though Coulomb waves

should always be closer to the experiment: Using spherical Bessel functions saves a sig-

nificant amount of time in the calculation of the radial component of the integral over all

of real space in eq. (2.5). This is because these integrals are solved analytically, while the
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(a)

(b)

Figure A5.4: (a) Input section of the main window in ”Stationary kPEEM Scan” mode is
split into three panels: The simulation range and resolution plus the energy and
scattering parameters (top), the imported data set (middle), and the excitation
and final state values (bottom). (b) Scattering parameters located in the top
center of the main window when elastic scattering is turned on. The phase shifts
used for scattering are identical to the ones in the calculation of the unscattered
emission. External scatterers are optionally provided atoms which have not been
included in the ground state DFT, but with which the electrons can interact
during the emission process.
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integrals over Coulomb waves have to be determined numerically. The radial component

at each atom is also entirely separated from the angular one. Many ARPES projects focus

on the angle-dependence at a fixed photon energy and the binding energy of an orbital

without explicitly evaluating the Ekin dependence. The radial wave function can usually

be neglected in these cases, since it scales the photoemission intensity equally at every

angle. Note that the angular dependence is still affected if there is more than a single type

of orbital and/or element with a relevant share in the initial state. Lastly, the difference

between both radial wave functions gets progressively smaller for higher electron kinetic

energies and larger molecules, as the residual charge is spread over an increasing number

of atoms. The minute difference between the final states might thus not justify the larger

computational cost. With all these settings in place the input section is concluded.

Fig. A5.5 shows the control panel in the center of the main window while the cal-

culation is idle (a), running (b) and finished (c). When everything has been set up in

the input section, the calculation can be started here with the ”Start” button. This is

also the place where the program can be exited and a running calculation can be paused

(a) (b) (c)

Figure A5.5: Control panel of the main window before (a) during (b) and after completing the
simulation (c). The calculation can be started, paused or aborted with the two
buttons on the top. The lower two buttons access the import dialog shown in
fig. A5.2 and a brief manual with helpful advice. After a simulation is finished,
the elapsed time since starting the procedure is displayed below.
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to temporarily free up resources of the CPU. Pressing the ”Import Data” button opens

the import dialog described in appendix A5.1, and clicking the ”Manual” button below

displays a text window with a short manual and advice.

Upon starting the simulation, the output section on the right-hand side of the main

window becomes relevant (see fig. A5.6). It is split between an upper panel where the

transport properties of the electrons inside the system are determined, and a lower panel

where the LCAO coefficients and a couple more parameters are fed into the procedure.

At the very top is the path to an automatically created folder where all output files will

be stored at the end of the run. Splitting the simulation into two steps is entirely due to

technical reasons, since it accelerates the calculation in proportion to the number of or-

bitals. While the upper panel is active, the transport properties of the electrons inside the

system are calculated. This is done by solving part of the matrix element in eq. (2.5) with

the LCAO initial state from eq. (2.16) and final state eq. (2.20) when elastic scattering

disabled, or eq. (2.25) when enabled. Excluded in this step are the LCAO coefficients, the

phase shift due to the different atomic locations and a few constants. During the calcu-

lation, the image under ”Transport Calculation” will gradually fill up from top to bottom

and left to right. Each pixel in the image corresponds to a (kx, ky) tuple and its color to

the duration it took to determine the transport of all kz (or Ekin / Eph) values at this

tuple. The result is subsequently passed to the lower ”Orbital Calculation” panel. This

second phase is usually a lot faster than the first one and feeds the missing parameters

into the matrix element.

After it has done so for an orbital, it will preview the resulting photoelectron momen-

tum map in a false color illustration. When all orbitals are done, the output will be saved

and all temporary auxiliary files cleaned up. While the calculation is running, the pro-

gram estimates the time it takes until its conclusion. This is helpful at the very beginning

to adjust the parameters in such a way, that the program is done by some requested time

while having the best possible resolution. Non-scattering calculations with a resolution

close to most experiments ( 0.01 – 0.03 Å−1) commonly take only a few minutes to an

hour on a commercially available laptop. However, when elastic scattering is enabled with

a high accuracy, the runtime can get almost arbitrarily long. The output code saves the

direct and the elastically scattered intensity both in a separate file and combined into

one. This can aid in assigning individual features in the PMM to the initial state or the

influence of scattering atoms.

Fig. A5.7 displays a flowchart describing every step in the photoemission simulation.

Briefly recapitulated, the input is prepared by Gaussian and EDAC outside of the tool.
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Figure A5.6: The output section of the main window in ”Stationary kPEMM Scan” mode is
divided into two panels. The upper ”Transport Calculation” is active while the
transport properties of the electrons inside the system are calculated. During the
second ”Orbital Calculation” phase the remaining parameters are incorporated
and the simulation is concluded.
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Their output is then imported with a tool-assisted procedure and the desired photo-

emission matrix elements are determined with the main program.

The photoemission tool is still work in progress and updated with new features and

improvements. These include some features which are partially implemented in the user

interface, but have not been discussed since they are disabled in the current version – e.g.

the two inactive checkboxes in the center of fig. A5.5.

Figure A5.7: Flowchart of the entire photoemission simulation process. Blue steps are per-
formed outside of the photoemission tool, orange ones within.
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A6 Structure determination of adsorbates in multilayer

films

A6.1 Photoelectron momentum maps of pentacene tilt angles

Fig. A6.1 shows the experimental, fitted PMM of the pentacene HOMO of the first (a)

and second layer (b) compared to simulations for the tilted molecule for α = 6.0 ° to 9.5 °

(c-j) as described in subsection 6.2.4 for Eph = 30 eV.
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(a) (b)

(c) (d) (e)

(f) (g) (h)

(i) (j)

Figure A6.1: Experimental, fitted PMM of a pentacene bilayer on Ag(110) from the HOMO1st

(a) and HOMO2nd (b) compared to simulations of an isolated, tilted pentacene
molecule at Eph = 30 eV for α = 6.0 ° (c), 6.5 ° (d), 7.0 ° (e), 7.5 ° (f), 8.0 ° (g),
8.5 ° (h), 9.0 ° (i), 9.5 ° (j).
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ner, P. Puschnig, A. Schöll, and F. Reinert,“Plane-wave final state for photoemission

from nonplanar molecules at a metal-organic interface,” Physical Review B, vol. 101,

no. 16, p. 165421, 2020.

[13] H. Hertz, “Ueber einen Einfluss des ultravioletten Lichtes auf die electrische Ent-

ladung,” Annalen der Physik, vol. 267, no. 8, pp. 983–1000, 1887.

[14] W. Hallwachs, “Ueber den Einfluss des Lichtes auf electrostatisch geladene Körper,”

Annalen der Physik, vol. 269, no. 2, pp. 301–312, 1888.

[15] P. Lenard, “Ueber die lichtelektrische Wirkung,” Annalen der Physik, vol. 313, no. 5,

pp. 149–198, 1902.
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“Three-dimensional tomographic imaging of molecular orbitals by photoelectron mo-

mentum microscopy,” The European Physical Journal B, vol. 92, no. 4, p. 80, 2019.

[74] M. A. VanHove, W. H. Weinberg, and C.-M. Chan, Low-energy electron diffraction:

experiment, theory and surface structure determination, vol. 6. Springer Science &

Business Media, 2012.

[75] L. De Broglie, “Waves and quanta,” Nature, vol. 112, no. 2815, pp. 540–540, 1923.

[76] W. P. Davey, “Precision measurements of the lattice constants of twelve common

metals,” Physical Review, vol. 25, no. 6, p. 753, 1925.

[77] P. Bayersdorfer, “Spot-Plotter Version 1.2.1.4,” 2008. Available at https://

spot-plotter.software.informer.com, last checked on 28.09.2020.

[78] M. I. Haftel, “Surface reconstruction of platinum and gold and the embedded-atom

model,” Physical Review B, vol. 48, no. 4, p. 2611, 1993.

[79] J. F. Moulder, W. F. Stickle, P. E. Sobol, and K. D. Bomben, “Handbook of X-ray

photoelectron spectroscopy,” 1992.
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